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Preface

This book is devoted to the numerical study of inverse scattering problems arising
in acoustics, electromagnetism and elastodynamics. In the physical setup, one sends
incident waves to interrogate an unknown or inaccessible object, called a scatterer,
to generate the scattered wave fields. Then by collecting/measuring the scattered
data, encoded into the so-called far-field patterns, one intends to infer geomet-
rical/medium properties of the scatterer. This type of inverse scattering problems
arises in various industrial applications of practical importance, including radar and
sonar, remote sensing, geophysical prospecting, medical imaging and nondestructive
testing. We are mostly concerned with the recovery and identification of the geomet-
rical/topological information of the anomalous scatterer including its location and
shape, independent of its medium property, by the associated far-field measurement.
In fact, in many practical scenarios of wave imaging, one is primarily interested in
visualising the anomalous scatterer, and will further explore the medium property if
needed based on the imaging effect.We include acoustic, electromagnetic and elastic
scattering in our study and mainly work within the time-harmonic regime.

For the inverse scattering problems described above, we present comprehensive
and systematic numerical treatments in different setups. To that purpose, sophisti-
cated numerical treatment of the direct scattering problems is an indispensable ingre-
dient, say, for example, in generating the synthetic scattering data or in discretising a
certain intermediate direct scattering problem in Newton’s type methods for inverse
scattering problems. Hence, we also discuss numerical methods for direct scattering
problems, one based on integral equation methods and the other one based on finite
element methods. Many of the numerical methods for both the direct and inverse
scattering problems are the collaborative research outcome of the two authors of the
book in the last one and half decades. There are many numerical results by the other
researchers as well as several classical books discussing the numerical treatments
of direct and inverse scattering problems. We shall discuss and comment on some
of those results. Inverse scattering theory is a vital and active field of mathematical
research with a colourful history as well as many ongoing studies. Hence, it is an
impossible mission for us to cover all the numerical developments in the literature on
this intriguing topic. Hence, our discussion is selective and concentrating. Moreover,

vii



viii Preface

our focus is the numerics, and we shall only briefly discuss the theoretical aspects in
the book. The book can serve as a reference book for active researchers as well as an
inspiring source for young researchers and graduate students who are interested in
taking up research on the numerical treatments of inverse problems arising in new
applications.

There are many people whose help is indispensable to the writing of this book.
First, we would like to thank Dr. Chao Wang who helped us with the typesetting as
well as read the first version of the book and provided many constructive comments
and suggestions. Her patient and professional assistance is gratefully acknowledged.
Second,wewould like to thankour collaborators, postgraduate students andpostdocs,
for their continuing support and fruitful collaborations over the years.

Shenzhen, China
Hong Kong, China
April 2022

Jingzhi Li
Hongyu Liu
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Chapter 1
Introduction

Inverse problems are concerned with the determination of causes by known conse-
quences. They lie at the heart of scientific inquiries and technological developments.
In its abstract formulation, an inverse problem can be described by the following
operator equation,

F (x) = y, (1.0.1)

where x ∈ X and y ∈ Y , with X and Y signifying the sets of target objects and
observation data, respectively.X usually consists of certain functions and/or geome-
tries, which respectively signify the medium and geometrical/topological properties
of the target objects; and Y consists of certain physical observables. The inverse
problem associated with (1.0.1) can be formulated as recovering/identifying x or
certain missing information of F by knowledge of y.

In this book, we are mainly concerned with inverse problems associated with
waves. In physics, mathematics and related fields, a wave is a propagating dynamic
disturbance (change from equilibrium) of one or more quantities. Due to their propa-
gating, penetrating and non-destructive nature, waves are widely used for probing the
real world, including acoustic, electromagnetic, elastic and particle waves. The asso-
ciated inverse problems are generally referred to as the inverse scattering problems.
Inverse scattering problems lie at the core of many areas of science and technology,
including radar and sonar, geophysical detection, medical imaging, non-destructive
testing, remote sensing and cosmological exploration. Due to the practical impor-
tance, the study of inverse scattering problems is a central topic in applied math-
ematics. Moreover, new inverse scattering problems arise from various emerging
technologies, which makes the corresponding study in this field challenging and
intriguing. Figure 1.1 provides the schematic illustration of a typical inverse scatter-
ing scenario. The system consists of three parts: the input is a certain incident wave
field; the target object which causes the perturbation/scattering of the incident wave
field and is usually referred to as the scatterer; and the measurement of the scattered
wave field away from the scatterer. In terms of the abstract formulation (1.0.1), x

© Science Press 2023
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2 1 Introduction

Fig. 1.1 Schematic
illustration of a typical
inverse scattering scenario

Scatterer
Incident Fields

signifies the underlying scatterer, y is the measured wave field, andF is defined by
the physical mechanism (namely, the PDE system) governing the wave propagation.
In this book, we consider three types of waves including the acoustic, electromag-
netic and mechanical waves. We are mainly concerned with the scattering of linear
waves in the time-harmonic regime. The basic wave equations are, respectively, the
Helmholtz equation, Maxwell’s equations and Lamé equations. Depending on the
specific situation, the scatterer x and themeasurement y can vary and be complicated.
For the inverse problems, the reconstruction can be the recovery of the geometric
parameters of the target scatterer x, e.g. its location or shape; or the recovery of the
complicated medium parameters of the scatterer x; or some other local or global
features of the scatterer.

In this book, we are mainly concerned with the numerical methods for inverse
scattering problems described above, including numerical methods for the forward
scattering problems which are indispensable for tackling the corresponding inverse
problems, and numerical reconstruction methods for the inverse problems. For the
forward solvers, we mainly discuss the finite element methods, whereas for the
inverse solvers, we mainly discuss various indirect approaches. In comparison, a
direct approach for the inverse problem (1.0.1) usually adopts an optimization view-
point and tackles it as follows:

min
x∈C

‖F (x) − y‖Y + R(x), (1.0.2)

where R denotes a regularization functional, ‖ · ‖Y signifies a certain norm in Y ,
and C is a certain a-priori class in X . The regularization term is used to tackle
the ill-posedness of the inverse problem as well as to incorporate the useful a-priori
knowledge into the reconstruction process. Though direct approaches are handy
and generally workable, they lose the track of the speciality and particularity of
the underlying specific inverse problems, which enable the development of more
effective and efficient reconstruction algorithms, as shall be seen in our subsequent
discussion. Here, we would like to mention that the modern approach of machine
learning can also offer effective and efficient reconstructions for inverse scattering
problems. We shall not cover this topic in this book and instead we refer to [12, 21,
24] for related studies in the literature.

Finally, we would like to give two related remarks. First, the inverse scattering
problem depicted in Fig. 1.1 is usually referred to as an inverse problem with active
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measurement. In fact, the scatterer is inactive and in order to bring out the relevant
information of the scatterer, one actively sends an incident wave to interact with the
scatterer which then induces the scatteringmeasurement. Inverse scattering problems
with active measurements occur in a variety of applications including radar/sonar,
medical imaging and geophysical exploration. In contrast, there are other situations
where the scatterer is actively radiating wave fields and the measurements are pas-
sive. Inverse scattering problems with passive measurements also occur in various
practical application including detection andmonitoring hazardous radioactivemate-
rials, thermo- and photo-acoustic tomography and geomagnetic anomaly detection;
see [4–22] and the references cited therein for related studies. In this book, we are
mainly concerned with inverse scattering problems with active measurements. Sec-
ond, in addition to the numerical reconstruction issue, there are more related issues
on the mathematical study of inverse scattering problems. In fact, inverse problems
are a unique field of research which has its own philosophy and methodologies.
We refer to [10] for more discussion on the general issues of mathematical study
of inverse problems including modelling, unique identifiability, stability and sensi-
tivity, non-identifiability and invisibility, reconstruction and resolution, as well as
applications.
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Chapter 2
Direct Acoustic Scattering Problems

We consider the propagation of acoustic waves in a medium in RN , (N = 2, 3). Let
x ∈ R

N and t ∈ R+ be the space and time variables, respectively. LetU (x, t) signify
the wave field (i.e. the displacement away from the equilibrium state) and let c(x),
σ(x) and ρ(x) denote the wave velocity, damping coefficient and the mass density
of the medium, respectively. The motion is governed by the following scalar wave
equation

1

c(x)

∂2U (x, t)

∂t2
+ σ(x)

∂U (x, t)

∂t
− ∇ ·

(
1

ρ(x)
∇U (x, t)

)
= −F(x, t), (2.0.1)

where F(x, t) signifies a source or sink. We consider the time-harmonic wave prop-
agation, namely seeking a solution of (2.0.1) in the following form

U (x, t) = R{u(x)e−iωt }, F(x, t) = R{ f (x)e−iωt },

where i := √−1 is the imaginary unit and ω ∈ R+ is the angular frequency. u and
f stand for the pressures of the wave fields, respectively.
We consider time-harmonic wave scattering from an inhomogeneous isotropic

medium supported in a bounded domain Ω ⊂ R
N , (N = 2, 3) and the medium out-

sideΩ is assumed to be uniformly homogeneous with no damping. After normaliza-
tion,we can assume that c = c̃0, ρ = 1 andσ = 0 inΩc := R

N \Ω .We set k := ω/c̃0
to denote the normalized frequency, which is known as thewave number.We suppose
that f (x) is compactly supported, namely supp( f ) ⊂ BR0 for some R0 > 0, where
and also in what follows Br denotes a ball of radius r centred at the origin in R

N .
Factorizing out the time-dependent part, the wave equation (2.0.1) reduces to the
following time-harmonic equation:

∇ ·
(
1

ρ
∇u

)
(x) + k2

(
c̃20
c2

+ i
σ c̃0

k

)
u(x) = f (x) in R

N . (2.0.2)
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6 2 Direct Acoustic Scattering Problems

There are two fundamental scattering scenarios. The first one is the scattering of
time-harmonic waves by an impenetrable obstacle and the other one by a penetrable
inhomogeneous medium.

2.1 Acoustic Scattering From Obstacles

Consider a bounded Lipschitz domain D inRN , (N = 2, 3), which supports an inho-
mogeneous acoustic scatter, and it is assumed thatRN \D is connected. D represents
an impenetrable obstacle located in the space, namely the wave cannot penetrate
inside it. In order to generate the scattering, one sends a time-harmonic plane wave
ui , which is an entire solution to the Helmholtz equation (−Δ − k2)u = 0 in RN . A
widely used one is the plane wave of the form

ui (x; d, k) := eikx ·d , x ∈ R
N , (2.1.1)

where k ∈ R+ and d ∈ S
N−1 := {x ∈ R

N ; |x | = 1} are the wave number and the
incident direction, respectively.

The presence of the obstacle D interrupts the propagation of the incident plane
wave, leading to the so-called scatteredwave field us , which exists only in the exterior
of the obstacle. The wave scattering is described by the following equation

Δu(x) + k2u(x) = 0 for x ∈ R
N \D, (2.1.2)

where u is the total field, formed by the linear superposition of the incident wave ui

and the scattered wave us , namely

u(x) := ui (x) + us(x) x ∈ R
N \D. (2.1.3)

The scattered wave us(x) satisfies the Sommerfeld radiation condition:

lim
r→∞ r (N−1)/2

(
∂us(x)

∂r
− ikus(x)

)
= 0 with r = |x |, (2.1.4)

which holds uniformly in all directions x̂ := x/|x | ∈ S
N−1, x ∈ R

N \{0}. The Som-
merfeld radiation condition (2.1.4) characterizes the outgoing nature of the scattered
wave field.

To complete the description of the direct scattering problem, we prescribe either
one of the following three boundary conditions on ∂ D:

u = 0 on ∂ D; ∂u

∂ν
= 0 on ∂ D; ∂u

∂ν
+ iλu = 0 on ∂ D, (2.1.5)
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corresponding, respectively, to the case when the obstacle is sound-soft, sound-hard,
and of impedance type. In (2.1.5), ν ∈ S

N−1 is the outward unit normal vector to ∂ D,
and λ ∈ L∞(∂ D) (λ > 0) stands for a surface impedance. For a sound-soft obstacle,
the pressure of the total wave vanishes on the boundary of the obstacle, resulting
in a Dirichlet boundary condition whereas for a sound-hard obstacle, the normal
velocity of the acoustic wave field vanishes on the boundary of the obstacle, which
leads to aNeumann boundary condition. For an impedance-type obstacle, the normal
velocity of the wave field is proportional to its pressure on the boundary through an
impedance parameter.

2.2 Acoustic Scattering From Mediums

In this section, we consider the acoustic scattering from an inhomogeneous medium
in RN , N = 2, 3. Per our discussion in deriving (2.0.2), we set

γ = ρ−1, q = c̃20
c2

+ i
σ c̃0

k
in R

N . (2.2.1)

ρ and q are the density and modulus of the acoustic medium, respectively. They
satisfy the physical conditions that

γ0 ≤ γ (x) ≤ Υ0, Rq(x) ≥ Γ0, I q(x) ≥ 0 for x ∈ R
N , (2.2.2)

where γ0, Υ0, Γ0 are positive constants. Moreover, it is assumed that supp(1 − γ ) ⊂
Ω and supp(1 − q) ⊂ Ω , where Ω is a bounded Lipschitz domain in R

N with a
connected complement RN \Ω .

Let ui be an incident field as introduced in the previous section. Set us and u =
ui + us to denote the scattered and total wave fields, respectively. Then the acoustic
scattering due to the interaction of the inhomogeneous medium supported in Ω and
the incident wave is described by the following system:

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

∇(γ · ∇u) + k2qu = 0 in R
N ,

u
∣∣− = u|+ on ∂Ω,

γ
∂u

∂ν

∣∣∣∣− = γ
∂u

∂ν

∣∣∣∣+ on ∂Ω,

lim
r→∞ r

N−1
2

(
∂us(x)

∂r
− ikus(x)

)
= 0,

(2.2.3)

where ± signify the traces on ∂Ω taken from outside and inside of Ω , respectively.
It is worth noting that in addition to the transmission conditions on ∂Ω in (2.2.3),

more general resistive boundary conditions can be introduced and applied for acoustic
mediums with specific physical properties. For their description and treatment we
refer to [5].
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2.3 Acoustic Scattering From Complex Scatterers

In this section we unify the treatments in Sects. 2.1 and 2.2 and introduce a more
general scattering problem. Then we establish the well-posedness of the general
scattering system. To that end, we let D and Ω be the Lipschitz domains introduced
respectively in Sects. 2.1 and 2.2.We assume that D � Ω andΩ\D is connected. Let
q ∈ L∞(RN \D) and γ ∈ L∞(RN \D), and satisfy the physical conditions in (2.2.2)
for x ∈ R

N \D. Moreover, it is assumed that supp(1 − γ ) ⊂ Ω\D and supp(1 −
q) ⊂ Ω\D.

With the above preparation, we consider the following scattering problem:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇ · (γ (x)∇u) + k2q(x)u = 0 in Ω\D,

Δus + k2us = f in R
N \Ω,

u = ui + us in R
N \Ω,

γ ∂u+
∂ν

= 0 on ∂ D,

u− = us + ui , γ ∂u−
∂ν

= ∂us

∂ν
+ ∂ui

∂ν
on ∂Ω,

limr→∞ r (N−1)/2

{
∂us

∂r − ikus

}
= 0 for r = |x |,

(2.3.1)

where ν denotes the exterior unit normal to ∂ D or ∂Ω . We use the notations u−, u+
to represent the limits of u on ∂ D or ∂Ω , taking respectively from inside and outside
D or Ω . The last limits in (2.3.1) is the Sommerfeld radiation condition.

Now we consider the well-posedness of the scattering problem (2.3.1). Here we
let the parameters α and β be defined as

{α, β} =
{
1, 1 in R

N \Ω,

γ, q in Ω\D.
(2.3.2)

Then the scattering problem (2.3.1) can be formulate as follows.
Find u ∈ H 1

loc(R
N ) such that u = ui + us in RN \Ω and solves the equation

⎧⎨
⎩
L u := ∇ · (α∇u) + k2βu = f in R

N ,

lim
r→∞ r (N−1)/2

{
∂us

∂r
− ikus

}
= 0 for r = |x |. (2.3.3)

Now we show the well-posedness of the system (2.3.3).

Theorem 2.3.1 Under the above assumption, the problem (2.3.3) is uniquely
solvable.

Proof We first show the uniqueness of the solutions for the system (2.3.3). The
problem (2.3.3) is equivalent to the following transmission problem
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇ · (γ (x)∇v) + k2q(x)v = 0 in Ω\D,

Δus + k2us = f in R
N \Ω,

γ ∂v
∂ν

= p ∈ H−1/2(∂ D) on ∂ D,

v − us = g1 ∈ H 1/2(∂Ω) on ∂Ω,

γ ∂v
∂ν

− ∂us

∂ν
= g2 ∈ H−1/2(∂Ω) on ∂Ω,

lim|x |→+∞ |x |(N−1)/2

{
∂us

∂|x | − ikus

}
= 0.

(2.3.4)

To show the uniqueness of the solution (v, us) to system (2.3.4), we first introduce
the following auxiliary problem.

Find (v1, u1) ∈ H 1(Ω\D) × H 1(BR\Ω) such that

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∇ · (γ (x)∇v1) + k2q(x)v1 = 0 in Ω\D,

Δu1 + k2u1 = f in BR\Ω,

γ ∂v1
∂ν

= p on ∂ D,

v1 − u1 = g1 on ∂Ω,

γ ∂v1
∂ν

− ∂u1
∂ν

= g2 on ∂Ω,
∂u1
∂ν

= Λu1 on ∂ BR,

(2.3.5)

where Λ : H 1/2(∂ BR) → H−1/2(∂ BR) is the Dirichlet-to-Neumann map defined by
ΛΨ = ∂W

∂ν
|∂ BR , with W ∈ H 1

loc(R
N \B R) being the unique solution to the system

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ΔW + k2W = 0 in R
N \B R,

W = Ψ ∈ H 1/2(∂ BR) on ∂ BR,

lim|x |→+∞ |x |(N−1)/2

{
∂W

∂|x | − ikW

}
= 0.

(2.3.6)

Then we prove the uniqueness of the problem. For the purpose we set p, g1, g2, f
to be all zeros. Multiplying the first and second equations of (2.3.4), respectively,
by v and us , and integrating by parts in Ω\D and BR\Ω , together with use of the
conditions on ∂ D and ∂Ω , we have

−
∫

Ω\D
γ |∇v|2dx +

∫
Ω\D

k2q|v|2dx −
∫

BR\Ω
|∇us |2dx

+
∫

BR\Ω
k2|us |2dx +

∫
∂ BR

∂us

∂ν
usds = 0. (2.3.7)

Taking the imaginary part of both sides of (2.3.7), we derive

Im
∫

∂ BR

∂us

∂ν
usds = −Im

∫
Ω\D

k2q|v|2dx ≤ 0.

Then by Relllich’s theorem we know us is zero outside BR , which with the unique
continuation implies that us = 0 in Ω\D and v = 0 in D.
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Finally, we show the equivalence between (2.3.4) and (2.3.5). By the definition
of Λ, we see that if (v, us) solves the system (2.3.4), then (v1 = v, u1 = us |BR\Ω)

is the solution to the system (2.3.5). On the other hand, by applying the Green’s
representation to the solution (v1, u1) of (2.3.5) we obtain that

u1(x) = −
∫
∂Ω

(
∂u1(y)

∂ν(y)
Φ(x, y) − u1(y)

∂Φ(x, y)

∂ν(y)

)
ds(y) (2.3.8)

+
∫
∂ BR

(
Λu1(y)Φ(x, y) − u1(y)

∂Φ(x, y)

∂ν(y)

)
ds(y) −

∫
BR\Ω

f (y)Φ(x, y)dy,

for x ∈ BR\Ω , where

Φ(x, y) = i

4

(
k

2π |x − y|
)(N−2)/2

H (1)
(N−2)/2(k|x − y|) (2.3.9)

is the outgoing Green’s function. By the definition of Λ and the radiation of Φ(x, y)

∫
∂ BR

(
Λu1(y)Φ(x, y) − u1(y)

∂Φ(x, y)

∂ν(y)

)
ds(y) = 0.

Hence,

u1(x) = −
∫

∂Ω

(
∂u1(y)

∂ν(y)
− u1(y)

∂Φ(x, y)

∂ν(y)

)
ds(y) −

∫
BR\Ω

f (y)Φ(x, y)dy.

(2.3.10)

It is clear that u1 can be readily extended to an H 1
loc(R

N \Ω) function, which we still
denote by u1. We can see that u1 satisfies the Sommerfeld radiation condition, which
together with the uniqueness of solution to (2.3.4) implies that u1 = us .

Next we show the existence and stability estimate. In the following, by appropri-
ately choosing R0 we can assume that k2 is not a Dirichlet eigenvalue in BR0+1. Let
θ(x) ∈ C∞(RN ) be a cut-off function such that θ(x) = 0 for |x | < R0 and θ(x) = 1
for |x | > R0 + 1. Setting

W = u in Ω and W = us + (1 − θ)ui in R
N \Ω, (2.3.11)

we can then verify directly that W ∈ H 1
loc(R

N ) satisfies

⎧⎨
⎩
L W = g in R

N ,

lim|x |→∞ |x |(N−1)/2

{
∂W

∂|x | − ikW

}
= 0,

(2.3.12)

with g = −(Δ + k2)(θui ) + f ∈ L2(BR0+1\Ω).
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Next, we look for a solution to (2.3.12) of the following form

W = w − φ(w − V ), (2.3.13)

where φ is C∞ cut-off function such that φ = 1 in BR0 and φ = 0 in RN \BR0+1. We
let V ∈ H 1(BR0+1) be the solution of the system

{
L V = g∗ in BR0+1,

V = 0 on ∂ BR0+1
(2.3.14)

and w ∈ H 1
loc(R

N ) be the solution of the system

⎧⎨
⎩

(Δ + k2)w = g∗ in R
N ,

lim|x |→∞ |x |(N−1)/2

{
∂w

∂|x | − ikw

}
= 0,

(2.3.15)

where g∗ ∈ L2(BR0+1\Ω) shall be determined later.
Clearly, by the classical regularity estimates we see

V ∈ H 2(BR0+1\Ω) and w ∈ H 2
loc(R

N ).

By direct verification we have

g = (Δ + k2)W = Δw + k2w + Δφ(w − V )

+ 2∇φ · ∇(w − V ) + φ
(
Δ(w − V ) + k2(w − V )

)
(2.3.16)

= g∗ + K g∗,

where K is defined to be K g∗ = Δφ(w − V ) + 2∇φ · ∇(w − V ).
We can show that K is compact from L2(BR0+1\Ω) to itself.We shall make use of

the Fredholm theory to show the unique solvability of (2.3.16). It suffices to show the
uniqueness of solution to (2.3.16). We set g = 0. By (2.3.12) we have W = 0. Hence
w = φ(w − V ) inRN and V = 0 inΩ and w = 0 inRN \BR0+1. It is straightforward
to verify that {

(Δ + k2)(V − w) = 0 in BR0+1,

V − w = 0 on ∂ BR0+1,
(2.3.17)

hence V − w = 0. Therefore w = 0, which then implies that g∗ = 0. Then by the
Fredholm theory we have a unique g∗ ∈ L2(BR0+1\Ω) to (2.3.16) such that

||g∗||L2(BR0+1\Ω) ≤ C ||g||L2(BR0+1\Ω) ≤ C
(||ui ||H 1(BR0+1\Ω) + || f ||L2(BR0 \Ω)

)
.



12 2 Direct Acoustic Scattering Problems

Finally, by the classical theory on elliptic equations one can show that

||u||H 1(BR0+1\Ω) ≤ C
(|| f ||L2(BR0 \Ω) + ||ui ||H 1(BR0+1\Ω)

)
. �

2.4 Green’s Formula and Linear Potential Theory for
Scattering Problems

Green’s formula allows to represent smooth functions in a smooth, bounded domain
by a superposition of certain potentials. In this section, in order to prove the unique-
ness of the problem (2.2.3), we first introduce the Green’s Formula as follows:

Theorem 2.4.1 Let Ω be a C2-smooth and bounded domain and let ν denote the unit
normal vector to the boundary ∂Ω pointing towards the outside of Ω . For u ∈ C1(Ω)

and v ∈ C2(Ω), we have the Green’s first formula

∫
Ω

u · Δvdx = −
∫

Ω

∇u · ∇vdx +
∫

∂Ω

u · ∂v

∂ν
ds, (2.4.1)

and the Green’s second formula

∫
Ω

u · Δv − Δu · vdx =
∫

∂Ω

u · ∂v

∂ν
− ∂u

∂ν
· vds, (2.4.2)

where ∂u
∂ν

= ν · Δu.

For the first Green identity, v ∈ C2(Ω) and u ∈ C1(Ω). For the second Green’s
identity, u ∈ C2(Ω) and v ∈ C2(Ω). However, the regularity requirement can be
relaxed to be H 1(Ω) and H 2(Ω) correspondingly and further relaxed for H 1∗ (Ω) :=
{u ∈ H 1(Ω); Pu ∈ L2(Ω)}, where P is a strongly elliptic partial differential oper-
ator [6].

For x, y ∈ R
N , x �= y, we denote by

Φ(x, y) :=

⎧⎪⎪⎨
⎪⎪⎩

i

4
H (1)

0 (k|x − y|) N = 2,

eik|x−y|

4π |x − y| N = 3,

the fundamental solution for the Helmholtz equation Δu + k2u = 0, where H (1)
0

is the Hankle functions of the first kind of order 0. If y ∈ R
N is fixed, Φ(·, y) is

a solution to the Helmholtz equation with respect to the variable x ∈ R
N \{y} and

similarly, if x is fixed.
The following Green’s formula, which is also known as the Helmholtz represen-

tation gives representation of u.
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Theorem 2.4.2 Let Ω be a C2-smooth and bounded domain and let ν denote the
unit normal vector to the boundary ∂Ω pointing towards the exterior of Ω . Then for
a function u ∈ H 2(Ω) we have the following Green’s formula

u(x) =
∫

∂Ω

{
∂u

∂ν
Φ(x, y) − u(y)

∂Φ(x, y)

∂ν(y)

}
ds(y)

−
∫

Ω

(
Δu(y) + k2u(y)

)
Φ(x, y)dy, x ∈ Ω. (2.4.3)

Green’s formula is also true if u only satisfies u ∈ H 1(Ω) and Δu + k2u ∈ L2(Ω).

Notice that the above theorem holds true for Ω being a Lipschitz domain. For
more details we refer to [6].

We now introduce the linear potential theory for scattering from a sound-soft
obstacle problem ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Δu + k2u = 0 in R
N \Ω,

u|∂Ω = 0,

u = ui + us,

lim
r→∞ r

N−1
2 (∂r − ik) us = 0.

(2.4.4)

We first introduce the single-layer and double-layer potentials as follows

u(x) =
∫

∂Ω

ϕ(y)Φ(x, y)ds(y), x ∈ R
N \∂Ω,

v(x) =
∫

∂Ω

ϕ(y)
∂Φ(x, y)

∂νy
ds(y), x ∈ R

N \∂Ω,

whereϕ is an integrable function. By this definition,we notice that (Δ + k2)u(x) = 0
and (Δ + k2)v(x) = 0 for all x ∈ R

N \∂Ω . Meanwhile, u(x) and v(x) satisfy the
Sommerfeld radiation condition, becauseΦ(x, y) satisfies the Sommerfeld radiation
condition for |y| bounded. We notice that for ∂Ω ∈ C2(Ω) and ϕ(y) ∈ C(∂Ω), the
following integral

∫
∂Ω

ϕ(y)Φ(x, y)ds(y) = 1

4π

∫
∂Ω

ϕ(y)
eik|x−y|

|x − y|ds(y), x ∈ ∂Ω

exists as an improper integral, which is also applicable for
∫
∂Ω

ϕ(y)
∂Φ(x,y)

∂ν(x)
ds(y).

Besides, we have the following identity

∂u±
∂ν

=
∫

∂Ω

ϕ(y)
∂Φ(x, y)

∂ν(x)
ds(y) ∓ 1

2
ϕ(x), x ∈ ∂Ω,

where ∂u±
∂ν

(x) = ν(x) · ∇u(x ± hν(x)) as h → +0. Also, we have
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v±(x) =
∫

∂Ω

ϕ(y)
∂Φ(x, y)

∂ν(y)
ds(y) ± 1

2
ϕ(x), x ∈ ∂Ω.

The jump relations holds for both u and ∂v
∂ν
, which means that they are continuous

across ∂Ω . Next we define the single-layer and double-layer potential operators as
follows:

S[ϕ](x) =
∫

∂Ω

Φ(x, y)ϕ(y)ds(y), x ∈ ∂Ω

K [ϕ](x) =
∫

∂Ω

∂Φ(x, y)

∂ν(y)
ϕ(y)ds(y), x ∈ ∂Ω

K ∗[ϕ](x) =
∫

∂Ω

∂Φ(x, y)

∂ν(x)
ϕ(y)ds(y), x ∈ ∂Ω.

We notice that K ∗ is the adjoint operator of K with respect to L2(∂Ω), i.e.,
〈K [ϕ], ψ〉L2(∂Ω) = 〈ϕ, K ∗[ψ]〉L2(∂Ω). The operators K and K ∗ are also called the
Neumann-Poincaré (NP) operators, which have been playing a central role in the
potential theory.

Theorem 2.4.3 Let ∂Ω ∈ C2, the operators S, K and K ∗: C(∂Ω) → C0,α(∂Ω),
where α ∈ (0, 1). Hence, they are compact operators from C(∂Ω) to C(∂Ω).

Thus the scattered field can be expressed as

us(x) =
∫

∂Ω

∂Φ(x, y)

∂ν(y)
ϕ(y)ds(y) x ∈ R

N \Ω,

where ϕ =
(

I
2 + K

)−1

[−ui |∂Ω ]. By taking |x | → ∞ and recalling

Φ(x, y) = CN
eik|x |

|x | N−1
2

e−ikx̂ ·y + O

(
1

|x | N+1
2

)
,

we have

us(x) = eik|x |

|x | N−1
2

u∞(x̂, d) + O

(
1

|x | N+1
2

)
(2.4.5)

which holds uniformly in x̂ := x/|x | ∈ S
N−1, where x ∈ R

n and x �= 0. u∞(x̂, d) is
known as the far-field pattern given by

u∞(x̂) =
∫

∂Ω

∂e−ikx̂ ·y

∂ν(y)
ϕ(y)ds(y) (2.4.6)

ϕ =
(

I

2
+ K

)−1

[−ui |∂Ω ]. (2.4.7)
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The above results is subject to an “artificial” condition that k2 is not a Neumann
Laplacian eigenvalue to Ω .

We then introduce the linear potential theory for scattering frommedium problem

⎧⎪⎪⎨
⎪⎪⎩

Δu + k2n(x)u = 0 in R
N ,

u = ui + us,

lim
r→∞ r

N−1
2

(
∂u

∂r
− iku

)
= 0.

(2.4.8)

Recall that the following problem

⎧⎪⎨
⎪⎩

(−Δ − k2)v = f in R
N ,

lim
r→∞ r

N−1
2

(
∂v

∂r
− ikv

)
= 0,

(2.4.9)

has the unique solution which is given by

v = Φ ∗ f =
∫
R3

Φ(x, y) f (y)dy =
∫
R3

1

4π

eik|x−y|

|x − y| f (y)dy.

Thus we have that

u(x) = ui (x) + k2
∫

Ω

(n(x) − 1)(y)u(y)Φ(x, y)dy. (2.4.10)

Now we introduce the integral operator as follows:

K [u](x) = k2
∫

Ω

(n(x) − 1)(y)u(y)Φ(x, y)dy x ∈ Ω

with the mapping property K : C(Ω) → C2(Ω). Here, we notice that the funda-
mental solution Φ(x, y) is weakly singular and the integral is well-defined as an
improper integral. Since the embedding C2(Ω) ↪→ C(Ω) is compact, the operator
K : C(Ω) → C(Ω) is compact. Then (2.4.10) can be written as

(I − K )[u](x) = ui (x), x ∈ Ω. (2.4.11)

Here I − K is a Fredholm operator. By (2.4.11), we know that

u = K [u] = k2
∫

Ω

(n(x) − 1)(y)u(y)Φ(x, y)dy.
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Therefore, the solution for (2.4.8) satisfies

u(x) = ui (x) + K [u](x), x ∈ R
3, (2.4.12)

which is known as the Lippmann-Schwinger integral, and

u|Ω = [I − K ]−1[ui |Ω ]. (2.4.13)

Then by letting |x | → ∞, we have

u(x) = ui (x) + k2
∫

Ω

(n(x) − 1)(y) · u(y) · 1

4π

eik|x |

|x | · e−ikx̂ ·ydy + O

(
1

|x |2
)

.

Thus it admits the following asymptotic expansion:

us(x) = eik|x |

|x |(N−1)/2
u∞(x̂) + O

(
1

|x |(N+1)/2

)
as |x | → ∞, (2.4.14)

where u∞(x̂) = k2

4π

∫
Ω

(n(x) − 1)(y) · u(y) · e−ikx̂ ·ydy is known as the far-field pat-
tern of us and the correspondence between us and u∞ is one-to-one, which is given
by the following theorem.

Theorem 2.4.4 The correspondence between u∞ and us is one-to-one.

Proof First, we let

us(x) = eik|x |

|x | u∞(x̂) + O

(
1

|x |2
)

ũs(x) = eik|x |

|x | ũ∞(x̂) + O

(
1

|x |2
)

.

If u∞ = ũ∞, then us − ũs = O

(
1

|x |2
)
. By using Rellich’s Theorem, we know us =

ũs . Conversely, if us = ũs , it is obvious u∞ = ũ∞. �

Remark that the far field pattern u∞ is the “clean” data without redundacy and is
independent of the coordinate system.

Let ui (x) = eikx ·d , d ∈ S
N−1, which is known as a time-harmonic plane wave

with d signifying the incident direction. Set

uk
∞(x̂, d) = u∞(x̂; eikx ·d), (2.4.15)

which denotes the far-field pattern associatedwith the planewave. uk∞(x̂, d), (x̂, d) ∈
S

N−1 × S
N−1, is known as the scattering amplitude at k ∈ R+. We already know that
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uk
∞(x̂, d) = k2

4π

∫
Ω

(n(x) − 1)(y) · u(y) · e−ikx̂ ·ydy

u|Ω = (I − K )−1[ui |Ω ].

It can be proved that uk∞(x̂, d) is analytic in x̂ , d and k. Hence, if uk∞ is known for
k ∈ (a, b), it is known for all k ∈ R+ by analytic continuation. Similarly, if u∞(x̂)

is known on any given open subset Γ ⊂ S
N−1, it is known on the whole unit shpere

S
N−1, which is the same for d.
Define the Herglotz operator H : L2(SN−1) �→ A (RN ) with A (RN ) denoting

the space of analytic functions over RN :

H (g)(x) :=
∫
SN−1

eikx ·d g(d) ds(d), g ∈ L2(SN−1). (2.4.16)

vg(x) = H (g)(x) is known as a Herglotz wave, which is the linear superposition
of the plane waves with a density function g(d). We have the following denseness
property of the Hergoltz waves.

Lemma 2.4.1 ([8]) Let Ω � R
n be a bounded Lipschitz domain andHk be the space

of all the Herglotz wave functions of the form (2.4.16). Define

Sk(Ω) = {u ∈ C∞(Ω) | Δu + k2u = 0}

and
Hk(Ω) = {u|Ω | u ∈ Hk}.

Then Hk(Ω) is dense in Sk(Ω) ∩ L2(Ω) with respect to the topology induced by the
H 1(Ω)-norm.

Using a Herglotz wave vg as an incident field, by the linearity of the Helmholtz
system (2.2.3) with respect to the incident wave, one readily has

u∞(x̂; vg) = u∞(x̂;H (g(d))) = H (uk
∞(x̂, d)) =

∫
SN−1

uk
∞(x̂, d)g(d) ds(d).

(2.4.17)
Define the far-field operator F : L2(SN−1) �→ L2(SN−1) as follows:

F (g)(x̂) =
∫
SN−1

uk
∞(x̂, d)g(d) ds(d). (2.4.18)

By Lemma 2.4.1, we readily see that the far-field operator F actually contains
all the possible scattering information from the scatterer (Ω, n(x)2 − 1). Hence,
the direct scattering problem is to determine the far-field operator F for a given
scatterer (Ω, n(x)2 − 1). Reversely, the inverse scattering problem is to determine
the scatterer (Ω, n(x)2 − 1) by knowledge of the far-field operator:
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F → (Ω, n(x)2 − 1), (2.4.19)

which is equivalent to determining (Ω, n(x)2 − 1) by knowledge of the associated
scattering amplitude uk∞(x̂, d). By introducing an operator S which sends to the
scatterer (Ω, n(x)2 − 1) to the associated scattering amplitude uk∞(x̂, d), the inverse
scattering problem can be recast as the following operator equation

S (Ω, n(x)2 − 1) = uk
∞(x̂, d). (2.4.20)

It is directly verified that the inverse scattering problem (2.4.19)/(2.4.20) is nonlinear.

2.5 Numerical Methods for Acoustic Scattering Problems

2.5.1 Nyström Method

In this subsection, we present the most efficient numerical method for acoustic scat-
tering problems. We assume that the boundary curve ∂ D possesses a regular analytic
and 2π -periodic parametric representation of the form

x(t) = (
x1(t), x2(t)

)
, 0 ≤ t ≤ 2π, (2.5.1)

in counterclockwise orientation satisfying |x ′(t)|2 > 0 for all t .
By the linear potential theory, we know that the solution of the exterior Dirichlet

problem in the form of acoustic surface potential can be expressed as

u(x) =
∫

∂ D

{
∂Φ(x, y)

∂ν(y)
− iηΦ(x, y)

}
ϕ(y)ds(y), x ∈ R

N \∂ D, (2.5.2)

with a density ϕ ∈ C(∂ D) and a real coupling parameter y �= 0. Then from the jump
relations we see that the potential u given above solves the exterior Direchlet problem
provided the density is a solution of the integral equation

ϕ + Kϕ − iηSϕ = 2 f. (2.5.3)

Then, by straightforward calculations using the H (1)
1 = −H (1)′

0 of the Hankel
functions, we transform (2.5.3) into the parametirc form

Ψ (t) −
∫ 2π

0

{
L(t, τ ) + iηM(t, τ )

}
Ψ (τ)dτ = g(t), 0 ≤ t ≤ 2π, (2.5.4)
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where Ψ (t) := ϕ(x(t)), g(t) := 2 f (x(t)), and the kernels are given by

L(t, τ ) := ik

2

{
x ′
2(τ )[x1(τ ) − x1(t)] − x ′

1(τ )[x2(τ ) − x2(t)]
} H (1)

1

(
k|x(t) − x(τ )|)

|x(t) − x(τ )| ,

M(t, τ ) := i

2
H (1)
0

(
k|x(t) − x(τ )|)|x ′(τ )|

for t �= τ . We notice that the kernels L and M have logarithmic singularities at t = τ

by an expansion for the Neumann functions. Therefore, we split the kernels into

L(t, τ ) = L1(t, τ ) ln

(
4 sin2

t − τ

2

)
+ L2(t, τ ),

M(t, τ ) = M1(t, τ ) ln

(
4 sin2

t − τ

2

)
+ M2(t, τ ),

where

L1(t, τ ) := k

2π

{
x ′
2(τ )[x1(t) − x1(τ )] − x ′

1(τ )[x2(t) − x2(τ )]} J1
(
k|x(t) − x(τ )|)
|x(t) − x(τ )| ,

L2(t, τ ) := L(t, τ ) − L1(t, τ ) ln

(
4 sin2

t − τ

2

)
,

M1(t, τ ) := − 1

2π
J0

(
k|x(t) − x(τ )|)|x ′(τ )|,

M2(t, τ ) := M(t, τ ) − M1(t, τ ) ln

(
4 sin2

t − τ

2

)

The kernels L1, L2, M1 and M2 are analytic and we can derive the diagonal terms
by expansions

L2(t, τ ) = L(t, t) = 1

2π

x ′
1(t)x ′′

2 (t) − x ′
2(t)x ′′

1 (t)

|x ′(t)|2 ,

M2(t, t) =
{

i

2
− C

π
− 1

π
ln

(
k

2
|x ′(t)|

)}
|x ′(t)|

for 0 ≤ t ≤ 2π . We note that despite the continuity of the kernel L , for numerical
accuracy it is advantageous to separate the logarighmic part of L since the derivatives
of L fail to be continuous at t = τ .

Hence, we have to numerically solve an integral equation of the form

Ψ (t) −
∫ 2π

0
K (t, τ )Ψ (τ)dτ = g(t), 0 ≤ t ≤ 2π, (2.5.5)

where the kernel can be written in the form
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K (t, τ ) = K1(t, τ ) ln

(
4 sin2

t − τ

2

)
+ K2(t, τ ) (2.5.6)

with analytic functions K1 and K2 with an analytic right-hand side g.
The Nyström method consists in the straightforward approximation of integrals

by quadrature formulas. For the 2π -periodic integrands, we choose an equidistant
set of knots t j := π j/n, j = 0, . . . , 2n − 1, and use the quadrature rule

∫ 2π

0
ln

(
4 sin2

t − τ

2

)
f (τ )dτ ≈

2n−1∑
j=0

R(n)
j (t) f (t j ), 0 ≤ t2π, (2.5.7)

with the quadrature weights given by

R(n)
j (t) := −2π

n

n−1∑
m=1

1

m
cosm(t − t j ) − π

n2
cos n(t − t j ), j = 0, . . . , 2n − 1,

and the trapezoidal rule

∫ 2π

0
f (τ )dτ ≈ π

n

2n−1∑
j=0

f (t j ). (2.5.8)

Both these numerical integration formulas are obtained by replacing the integrand f
by its trigonometric interpolation polynomial and then integrating exactly.

In the Nyström method, by applying the quadrature rule (2.5.7) to f = K1(t, ·)Ψ
and (2.5.8) to f = K2(t, ·), the integral equation (2.5.4) is replaced by the approxi-
mating equation

Ψ (n)(t) −
2n−1∑
j=0

{
R(n)

j (t)K1(t, t j ) + π

n
K2(t, th)

}
Ψ (n)(t j ) = g(t) (2.5.9)

for 0 ≤ t ≤ 2π . Then by solving a finite dimensional linear system we can obtain
the solution of (2.5.9). In particular, for any solution of (2.5.9) the values Ψ

(n)
i =

Ψ (n)(ti ), i = 0, . . . , 2n − 1, at the quadrature points trivially satisfy the linear system

Ψ
(n)

i −
2n−1∑
j=0

{
R(n)

|i− j |K1(ti , t j ) + π

n
K2(ti , t j )

}
Ψ

(n)
j = g(ti ), i = 0, . . . , 2n − 1,

(2.5.10)

where
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R(n)
j := R(n)

j (0) = −2π

n

n−1∑
m=1

1

m
cos

mjπ

n
− (−1) jπ

n2
, j = 0, . . . , 2n − 1.

Conversely, given a solution Ψ
(n)
i , i = 0, . . . , 2n − 1 of the system (2.5.10), the

function Ψ (n) defined by

Ψ (n)(t) :=
2n−1∑
j=0

{
R(n)

j (t)K1(t, t j ) + π

n
K2(t, t j )

}
Ψ

(n)
j + g(t), 0 ≤ t ≤ 2π,

(2.5.11)

satisfies the approximating equation (2.5.9). The formula (2.5.11) may be viewed as
a natural interpolation of the valuesΨ

(n)
i , i = 0, . . . , 2n − 1, at the quadrature points

to obtain the approximating function Ψ
(n)

i and goes back to Nyström.
For the solution of the large linear system (2.5.10), we recommend the use of the

fast iterative two-grid or multi-grid methods.
Provided the integral equation (2.5.5) is uniquely solvable and the kernels K1

and K2 and the right-hand side g are continuous, a rather involved error analysis
shows that the approximating linear system (2.5.10), i.e., the approximating equation
(2.5.9), is uniquely solvable for all sufficiently large n. Meanwhile, the approximate
solution s Ψ (n) converge uniformly to the solution Ψ of the integral equation as
n → ∞. Also, the convergence order of the quadrature errors for (2.5.7) and (2.5.8)
carries over to the errorΨ (n) − Ψ , which, in particular, means that the case of analytic
kernels K1 and K2 and analytic right-hand sides g the approximation error decreases
exponentially, i.e., there exist positive constants C and σ such that

|Ψ (n)(t) − Ψ (t)| ≤ Ce−nσ , 0 ≤ t ≤ 2π, (2.5.12)

for all n. In particular, the constants in (2.5.12) are computable but usually they are
difficult to evaluate. In most practical cases, it is sufficient to judge the accuracy of
the computed solution by doubling the number 2n of knots and then comparing the
results for the coarse and the fine grid with the aid of the exponential convergence
order, i.e., by the fact that doubling the number 2n of knots will double the number
of correct digits in the approximate solution.

Numerical Example 1
For a numerical example 1, we consider the scattering of a plane wave by a cylinder
with a non-convex kite-shaped cross section with boundary ∂ D shown in Fig. 2.1
and described by the parametric representation

x(t) = (cos t + 0.65 cos 2t − 0.65, 1.5 sin t), 0 ≤ t ≤ 2π.
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Fig. 2.1 Kite-shaped domain for Numerical Example 1

Table 2.1 Numerical results for Nyström’s method

n Re u∞(d) Im u∞(d) Re u∞(−d) Im u∞(−d)

k = 1 8 –1.6259 0.6017 1.3944 0.0940

16 –1.6273 0.6021 1.3969 0.0951

32 –1.6274 0.6022 1.3969 0.0950

64 –1.6275 0.6022 1.3969 0.0950

k = 3 8 –2.0486 1.8264 0.4202 1.6358

16 –2.1137 1.2441 0.2507 1.5911

32 –2.1127 1.2430 0.2508 1.5910

64 –2.1128 1.2430 0.2508 1.5910

k = 5 8 –3.1116 2.8098 0.2976 –0.7549

16 –2.4165 1.9705 –0.2031 0.0674

32 –2.4755 1.6874 –0.1994 0.0602

64 –2.4755 1.6875 –0.1995 0.0602

From the asymptotics for Hankel functions, it can be deduced that the far field
pattern of the combined potential in two dimensions is given by

u∞(x̂) = e−i π
4√

8πk

∫
∂ D

{kν(y) · x̂ + η}e−ikx̂ ·yϕ(y)ds(y), |x̂ | = 1, (2.5.13)

which canbe evaluated again by the trapezoidal rule after solving the integral equation
for ϕ. Table 2.1 gives some approximate values for the far field pattern u∞(d) and
u∞(−d) and the backward direction−d. The direction d of the incident wave is d =
(1, 0) and the coupling parameter is η = k. Note that the exponential convergence is
clearly exhibited.



2.5 Numerical Methods for Acoustic Scattering Problems 23

Fig. 2.2 Circle domain for numerical example 2

Table 2.2 Numerical results for Nyström’s method

n Re u∞(d) Im u∞(d) Re u∞(−d) Im u∞(−d)

k = 1 8 –1.3342 0.3337 0.1818 0.7627

16 –1.3343 0.3337 0.1818 0.7627

32 –1.3344 0.3337 0.1818 0.7627

64 –1.3344 0.3337 0.1818 0.7627

k = 3 8 –1.6192 0.7977 –0.6731 –0.2646

16 –1.6174 0.7973 –0.6731 –0.2646

32 –1.6174 0.7974 –0.6731 –0.2646

64 –1.6174 0.7974 –0.6731 –0.2646

k = 5 8 –1.8852 1.3045 0.6278 –0.3534

16 –1.8493 1.0989 0.6210 –0.3524

32 –1.8494 1.0990 0.6210 –0.3524

64 –1.8494 1.0990 0.6210 –0.3524

Numerical Example 2
For a numerical Example 2, we consider the scattering of a plane wave by a cylinder
with a circle cross section with boundary ∂ D shown in Fig. 2.2 and described by the
parametric representation

x(t) = (cos t, sin t), 0 ≤ t ≤ 2π.

The numerical for this example is provided in (Table 2.2). The matlab code for
this numerical example can be found in supplementary material.
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2.5.2 Finite Element Method with Perfectly Matched Layer
(PML)

In this subsection we introduce the finite element method for perfectly matched layer
(PML) approximation to acoustic problems.Wewill demonstrate both the solvability
of the continuous PMLapproximations and the convergence of the resulting solutions
to the solutions of the original acoustic problem.

The original PML method was suggested by Bérenger [2] which proposed a
PML technique for solving with the time dependent Maxwell equations. Under the
assumption that the exterior solution is composed of outgoing waves only, the basic
idea of the PML technique is to surround the computation domain by a layer of finite
thickness with specially designed model medium that would either slow down or
attenuate all the waves that propagate from inside the computational domain.

In this section we consider a finite element method for PML technique for the
following acoustic scattering problem with perfectly conducting boundary:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Δu + k2u = 0 in R
2\D,

∂u

∂ν
= −g on ΓD,

lim
r→∞

√
r

(
∂u

∂r
− iku

)
= 0, for r = |x |.

(2.5.14)

Here D ⊂ R
2 is a bounded domain with Lipschitz boundary ΓD , g ∈ H−1/2(ΓD)

is determined by the incoming wave, and ν is the unit outer normal to ΓD . We
assume the wave number k ∈ R is a constant. The results in this section can be
easily extended to solve the scattering problem with other boundary conditions such
as Dirichlet or the impedance boundary condition on ΓD , or to solve the acoustic
wave propagation through inhomogeneous media with a variable wave number k2(x)

inside some bounded domain.
Let D be contained in the interior of the circle BR = {x ∈ R

2 : |x | < R}. We
start by introducing an equivalent variational formulation of (2.5.14) in the bounded
domainΩR = BR\D. In the domainR2\B R , the solution u of (2.5.14) can bewritten
under the polar coordinates as follows:

u(r, θ) =
∑
n∈Z

H (1)
n (kr)

H (1)
n (k R)

ûneinθ , ûh = 1

2π

∫ 2π

0
u(R, θ)e−inθ dθ, (2.5.15)

where H (1)
n is the Hankel function of the first kind and order n. The series in (2.5.15)

converges uniformly for r > R. Let T : H 1/2(ΓR) → H−1/2(ΓR), whereΓR = ∂ BR ,
be the Dirichlet-to-Neumann operator defined as follows: ∀ f ∈ H 1/2(ΓR),



2.5 Numerical Methods for Acoustic Scattering Problems 25

T f =
∑
n∈Z

k
H (1)′

n (k R)

H (n)
n (k R)

f̂heinθ , f̂h = 1

2π

∫ 2π

0
f e−inθ dθ. (2.5.16)

It is known that T is well-defined and the solution u written in (2.5.15) satisfies

∂u

∂ν

∣∣∣∣
ΓR

= T u.

Let a : H 1(ΩR) × H 1(ΩR) → C be the sesquilinear form:

a(ϕ, ψ) =
∫

ΩR

(∇ϕ · ∇ψ − k2ϕψ)dx − 〈T ϕ,ψ〉ΓR
, (2.5.17)

where 〈·, ·〉ΓR
stands for the inner product on L2(ΓR) or the duality pairing between

H−1/2(ΓR) and H 1/2(ΓR). For a given g ∈ H−1/2(ΓD), the scattering problem
(2.5.14) is equivalent to the following weak formulation: Find u ∈ H 1(ΩR) such
that

a(u, ψ) = 〈g, ψ〉ΓD
∀ψ ∈ H 1(ΩR). (2.5.18)

The existence of a unique solution of the variational problem (2.5.18) is known.
Now we introduce the absorbing PML layer. We surround the domain ΩR

with a PML layer Ω P M L = {x ∈ R
2 : R < |x | < ρ}. The specially designed model

medium in the PML layer should basically be so chosen that either the wave never
reaches its external boundary or the amplitude of the reflected wave is so small that
it does not essentially contaminate the solution in ΩR . Here we assume ρ ≤ C R for
some generic fixed constant C > 0.

Let α(r) = 1 + iσ(r) be the model medium property which satisfies

σ ∈ C(R), σ ≥ 0, and σ = 0 for r ≤ R.

Denote by r the complex radium defined by

r̃ = r̃(r) =
{

r if r ≤ R∫ r
0 α(t)dt = rβ(r) if r ≥ R

(2.5.19)

Following [4], we introduce the PML equation

∇ · (A∇w) + αβk2w = 0 in Ω P M L , (2.5.20)

where A = A(x) is a matrix which satisfies, in polar coordinates,

∇ · (A∇) = 1

2

∂

∂r

(
βr

α

∂

∂r

)
+ α

βr2
∂2

∂θ2
. (2.5.21)
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The PML solution û inΩρ = Bρ\D is defined as the solution of the following system

⎧⎨
⎩

∇ · (A∇û) + αβk2û = 0 in Ωρ,
∂ û
∂ν

= −g on ΓD,

û = 0 on Γρ.

(2.5.22)

This problem can be reformulated in the bounded domain ΩR by imposing the
boundary condition

∂ û

∂ν
= T̂ û,

where the operator T̂ : H 1/2(ΓR) → H−1/2(ΓR) is defined as follows: Given f ∈
H 1/2(ΓR),

T̂ f = ∂ξ

∂ν

∣∣∣∣
ΓR

,

where ξ ∈ H 1(Ω P M L) satisfies

⎧⎨
⎩

∇ · (A∇ξ) + αβk2ξ = 0 in Ω P M L ,

ξ = f on ΓR,

ξ = 0 on Γρ.

(2.5.23)

The existence and uniqueness of the solutions of the PML problem (2.5.23) can be
found in [3].

Based on the operator T̂ , we introduce the sesquilinear form â : H 1(ΩR) ×
H 1(ΩR) → C by

â(ϕ, ψ) =
∫

ΩR

(A∇ϕ · ∇ψ − k2αβϕψ)dx −
〈
T̂ ϕ,ψ

〉
ΓR

. (2.5.24)

Then for any given g ∈ H−1/2(ΓD) the weak formulation for (2.5.22) is to find
û ∈ H 1(ΩR) such that

â(û, ψ) = 〈g, ψ〉ΓD
∀ψ ∈ H 1(ΩR). (2.5.25)

The well-posedness of the PML problem (2.5.25) and the convergence of its solution
to the solution of the original scattering problem can be found in [3].

Now we introduce the finite element approximations of the PML problems
(2.5.22). From now on we assume g ∈ L2(ΓD). Let b : H 1(Ωρ) × H 1(Ωρ) → C

be the sesquilinear form given by
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b(ϕ, ψ) =
∫

Ωρ

(A∇ϕ · ∇ψ − αβk2ϕψ)dx . (2.5.26)

Let Γ h
ρ , which consists of piecewise segments whose vertics lie on Γρ , be an

approximation of Γρ . Let Ωh
ρ be the subdomain of Ωρ bounded by ΓD and Γ h

ρ . Let
Th be a regular triangulation of the domain Ωh

ρ . We assume the elements T ∈ Th

may have one curved edge align with ΓD so that Ωh
ρ = ∪T ∈T h T .

Let Vh ⊂ H 1(Ωh
ρ ) be the conforming linear finite element space over Ωh

ρ , and
Ṽh = {vh ∈ Vh : vh = 0 on Γρ}. In the following we will always assume that the
functions in Ṽh are extended to the domain Ωρ by zero so that any function vh ∈ Ṽh

is also a function in H 1
0 (Ωρ). The finite element approximation to the PML problem

(2.5.22) reads as follows: Find uh ∈ Ṽh such that

b(uh, ψh) =
∫

ΓD

gψhds ∀ψh ∈ Ṽh . (2.5.27)

Following the general theory in [1], the existence of unique solution of discrete
problem (2.5.27) and the finite element convergence analysis depend on the following
discrete inf-sup condition

sup
0 �=ψh∈Ṽh

|b(ϕh, ψh)|
||ψh||H 1(Ωρ)

≥ μ̂||ϕh ||H 1(Ωρ) ∀ϕh ∈ Ṽh, (2.5.28)

where the constant μ̂ > 0 is independent of the finite element mesh size. Since
the continuous problem (2.5.26) has a unique solution, the sesquilinear form b :
H 1

0 (Ωρ) × H 1
0 (Ωρ) → C satisfies the continuous inf-sup condition. Then a general

argument of Schatz [7] implies (2.5.28) is valid for sufficiently small mesh size
h < h∗. Based on (2.5.28), appropriate a priori error estimate can also be derived
which depends on the regularity of the PML solution û.

Nowwepresent somenumerical experiments to demonstrate the theoretical results
established in above.

First, the numerical experiment are conducted in R
2. We consider a kite-shaped

scatterer D which is given by

x(t) = (cos t + 0.65 cos 2t − 0.65, 1.5 sin t), 0 ≤ t ≤ 2π. (2.5.29)

Experimental settings are shown in Fig. 2.3a. For the setting with respect to the
scattering measurement, a PML layer of width 1 is attached to the square (−4, 4)2

to truncate the whole space into a finite domain with scattering boundary conditions
enforced on the outer boundary. We fix the wave number k = 3 and the incident
direction d = (1, 0)T . The incident field, total field and the scatter field is given in
Fig. 2.3b, c and d, respectively.
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(a) geometry (b) incident field

(c) total field (d) scatter field

Fig. 2.3 The incident direction is d = (1, 0) and the wavenumber is k = 3

References

1. I. Babuska, A. Aziz, Survey Lectures on Mathematical Foundations of the Finite Element
Method, in The Mathematical Foundations of the Finite Element Method with Application to
Partial Differential Equations. ed. by A. Aziz (Academic, New York, 1973), pp.5–359

2. J.-P.Berenger,Aperfectlymatched layer for the absorption of electromagneticwaves. J. Comput.
Phys. 114, 185–200 (1994)

3. Z. Chen, X. Liu, An adaptive perfectly matched layer technique for time-harmonic scattering
problems. SIAM J. Numer. Anal. 43, 645–671 (2005)

4. F. Collino, P.B. Monk, The perfectly matched layer in curvilinear coordinates. SIAM J. Sci.
Comput. 92, 2061–2090 (1998)

5. D. Colton, R. Kress, Inverse Acoustic and Electromagnetic Scattering Theory, 2nd edn.
(Springer, New York, 1998)

6. W. McLean, Strongly Elliptic Systems and Boundary Integral Equations (Cambridge University
Press, Cambridge, 2000)

7. A.H. Schatz, An observation concerning Ritz-Galerkin methods with indefinite bilinear forms.
Math. Comput. 28, 959–962 (1974)

8. N. Weck, Approximation by Herglotz wave functions, mathematical methods in the applied.
Science 27(2), 155–162 (2004)



Chapter 3
Numerical Inverse Acoustic Scattering
Problems

3.1 Overview

We would like to point out that many numerical reconstruction methods have
been developed for inverse scattering problems in various scenarios, such as the
linear sampling method, factorization method, MUSIC-type methods, time rever-
sal, topological-optimization-type methods, interior-resonance-based methods, and
machine learning methods etc.; we refer the readers to [2–9, 11, 15–17, 23–25, 35–
37, 41, 42, 59, 74–76, 79, 81–83, 85] and the references therein for these methods
and some other related developments.

The inverse problems are to recover the scatterer, namely (Ω, n) if it is a medium,
or (Ω, λ) if it is an obstacle of impedance type, or Ω if it is a sound-soft or sound-
hard obstacle, by the knowledge of the far-field pattern ak(x̂, d). If one introduces
an operator F which maps the scatterer to the corresponding far-field pattern, the
inverse scattering problem can be formulated as the following operator equation

F (O) = ak(x̂, d), k ∈ R+, x̂, d ∈ S
N−1, (3.1.1)

where O represents (Ω, n), (Ω, λ) or Ω , depending on the type of the concerned
inverse problem. It is widely known that the operator equation (3.1.1) is nonlinear
and ill-posed (cf. [26]). In (3.1.1), ak(x̂, d) is given by the measurement data which
are usually recorded by some physical apparatus. The data shall be called a single
measurement if ak(x̂, d) is given for a fixed k ∈ R+ and a fixed d ∈ S

N−1, but for all
x̂ ∈ S

N−1. That is, for a single far-field measurement, one collects the far-field data
in every possible observation direction by sending a single detecting plane wave. If
multiple detecting plane waves are used, e.g., many different d’s or k’s are used, then
the corresponding scattering data shall be referred to as multiple measurements. We
note that as ak(·, d) is an analytic function on the unit sphere, it is known on the
whole sphere as long as it is known on any open subset of the unit sphere by the
analytic continuation.
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We define the operator F which maps the boundary of the obstacle to the corre-
sponding far-field pattern, then the inverse problem can be expressed as the following
operator equation

F (∂Ω) = u∞(x̂; d). (3.1.2)

It is easily seen that F is nonlinear. Moreover, the operator equation (3.1.2) is
widely known to be severely ill-posed in the sense of Hadamard (see, e.g., [26]).
For the inversion, one may naturally solve (3.1.2) by Newton-type’s methods or
formulate it in terms of a non-linear optimization problem. All these direct methods
are formulated in the framework of Tikhonov regularization and conducted in an
iterative manner due to the ill-posedness and nonlinearity of (3.1.2). Hence, in order
to achieve satisfactory approximate solutions, they typically require a good initial
guess for the iteration and the computational accounts are formidable. Furthermore,
those direct approaches require a priori information on the physical properties of
the underlying scatterer, e.g., it is sound-soft or sound-hard, or of impedance type.
For many practical applications, such information is generally not available, e.g.,
the detection of hostile objects or buried obstacles. We refer to [26] for a general
discussion and related literatures on the aforementioned direct methods. In order to
avoid those disadvantages, Colton and Kirsch developed in [24] a “simple” method
for shape reconstruction in inverse scattering problems which is nowadays known as
the linear sampling method (LSM). The idea is to characterize the boundary ∂Ω of
the scatterer by the behavior of an indicator function, which is implied in a first kind
linear Fredholm integral equationwith the far-field pattern (namely, themeasurement
data) as its integral kernel. Thenfinding theprofile of the scatterer reduces to capturing
the behavior of the indicator function. The LSM is computationally very fast (see
[51]), and is easy for implementation, more importantly, it is independent of the
physical properties of the underlying scatterer. There has been a considerable study
during the last ten years on the LSM and several qualitative methods have been
proposed following the spirits of the LSM, e.g., the factorization method (see [42])
and another variety of methods (see [75]). We refer to the review papers [27, 75] and
the monographs [17, 74] for detailed expositions of the LSM and related literatures.

The LSM provides the boundary information of an unknown scatterer through
the magnitudes of the L2-norm of the indicator function at a sampling grid. When
the magnitude is relatively large at a point, we count the point lying outside the
scatterer; otherwise a point is lying inside the scatterer. So it is extremely critical to
define a cut-off value in an LSM to count if the magnitude of the indicator function
is large enough at a sampling point. Unfortunately, to our knowledge, there are no
deterministic strategies available in the literature to tell how to choose a cut-off
value, and all the existing methods are heuristic. This brings a great difficulty and
inconvenience in practically realizing the LSM, in particular considering the fact that
the numerical reconstructions are very sensitive to the choices of the cut-off value.
Another theoretical barrier in implementing an LSM is how to prevent the interior
eigenvalue problem, which may cause the failure of an LSM. In the discussion of
strengthened linear sampling methods in Sect. 3.2, we shall show a practically easy
implementable technique on how to choose the cut-off value, while overcoming the



3.1 Overview 31

interior eigenvalue problem in the LSM at the same time. These problems are of
much practical interests to both researchers and practitioners on linear sampling
methods. The proposed technique is to artificially introduce a reference ball as an
extra obstacle component to the underlying scattering system. Due to the scattering
coupling between the reference ball and the original unknown scatterers, one can
expect the closely related cut-off values for both the reference ball and the other
unknown scatterers. The crux of the technique is as follows: since we know the
reference ball in advance, the cut-off value around the boundary of the reference ball
can be determined and then it can be employed as the cut-off value to identify the
profiles of other unknown scatterers. Moreover, the reference ball can be suitably
chosen such that the square of the wavenumber k is not a Laplacian eigenvalue for
the ball. In doing so, we can show that the interior eigenvalue problem for the LSM
is automatically eliminated. As an interesting and important theoretical by-product,
by letting the radius of the reference ball tend to zero, we have further shown that the
interior eigenvalue problem for the LSM only exists theoretically but not in practice
as long as noise presents. Finally, we present extensive numerical experiments to
show the feasibility and effectiveness of the discussed method.

In Sect. 3.3, we discuss three inverse scattering schemes for locating multiple
multiscale acoustic scatterers in a very general and practical setting. For all of the
three locating schemes, only one single far-field measurement is used. The number
of the multiple scatterer components may be unknown, and each scatterer compo-
nent is allowed to be an inhomogeneous medium with an unknown content or an
impenetrable obstacle of sound-soft, sound-hard or impedance type. Moreover, the
scatterers could be multiscale, i.e., some scatterers may be of regular size, and some
others may be of small size in terms of the wavelength of the detecting acoustic wave.
If a scatterer component is of regular size, it is required that its shape (not necessarily
its orientation, size and location) should be from an admissible class which is known
in advance. The locating schemes are based on some indicator functions, and are
computationally cheap and robust against the measurement noise. Rigorous mathe-
matical justifications are provided for each scheme, and numerical experiments are
presented to demonstrate its robustness and effectiveness.

It is noted that the inverse problem is formally posed with a fixed ξ ∈ R
n and

all x̂ ∈ S
n−1. Hence, there is a widespread belief that one can recover Ω by using

the far-field pattern corresponding to a single incident plane wave eix ·ξ , which is
referred to as a single far-field measurement. However, this still remains to be a
longstanding problem with very limited progress in the literature. If the obstacle
is of small size; roughly speaking, smaller than half of the detecting wavelength,
the unique recovery result was established in [14, 28]. If the obstacle is extremely
“rough” in the sense that its boundary is nowhere analytic, the unique recovery
result was established in [39]. If the obstacle is of general polyhedral type, the
corresponding uniqueness study by at most a few far-field measurements is almost
complete [1, 18–21, 34, 54, 56–58, 60, 65–67, 69]. We also refer to [3, 12–14,
31, 32, 61–64] for related unique identifiability results on recovering the shape of
medium scatterers. Recently, some qualitative numerical schemes of recovering the
obstacles by a single far-field measurement were proposed in [8, 49, 53], where
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certain restrictive a priori assumptions have to be imposed on the obstacles. Another
challenging issue in the study of inverse scattering problems is the recovery by
phaseless data, say the modulus of the far-field pattern, |u∞(x̂)|. There is also very
limited progress in the literature in this aspect (cf. [43, 46, 58, 84]). Here, we would
like to note that due to the following translation relation (cf. [46, 53])

u∞(x̂; k, d, z + D) = eik(d−x̂)·zu∞(x̂; k, d, D), z ∈ R
n,

where z + D := {z + x; x ∈ D}, one has |u∞(x̂; k, d, z + D)| = |u∞(x̂; k, d, D)|.
Hence, by using the phaseless data, there is such an obstruction that the location of
the obstacle can not be uniquely recovered.

This chapter follows the work [52, 53, 58].

3.2 Strengthened Linear Sampling Methods

By adding a reference ball as an extra artificial obstacle component to the underlying
scattering system, we discuss a very simple but robust and effective technique to
choose the crucial cut-off value required in the linear sampling method (LSM) for
inverse scattering problems. The reference ball technique causes little extra com-
putational costs to the LSM, but brings in a practically very important by-product,
i.e. it eliminates the interior eigenvalue problem automatically, a well-known barrier
when applying the LSM. Some mathematical justifications of the technique are pro-
vided, and numerical experiments are also presented to demonstrate its feasibility
and effectiveness.

This section is concerned with the inverse scattering problems of imaging obsta-
cles by acoustic or electromagnetic far-field measurements. We take as our model
problem the inverse acoustic obstacle scattering by time-harmonic plane waves. We
will illustrate how to extend all the results for the acoustic case to the electromagnetic
system at the end of the section. This section concerns the inverse scattering problem
of recovering an impenetrable obstacle by the corresponding acoustic wave detec-
tion. The problem has its physical origin in radar/sonar, geophysical exploration,
non-destructive testing and medical imaging (cf. [26, 40]).

In the next subsection, we will present some theoretical analysis to reveal the
rationale behind the reference ball technique to choose the cut-off value and rigor-
ously prove the elimination of the interior eigenvalue problems of the LSM when
noise exists. In Sect. 3.2.2, some numerical experiments are performed to illustrate
the feasibility and effectiveness of the discussed method.
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3.2.1 Strengthened Linear Sampling Method with
a Reference Ball

We start with the basics of the LSM. First, we introduce the far-field operator F :
L2(Sn−1) �→ L2(Sn−1):

(Fg)(x̂) :=
∫
Sn−1

u∞(x̂, d;D)g(d)ds(d), x̂ ∈ S
n−1. (3.2.1)

and a function Φ∞ induced by the incident field ui (x) = exp{ikx · d}:

Φ∞(x̂, z) = γ exp{−ikx̂ · z} (3.2.2)

with γ = 1/4π in R3 and γ = eiπ/4/
√
8πk in R2. The linear sampling method is to

use the solution g to the following far-filed equation

(Fg)(x̂) = Φ∞(x̂, z), x̂ ∈ S
n−1, z ∈ R

n (3.2.3)

as an indicator function. As the far-field operator F has smooth kernel, it is compact
in L2(Sn−1), and the Eq. (3.2.3) does not have a solution in general. But under appro-
priate assumptions one can use density argument to solve the equation approximately
to find an approximate function g̃ whose behavior can be used to characterize the
boundary of the underlying scatterer. The assumption is that k2 is not a Laplacian
eigenvalue for D, namely k2 is not a Dirichlet eigenvalue for −Δ in H 1

0 (D) when D
is sound-soft, and is not a Neumann eigenvalue for −Δ in H 1(D) when D is sound-
hard. The following theorem forms the basis of the linear sampling method (see, e.g.,
Theorem 4.1 in [27]).

Theorem 3.2.1 Assume that k2 is not a Dirichlet eigenvalue for−Δ in H 1
0 (D)when

D is sound-soft and is not a Neumann eigenvalue for−Δ in H 1(D)whenD is sound-
hard. Then

1. For z ∈ D and a fixed ε > 0 there exists a gzε ∈ L2(SN−1) such that

‖Fgzε − Φ∞(·, z)‖L2(SN−1) < ε

and
lim
z→∂D

‖gzε‖L2(SN−1) = ∞.

2. For z ∈ R
N\D̄ and any given ε > 0, every gzε ∈ L2(SN−1) that satisfies

‖Fgzε − Φ∞(·, z)‖L2(SN−1) < ε

ensures
lim
ε→0

‖gzε‖L2(SN−1) = ∞.
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We would like to remark that the blow-up behavior of gz will occur disregard-
ing the physical property of the underlying obstacle, namely, the obstacle in Theo-
rem 3.2.1 could be associated with the general boundary condition. The LSM ele-
gantly turns the reconstruction of the shape of obstacleD into the process of numeri-
cally determining the indicator function gz in Theorem 3.2.1. The general procedure
can be stated as follows (see also Chap. 4, [17]):

Algorithm LSM

1. Select a mesh Th of sampling points in a region Ω which contains D.
2. Use the Tikhonov regularization and the Morozov discrepancy principle to com-

pute an approximate solution gz to the far-field equation (3.2.3) for each mesh
point z in Th .

3. Select a cut-off value c ; then count z ∈ D if log ‖gz‖L2(SN−1) ≤ c; and z /∈ D if
log ‖gz‖L2(SN−1) > c .

The LSM will reconstruct the shape of the scatterer provided one could solve (at
least approximately)Eq. (3.2.3) for a “valid” indicator function gz ;we refer to [17, 24,
51] for numerous numerical illustrations. It is emphasized that the LSM remains valid
when there is noise attached to the far-field data. In view of practical applications,
the far-field data is provided by measurement, the noise is unavoidable. Hence it is
of crucial importance that the LSM should be robust to noise, and this is guaranteed
by intensive theoretical and numerical analyses in existing work mentioned earlier.

From the above exposition, one may notice two important issues involved in the
LSM, which deserve our special attention, i.e., the interior eigenvalue problem (see
Theorem 3.2.1) and the selection of the cut-off value. In the rest of this section, we
shall investigate these two issues in detail and discuss some techniques to effectively
deal with the issues.

To guarantee the feasibility of the LSM, theoretical analysis must require that
the interior eigenvalue problem cannot occur (see, e.g., [10]). To gain a better under-
standing of the interior eigenvalue problem, we introduce the Herglotz wave function

vg(x) := H g(x) =
∫
Sn−1

eikx ·dg(d) ds(d), g(d) ∈ L2(Sn−1) , x ∈ R
n . (3.2.4)

vg(x) is a solution to the Helmholtz differential operator (Δ + k2) in R
n , thus is an

entire function. Define the Herglotz operator H : L2(Sn−1) → Hα(∂D) by

H g(x) := BH g(x), x ∈ ∂D, (3.2.5)

where α = 1/2 if the scatterer D is sound-soft and α = −1/2 if Neumann or
impedance type boundary condition is presented on part of the boundary ∂D. By
further introducing the boundary operator G : Hα(∂D) → L2(Sn−1) which maps
the boundary data of the scattered field, namely Bus |∂D for the direct scattering
problem (2.3.3), to the corresponding far-field pattern. We have the factorization

F = −GH .
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The following theorem summarizes the properties of the operators G and H
(see [10]).

Theorem 3.2.2 H has dense range and G is injective and both F and G are com-
pact. Suppose that H is also injective, then F is injective and both F and G has
dense range.

It is shown in [10] that provided the injectivity and denseness properties of the
operators F ,G andH in Theorem 3.2.2 are satisfied, then the LSMworks to provide
a valid reconstruction. It can be easily seen from the theorem that the key point relies
on the injectivity of the Herglotz operator H . Obviously, the non-injectivity of H
amounts to the existence of a nontrivial Herglotz wave function vg(x) = H g(x)
which satisfies

(Δ + k2)vg = 0 in D, Bvg = 0 on ∂D,

that is, vg(x) is a Laplacian eigenfunction inD.Wewould like to remark that the same
interior eigenvalue problem occurs in using the LSM to solve inverse electromagnetic
obstacle scattering problems. In order to overcome this problem, a linear combination
of far-field operators corresponding to different polarizations of the incident field is
proposed. However, it is then necessary to develop new approximation properties
of Herglotz function and electromagnetic Herglotz pairs. Furthermore, the approach
used there relies heavily on the polarization of the incident and scattered fields and
hence is only applicable to the case of electromagnetic scattering. Next, we are
going to present a simple technique to get rid of the interior eigenvalue problem.
We present the technique for the inverse acoustic scattering problem. But as we will
see in following chapters, the technique works also for the inverse electromagnetic
scattering problems.

Suppose thatD is the unknown obstacle to be recovered by the scatteringmeasure-
ment. We artificially introduce a scatterer B and fix its shape, position and physical
property, such that the underlying scatterer to be recovered becomesD ∪ B. For prac-
tical consideration, we choose B to be a sound-soft ball with radius r and call it a
reference ball. Furthermore, we letB be suitably chosen such that k2 is not a Dirichlet
eigenvalue for −Δ in B. In fact, by the Funk-Heck formula (see [26]), we know that
if k2 is a Dirichlet eigenvalue for B then f (kr) = 0, where f represents the Bessel
functions Jn in R

2 and spherical Bessel functions jn in R
3, with the order n being

a non-negative integer. Hence, the requirement that k2 is not a Dirichlet eigenvalue
for B can be easily fulfilled.

To reconstruct the unknown scatterer D by the LSM, with the artificially added
known obstacle B, one needs to solve the following far-field operator equation in
place of (3.2.3):

∫
Sn−1

u∞(x̂, d;B ∪ D)gz(d) ds(d) = Φ∞(x̂, z), x̂ ∈ S
n−1, z ∈ Ω, (3.2.6)

whereΩ is the sampling region that does not containB. Sincewe are only interested in
recovering the unknown scattererD and know all the information aboutB in advance,
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the reference ball is excluded in the sampling region Ω to reduce the computational
costs. Hence no extra computational accounts are introduced for our modified LSM,
which will be referred in the sequel to as the strengthened LSM. We note that the
integral kernel u∞(x̂, d;D), the far-field pattern produced by D in the original LSM
in (3.2.3) is replaced by u∞(x̂, d;D ∪ B), the far-field pattern produced by D and
B. In doing this, the interior eigenvalue problem for the strengthened LSM based
on (3.2.6) is automatically eliminated, disregarding the unknown scatterer D, as
concluded from the following lemma.

Theorem 3.2.3 The strengthened LSM does not have the interior eigenvalue prob-
lem.

Proof By Theorem 3.2.2, we only need to show the injectivity of the operator H .
It is verified directly that if

H g(x) = 0 , x ∈ ∂D ∪ ∂B,

then the Herglotz wave function vg(x) = H g(x) is a Dirichlet eigenfunction in B,
which implies vg(x) = 0 for x ∈ B since k2 is not a Dirichlet eigenvalue. So we
have vg(x) = 0 for x ∈ R

n by analytic continuation, which further implies g(x)
is identically zero by Theorem 3.15 in [26]. That is, the Herglotz operator H is
injective. �

Wewould like to remark that the injectivity ofH is obviously irrelevant toD. This
is very important since one can eliminate the interior eigenvalue problem by using
the strengthened LSM without knowing any a priori information on the unknown
scatterer D.

Concerning the interior eigenvalue problem, we further have an important and
interesting observation. If one let the reference ball be infinitesimal such that the
scattering effect due to B is minuscular, that is, for a fixed incident wave ui =
exp{ikx · d},

‖u∞(x̂;B ∪ D) − u∞(x̂;D)‖L2(Sn−1) < δ(r), (3.2.7)

where r is the radius ofB and δ(r) → 0 as r → 0.Wewill give a rigorous verification
to the above estimate (3.2.7) later (see Theorem 3.2.4), but we now apply it to show
an interesting observation that interior eigenvalue problem for the original LSM
(3.2.3) only exists theoretically but not practically. Suppose that k is given such
that the LSM (3.2.3) has the interior eigenvalue problem. Since the integral kernel
u∞(x̂;D) is provided by the measurement data and hence the noise is inevitable.
That is, in practice, the integral kernel should take the form u∞(x̂;D) + ε with small
‖ε‖L2(Sn−1) > 0 representing the noise level. By (3.2.7), we know that there exists a
ball B with sufficiently small radius r > 0 such that

u∞(x̂;D) + ε = u∞(x̂;D ∪ B) + O(ε). (3.2.8)

Hence, using the original LSM with (3.2.3) to recover D when noise is present
amounts to applying the strengthened LSM (3.2.6) with a fictitious ball B and the
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same level noise to recoverD. It is well-known that for the fixed k, k2 is not aDirichlet
eigenvalue for −Δ in B when B is sufficiently small (see, e.g. [66]). From our
earlier discussion, the strengthened LSMwould not encounter the interior eigenvalue
problem, neither would the original LSM do when noise presents. In conclusion, we
have shown by a heuristic argument that

Proposition 3.2.1 The interior eigenvalue problem for the LSM exists only theoret-
ically but not practically when noise presents.

As can be seen from Sect. 3.2.2, our numerical experiments are in full consistency
with the assertion in Proposition 3.2.1. In fact, our numerical results have shown that
when there is interior eigenvalue problem and no noise is attached to the far-field
data, the LSM does fail to work; whereas if noise is presented to the far-field data,
the LSM would work normally and still gives a valid reconstruction. Clearly, a key
ingredient to our above study is the estimate given in (3.2.7).We next gives a rigorous
theoretical justification to (3.2.7), where to ease our study we only consider the three
dimensional problem and assume thatD is sound-soft with C2-continuous boundary
∂D. We would make essential use of the single-and double-layer potential operators
S and K , defined respectively by

(Sϕ)(x) := 2
∫

∂D∪∂B
Φ(x, y)ϕ(y) ds(y), x ∈ ∂D ∪ ∂B, (3.2.9)

(Kϕ)(x) := 2
∫

∂D∪∂B

∂Φ(x, y)

∂ν(y)
ϕ(y) ds(y), x ∈ ∂D ∪ ∂B, (3.2.10)

where ϕ ∈ C(∂D ∪ ∂B) and Φ(x, y) = eik|x−y|/|x − y| is the fundamental solution
to the Helmholtz equation. We refer to [26] for related mapping properties of these
two operators.

Theorem 3.2.4 Let B be a reference ball with sufficiently small radius r > 0 such
that dist (B,D) > c0 > 0. Then, we have

F (∂D ∪ ∂B) = F (∂D) + O(r). (3.2.11)

Proof Clearly, we only need to show that for a fixed ui = exp{ikx · d},

u∞(D ∪ B) = u∞(D) + O(r). (3.2.12)

We know that us ∈ C2(R3\D ∪ B) ∩ C(R3\(D ∪ B)) and can be represented in
the form (see [26])

us(x;D ∪ B) =
∫

∂D∪∂B

{
∂Φ(x, y)

∂ν(y)
− iΦ(x, y)

}
ϕ(y) ds(y) (3.2.13)
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with a density ϕ ∈ C(∂D ∪ ∂B) satisfying

ϕ + Kϕ − iSϕ = f, f (x) = −2ui (x), x ∈ ∂D ∪ ∂B. (3.2.14)

In the following, we set

ϕ1(x) := ϕ(x), x ∈ ∂D; ϕ2(x) := ϕ(x), x ∈ ∂B,

and

(S1ϕ1)(x) =
∫

∂D
Φ(x, y)ϕ1(y)ds(y), (K1ϕ1)(x) =

∫
∂D

∂Φ(x, y)

∂ν(y)
ϕ1(y)ds(y)

(S2ϕ2)(x) =
∫

∂B
Φ(x, y)ϕ2(y)ds(y), (K2ϕ2)(x) =

∫
∂B

∂Φ(x, y)

∂ν(y)
ϕ2(y)ds(y).

Then, Eq. (3.2.14) can be reformulated as

[ϕ1 + K1ϕ1 − iS1ϕ1 + K2ϕ2 − iS2ϕ2](x) = f (x), x ∈ ∂D (3.2.15)

[ϕ2 + K2ϕ2 − iS2ϕ2 + K1ϕ1 − iS1ϕ1](x) = f (x), x ∈ ∂B (3.2.16)

Since dist (∂D, ∂B) > c0 > 0, one can show directly that

‖K2 − iS2‖C(∂B)→C(∂D) = O(r), ‖K1 − iS1‖C(∂D)→C(∂B) = O(1). (3.2.17)

Next, for x ∈ S
2, we define

(K0ϕ)(x) =
∫
S2

∂Φ0(x, y)

∂ν(y)
ϕ(y) ds(y), (S0ϕ)(x) =

∫
S2

Φ0(x, y)ϕ(y) ds(y),

(3.2.18)
where Φ0(x, y) = 1/|x − y| and ϕ ∈ C(S2). By coordinate and using the fact the r
is infinitesimal, we can prove by straightforward calculations that

‖ 1

r2
S1 − S0‖C(rS2)→C(S2) = O(r), ‖K2 − K0‖C(rS2)→C(S2) = O(r). (3.2.19)

Next, we set

f1(x) := f (x), x ∈ ∂D; f2(x) := f (x), x ∈ ∂B.

By changing to polar coordinate and using the results in (3.2.17) and (3.2.19), we
have from (3.2.16) that

ϕ2(r x̂) = [I + K0 + O(r)]−1[ f2(r x̂) − (K1 − iS1)ϕ1(r x̂)], x̂ ∈ S
2, (3.2.20)
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wherewenote that I + K0 : C(S2) → C(S2) is continuous andhas a bounded inverse
Then, by plugging (3.2.20) into (3.2.15) and using the relations in (3.2.17), we further
have

ϕ1 = [I + K1 − iS1 + O(r)]−1( f1 + O(r)), (3.2.21)

which, by noting I + K1 − iS1 is invertible (see [26]), gives

ϕ1 = ϕ̃1 + O(r), (3.2.22)

where
ϕ̃1 = [I + K1 − iS1]−1 f1.

Equation (3.2.22) in turn implies by (3.2.20) that

ϕ2 = O(1). (3.2.23)

Finally, by (3.2.13) we have

u∞(x̂;D ∪ B) = 1

4π

∫
∂D∪∂B

ϕ(y)

{
∂

∂ν(y)
e−iky·x̂ − ie−iky·x̂

}
ds(y)

= u∞(x̂;D) + O(r), x̂ ∈ S
2,

where we have made use of the estimates in (3.2.22) and (3.2.23) and the fact that

u∞(x̂;D) = 1

4π

∫
∂D

ϕ̃1(y)

{
∂

∂ν(y)
e−iky·x̂ − ie−iky·x̂

}
ds(y).

The proof is completed. �

Theestimate (3.2.11) canbe straightforwardly extended tohold in twodimensions.
Moreover, by using the mapping properties of single- and double-layer potential
operators in [71], one can show similar results to Theorem 3.2.4 when the scatterer
has only Lipschitz continuous boundary ∂D, as well as the scatterer is associated
with more general boundary condition.

Next, we are going to present a more essential feature of the reference ball tech-
nique, i.e. it provides an effective deterministic approach to select the desired cut-off
value for the LSM. In fact, by introducing the reference ball, the scattering due to the
unknown obstacle D and the reference ball B are interrelated and interacted on each
other, it is natural to expect that the scattering information on D is partially revealed
by the scattering information of B. Therefore, when implementing the strengthened
LSMwith (3.2.6), one can first calculate the indicator function near the knownbound-
ary ∂B, whose behavior can be used as a reference for the selection of the cut-off
value in the strengthened LSM to identify the unknown boundary ∂D. This motivates
the following strengthened LSM.
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Algorithm of strengthened LSM

1. Introduce a sound-soft reference ball B to the scattering system, and collect the
far-field data.

2. Select a meshTh of sampling points in a regionΩ which containsD but excludes
B; also select a small sampling mesh T ′

h around ∂B.
3. Use the Tikhonov regularization and the Morozov discrepancy principle to com-

pute an approximate solution gz to the far-field equation (3.2.6) for each mesh
point z of Th ∪ T ′

h .
4. Select an appropriate cut-off value c := log ‖gz‖L2(Sn−1) from the mesh points

z ∈ T ′
h .

5. Count z ∈ D if log ‖gz‖L2(Sn−1) ≤ c; and z /∈ D if log ‖gz‖L2(Sn−1) > c .

We observe that in order for the reference ball to give a reasonable cut-off value,
the scattering interaction between the unknown obstacle D and the reference ball B
should not be too weak. Hence by Theorem 3.2.4, the reference ball should not be
very small in size compared to that of the unknown obstacle. Moreover, we have the
following results which indicate that the reference ball should not be too far away
from the unknown obstacle in order for the ball B to yield some notable effect on the
scattering by D. To ease our study, we still consider the scatterer D to be sound-soft
with a C2-continuous boundary ∂D.

Theorem 3.2.5 Let B be a fixed reference ball such that dist (B,D) > ρ > 0 with
ρ sufficiently large, then we have

F (∂D ∪ ∂B) = F (∂D) + F (∂B) + O(
1

ρ
). (3.2.24)

Proof It suffices to prove that for a fixed ui = exp{ikx · d},

u∞(D ∪ B) = u∞(D) + u∞(B) + O(
1

ρ
). (3.2.25)

Below we shall adopt the same notation as that in the proof of Theorem 3.2.4. Still,
we express us(D ∪ B) in the form (3.2.13) with ϕ ∈ C(∂D ∪ ∂B) satisfying (3.2.14).
Since dist (∂D, ∂B) > ρ with ρ sufficiently large, it is straightforward to verify that

‖K2 − iS2‖C(∂B)→C(∂D) = O(
1

ρ
), ‖K1 − iS1‖C(∂D)→C(∂B) = O(

1

ρ
). (3.2.26)

Then by a similar argument to that in the proof of Theorem 3.2.4, we derive

ϕ1 = ϕ̃1 + O(
1

ρ
), ϕ2 = ϕ̃2 + O(

1

ρ
), (3.2.27)

where ϕ̃1 and ϕ̃2 are given by
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ϕ̃1 = [I + K1 − iS1]−1 f1, ϕ̃2 = [I + K2 − iS2]−1 f2.

Therefore we have

u∞(x̂;D ∪ B) = 1

4π

[ ∫
∂D

ϕ1(y)

{
∂

∂ν(y)
e−iky·x̂ − ie−iky·x̂

}
ds(y)

+
∫

∂B
ϕ2(y)

{
∂

∂ν(y)
e−iky·x̂ − ie−iky·x̂

}
ds(y)

]

= u∞(x̂;D) + u∞(x̂;B) + O(
1

ρ
), ∀ x̂ ∈ S

2,

where we have made use of the estimates in (3.2.27) and the fact that

u∞(x̂;D) = 1

4π

∫
∂D

ϕ̃1(y)

{
∂

∂ν(y)
e−iky·x̂ − ie−iky·x̂

}
ds(y),

u∞(x̂;B) = 1

4π

∫
∂B

ϕ̃2(y)

{
∂

∂ν(y)
e−iky·x̂ − ie−iky·x̂

}
ds(y),

This completes the proof of Theorem 3.2.5. �
Clearly, Theorem 3.2.5 asserts that as the distance betweenB andD increases, the

scattering coupling between B and D becomes weaker. Therefore, the reference ball
should not be in very far distance from the unknown obstacle in order to yield a good
cut-off value. However, we have observed from lots of numerical experiments (see
next section) that the cut-off value of the reference ball is still reasonably good for the
unknown scatterers even for moderately long distances. We would also like to point
out that in some extreme circumstances, although the correlation of the reference
ball and the unknown scatterer decreases as the scattering coupling turns weaker,
possibly due to the large size ratio and/or far distance between the scatterers, the
mismatch between their cut-off values digresses slowly. In this sense, the reference
ball technique can still provide an approximate reference range for the selection of
cut-off value.

It is also worth noting that one may take other objects with known geometry and
physical property to be the reference obstacle in our technique, not necessarily to be
the ball as we are considering in this section.

3.2.2 Numerical Experiments and Discussion

In this subsection, we present some numerical tests to illustrate the applicability
and effectiveness of the technique on the choice of the cut-off value aided with the
reference ball, namely the strengthened LSM discussed in the previous section. All
the programs in our experiments are written in Matlab and run on a Pentium 3GHz
PC.
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Fig. 3.1 Scatterers under
consideration. Top left:
pear-shaped scatterer Dp;
Top right: kite-shaped
scatterer Dk; Bottom left:
reference ball scatterer B;
Bottom right: peanut-shaped
scatterer Dt

The scatterers under concern in system (2.3.3) include a unit reference ball of
radius 1 centered at the origin, a pear-shaped, a kite-shaped, and a peanut-shaped
one, which are denoted by B, Dp, Dk, Dt, respectively, or a finite combination of the
previous four shapes possibly at different locations; see Fig. 3.1 for the exact shapes
of the obstacles. These scatterers can be parameterized as follows:

Ball x(t) = (cos t, sin t), 0 ≤ t ≤ 2π, (3.2.28)

Pear x(t) = (2 + 0.3 cos 3t)(cos t, sin t), 0 ≤ t ≤ 2π, (3.2.29)

Kite x(t) = (cos t + 0.65 cos 2t − 0.65, 1.5 sin t), 0 ≤ t ≤ 2π, (3.2.30)

Peanut x(t) =
√
3 cos2 t + 1(cos t, sin t), 0 ≤ t ≤ 2π. (3.2.31)

There are totally four groups of numerical tests to be considered, and they are
respectively referred to as BK, BPT, Neu and Eig. The synthetic far-field data of
the direct problems are generated by solving the combined-layer potential opera-
tor equation with the Nyström’s method (see Sect. 3.5, Chap. 3 in [26, 45]), which
is exponentially convergent for analytic boundaries. We compute the far-field pat-
terns at 64 equidistantly distributed observation points (cos t j , sin t j ), t j = 2 jπ/64,
j = 0, 1, . . . , 63, corresponding to 64 equidistantly distributed incident directions
(cos τ j , sin τ j ), τ j = 2 jπ/64, j = 0, 1, . . . , 63, around the unit circle. The far-field
patterns are generated by solving the linear Fredholm integral equation of first kind
over a family of increasingly finer meshes along the boundary of the scatterer until
the relative error is very small, e.g. less than 10−3, compared with the noise level
we added. It is noted that we can achieve at least six significant digits by using 64
equi-distant nodal points of the parametric form of each scatterer component in our
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Table 3.1 Experimental parameters for the experiments

BK BPT Neu Eig

Noise level δ 0.05 0.05 0.02 0–0.02

Incident wave number k 3 3 1 10.173

No. of incident directions 64

No. of observation directions 64

numerical tests. Except for the Eig test, these far-field patterns are accurate enough
to be viewed as noise-free. Such far-field patterns generated are then subjected point-
wise to certain uniform random noise. The uniform random noise in magnitude as
well as in direction is added according to the following formula,

u∞ = u∞ + δr1|u∞| exp(iπr2)

where r1 and r2 are two uniform random numbers, both ranging from –1 to 1, and δ

represents the noise level. For each mesh point z, the corresponding far-field equa-
tion (3.2.3) or (3.2.6) is solved by using the Tikhonov regularization method, with
the corresponding regularization parameters determined by theMorozov discrepancy
principle [77].

All the parameters chosen for the experiments are listed in Table 3.1. And for the
purpose of comparisons, we always plot the exact boundaries of the scatterers using
red smooth curves of double thinkness in all the figures of this section.

It is noted that for some experiments, we have taken two cut-off values Vcut,1 and
Vcut,2, instead of only one cut-off value Vcut . For practical purposes, it is better to
take a range of cut-off values, i.e. [Vcut,1, Vcut,2], which enables us to get a better
buffer region to locate the boundary of the underlying object instead of one single
geometric boundary.

3.2.2.1 Example BK

In Example BK, the unknown scatterer in system (2.3.3) are chosen to be a kite-
shaped object Dk after positive 10-unit displacement in both longitude and latitude
directions. Both the kite and the reference ball are of sound-soft kind.

First, at the readers’ disposal, we solve the far-field equation (3.2.3) on a rather
coarse sampling mesh over the whole region (−3, 13)2 containing both B and Dk

(see Fig. 3.2) to find gz with z being a sampling grid point in order to have a global
view of the behavior of this gz .

Hereafter, we remind that the value at the sampling point indicates the logarithm
of the L2-norm over the unit circle S1 of the indicator function gz , i.e. log ‖gz‖L2(S1),
and that the sampling mesh over the whole region is only for the auxiliary purpose
for visualization, which can be avoided in practice. As we mentioned in the remark
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Fig. 3.2 Auxiliary global view of the indicator data log ‖gz‖L2(S1) in Example BKwith a reference
ball and a kite displaced at (10, 10)

of Sect. 3.2, there is always no need to sample the overall region. We only have to
focus on the small subregions where the unknown scatterers may lie in.

For this example, we merely sample a small region (−1.5, 1.5)2 around the ref-
erence ball, label the characteristic contour curves with sufficient resolution as in
Fig. 3.3a, and read out the cut-off values Vcut ’s, i.e. −0.51328 and −0.20004, of the
isolines which best approximate the reference ball from Fig.3.3b. In the sequel, the
small sampling region are always covered by a 65 × 65 uniform mesh if not claimed
explicitly. Then, the rest of the section is to sample another small region (7.5, 12.5)2

which potentially contains the unknown scatterer, and then to display the isolines
of the indicator data set log ‖gz‖L2(S1) with the same isoline values as that of the
reference ball as shown in Fig. 3.3c, where the shape of the unknown obstacle can
be quickly identified as the isoline with the cut-off value Vcut = −0.20004 from
Fig. 3.3d, which is a reasonable reconstruction with the observed far-field data with
five percent noise except some deterioration in the non-convex part of the kite. It is
worth remarking that the other isoline with Vcut = −0.51328 can be dropped safely
due to its irregular nature of no geometric meaning. This rule of thumb will apply to
all the rests of our experiments, i.e. we identify a more regular curve as our boundary
profile of the unknown obstacle in the buffer region.
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Fig. 3.3 Example BK with a reference ball and a kite displaced at (10, 10). a, c: Characteristic
contour curves with value labels over (−1.5, 1.5)2 and (7.5, 12.5)2, respectively. b, d: Approximate
profiles for the ball B and the scatterer Dk, respectively

Now we will examine a bit the relations between the chosen cut-off value and
those important parameters, i.e. the relative ratio of two scatterers and the distance
between the reference ball and the unknown scatterer.

Let us move the kite away from the reference ball gradually. As shown in in
Fig. 3.4, one can still identify a good profile of the scatterer in Fig. 3.4b by choos-
ing the cut-off value Vcut = −0.084982 from Fig. 3.4a. However, as the distance
increases up to 100, which is about fifty times larger than the wavelength 2π/3, we
see from Fig. 3.5 that the cut-off values of the ball and the kite do not match each
other any more along their boundaries. More precisely, the cut-off value between
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Fig. 3.4 Example BK with a reference ball and a kite displaced at (20, 20). a: Characteristic
contour curves with value labels over (−1.5, 1.5)2; b: Approximate profile for the scattererDk over
(17.5, 22.5)2

−0.96466 and −0.71252 chosen based on the reference ball (see Fig. 3.5a) can not
yield a reasonable profile of the kite (see a good isoline with cut-off value −0.46038
Fig. 3.5b). This consolidates our theoretical prediction of Theorem3.2.5 and the same
phenomena can be observed for the rest of the examples. Nevertheless, the difference
of such mismatch increases very slowly compared with the distance between the two
component scatterers. Therefore, one may still have chances to gain some guidance
in view of the reference ball’s characteristic contour curves to choose the cut-off
value even when the distance is relatively large, e.g., by choosing a profile curve
among a larger buffer region nearby the reference ball, viz, select Vcut,1 = −1.2168
and Vcut,2 = −0.46038. The isoline with −0.46038 is a slightly enlarged profile of
the true one.

Next, we consider the relative ratio of the reference ball and the scatterer. At
this stage, the kite is enlarged by five times and displaced at (20, 20). As shown
in Fig. 3.6, we can still obtain a good profile of the scatterer by using the cut-off
value Vcut = −0.50936 from Fig. 3.6a. The isoline of Vcut = −0.50936 in Fig. 3.6b
matches the kite well except the non-convex part. However, if we further enlarge
the kite by 10 times and displace it at (30, 30), we see again the non-alignment of
the cut-off values for the reference ball and the kite along their boundaries. The
cut-off value between −0.34582 and −0.11521 chosen based on the reference ball
(see Fig. 3.7a) can not yield a reasonable profile of the kite (see a good isoline with
cut-off value 0.34603 Fig. 3.7b). The reason for these phenomena can be explained
by the weak coupling between the two scatterers due to the large size-ratio of them.
This observation confirms our assertion of Theorem 3.2.4. Once again we see that
the mismatch between the two cut-off values for the reference ball and the kite is
insignificant even though their size ratio reaches nearly 15 times. This signifies a
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Fig. 3.5 Example BK with a reference ball and a kite displaced at (100, 100). a: Characteristic
contour curves with value labels over (−1.5, 1.5)2; b: Approximate profiles for the scatterer Dk
over (17.5, 22.5)2
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Fig. 3.6 Example BKwith a reference ball and a kite displaced at (20, 20) and enlarged by 5 times.
a: Characteristic contour curves with value labels over (−1.5, 1.5)2; b: Approximate profile for the
scatterer Dk over (17.5, 22.5)2
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Fig. 3.7 Example BK with a reference ball and a kite displaced at (30, 30) and enlarged by 10
times. a: Characteristic contour curves with value labels over (−1.5, 1.5)2; b: Approximate profile
for the scatterer Dk over (17.5, 22.5)2

promising potential application of our method, i.e. to identify a large-sized object
like an aircraft using a small-sized space-probing balloon made of known property
and size.

3.2.2.2 Example BPT

Here we test the case with multiple unknown scatterers, which will be chosen to be
a combination of a pear-shaped object Dp and a peanut-shaped object Dt. All the
scatterers including the reference ball are of sound soft property on the boundaries.

A global view of the behavior of the indicator function is shown in Fig. 3.8
over the overall region for reference but not needed in practice. We sample three
small subregions over (−1.5, 1.5)2 and (15.5, 24.5) × (−4.5, 4.5) and (−5.5, 5.5) ×
(−14.5, 25.5), respectively, as plotted in characteristic contour curves in Fig. 3.9a,
c and e. As one can tell from Fig. 3.9b, the isoline with the value Vcut = −0.94582
matches the reference ball quite well and thus Vcut = −0.94582 is chosen as the
promising cut-off value. After checking the isolines with the same groups of contour
values, one can be assured that the profiles of the pear-shape and peanut-shape obsta-
cles can be well captured by the isoline of the chosen cut-off value Vcut = −0.94582
as shown in Fig. 3.9d and f. This example shows that reference ball technique can be
carried over from single scatterer detection to that of multiple component scatterers.
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Fig. 3.8 Auxiliary global view of the indicator data log ‖gz‖L2(Rd−1) in Example BPT with a
reference ball, a pear displaced at (0, 20), and and a peanut displaced at (20, 0)

3.2.2.3 Example Neu

We examine the effect of the different physical property on the obstacle boundaries
in this example. First, the component scatterers are chosen to be a sound-hard pear-
shaped objectDp and the reference ball will be kept sound-soft. Again we present an
auxiliary coarse view of the indicator data over the whole region over (−3, 13)2 in
Fig. 3.10 and two fine views over two sampling regions (−1.5, 1.5)2 and (7.5, 12.5)2

as in Fig. 3.11a and c, respectively.
As shown in Fig. 3.11b the isoline with value Vcut = −0.81606 is a good approx-

imation of the reference ball. With this Vcut = −0.81606 in hand, an isoline with
the same value can be found in Fig. 3.11d, which is quite consistent to the original
boundary of the pear.

Next, we reverse the physical properties of the two scatterers. In other words, we
employ a sound-hard reference ball to detect the unknown sound-soft scatterer at this
time (see Fig. 3.12 for a global view of the indicator data). As shown in Fig. 3.13,
a cut-off value Vcut = −0.86808 chosen from Fig. 3.13b gives a nice profile of the
scatterer in Fig. 3.13d.
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Fig. 3.9 Example BPT with a reference ball, a pear displaced at (0, 20), and and a peanut dis-
placed at (20, 0). a, c, e: Characteristic contour curves with with value labels over (−1.5, 1.5)2

and (15.5, 24.5) × (−4.5, 4.5) and (−5.5, 5.5) × (−14.5, 25.5), respectively. b, d, f : Approximate
profiles for the ball B and the scatterer Dt and Dp, respectively
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Fig. 3.10 Auxiliary global view of the indicator data log ‖gz‖L2(S1) in Example Neu with a sound-
soft reference ball and a sound-hard pear-shaped scatterer displaced at (10, 10)

3.2.2.4 Example Eig

Theaimof this example is to give illustrations toProposition 3.2.1, namelywhen there
is noise present in the measurement data, the interior eigenvalue problem associated
the LSM can be bypassed. Here we deliberately choose the scatterer to be a sound
soft unit circle B with radius 1 centered at the origin.

By the Funk-Heck formula (see [26]), we know that if k satisfies Jn(k) = 0,
where Jn(x) is the bessel function of order n, then there is a non-trivial Herglotz
function wave function which is a Dirichlet eigenvalue for B. Hence the conditions
inTheorem3.2.2 are not satisfied, namely,wewould encounter the interior eigenvalue
problemwhen using the LSM to solve the inverse scattering problem. It is well known
for the exact zeros of the bessel functions of order n, i.e. Jn(x). We list in Table 3.2
the first three roots λn,m (m = 1, 2, 3) for Bessel functions of the first kind of order
n from 0 up to 3 with reference to [73, 78, 80]. Thus we know the exact Dirichlet
eigenvalues for B are λ2

n,m for n = 0, 1, 2, . . . and m = 1, 2, . . . .
To observe the failure of the interior eigenvalue problem in the LSM, we need the

Dirichlet eigenvalue and the far-field pattern to be extremely accurate. Let us take
the wavenumber k = 10.173468135062720, thus k2 is a typical Dirichlet eigenvalue
for the the ball B. First, we solve (3.2.1) for the noise-free case, viz, δ = 0. The
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Fig. 3.11 Example Neu with a sound-soft reference ball and a sound-hard pear-shaped scatterer
displaced at (10, 10). a, c: Characteristic contour curveswithwith value labels over (−1.5, 1.5)2 and
(7.5, 12.5)2, respectively. b, d: Approximate profiles for the ballB and the scattererDp, respectively

far-field pattern is computed using 256 nodal points for the discretization of the
circle. The computed pattern achieves up to ten significant digits compared with the
exact formula given in [66]. In particular when δ = 0, the regularization parameter is
taken to be very small, e.g., 10−10 since theMorozov principle does not apply for this
case. It can be observed that the indicator data log ‖gz‖L2(S1) exhibits an oscillatory
behavior as plotted in Fig. 3.14a. Through further scanning its characteristic contour
curves in Fig. 3.14b, one may easily find that those indicator values are extremely
small and show ups and downs in numerics. The difference between those indicator
function values is so small that one can hardly identify a correct boundary profile.
Even if one can choose a correct cut-off value, e.g., Vcut = −5.8523 or−5.5091, it is
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Fig. 3.12 Auxiliary global view of the indicator data log ‖gz‖L2(S1) in Example Neu with a sound-
hard reference ball and a sound-soft pear-shaped scatterer displaced at (10, 10)

still impossible for one to guess the correct profile among several concentric contour
curves. That is, the LSM indeed fails when the interior eigenvalue problem occurs.

Next with the samewave number k, we add 0.1% noise or δ = 0.001. As predicted
by our perturbation Proposition 3.2.1, the LSM is able to work even for this tiny little
noise case. The blow-up behavior happens again from the inside to the outside.
The boundary of the scatterer can be well resolved by an isoline with cut-off value
0.053259, which can be easily determined by our technique of introducing another
reference ball around.

Moreover, when we increase the noise level δ = 0.02, the LSM works again and
yields a nice profile of the scatterer with an isoline of cut-off value −0.39772.

3.2.3 Conclusion

By adding a ball with known geometrical and physical properties as an extra arti-
ficial obstacle component to the underlying scattering system, we have discussed a
very simple but robust and effective technique to choose the crucial cut-off value
required in the LSM for inverse acoustic and electromagnetic scattering problems.
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Fig. 3.13 Example Neu with a sound-hard reference ball and a sound-soft pear-shaped scatterer
displaced at (10, 10). a, c: Characteristic contour curveswithwith value labels over (−1.5, 1.5)2 and
(7.5, 12.5)2, respectively. b, d: Approximate profiles for the ballB and the scattererDp, respectively

Table 3.2 First three roots λn,m , m = 1, 2, 3 for Bessel functions of the first kind of order n from
0 up to 3

m 1 2 3

J0(x) 2.404825557695772 5.520078110286311 8.653727912911011

J1(x) 3.831705970207512 7.015586669815619 10.173468135062720

J2(x) 5.135622301840684 8.417244140399864 11.619841172149059

J3(x) 6.380161895923983 9.761023129981668 13.015200721698434
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Fig. 3.14 Example BK with a reference ball and a kite displaced at (30, 30) and enlarged by 10
times. a, c, e: Contour plot over the sampling region (−3, 3)2 and (7.5, 12.5)2, respectively. b, d, f :
Characteristic contour curves with with value labels over (−1.5, 1.5)2 and (7.5, 12.5)2, respectively
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The reference ball technique causes little extra computational costs to the LSM,
but brings in a practically very important by-product, i.e. it eliminates the interior
eigenvalue problem automatically, a well-known barrier when applying the LSM.
Mathematical justifications of the technique are provided, and numerical experi-
ments presented have demonstrated the feasibility and effectiveness of the method.

3.3 Single-Shot Method for Multiple Multiscale Scatterers

In this section, we discuss three numerical reconstruction schemes for the aforemen-
tioned inverse acoustic scattering problems, more specifically, for locating multiple
scatterers by using the far-field data. These methods have several salient and promis-
ing features. First, all three locating schemes make use of only a single far-field mea-
surement. As it is well-known, the inverse scattering method with a single far-field
measurement is extremely challenging, with very limited theoretical and numerical
advances available. We refer to [56, 65, 68] for the related backgrounds and existing
progresses in the literature. Second, our methods work in very general and practical
settings. There might be multiple scatterer components of an unknown number, and
each scatterer component could be an inhomogeneous medium with an unknown
content or an impenetrable obstacle of sound-soft, sound-hard or impedance type.
Moreover, the scatterers could be of multiple scales, which may include simultane-
ously both components of regular size and small size compared with the wavelength
of the detecting acoustic wave. If a scatterer component is of regular size, its shape
(not necessarily its orientation, size and location) is required to belong to an admis-
sible class, which is known in advance. But the admissible class may contain many
different reference scatterers. Furthermore, some reference scatterers may appear
more than once in the target object, but some others might not show up. The refer-
ence scatterers might be rotated and scaled in the target object. Third, the locating
schemes are of a direct nature. They are based on some indicator functions, whose
evaluations do not involve any inversions, so they are computationally very effi-
cient and also very robust to measurement noise. For each scheme, both rigorous
theoretical justifications and numerical experiments are provided.

Our study follows a similar spirit to the one of the locating methods that were
proposed in [49, 50] for electromagnetic (EM) scattering problems governed by the
time-harmonic Maxwell equations. The methods in [49, 50] are based on two imag-
ing functionals, respectively, for locating small-size and regular-size EM media or
perfectly conducting (PEC) obstacles. A local re-sampling technique was developed
in [50] to concatenate the two imaging functionals for locating multiscale EM scat-
terers. In this section we discuss three schemes, Schemes I, II and III, respectively
for locating small-size, regular-size and multiscale acoustic scatterers. Due to the
distinct physical nature of the acoustic scattering problems, some new ingredients
and techniques are needed. In defining the imaging functional of locating small EM
scatterers in [49], only the EM monopoles are involved. However, the acoustic scat-
tering from small scatterers exhibit more complicated behaviors. In order to obtain
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the imaging functional for Scheme I that works independently of the physical prop-
erties of the underlying acoustic objects, both the acoustic monopole and dipoles
should be incorporated (see definition (3.3.9) in next section). For locating regular-
size scatterers, we present our acoustic study in a much more comprehensive manner
than that in [49, 50] for the EM case. Indeed, the regular-size EM scatterers were all
assumed in [49, 50] to be PEC obstacles, while the regular-size scatterers can be both
inhomogeneous media and impenetrable obstacles of different kinds in the current
acoustic case. Finally, in order to concatenate Schemes I and II to obtain Scheme
III for locating multiscale acoustic scatterers, a local tuning technique is proposed.
The local tuning technique generalizes the local re-sampling technique proposed in
[50]. In fact, the local re-sampling technique was only used for tuning the locations
of scatterers, whereas the local tuning technique here can be used for adjusting the
orientations, scales as well as locations; see more discussions in Sect. 3.3.3. The
local tuning technique concatenates Schemes I and II in a nice manner to produce
Scheme III, which can be used for locating multiscale acoustic scatterers in a very
general and practical setting. It is remarked that the local tuning technique can be
directly extended to strengthen the method proposed in [50] for locating multiscale
EM scatterers to enable it to work in a more general setting as considered here.

Compared with most of the existing methods, which rely on multiple scattered
field measurements, the methods discussed in this section are more general in the
sense that they combine all of the following features together: only one single far-
field measurement is used; the scatterers are allowed to be a multiscale mixed set
of inhomogeneous media and impenetrable obstacles; rigorous mathematical jus-
tifications are established under general settings; some iterative-type refining and
local tuning strategies are introduced for quantitatively improving the reconstruc-
tions. More relevant discussions on the comparisons of our method with others are
provided in Sects. 3.3.1 and 3.3.2.

In Sects. 3.3.1, 3.3.2 and 3.3.3, we shall discuss Schemes I, II and III respec-
tively for locating multiple small-size scatterers, multiple regular-size scatterers and
multiple multiscale scatterers. For each of the three schemes, rigorous mathematical
justifications and numerical results are also provided.

3.3.1 Locating Small Scatterers

Throughout the rest of the subsection, we assume the incident acoustic wavenumber
k = O(1). That is, thewavelength of the incident planewave is given byλ = 2π/k =
O(1), hence the size of a scatterer can be expressed in terms of its Euclidean diameter.
In this section, we discuss an imaging scheme, referred to as Scheme I, to locate
multiple small scatterers in terms of the incident wavelength.

We first introduce the class of small acoustic scatterers for our current study.
Let l ∈ N, and Dj , 1 ≤ j ≤ l, be bounded simply-connected C2 domains in R

N

containing the origin. For ρ ∈ R+, we define ρDj := {ρx | x ∈ Dj } and set
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Ωs
j = z j + ρDj , z j ∈ R

N , 1 ≤ j ≤ l.

Each Ωs
j is referred to as a small scatterer component. If it is sound-soft or sound-

hard, we further write it, respectively, as

Ω
s,s
j := z j + ρDs

j and Ω
s,h
j := z j + ρDh

j . (3.3.1)

If Ωs
j is of impedance type, we let λ j be the surface impedance on ∂Ωs

j , and denote
by

(Ωs
j ; λ j ) := Ω

s,i
j = z j + ρDi

j , (3.3.2)

where

Di
j := (Dj ; λ j (· + z j )) and ρDi

j = (ρDj ; λ j (
·
ρ

+ z j )). (3.3.3)

If Ωs
j is an inhomogeneous medium, we let n j be its refractive index, and denote by

(Ωs
j ; n j ) := Ω

s,m
j = z j + ρDm

j , (3.3.4)

where

Dm
j := (Dj ; n j (· + z j )) and ρDm

j := (ρDj ; n j (
·
ρ

+ z j )). (3.3.5)

In the sequel, we set

Ωs,t :=
lt⋃
j=1

Ω
s,t
j , t = s, h, i or m , (3.3.6)

where lt , ρ and t denote respectively the number of components in the scattererΩs,t ,
the relative size of each component in Ωs,t , and the type of the scatterer, which can
be sound-soft, sound-hard, of impedance type, or a medium. For Ω

s,t
j introduced in

(3.3.6), we shall impose the following qualitative assumptions

ρ 
 1 and L = min
1≤ j, j ′≤lt , j �= j ′

dist(z j , z j ′) � 1 . (3.3.7)

These conditions mean that the relative size of each scatterer component is small
comparedwith thewavelength of the detecting/incidentwave, and all the components
must be well separated in the case of multiple components. It is remarked that ρ and
L in (3.3.7) should be different with different type of scatterer components; see also
Remark 3.3.1 at the end of this section. But we will always use the same ρ and L for
the ease of notations.
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3.3.1.1 Scheme I

In the sequel, we present Scheme I to locate the multiple components of Ωs,t intro-
duced in (3.3.6). The imaging scheme works in a very general and practical setting.
First, we assume very little a priori knowledge of the scatterer. Both its type and the
number of the components, i.e., t and lt , are not required to be known in advance.
Second, if the scatterer is amedium or of impedance type, the refractive indices or the
surface impedances of its components are not required to be known a priori. Third,
in a certain generic situation, the underlying scatterer Ωs,t could be composed of
mixed-type components, namely some of its components could be media while the
others are obstacles of different type. We shall give some more remarks about this
point at the end of this subsection. Finally, we would like to point out that our numer-
ical experiments could speak a bit more about the qualitative assumptions (3.3.7):
Scheme I can produce satisfactory reconstructions, as long as the size of the scatterer
is smaller than half of the detecting wavelength while the distance between any two
different components is bigger than half of the detecting wavelength. Nevertheless,
in the extreme situation where the distance between two scatterer components is
smaller than half of the detecting wavelength, Scheme I can still produce some qual-
itative reconstruction of the profile of the two scatterers but it may not be able to
clearly separate them; we refer to Fig. 4.4 in [49] for reconstructing two close-by
electromagnetic scatterers, and Scheme I produces similar reconstructions for the
current acoustic case.

We are now ready to present our first locating scheme. To begin with, we let

a(x̂;Ωs,t ) := ak(x̂, d;Ωs,t ), x̂ ∈ S
N−1, (3.3.8)

denote the scattering amplitude of Ωs,t in (3.3.6) due to a single incident plane wave
eikx ·d with fixed k ∈ R+ and d ∈ S

N−1. Then we introduce the following real-valued
index function I1(z) for z ∈ R

N :

I1(z) := 1

‖a(x̂;Ωs,t )‖2L2(SN−1)

1∑
n=0

n∑
p=−n

∣∣∣∣
〈
a(x̂;Ωs,t ), eik(d−x̂)·zY p

n (x̂)

〉
L2(SN−1)

∣∣∣∣
2

,

(3.3.9)

where 〈u, v〉L2(SN−1) =
∫
SN−1

u · v ds(x̂). In (3.3.9), Y p
n (x̂) for n ∈ N ∪ {0} and p =

−n, . . . , n are the spherical harmonics which form a complete orthonormal system
in L2(SN−1) (cf. [26]). It is emphasized that there is no harmonic function Y 0

1 (x̂) in
the two-dimensional case, so it should be removed from the summation in (3.3.9) in
defining I1(z). The next theorem about the indicating behavior of I1(z) is the crux
of developing our Scheme I.

Theorem 3.3.1 LetΩs,t and I1(z) be described as in (3.3.6) and (3.3.9) respectively.
Set

M j := ‖a(x̂;Ω
s,t
j )‖2L2(SN−1)

‖a(x̂;Ωs,t )‖2L2(SN−1)

, j = 1, . . . , lt .
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Then the following asymptotic expansion holds:

M j = M0
j + O

(
1

L
+ ρN−2(ln ρ)N−3

)
, j = 1, . . . , lt , (3.3.10)

where M0
j is a positive number independent of L and ρ. Moreover, there exists an

open neighborhood of z j , neigh(z j ), 1 ≤ j ≤ lt , such that

I1(z) ≤ M0
j + O

(
1

L
+ ρN−2(ln ρ)N−3

)
for z ∈ neigh(z j ), (3.3.11)

where the equality holds only at z = z j . That is, z j is a local maximizer of I1(z) in
neigh(z j ).

In order to prove Theorem 3.3.1, we first present two crucial lemmas.

Lemma 3.3.1 Let Ωs,t and a(x̂;Ωs,t ) be given in (3.3.6) and (3.3.8) respectively.
Then it holds that

a(x̂; Ωs,t ) = a(x̂;
lt⋃
j=1

Ω
s,t
j ) = a(x̂;

lt⋃
j=1

(z j + ρDt
j )) =

lt∑
j=1

eik(d−x̂)·za(x̂; ρDt
j ) + O

(
1

L

)
.

(3.3.12)

Proof First, one has

a(x̂;Ωs,t ) = a(x̂;
lt⋃
j=1

(z j + ρDt
j )) =

lt∑
j=1

a(x̂; z j + ρDt
j ) + O

(
1

L

)
, (3.3.13)

which was proved in [52] when Ωs,t is a sound-soft obstacle. Following a similar
argument, one can demonstrate (3.3.13) when Ωs,t is a sound-hard or an impedance
obstacle, or an inhomogeneous medium. On the other hand, it is straightforward to
verify that

ak(x̂, d; z j + ρDt
j ) = eik(d−x̂)·z j ak(x̂, d; ρDt

j ),

which together with (3.3.13) readily gives (3.3.12). �

The results in the following lemma can be found in [8, 30, 36, 44, 55].

Lemma 3.3.2 Let D be a bounded simply-connected C2 domain containing the
origin and ρDt be a scatterer of type t = s, h, i or m, as described in (3.3.1)–(3.3.5).
Then there exists ρ0 ∈ R+ such that for ρ < ρ0,

ak(x̂, d; ρDt ) = c0E(ρ)Y 0
0 (x̂) + O(ρN−2(ln ρ)N−3E(ρ)), t = s, i or m,

(3.3.14)
where c0 is constant depending only on D, k, d and t, but independent of ρ. In
(3.3.14),
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E(ρ) := ρN−2(ln ρ)N−3 when t = s; ρN−1 when t = i; ρN when t = m.

In the case when t = h, we have

ak(x̂, d; ρDh) = ρN
1∑

n=0

n∑
p=−n

cpn Y
p
n (x̂) + O(ρN+1), (3.3.15)

where the coefficients cpn are constants depending only on D, k, d, but independent
of ρ, and Y 0

1 (x̂) should be removed from the summation in (3.3.15) in the two-
dimensional case.

Proof of Theorem 3.3.1 We first consider the three-dimensional sound-hard case.
By Lemmas 3.3.1 and 3.3.2 we can easily see that

a(x̂;Ωs,h) =
l∑

j=1

a(x̂;Ω
s,h
j ) + O

(
1

L

)

=
lh∑
j=1

eik(d−x̂)·z j
[
ρ3

1∑
n=0

n∑
p=−n

cpn, j Y
p
n (x̂) + O(ρ4)

]
+ O

(
1

L

)
.

(3.3.16)

Next, without loss of generality, we only consider the indicating behavior of I1(z) in
Bρ(z1), a ball of radius ρ centered at z1. Clearly, we have

|z j − z| ≥ L � 1 for z ∈ Bρ(z1) and j = 2, 3, . . . , lh . (3.3.17)

Hence, by using (3.3.16) and (3.3.17) one can show by direct calculations that

∣∣∣∣
〈
a(x̂;Ωs,t ), eik(d−x̂)·zY p′

n′ (x̂)
〉
L2(S2)

∣∣∣∣

= ρ3

∣∣∣∣∣∣
〈
eik(d−x̂)·z1

1∑
n=0

n∑
p=−n

cpn,1Y
p
n (x̂), eik(d−x̂)·zY p′

n′ (x̂)

〉

L2(S2)

+ O

(
1

L
+ ρ

)∣∣∣∣∣∣
≤ ρ3

(
|cp′

n′ | + O

(
1

L
+ ρ

))
for z ∈ Bρ(z1), n′ = 0, 1, q ′ = −n′, ..., n′ ,

(3.3.18)
where we have used (3.3.17) and the decaying property of oscillatory integrals for
the equality relation, and the orthogonality of spherical harmonics and the Cauchy-
Schwartz inequality for the inequality relation. Furthermore, due to the Cauchy-
Schwartz inequality, one can verify that the equality in the last estimate of (3.3.18)
holds only at z = z1. On the other hand, we have

‖a(x̂;Ωs,t )‖2L2(S2) = ρ6
l∑

j=1

(
1∑

n=0

n∑
p=−n

|cpn, j |2 + O

(
1

L
+ ρ

))
. (3.3.19)
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By (3.3.18)–(3.3.19), it is straightforward to verify the statement of the theorem by
taking

M0
1 =

∑1
n=0

∑n
p=−n |cpn,1|2∑l

j=1

∑1
n=0

∑n
p=−n |cpn, j |2

.

The other cases with t = s, i andm can be proved by following a similar argument
to the above case with t = h, and using Lemmas 3.3.1 and 3.3.2. �

Using Theorem 3.3.1, we are now ready to formulate our first imaging scheme of
locating multiple small scatterer components.

Scheme I

1. For an unknown scatterer Ωs,t in (3.3.6), collect the far-field data by sending a
single incident plane wave eikx ·d with fixed k and d.

2. Select a sampling region with a mesh Th containing Ωs,t .
3. For each sampling point z ∈ Th , compute the index value I1(z).
4. Locate all the significant local maxima of I1(z) on Th , which represent the

locations of the scatterer components.

Remark 3.3.1 As it can be seen from Theorem 3.3.1, the indicating behavior of
I1(z) is independent of the type of the underlying scatterer, which can be obstacle
or inhomogeneous medium. Indeed, Scheme I can be extended to a much more
general situation where the underlying scatterer Ωs might be composed of mixed-
type scatterers from different Ωs,t for t ∈ {s, h, i,m}. We illustrate the situation by
taking a special example, say, Ωs consists of two components, a sound-soft Ωs

1 and
a sound-hard Ωs

2 in three dimensions. Suppose that the relative sizes of Ωs
1 and Ωs

2
are, respectively, ρ1 and ρ2. According to Lemma 3.3.2, the scattering strength due
to Ωs

1 is of order ρ1 whereas that due to Ωs
2 is of order ρ3

2 . If ρ1 ≈ ρ2, then ρ3
2 
 ρ1,

hence the scattering information from the sound-hard component is annihilated in
the scattering data due to the sound-soft component. In this case, one cannot expect a
reasonable locating by usingScheme I.However, ifρ3

2 ∼ ρ1, then it is straightforward
to verify that the local maximum behavior in Theorem 3.3.1 holds for the locations
of the two mixed-type scatterer components, hence Scheme I works to locate both of
them. This observation holds for the general case with multiple scatterer components
of different type. As long as the scattering strengths from different components are
comparable, Scheme I is effective to locate all of them.

Remark 3.3.2 In [76], an orthogonality sampling method was proposed where the
indicator function is related to our indicator function I1(z) in (3.3.9). Indeed, if only
a single far-field measurement is used, the indicator function in [76] actually corre-
sponds to the first term in the sum defining I1(z) in (3.3.9). It can be easily verified
from Lemma 3.3.2 and the proof of Theorem 3.3.1, if the underlying scatterer is
sound-soft, then the two indicator functions would produce the same local maxi-
mum behavior. However, if one wants to produce an indicator function for locating a
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small-size scatterer independent of the physical properties of its components as dis-
cussed in the previous remark, then both the acoustic monopole and dipoles should
be involved. As the orthogonality sampling method and topological derivative-based
approaches (cf. [8, 37]) are closely relate, similar observations can be made for the
latter approaches.

3.3.1.2 Numerical Experiments

In this subsection, we present some numerical tests to verify the applicability of
Scheme I in both two and three dimensions. In all the tests, the exact far-field data
are obtained by solving the forward equation (2.1.2) or (2.2.3) using the quadratic
finite elements on a truncated circular (2D) or spherical (3D) domain enclosed by
a PML layer. The forward equation is solved on a sequence of successively refined
meshes till the relative error of two successive finite element solutions between the
two adjacent meshes is below 0.1%. Then the scattered data are transformed into the
far-field data by employing the Kirchhoff integral formula on a closed circle (2D) or
surface (3D) enclosing the scatterer. For scatterers of small size, we always add to
the exact far-field data a uniform noise of 5% and use it as the measurement data in
our numerical tests.

Example 1 The true scatterer consists of three components, a sound-soft square
component (in red) with side length 0.2 located at (−1, 2), a sound-hard circular
component (in white) with radius 0.5 located at (1.5, 0), and a medium square com-
ponent (in yellow) with side length 0.2 located at (−2, −1.5). They are respectively
shown in Fig. 3.15a.

We set the wave number k to be 3 and choose the incident direction d = (1, 0),
namely from left to right. The detecting wave length is larger than the sizes of all the
components. Figure 3.16a shows the indicating behavior using the indicator function
(3.3.9) of Scheme I, and the three components of the unknown scatterer are located
very well using a single detecting plane wave field. By further increasing the wave
number k to be 6 and adopting a different incident direction d = (0, 1), namely from
bottom to top, we find that each component of the scatterer is highlighted as a local
maximum as shown in Fig. 3.16b. It is pointed out that Scheme I applies to such
a complex scenario with scatterer components of mixed types when the scattering
of each component are comparable, which implies that the size of the sound-hard
component should be relatively larger than those of its sound-soft and medium ones
in light of Remark 3.3.1.

Example 2 The true scatterer consists of two sound-hard circular disks of radius
0.1, located at (−1, 0), (1, 0) as shown in Fig. 3.15b.

Through this example, we show that Scheme I is totally independent of incident
directions. It is found that we can always locate this pair of scatterer components
with only one measurement data from an arbitrary incident direction. For instance,
we show the cases when k = 9 but d = (1, 0), (1, 1) and (0, 1) in Fig. 3.17.
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Fig. 3.15 True scatterer components in a Example 1 and b Example 2
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Fig. 3.16 Imaging of the scatterer components in Example 1 by Scheme I
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Fig. 3.17 Imaging of scatterer components in Example 2 by Scheme I
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)b()a(

Fig. 3.18 a True scatterer components in Example 3. b Imaging of the scatterer components in
Example 3 by Scheme I

Example 3 We try further a complex scatterer in 3D. The wave number of the
incident wave field is set to be k = 5. The true scatterer (see Fig. 3.18a) consists of
three components, namely a sound-soft cube (in red) with side length 0.2 centered
at (−1, 0, 1.5), a sound-hard sphere (in green) with radius 0.2 centered at (2, 0, 0),
and a medium cube (in blue) with side length 0.1 centered at (−1.5, 0, −1.5).

The resulting indicator function value distribution is plotted on a pair of orthogonal
slice planes x = 0 and y = 0 in Fig. 3.18b.As one can see, three scatterer components
are well located, and their positions are visualized in the highlighted part (local
maxima). Clearly, the positions of the respective detected components match quite
well with the ones of the exact components.

In summary, we have observed from Examples 1–3 that Scheme I is able to locate
multiple small scatterer components of an unknown number robustly and efficiently.

3.3.2 Locating Scatterers of Regular Size

3.3.2.1 Scheme II

In this section, we consider the locating of multiple scatterers of regular size. We
first fix some notations that shall be used throughout the rest of the section. Let G
be a bounded simply-connected Lipschitz domain in R

n containing the origin, and
U ∈ SO(N ) a rotation matrix in RN , and we define

ΠUG := UG = {Ux | x ∈ G}. (3.3.20)
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We also introduce the scaling operator as follows: for any r ∈ R+,

ΛrG := rG = {r x | x ∈ G} . (3.3.21)

For any domain Ω of the form Ω := z + ΛrΠUG, we write the quartette Ω :=
(G; z, r,U ), and call z, r and U respectively the location, the scale and the orienta-
tion ofΩ relative toG. In our subsequent study,G could be a sound-soft, sound-hard
or impedance-type obstacle, or an inhomogeneousmedium, andwewrite correspond-
inglyGt with t = s, h, i orm, andΩ t = (Gt ; z, r,U ). For the ease of exposition, we
always assume that the corresponding surface impedance λ or the refractive index n
is a constant in the case when G is an impedance obstacle or a medium. Next, we
let θ ∈ R+ such that θ 
 1, and T1 be a suitably chosen finite index set, such that
{Uj } j∈T 1 be a θ -net of SO(N ). That is, for any rotation matrix U ∈ SO(N ), there
exists j ∈ T1 such that ‖Uj −U‖ ≤ θ . We define

ΠθG := {ΠUj G} j∈T 1 . (3.3.22)

In a similar manner, for Λr with r ∈ [R0, R1], we let τ 
 1 and T2 be a suitably
chosen finite index set such that {r j } j∈T 2 be an τ -net of [R0, R1]. Define,

ΛτG = {Λ jG} j∈T 2 . (3.3.23)

With the above preparations, we are now ready to introduce themultiple scatterers
of regular size for our subsequent study. Let lt ∈ N ∪ {0}, t = s, h, i or m, and G j ,
j ∈ N, be a bounded simply-connected Lipschitz domain inRn containing the origin.
We write

At = {Gt
j }ltj=1, t = s, h ; Ai = {Gi

j }lij=1 = {(Gi
j , λ j )}lij=1; (3.3.24)

Am = {Gm
j }lmj=1 = {(Gm

j , n j )}lmj=1 ; A =
⋃

t=s,h,i,m

At := {G j }l ′ :=ls+lh+li+lm
j=1 . (3.3.25)

Let l ∈ N and set

Ωr =
l⋃

j=1

Ωr
j , Ωr

j := (Σ j ; z j , r j ,Uj ) with Σ j ∈ A , j = 1, . . . , l. (3.3.26)

For Ωr introduced in (3.3.26), we assume that

r j ∈ [R0, R1], R0 ≈ 1, R1 ≈ 1, and L = min
1≤ j, j ′≤l, j �= j ′

dist(z j , z j ′) � 1.

(3.3.27)
Ωr represents the multiple scatterers of regular size in our current study, and we
shall present Scheme II to locate all the multiple components. We assume that the
admissible class A is known in advance. In the physical situation, this means that
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Ωr might be composed of multiple regular-size components of an unknown number,
and each component could be from a different type: obstacles of different types
or a medium. If the scatterer component is an obstacle (sound-soft, sound-hard or
impedance type), then its shape must be from a known admissible class. Moreover,
the surface impedance of an impedance-type component must also be known a priori.
If the scatterer is a medium, then both its shape and content should be known from
the admissible class. It is emphasized that the number of admissible class, namely
l ′ in A , and the number of the unknown scatterer components, namely l in Ωr ,
are not necessarily the same. This means that a certain shaped admissible scatterer
might appear more than once or does not appear in Ωr . For the regular-size multiple
scatterers Ωr described above, we shall discuss Scheme II to determine the location,
the size/scale and the orientation of each of its components, by using a single far-field
measurement, i.e. a(x̂;Ωr ) := ak(x̂, d;Ωr ) with fixed k ∈ R+ and d ∈ S

N−1.
In order to present our Scheme II, we first augment the admissible class A as

Ã = ΠθΛτA =
l ′⋃
j=1

{ΠθΛτG j } := {G̃ j }l ′′j=1. (3.3.28)

We make the following two assumptions about the augmented admissible class Ã :

1. ak(x̂, d; G̃ j ) �= ak(x̂, d; G̃ j ′) for j �= j ′ and 1 ≤ j, j ′ ≤ l ′′, x̂ ∈ S
N−1;

2. ‖ak(x̂, d; G̃ j )‖L2(SN−1) ≥ ‖ak(x̂, d; G̃ j ′)‖L2(SN−1) for j < j ′ and 1 ≤ j, j ′ ≤ l ′′.

Assumption (ii) can be fulfilled by reordering if necessary. For assumption (i), we
recall the following well-known conjecture in the theory of the inverse acoustic
scattering problem:

ak(x̂, d;G) = ak(x̂, d; G̃) if and only if G = G̃, (3.3.29)

where G and G̃ are two obstacles, with k and d fixed. Equation (3.3.29) states that a
single far-field measurement can uniquely determine an acoustic obstacle. There is
a widespread belief that (3.3.29) holds true, but there is only limited progress in the
literature (cf. [56, 65, 68]). Clearly, if (3.3.29) holds true, and if Ã contains only
obstacle scatterers, assumption (ii) is always fulfilled. On the other hand, (3.3.29)
does not holds true in general for inhomogeneous medium scatterers, hence if there
are medium scatterers presented in Ã , assumption (ii) can not be always fulfilled.
Nevertheless, since Ã is known, assumption (ii) can always be verified in advance.

Nowwe introduce the following l ′′ indicator functions for identifying themultiple
scatterers of Ωr in (3.3.26):

I j
2 (z) =

∣∣∣∣〈a(x̂;Ωr ), eik(d−x̂)·za(x̂; G̃ j )〉L2(SN−1)

∣∣∣∣
‖a(x̂; G̃ j )‖2L2(SN−1)

, G̃ j ∈ Ã , j = 1, 2, . . . , l ′′.

(3.3.30)



68 3 Numerical Inverse Acoustic Scattering Problems

Next, we present a key theorem on the indicating behavior of these indicator func-
tions, which forms the basis of our Scheme II.

Theorem 3.3.2 Suppose that G̃1 ∈ Ã is of the following form

G̃1 = (G j0; rp0 ,Uq0) = ΠUq0
Λrq0

G j0 , G j0 ∈ A , Uq0 ∈ T1, rp0 ∈ T2.

Suppose that in Ωr , there exists J0 ⊂ {1, 2, . . . , l} such that for j ∈ J0, the compo-
nent Ωr

j = (Σ j ; z j , r j ,Uj ) satisfies

(i) Σ j = G j0; (i i) ‖Uj −Uq0‖ ≤ θ; (i i i) ‖r j − rp0‖ ≤ τ ; (3.3.31)

whereas for j ∈ {1, 2, . . . , l}\J0, at least one of the conditions in (3.3.31) is not
fulfilled by the scatterer component Ωr

j . Then for each z j , j = 1, 2, . . . , l, there
exists an open neighborhood of z j , neigh(z j ), such that

(i) if j ∈ J0, then

I 12 (z) ≤ 1 + O

(
1

L
+ θ + τ

)
∀ z ∈ neigh(z j ). (3.3.32)

Moreover, the equality holds in the above relation only when z = z j . That is, z j
is a local maximum point for I 12 (z).

(ii) if j ∈ {1, 2, . . . , l}\J0, then there exists ε0 > 0 such that

I 12 (z) ≤ 1 − ε0 + O

(
1

L
+ θ + τ

)
∀ z ∈ neigh(z j ). (3.3.33)

In order to prove Theorem 3.3.2, we first derive a key lemma as follows.

Lemma 3.3.3 Let G be a bounded simply-connected domain in R
N containing the

origin, which supports an acoustic scatterer Gt , t = s, h, i or m. Then we have

ak(x̂, d;ΠUG
t ) = ak(U

T x̂,UTd;G) for U ∈ SO(n) (3.3.34)

and
ak(x̂, d;ΛrG

t ) = rakr (x̂, d;G) for r ∈ R+ . (3.3.35)

Proof Equations (3.3.34) and (3.3.35) can be readily verified by a change of variables
in the corresponding scattering systems. �

Proof of Theorem 3.3.2 First it follows by Lemma 3.3.1 that
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ak(x̂, d;Ωr ) = ak(x̂, d;
l⋃

j=1

Ωr
j ) =

l∑
j=1

ak(x̂, d;Ωr
j ) + O

(
1

L

)

=
l∑

j=1

ak(x̂, d; (Σ j ; z j , r j ,Uj )) + O

(
1

L

)

=
l∑

j=1

akr j (U
T
j x̂,U

T
j d;Σ j )e

ik(d−x̂)·z j + O

(
1

L

)
.

(3.3.36)

Then by (3.3.31) and Lemma 3.3.3, we have that for j0 ∈ J0,

akr j (U
T
j x̂,U

T
j d;Σ j ) = akrp0 ((Uq0)

T x̂, (Uq0)
T d;G j0)e

ik(d−x̂)·z + O(θ + τ)

= ak(x̂, d; G̃1) + O(θ + τ).

(3.3.37)
Hence we obtain using (3.3.36) and (3.3.37) that

a(x̂;Ωr ) =
∑
j∈J0

a(x̂; G̃1)e
ik(d−x̂)·z j +

∑
j∈{1,...,l}\J0

a(x̂;Ωr
j ) + O

(
1

L
+ θ + τ

)
.

(3.3.38)
For j0 ∈ J0, by (3.3.38) we can show that for z ∈ neigh(z j0),

∣∣∣〈a(x̂;Ωr ), eik(d−x̂)·za(x̂; G̃1)〉L2(SN−1)

∣∣∣
=
∣∣∣〈a(x̂; G̃1)e

ik(d−x̂)·z j0 , eik(d−x̂)·za(x̂; G̃1)〉L2(SN−1)

∣∣∣+ O

(
1

L
+ θ + τ

)

≤ ‖a(x̂; G̃1)‖2L2(SN−1) + O

(
1

L
+ θ + τ

)
.

(3.3.39)
For the equality relation in (3.3.39), we have made use of the Riemann-Lebesgue
Lemma about oscillatory integrals by noting |z j − z| ≥ L � 1 for 1 ≤ j ≤ l, j �= j0
and z ∈ neigh(z j0) by means of (3.3.27). For the last relation in (3.3.39), we have
applied the Cauchy-Schwartz inequality, and it is easily seen that the equality holds
only at z = z j0 . These observations clearly imply (3.3.32) for z ∈ neigh(z j0) and
j0 ∈ J0. On the other hand, by a similar argument, together with assumption (i) on
Ã , we can directly verify that

I 12 (z j ) < 1 + O

(
1

L
+ θ + τ

)
, j ∈ {1, 2, . . . , l}\J0, (3.3.40)

which readily implies (3.3.33). �

Based on Theorem 3.3.2, we are now ready to formulate Scheme II for locating
the multiple scatterer components of regular size in Ωr successively.
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Scheme II

1. For the admissible scatterer classA in (3.3.25), formulate the augmented admis-
sible class Ã as that given in (3.3.28).

2. Collect in advance the far-field patterns associated with the admissible reference
scatterer space Ã corresponding to a single incident plane wave eikx ·d with fixed
k and d, and reorder Ã if necessary so that assumptions (i) and (ii) are satisfied.

3. For an unknown scatterer Ωr in (3.3.26), collect the far-field data corresponding
to the single incident plane wave as specified in (2).

4. Select a sampling region with a mesh Th containing Ωr .
5. Set j = 1.
6. For each sampling point z ∈ Th , compute the index value I j

2 (z).
7. Locate all those significant local maxima of I j

2 (z) satisfying I j
2 (z) ≈ 1 for the

scatterer components of the form z + G̃ j .
8. Remove all the sampling points inside those Nid identified components z + G̃ j

found in (7) from Th . Subtract the individual far-field patterns associated with
those already reconstructed components in (7) and their respective identified loca-
tions z j from the far field as follows:

a(x̂;Ωr ) := a(x̂;Ωr ) −
Nid∑
j=1

eik(d−x̂)·z j a(x̂; G̃ j ) (3.3.41)

Note that the updated far-field pattern in (3.3.41) is still denoted by a(x̂;Ωr ),
which will be further checked by subsequent reference components in (3.3.30).

9. If j = l ′′, i.e., the maximum number of the unknown component reaches, then
stop the reconstruction; otherwise, set j := j + 1, and go to (6).

Remark 3.3.3 In (3.3.26), it is assumed that the admissible classA contains exactly
the base scatterer Σ j of the unknown scatterer component Ωr

j in Ωr . However, our

Scheme II relies on the augmented admissible class Ã , which may contain only
an approximate scatterer configuration to the target scatterer component Ωr

j in Ωr .
Hence, if the admissible class A contains only an approximate base scatterer to Σ j

of the unknown scatterer component Ωr
j in Ωr , Scheme II would still work, and in

fact, it can be easily justified from the proof of Theorem 3.3.2. This point will be
also illustrated by our numerical experiments in Example 5 in Sect. 3.3.2.2.

Remark 3.3.4 The introduction of a known admissible class A in our algorithm
is related to the dictionary matching algorithms ,where some a priori known base
shapes form a dictionary for the reconstruction. We also remark that comparable
indicator functions are used in [11] for reconstructing the acoustic scatterers at small
scale and regular scale, respectively.
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3.3.2.2 Numerical Experiments

We proceed nowwith some numerical tests using Scheme II to detect multiple scatter
components of regular size. The synthetic far-field data is generated in the same
manner as stated in Sect. 3.3.1.2, then a uniform noise of 3% is added to the synthetic
data.

Two geometries will be considered for the scatterer components in our numerical
tests. They are characterized by the following 2D parametric curves

Peanut : {(x, y) : x =
√
3 cos2(s) + 1 cos(s), y =

√
3 cos2(s) + 1 sin(s), 0 ≤ s ≤ 2π},

Kite : {(x, y) : x = cos(s) + 0.65 cos(2s) − 0.65, y = 1.5 sin(s), 0 ≤ s ≤ 2π}.

These will be denoted by P and K, respectively, for short. The candidate data set
Ã includes the far-field data of both reference components P and K, and is further
lexicographically augmented by a collection of a priori known orientations and sizes.
More precisely, the augmented data set is obtained by rotating P and K in the x-y
plane every 45◦ as shown in Figs. 3.19 and 3.20, respectively, and by scaling P and
K by one half, one and twice.

For imaging of regular-size scatterers, we adopt a technique from image contrast
enhancement by increasing the order of power of the indicator function I j

2 (z), namely
(I j

2 (z))α is employed as the indicator, where α is taken in our experiments to be 2, 3
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Fig. 3.19 Basic scatterer components : a reference kite with first four orientations
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Fig. 3.20 Basic scatterer components : a reference peanut with four orientations
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Fig. 3.21 True scatterer components in Example 4

or 4. This contrast enhancing technique helps keep the maxima around 1 and reduces
significantly the potential region where multiple scattering happens.

As we recall, Scheme II will locate all the components, one by one, by computing
an index function for each reference object in the augmented admissible class, which
tells the shapes, orientations and scales of all potential components.

Example 4 The true scatterer consists of two components, a medium kite located at
(−5, 5) and a medium peanut located at (5, −5), see Fig. 3.21. The wavenumber of
the incident field and the incident direction are set to be k = 5 and d = (1, 1)/

√
2.

In the first stage, the reference peanut component is first chosen to be located,
based on the reordering of the magnitudes of the far-field patterns of all the reference
scatterer components. We plot in Fig. 3.22 the indicator function value distribution
by testing reference data associated with four orientations. It clearly indicates the
right position of the peanut when the orientation angle of the peanut is 90◦ and
there are a local maximum close to the unity, which implicitly gives hints about the
scatterer’s shape, orientation and scale by incorporating the relevant message carried
in the reference data. In Fig. 3.22a, we plot a superimposed image of the indicating
value distribution of the four aforementioned images by taking the maximum of
four indicator function values pointwise. After obtaining the position of the peanut
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Fig. 3.22 Example 4. From left to right in the first row: Imaging of the indicator function value
distribution by testing the reference far-field data of the basis peanut (k = 5) at four orientations of 0,
45, 90 and 135◦, respectively; a a superimposed image of the four indicating images aforementioned
by taking the maximum of four indicator functions pointwise; b Reconstruction of the peanut
component

component, it is now possible to identify the first unknown scatterer component in
Fig. 3.22b.

Once the peanut component is found, then we proceed by subtracting the far-
field contribution of the detected peanut component from the total far-field pattern.
We can then find the kite’s position reasonably; see Fig. 3.23. We see that only the
configuration with 45◦ maximizes the indicator function to achieve nearly the unity
and indicates the position of the detected kite component very clearly. In Fig. 3.23a,
we plot a superimposed image ofmaximizing the eight aforementioned image values.
After obtaining the position of the kite component, it is now possible to identify the
second unknown scatterer component in Fig. 3.22b by combining the information
carried implicitly in the reference data, which tells us not only the shape of the
scatterer but also its size and orientation.

Example 5 To further study the reliability of our locating scheme from a generic
admissible reference class, we keep the admissible class unchanged but perturb point-
wisely the parametric forms of the true scatterers P andK by 5% uniform noise with
respect their respective centers as shown in Fig. 3.24. Now the admissible set is only
an approximate class to describe the scatterer components.

Scheme II is repeated for such an interesting setting. The measured far-field pat-
tern is first compared with the reference peanut data set according to (3.3.30). The
highlighted red dot as shown in Fig. 3.25 when the orientation is 90◦ tells us the
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Fig. 3.23 Example 4. From left to right in the first two rows: Imaging of the indicator function
value distribution by testing the reference far-field data of the basis kite (k = 5) at eight orientations
of 0, 45, 90, 135, 180, 225, 270 and 315◦, respectively; a a superimposed image of the eight
indicating images aforementioned by taking the maximum of eight indicator functions pointwise;
b Reconstruction of the kite component

rough position. Compared with Fig. 3.22, there exist some small ripples in the con-
tour plots in Fig. 3.25 which are rather weak and do not affect the locating accuracy.
Those weak ripples can be understood as some additional noise caused by the small
geometric difference between the unknown components and their approximate class.

After subtracting the corresponding far-field pattern detected in the first step, we
proceed with the locating of the perturbed kite components. The indicating contour
plots associated with the first four orientations are shown in Fig. 3.26. Except for
some oscillating ripples, the correct position of the perturbed kite component can be
well located by the red dot when the orientation is 45◦.
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Fig. 3.24 Perturbed scatterer components (left) and their respective zoomed-in image (middle,
right) in Example 5
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Fig. 3.25 Example 5. From left to right: Imaging of the indicator function value distribution by
testing the reference far-field data of the basis kite (k = 5) at first four orientations of 0, 45, 90
and 135◦, respectively; The highlighted red dot reveals the reconstruction of the perturbed peanut
component at the orientation of 90◦
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Fig. 3.26 Example 5. From left to right: Imaging of the indicator function value distribution by
testing the reference far-field data of the basis peanut (k = 5) at four orientations of 0, 45, 90
and 135◦, respectively. The highlighted red dot reveals the reconstruction of the perturbed kite
component at the orientation of 45◦

3.3.3 Locating Scatterers of Multiple Scales

In this section, we consider locating multiple scatterers of multiple scales of the form

Ωm = Ωs,t ∪ Ωr , (3.3.42)

where Ωs,t is the scatterer of small size described in Sect. 3.3.1.1 (cf. (3.3.6) and
(3.3.7)) and Ωr is the scatterer of regular size described in Sect. 3.3.2.1 (cf. (3.3.26)
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and (3.3.27)). In addition to the respective assumptions on the small-scale scatterer
components ofΩs,t and the regular-scale scatterer components ofΩr in Sects. 3.3.1.1
and 3.3.2.1, we further assume that

L = dist(Ωs,t ,Ωr ) � 1. (3.3.43)

3.3.3.1 Scheme III

By Lemma 3.3.1, one has

ak(x̂, d;Ωm) = ak(x̂, d;Ωs,t ) + ak(x̂, d;Ωr ) + O

(
1

L

)
. (3.3.44)

On the other hand, by Lemma 3.3.2 and (3.3.16), one further sees that

|ak(x̂, d;Ωs,t )| 
 |ak(x̂, d;Ωr )|. (3.3.45)

Hence we know
ak(x̂, d;Ωr ) ≈ ak(x̂, d;Ωm). (3.3.46)

Therefore, it is natural to locate the scatterers Ωm of multiple scales in a two-stage
manner as follows. First, by (3.3.46), one uses ak(x̂, d;Ωm) as the far-field data for
Scheme II to locate the regular-scale scatterers inΩr ; that is, one can (approximately)
find

Ωr
j = (Σ j ; z j , r j ,Uj ) with Σ j ∈ A , j = 1, . . . , l. (3.3.47)

Second, after locating Ωr
j , one can calculate that

ak(x̂, d;Ωs,t ) ≈ ak(x̂, d;Ωm) − ak(x̂, d;Ωr ). (3.3.48)

Then, using the far-field data obtained above to Scheme I, one can locate the multiple
small-scale scatterers inΩs,t .However,wewould like to emphasize the following two
facts: first, the size contrast betweenΩr andΩs,t can not be too sharp, since otherwise
by (3.3.45) and (3.3.46), the scattering information of Ωs,t might be overwhelmed
by that of Ωr ; second, one should have fine reconstructions of Ωr

j ’s in the first stage.
Indeed, in the first-stage reconstruction, instead of (3.3.47), one has

Ω̂r
j := (Σ j ; ẑ j , r̂ j , Û j ) ≈ (Σ j ; z j , r j ,Uj ), Σ j ∈ A , j = 1, . . . , l, (3.3.49)

where ẑ j , r̂ j and Û j are, respectively, approximations to z j , r j and Uj . Hence, by
(3.3.48), the far-field data used in the second stage of the reconstruction is
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ak(x̂, d;Ωs,t ) ≈ ak(x̂, d;Ωm) − ak(x̂, d;Ωr ) + (ak(x̂, d;Ωr
j ) − ak(x̂, d; Ω̂r

j )).

(3.3.50)
If the reconstructed scatterer (Σ j ; ẑ j , r̂ j , Û j ) is not close enough to the true scatterer
(Σ j ; z j , r j ,Uj ), the error produced by ak(x̂, d;Ωr

j ) − ak(x̂, d; Ω̂r
j ) would domi-

nate over the weak scattering from Ωs,t . In order to overcome this error-sensitivity
problem, we discuss the following local tuning technique to be incorporated into the
above two-stage reconstruction of Ωm .

Local tuning technique. Let {Uj } j∈T 1 and {r j } j∈T 2 be the two given sets of rota-
tions and scalings and Th be the sampling mesh introduced in Sect. 3.3.2.1, and
(Σ j ; ẑ j , Û j , r̂ j ), j = 1, . . . , l be the reconstructed scatterers described above. For a
properly chosen δ ∈ R+, let N

j
1 , N j

2 , and N j
3 be, respectively, δ-neighborhoods

of ẑ j , Û j and r̂ j , j = 1, . . . , l. Then let {Th′, {Uj } j∈T ′
1
, {r j } j∈T ′

2
} be an arbitrary

refined mesh of {Th ∩ N j
1 , {Uj } j∈T 1 ∩ N j

2 , {r j } j∈T 3 ∩ N j
3 }, then we call

̂̂Ωr
j := (Σ j ;̂̂z j ,̂̂r j ,

̂̂U j ) for ̂̂z j ∈ Th′, ̂̂r j ∈ {r j } j∈T ′
2
, ̂̂U j ∈ {Uj } j∈T ′

1

(3.3.51)
a local tuneup of Ω̂r

j = (Σ j ; ẑ j , r̂ j , Û j ) relative to {Th′, {r j } j∈T ′
2
, {Uj } j∈T ′

1
} for

j = 1, 2, . . . , l.
Now we define

̂̂Ωr :=
l⋃

j=1

̂̂Ωr
j , (3.3.52)

where each ̂̂Ωr
j is a local tuneup relative to

{
Th′ , {r j } j∈T ′

2
, {Uj } j∈T ′

1

}
for j =

1, 2, . . . , l. We call ̂̂Ωr a local tuneup of Ω̂r relative to {Th′, {r j } j∈T ′
2
, {Uj } j∈T ′

1
}

for j = 1, 2, . . . , l.
With the above preparations, the local tuning can be proceeded as follows:
For each local tuneup ̂̂Ωr , we compute

âk(x̂, d) := ak(x̂, d;Ωm) − ak(x̂, d; ̂̂Ωr ), (3.3.53)

then apply the resulting far-field data to Scheme I. By running through all the local
tuneups relative to

{
Th′, {r j } j∈T ′

2
, {Uj } j∈T ′

1

}
according to the above procedure, one

can locate all the clustered local maximum points on Th , which represents the loca-
tions of the small scatterer components of Ωs,t .

By using the local tuning technique, one can not only locate the small-size scat-
terers components of Ωs,t , but also improve the reconstruction of the regular-size
scatterers. Indeed, it can be easily seen that the local tuneup, ̂̂Ωr , which is used in
the local tuning that can produce the clustered local maximum points for Scheme I,
is a more accurate updating of the reconstruction Ω̂r .

In summary, we are now ready to formulate Scheme III for locating the multiple
multiscale scatterers of Ωm in (3.3.42).
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Scheme III

1. Collect a single far-field measurement ak(x̂, d;Ωm) corresponding to Ωm =
Ωs,t ∪ Ωr in (3.3.42).

2. Select a sampling region with a mesh Th containing Ωm .
3. LetΩr be given as in (3.3.26). Apply Scheme II with ak(x̂, d;Ωm) as the far-field

data, and locate the rough scatterer components of Ωm ,

Ω̂r
j = (Σ j ; ẑ j , r̂ j , Û j ), Σ j ∈ A , j = 1, . . . , l, (3.3.54)

where ẑ j ∈ Th , r̂ j ∈ {r j } j∈T 2 and Û j ∈ {Uj } j∈T 1 (cf. Sect. 3.3.2.1).
4. Apply the local tuning technique as stated below to update Ω̂r

j , j = 1, . . . , l, and
locate the small-scale components of Ωs,t .

a. For each reconstructed Ω̂r
j in (3.3.54), formulate the refined local sampling

meshes Th′ , {r j } j∈T ′
2
and {Uj } j∈T ′

1
, j = 1, 2, . . . , l.

b. For a local tuneup given in (3.3.51)–(3.3.52), calculate the far-field pattern
âk(x̂, d) according to (3.3.53).

c. Using âk(x̂, d) obtained in b) as the far-field data, apply Scheme I to locate
the significant local maximum points on Th\ ∪l

j=1 N
j

1 .
d. Repeat b) and c) for all possible local tuneups relative to {Th′, {r j } j∈T ′

2
,

{Uj } j∈T ′
1
}. The clustered local maximum points on Th\ ∪l

j=1 N
j

1 are the
positions corresponding to the scatterer components of Ωs,t .

e. Update Ω̂r to the local tuneup ̂̂Ωr which generates the clustered local maxi-
mum points in d).

Remark 3.3.5 By concatenating Schemes I and II with the local tuning technique,
Scheme III can effectively locate multiple multiscale scatterers. For the practical
consideration, one can easily see from our discussions that as long as the scattering
strengths from the small scatterer components of Ωs,t are more significant than the
measurement noise involved, Scheme III can produce reasonable reconstructions for
multiple multiscale scatterers.

3.3.3.2 Numerical Experiments

In this subsection, we test some 3D multiscale imaging problem using Scheme III.
The wave number k is chosen to be 5 and the incident direction is d = (0, 0, −1).
The synthetic data are obtained for the revolving solids of the 2D shapes K and P
along the x-axis, which are for short still denoted by K and P without ambiguities.
As for each reference component, we rotate it every 90◦ in the x-y, y-z and z-x
planes; see, e.g., four different orientations of the peanut in the z-x plane are shown
in Fig. 3.27. Three different sizes of the reference components are tested, namely
scaled by a factor of 0.3, 1 and 1.5 respectively.
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0o 45o 90o 135o

Fig. 3.27 Basic Scatterers: Peanut (multiscale)

True scatterer. x-y plane y-z plane x-z plane

Fig. 3.28 True scatterer components in Example 6

Example 6 We consider a 3D multiscale scatterer consisting of two components,
a small sound-hard kite scaled by a factor 0.3 located at (−5, 0, 5) and a large
sound-hard peanut with no scaling and located at (5, 0, −5), see Fig. 3.28.

In the first stage, we extract the information of the regular-size component using
the indicator function of Scheme II by computing the inner product with a priori
known far-field patterns associated with those reference scatterer components with
different orientations and sizes. We can find the approximate position of the larger
peanut component of regular size when the reference scatterer is at its upright posi-
tion, see Fig. 3.29a.

Next, we adopt the local tuning (resampling) technique discussed in Sect. 3.3.3.1
to search a small cubic mesh around the rough position of the peanut determined by
the local maximum, which is shown in Fig. 3.29b.

In the final stage, the location of the smaller component can be obtained by
performing a local searching of each grid point in the cubic mesh. In Fig. 3.30, as
the search grid points approach gradually from (4.8 , 0 ,−5) to (5 , 0 ,−5) (from
left to right), the value distribution of the indicator function in Scheme I displays an
interesting change of the highlighted position. In the right plot of Fig. 3.30, the red
dot indicates an approximate position of the smaller kite component, which agrees
with the exact one very well. In such a way, the smaller sound-hard kite could be
positioned, and it helps us finely tune the position of the peanut and update it to be
around (5 , 0 ,−5). They could now be well approximated in Fig. 3.31 by combining
the relevant shape, scale and size information hidden in the reference data.



80 3 Numerical Inverse Acoustic Scattering Problems

)b()a(

Fig. 3.29 a Imaging of the 3D multi-scale scatterer in the first stage. b A local resampling mesh

Fig. 3.30 Example 6. Indicating behavior of local re-sampling technique. From left to right: Imag-
ing of indicator function value distribution at the sampling points (4.8, 0, −5), (4.9, 0, −5) and
(5, 0 ,−5), respectively

Fig. 3.31 Example 6. From left to right: local sampling procedure at the sampling points
(−4.8, 0, 5), (−4.9, 0, 5) and (5, −5), respectively. Imaging of the position of the reconstructed
kite component
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3.4 Reconstruction by Phaseless Backscattering
Measurements

In this section, we discuss an inverse scattering scheme of recovering a polyhe-
dral obstacle in R

n , n = 2, 3, by only a few high-frequency acoustic backscattering
measurements. The obstacle could be sound-soft or sound-hard. It is shown that
the modulus of the far-field pattern in the backscattering aperture possesses a cer-
tain local maximum behavior, from which one can determine the exterior normal
directions of the front sides/faces. Then by using the phaseless backscattering data
corresponding to a few incident planewaves with suitably chosen incident directions,
one can determine the exterior unit normal vector of each side/face of the obstacle.
After the determination of the exterior unit normals, the recovery is reduced to a
finite-dimensional problem of determining a location point of the obstacle and the
distance of each side/face away from the location point. For the latter reconstruction,
we need make use of the far-field data with phases. Numerical experiments are also
presented to illustrate the effectiveness of the discussed scheme.

We follow the treatments in [58]. The obstacle could be sound-soft or sound-hard.
The crux is the observation that the modulus of the far-field pattern in the backscat-
tering aperture possesses a certain local maximum behavior, from which one can
determine the exterior normal directions of the front sides/faces. Then by using the
modulus of the backscattering data corresponding to a few incident plane waves with
a high wavenumber and a few suitably chosen incident directions, one can determine
the exterior unit normal vector of each side/face of the obstacle. After the determi-
nation of the exterior unit normals, the recovery is reduced to a finite-dimensional
problem of determining a location point of the obstacle and the distance of each
side/face away from the location point. For the latter reconstruction, the far-field data
with phases would be used. Our study is based on the high-frequency asymptotics,
namely the Kirchhoff or the physical optics approximation. However, our numerical
experiments show that the high-frequency requirement could be relaxed to a certain
extent. Moreover, in order to simplify the discussion, we focus on convex polyhedral
obstacles in the present study. However, through our theoretical arguments, it can be
expected that the method developed would work for non-convex obstacles, but under
certain geometrical constraints. We focus on showing the inverse scattering scheme
for convex obstacles in this section.

In Sect. 3.4.1, we consider the physical optics approximation on the high-
frequency scattering from an admissible polyhedral obstacle, and derive the local
maximum behavior of the modulus of the corresponding far-field pattern. In
Sect. 3.4.2, we present the recovery scheme in detail. Section 3.4.3 is devoted to
the numerical experiments to validate the applicability and effectiveness of the dis-
cussed method. Some discussion is presented in Sect. 3.4.3.
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3.4.1 Physical Optics Approximation

Throughout the present subsection, we let k ∈ R+ and d ∈ S
n−1 be fixed. Let D be

a convex polygon in R
2 or a convex polyhedron in R

3, such that

∂D =
m⋃
j=1

C j , (3.4.1)

where each C j represents an open side/face of ∂D, and is referred to as a cell. In
what follows, D is called a polyhedral obstacle. Let ν(x) ∈ S

n−1, x ∈ ∂D denote the
exterior unit normal vector to ∂D, and we set

ν j := ν(x) when x ∈ C j , j = 1, 2, . . . ,m. (3.4.2)

Clearly, ν j is a constant unit vector.
Define

∂D+ := {x ∈ ∂D; ν(x) · d ≥ 0} and ∂D− := {x ∈ ∂D; ν(x) · d < 0}

to be, respectively, the back-face and front-face of ∂D with respect to the incident
direction d.

Let h0, h1 and h2 be fixed a priori positive constants. It is assumed that

(i) k · diam(D) � 1; (3.4.3)

(i i) min
1≤ j≤m

diamRn−1(C j ) ≥ h0; (3.4.4)

(i i i) h1 ≤ min
1≤ j, j ′≤m, j �= j ′

∠(ν j (y), ν j ′(y)) ≤ h2 for y ∈ ∂D. (3.4.5)

Roughly speaking, (3.4.5) implies that the obstacle should not be very “round” or
“sharp”, and a generic condition which can guarantee this assumption is that the
angle between any two adjacent cells is bounded below and above by certain con-
stants (depending on the obstacle). Assumption (i) means that we are considering the
acoustic scattering in the high-frequency regime. If a polyhedral obstacle D satisfies
the above three assumptions, then it is called an admissible obstacle with respect to
the incident plane wave eikx ·d .

Denote

S
n−1
+ := {x̂ ∈ S

n−1; x̂ · d ≥ 0} and S
n−1
− := {x̂ ∈ S

n−1; x̂ · d < 0}

the forward-scattering and backscattering apertures, respectively.
Let C j ⊂ ∂D− be a front-cell of ∂D, and ν j ∈ S

n−1
− denote its unit normal vector

pointing to the exterior of D. Define x̂ j ∈ S
n−1 satisfying
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(d − x̂ j ) ‖ ν j

to be the critical observation direction with respect to d and ν j ; see Fig.3.32 for a
2D illustration. We note that one clearly has x̂ j ∈ S

n−1
− . It is directly calculated that

the critical direction is given by

x̂ j = d − 2(d · ν j )ν j . (3.4.6)

On the other hand, for the subsequent use, we note that by using (3.4.6) and the fact
that d · ν j < 0, one has by innerly producting both sides of (3.4.6) with d

d · ν j = −
√
1 − x̂ j · d

2
. (3.4.7)

Hence, by combining (3.4.6) and (3.4.7), one further has

ν j = x̂ j − d√
2(1 − x̂ j · d)

. (3.4.8)

Next we present themajor result motivating the recovery scheme that we are going
to present in the next section. Before that, we give a numerical example by plotting
the real part of the scattered wave field and the square power of the modulus of the
associated far-field pattern corresponding to a sound-soft triangle due to an incident
plane wave impinging from southeast to northwest; see Fig. 3.33 for the illustration.

Clearly, one can see a certain localmaximumbehavior fromFig. 3.33b. The obser-
vation direction (black arrow) associatedwith the largest magnitude of phaseless data
points to the incident/forward-scattering direction, which gives no information of the

Fig. 3.32 2D illustration of
the relation between the
incident direction d, the
exterior unit normal vector
ν j and the critical
observation direction x̂ j
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obstacle. While the other two critical observation directions (red arrows) associated
with the second and third largest magnitude of phaseless data provide profound infor-
mation of the unknown obstacle, which signify the major reflection angles due to
the physical optics approximation in the high frequency scattering. The exterior unit
normal direction can thus be determined by connecting the arrow heads of incident
and critical observation directions by yellow lines. Those unit vectors (green arrows)
parallel to the yellow lines are the desired normal directions of those sides of the
triangular obstacle in the backscattering aperture as shown in Fig. 3.33b. We shall
present a mathematical justification for this local maximum behavior, which also
forms the basis of our subsequent recovery scheme.

We first give some discussion on the Kirchhoff or the physical optics approxima-
tion (cf. [22, 26, 38, 47, 70, 72]), which shall play a key role in our mathematical
justification of the localmaximumbehavior observed in Fig. 3.33. It states that for the
scattering from a convex polyhedral obstacle due to a high-frequency plane wave, the
wave field near the boundary of the obstacle is composed of two parts: the contribu-
tion of the incident and reflected waves where they are present, and the contribution
of the diffraction due to the corners and/or the edges of the obstacle. The Kirchhoff or
the physical optics approximation takes the first contribution as the total wave field
near the boundary of the obstacle. However, we would like to remark the study on
rigorously justifying such approximation is still not fully understood and we refer to
[22] for an excellent account on the existing progress in the literature. For the current
study, we assume that the physical optics approximation holds true.

Throughout the rest of the section, we let a cell C be parameterized as

Fig. 3.33 a Plot of the real part of the scattered wave �(us(x)) in the vicinity of a sound-soft
triangular obstacle, and b polar graph of the square power of the phaseless far-field data |u∞(x̂)|2
in polar coordinates corresponding to the triangle due to an incident plane wave eikx ·d with d =
(−√

2/2,
√
2/2). The black arrow indicates both the incident and the forward-scattering directions,

while the two red arrows represent the two critical observation directions. The green arrows indicate
the exterior normals to the sides of the triangular obstacle
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〈x, ν〉 = l, x ∈ C, (3.4.9)

where ν ∈ S
n−1 is the unit normal vector toC pointing to the exterior of the obstacle,

and l ≥ 0 denotes the distance between the origin and the line/plane containing C .
Let C0 denote the affine cell of C defined by

〈x, ν〉 = 0, x ∈ C0. (3.4.10)

In what follows, we let ΠC0 denote the Euclidean reflection with respect to C0. Now
we consider the scattering locally near a boundary cell, say C j , due to a plane wave
eikx ·d . Let

v j (x) := e
ik(x−x0)·(ΠC0

j
d) · eikx0·d , 1 ≤ j ≤ m, (3.4.11)

where x0 ∈ C j is a fixed point, and x ∈ R
n\D. It is easily verified that v j (x) satisfies

(Δ + k2)v j = 0. Moreover, one can further verify that

ui (x) − v j (x) = 0 and
∂(ui + v j )

∂ν
(x) = 0 on C j . (3.4.12)

v j (x) is the reflectedwave field of ui (x)with respect to the cellC j . Using the physical
optics approximation, we have

Lemma 3.4.1 Let D be an admissible polyhedral obstacle with respect to the plane
wave field ui = eikx ·d , as described in (3.4.1)–(3.4.5). Using the physical optics
approximation, one has

∂u

∂ν
(x) ≈

{
2 ∂ui

∂ν
(x), x ∈ C j ⊂ ∂D−, 1 ≤ j ≤ m,

0, x ∈ C j ′ ⊂ ∂D+, 1 ≤ j ′ ≤ m,
(3.4.13)

if D is sound-soft; and

u(x) ≈
{

2ui (x), x ∈ C j ⊂ ∂D−, 1 ≤ j ≤ m,

0, x ∈ C j ′ ⊂ ∂D+, 1 ≤ j ′ ≤ m,
(3.4.14)

if D is sound-hard.

Proof According to our earlier discussion on the physical optics approximation, one
takes

∂u

∂ν j
(x) ≈ ∂(u − v j )

∂ν j
(x), x ∈ C j ⊂ ∂D−, (3.4.15)

if D is sound-soft. Then by using (3.4.11), one directly verifies (3.4.13) for x ∈ ∂D−,
whereas if C j ′ ⊂ ∂D+, it is not illuminated, where one then takes ∂u/∂ν j ′ ≈ 0. If D
is sound-hard, then one takes



86 3 Numerical Inverse Acoustic Scattering Problems

u(x) ≈ u(x) + v j (x), x ∈ C j ⊂ ∂D−, (3.4.16)

which readily verifies (3.4.14). �

In the sequel, we let

Φ(x, y) = eik|x−y|

4π |x − y| , n = 3; i

4
H (1)

0 (k|x − y|), n = 2; x �= y,

where H (1)
0 denotes the zeroth-order Hankel function of the first kind. Φ is the

fundamental solution to −Δ − k2. The following lemma is needed and its proof can
be found in [26].

Lemma 3.4.2 For the scattering of a plane wave field ui in (2.1.1) from an obstacle
D, we have

u(x; D, ui ) = ui (x) +
∫
∂D

{
∂Φ(x, y)

∂ν(y)
u(y) − Φ(x, y)

∂u

∂ν
(y)

}
ds(y), x ∈ R

n\D,

(3.4.17)
and

u∞(x̂; D, ui ) = γ (n, k)

[∫
∂D

{
∂e−ikx̂ ·y

∂ν(y)
u(y) − e−ikx̂ ·y ∂u

∂ν
(y)

}
ds(y)

]
, (3.4.18)

where the dimensional parameter γ is given by

γ (n, k) = 1

4π
when n = 3; ei

π
4√

8πk
when n = 2. (3.4.19)

Lemma 3.4.3 Using the physical optics approximation in Lemma 3.4.1, for the
scattering of a plane wave ui in (2.1.1) from an admissible polyhedral obstacle D,
one has that if D is sound-soft

u∞(x̂) ≈ −2γ (n, k)
∫

∂D−

∂eiky·d

∂ν(y)
e−ikx̂ ·y ds(y), (3.4.20)

whereas if D is sound-hard

u∞(x̂) ≈ 2γ (n, k)
∫

∂D−

∂e−ikx̂ ·y

∂ν(y)
eiky·d ds(y). (3.4.21)

Proof This is a straightforward consequence of (3.4.18) in Lemma 3.4.2 and,
(3.4.13) and (3.4.14) in Lemma 3.4.1. �

By using Lemma 3.4.3, we are now in a position to present the local maximum
behavior of |u∞(x̂; D, k, d)|.
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Theorem 3.4.1 Let D be an admissible sound-soft or sound-hard polyhedral obsta-
cle with respect to the incident plane wave eikx ·d as described earlier. Suppose that
C j ⊂ ∂D− is a front cell of the obstacle, and ν j is the unit normal vector to C j

pointing to the exterior of D, 1 ≤ j ≤ m. Let x̂ j ∈ S
n−1 be the critical observation

direction with respect to d and ν j . Under the physical optics approximation, x̂ j is a
local maximum point of |u∞(x̂; D, eikx ·d)|.
Proof Wefirst consider the case that D is an admissible sound-soft polyhedral obsta-
cle. By (3.4.20) in Lemma 3.4.3, we have

u∞(x̂; D, k, d) ≈ −2γ (n, k)
∫

∂D−

∂eiky·d

∂ν(y)
e−ikx̂ ·y ds(y)

= −2γ (n, k)
∫

∂D−
ikν(y) · deiky·(d−x̂) ds(y)

= −2γ (n, k) · ik
[∫

C j

ν j · d eiky·(d−x̂) ds(y) +
∫

∂D−\C j

ν(y) · d eiky·(d−x̂) ds(y)

]

= γ̃ (n, k) · [I1(x̂) + I2(x̂)],
(3.4.22)

where γ̃ (n, k) := −2γ (n, k) · ik and

I1(x̂) :=
∫
C j

ν j · d eiky·(d−x̂) ds(y), I2(x̂) :=
∫

∂D−\C j

ν(y) · d eiky·(d−x̂) ds(y).

We next analyze the behavior of Iα(x̂), α = 1, 2, in a small neighborhood of x̂ j

on Sn−1, say Γ j , 1 ≤ j ≤ m. Since

(d − x̂ j ) ‖ ν j , (3.4.23)

by assumption (3.4.5), we see that there exists a non-asymptotic constant ε0 ∈ R+
such that

|τ(y) · (d − x̂ j )| ≥ ε0, y ∈ ∂D−\C j , (3.4.24)

where τ(y) represents a unit tangent vector on ∂D. Hence, by (3.4.24) and (3.4.4),
one has by direct calculations that

|I2(x̂)| ∼ 1

kn−1h0

 1, x̂ ∈ Γ j . (3.4.25)

On the other hand, for x̂ ∈ Γ j , we have

I1(x̂) =
∫
C j

ν j · d eiky·(d−x̂) ds(y)

= eiky0·(d−x̂)
∫
C0

j

ν j · d eiky·(d−x̂) ds(y),
(3.4.26)
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where y0 is any fixed point on C j . Since

y · (d − x̂ j ) = 0 for y ∈ C0
j ,

one clearly sees that |I1(x̂)| achieves its local maximum value at x̂ j , which in com-
bination with (3.4.25) completes the proof of the theorem for the sound-soft case.

The sound-hard case can be shown by following a similar argument. By using
(3.4.21), one has

u∞(x̂; D, k, d) ≈ − 2γ (n, k) · ik
∫

∂D−
ν(y) · x̂ eiky·(d−x̂) ds(y)

= γ̃ (n, k) · [J1(x̂) + J2(x̂)],
(3.4.27)

where

J1(x̂) =
∫
C j

ν j · x̂ eiky·(d−x̂) ds(y), J2(x̂) =
∫

∂D−\C j

ν(y) · x̂ eiky·(d−x̂) ds(y).

(3.4.28)
We consider the behavior of Jα(x̂), α = 1, 2, in a small neighborhood of x̂ j on Sn−1,
say Σ j , 1 ≤ j ≤ m. Following a similar argument to (3.4.26), together with the fact
in (3.4.23), one can see that |J1(x̂)| achieves its local maximum value at x̂ j . On the
other hand, by a similar argument in deriving (3.4.25), one has that

|J2(x̂)| 
 1 for x̂ ∈ Σ j , 1 ≤ j ≤ m. (3.4.29)

Hence, x̂ j is local maximum point of |u∞(x̂; D, eikx ·d)|.
The proof is complete. �

Remark 3.4.1 In Theorem 3.4.1, we only consider the local maximum behavior of
|u∞(x̂)| in the backscattering aperture.On theother hand, by (3.4.22), one clearly sees
that |u∞(x̂)| achieves its (global) maximum value at x̂ = d. However, this maximum
behavior in the forward-scattering aperture gives us no useful information on the
obstacle, which is demonstrated and verified in Fig. 3.33.

Remark 3.4.2 It is noted from (3.4.27) that for a sound-hard obstacle if x̂ ⊥ ν j ,
then both J1 and J2 vanish, and hence such an x̂ should be a local minimum point
of |u∞(x̂; D, k, d)|. However, it cannot be guaranteed that such an x̂ belongs to
the backscattering aperture. Nevertheless, it could be used in combination with the
critical observation direction as a double indicator.

3.4.2 Recovery Scheme

Based on our study in the previous subsection, we shall present a recovery scheme
of identifying an admissible polyhedral obstacle D. Let x0 ∈ D be a fixed location
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point, and ∂D be described in (3.4.1). Let each boundary cell C j of ∂D, 1 ≤ j ≤ m,
be parameterized as follows

〈x − x0, ν j 〉 = l j , x ∈ C j , 1 ≤ j ≤ m, (3.4.30)

where ν j ∈ S
n−1 denotes the exterior unit normal to C j , and l j denotes the distance

between the origin and the line/plane containing the cell C j − x0 := {x − x0; x ∈
C j }. Clearly, x0, ν j and l j , j = 1, 2, . . . ,m, uniquely determine the obstacle D.
Hence, our recovery scheme consists of steps in recovering those ingredients.

We first consider the reconstruction of the location point x0. This is based the
single-shot locating scheme developed in the work [53]. For completeness and self-
containedness, we briefly present the scheme in what follows. The next theorem
forms the basis of the method.

Theorem 3.4.2 ([53]) Let k̃ ∈ R+ be awavenumber such that k̃ · diam(D) 
 1. For
any fixed d ∈ S

n−1, let ũ∞(x̂) = ũ∞(x̂; k̃, d, D) be the far-field pattern of D due to
the incident plane wave eik̃x ·d . Consider the following functional,

I (z) := 1

‖ũ∞(x̂)‖2L2(Sn−1)

1∑
α=0

α∑
β=−α

∣∣∣∣
〈
ũ∞(x̂), eik̃(d−x̂)·zY β

α (x̂)

〉
L2(Sn−1)

∣∣∣∣, (3.4.31)

where z ∈ R
n, and Y β

α denotes the spherical harmonics of order α ∈ N. Then I (z)
achieves its maximum value at the point z = x0.

By Theorem 3.4.2, the reconstruction of x0 can be proceeded as follows. First,
one chooses a single incident plane wave eik̃x ·d with a sufficiently small wavenumber
k̃ ∈ R+, and then collects the corresponding far-field data. With the far-field data,
one can calculate the indicator functional I (z) in (3.4.31) for any z from a sampling
mesh containing D. Finally, the location point x0 can be determined by locating the
maximum point of I (z).

We next consider the recovery of the exterior unit normal vectors, ν j , j =
1, 2, . . . ,m, and this is based on our results in Sect. 3.4.1, particularly Theorem 3.4.1
and the discussion following its proof. To that end, we let k ∈ R+ be a sufficiently
large wavenumber such that (3.4.3) is fulfilled. Then, let dα , α = 1, 2, . . . , p, be a
few properly chosen incident directions. The basic requirement is that the union of
the front-faces with respect to dα , α = 1, 2, . . . , p, should cover the whole boundary
∂D. That is, the number of the far-field measurements needed for the reconstruction
depends on the complexity of the scattering obstacle, and as a generic principle,
the more measurements are used, the more accurate and stable reconstructions can
be expected. Furthermore, we assume that D is admissible with respect to each dα ,
1 ≤ α ≤ p. As remarked earlier, this assumption is generically satisfied by an overall
not very “round” nor very “sharp” obstacle.

For each α, 1 ≤ α ≤ q, one calculates |u∞(x̂; k, dα, D)| for x̂ ∈ S
n−1
− . Here, it

is remarked that in our subsequent numerical experiments, we actually calculate
|u∞(x̂; k, dα, D)|2 for x̂ ∈ S

n−1
− in order to achieve sharp contrasts at the local max-
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imum points. Clearly, according to Theorem 3.4.1, by locating the local maximum
points of |u∞(x̂; k, dα, D)| for x̂ ∈ S

n−1
− , one can then determine the corresponding

critical observation directions, say,

x̂α
j ∈ S

n−1
− , j = 1, 2, . . . ,mα. (3.4.32)

Then by the formula (3.4.8), one can determine the unit vectors using dα and x̂α
j

in (3.4.32). We denote them by να
j , j = 1, 2, . . . ,mα , and they clearly correspond

to the exterior normal directions to some boundary cells of ∂D. Since the incident
directions dα , α = 1, 2, . . . , p were such chosen that the union of the front-faces
with respect to dα , α = 1, 2, . . . , p covers the whole boundary ∂D. By performing
the recovery described above, one can clearly recover all of the exterior unit normal
vectors ν j to the boundary cells C j of ∂D, j = 1, 2, . . . ,m. There is an obvious
byproduct that the number of cells of the obstacle is also determined. Here, since
multiple incident directions dα’s are used, as an implementation issue, we would
like to remark that some of the critical observation directions, say να

j and να′
j ′ with

α �= α′, may actually yield the same exterior unit normal vector to ∂D. In the practical
reconstruction, due to the measurement error, this is actually the case that να

j and να′
j ′

only slightly differ from each other. In such a case, we let x̂α
j and x̂α′

j ′ be the critical

observation directions, respectively, corresponding to να
j and να′

j ′ with α �= α′. We

then compare the amplitudes of |u∞(x̂α
j ; k, dα)| and |u∞(x̂α′

j ′ ; k, dα′)|, and say that

να
j is more effective than να′

j ′ if there holds |u∞(x̂α
j ; k, dα)| > |u∞(x̂α′

j ′ ; k, dα′)|. If
there are more than two reconstructed unit normal vectors that differ slightly among
each other, we shall choose the most effective one as the effective normal direction.
This strategy proves to be very effective in our subsequent numerical experiments.

Finally, after the determination of x0 and ν j , j = 1, 2, . . . ,m, the correspond-
ing inverse problem reduces to a finite dimensional problem of finding l j , j =
1, 2, . . . ,m and we have richer data set u∞(x̂; k, dα), x̂ ∈ S

n−1
− and α = 1, 2, . . . , p,

to that purpose. In the following, we take the sound-soft obstacle as an illustration to
present the rest of the recovery scheme. Suppose x̂α

j is a critical observation direction
corresponding to C j with respect to a certain dα , 1 ≤ α ≤ p. Then by (3.4.22) and
(3.4.25), we have

u∞(x̂α
j ; k, dα) ≈ γ̃ (n, k)

∫
C j

ν j · dα eiky·(dα−x̂α
j ) ds(y) . (3.4.33)

Equation (3.4.33) clearly gives a nonlinear equation with l j as its unknown; see
(3.4.30). By supplementing m effective normal directions reconstructed from the
previous step and their respective critical observation angles, one can arrive at a non-
linear system of m equations with m unknowns l j , j = 1, 2, . . . ,m. The cells can
be determined all at once by solving the finite dimensional problem. It is empha-
sized that the chosen m nonlinear equation (3.4.33) hold only approximately in the
practical construction due to errors, thus we convert it into a nonlinear least-squares
minimization problem to yield amore stable and accurate identification; see (3.4.34).
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Summarizing the above discussion, we present the recovery scheme of recon-
structing an admissible polyhedral obstacle D in the following; see Fig. 3.34 for a
schematic illustration.

Recovery Scheme.

Step 1. By using the far-field pattern ũ∞ corresponding to a single incident plane
wave eik̃x ·d with a sufficiently small wavenumber k̃ ∈ R+ and the indicator functional
I (z) in (3.4.31) to locate the position x0 of the obstacle D.

Step 2. Choose the incident planewaves eikx ·dα with a sufficiently largewavenum-
ber k ∈ R+ and p incident directions dα ,α = 1, 2, . . . , p, and collect the correspond-
ing backscattering far-field patterns. Determine the m effective exterior normal vec-
tors ν j , j = 1, 2, . . . ,m and their associated critical observation angles using the
local maximum behavior of the modulus the backscattering far-field patterns.

Step 3. Given the distances l j from x0 along the direction ν j , j = 1, 2, . . . ,m,
one can determine the perpendicular points Pj in terms of l j , x0 and ν j ; see Fig. 3.34.

Step 4. Extend the line/plane at Pj perpendicular to the respective ν j , j =
1, 2, . . . ,m. Determine the crossing points/lines among those extended lines/planes.
The cells of the polyhedral obstacle can thus be determined to beC j , j = 1, 2, . . . ,m.

Step 5. Select the first m critical observation angles ẑβ , β := β(α, j) =
1, 2, . . . ,m from all of the x̂α

j , α = 1, 2, . . . , p, j = 1, 2, . . . ,m, according to the
decreasing order of magnitudes of local backscattering maxima and convert the cor-
responding m nonlinear equations associated with (3.4.33) with m unknowns l j ’s
into a least-squares minimization problem in (3.4.34). It is noted that the integral to
the right hand side of (3.4.33) can be approximated by the trapezoidal quadrature
rule with a sufficiently fine step size.

Fig. 3.34 Schematic
illustration of the recovery
scheme



92 3 Numerical Inverse Acoustic Scattering Problems

min F(t) =
m∑

β=1

∣∣∣∣∣u∞(ẑβ; k, dα) − γ̃ (n, k)
∫
C j

ν j · dα eiky·(dα−ẑβ ) ds(y)

∣∣∣∣∣
2

,

t = (l1, l2, . . . , lm)T ∈ R
m
+.

(3.4.34)
Step 6. The minimum of the multivariable nonlinear least-squares minimization

problem (3.4.34) is obtained by employing a derivative-free trust region method via
a local quadratic surrogate model-based search algorithm. Interested readers may
refer to [29] and the references therein.

3.4.3 Numerical Experiments and Discussions

In this subsection, we present some numerical tests to verify the applicability and
effectiveness of the discussed recovery scheme in two dimensions. In the sequel, the
forward equation (2.1.2)–(2.1.5) is first solved by using the quadratic finite element
discretization on a truncated circular domain enclosed by a perfectly matched layer
(PML). The forward solver is iterated on a sequence of successively refined meshes
till the relative error of two successive finite element solutions between the two
adjacent meshes is below 0.1%. Then the scattered data are transformed into the
far-field data by employing the Kirchhoff integral formula on a closed circle (2D)
enclosing the scatterer (cf. [26]).

First of all, let us fix the parameter settings. For the positioning purpose in Step
1 of the discussed recovery scheme, we take k̃ = 1 to detect the location x0 of the
unknown polygonal obstacle. A few detecting waves with the incident directions
chosen among the set {d j = (cos( jπ/4), sin( jπ/4))}, j = 1, 2, . . . , 8, are sent off
for locating the sides of the polygonal scatterer. Then the far-field data are measured
and collected at 360 equidistant observation angles along the unit circle. The far-field
data generated on the unit circle are then subjected pointwisely to a certain uniform
random noise. The uniform random noise in magnitude as well as in direction is
added according to the following formula,

u∞ = u∞ + δ r1|u∞| exp(iπ r2) , (3.4.35)

where r1 and r2 are two uniform random numbers, both ranging from -1 to 1, and δ

represents the noise level. It is remarked that we have collected the full-aperture far-
field data in order to demonstrate the theoretical observations in Theorem 3.4.1, as
well as Remarks 3.4.1 and 3.4.2. However, it can be easily seen from our subsequent
numerical experiments that for the reconstruction of the exterior unit normal vectors,
only the backscattering data are needed.

We shall test sound-soft and sound-hard, noise-free and noisy cases, respectively.
In the noise-free case, it is well-known that the far-field data is analytic and thus very
smooth. As a consequence, the local maximum behavior of the phaseless far-field
data is very clear from its polar graph as shown in Fig. 3.33when there exists no noise.
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Fig. 3.35 Plot of |u∞(x̂)|2 in polar coordinates corresponding to a sound-soft triangle due to
incident plane waves eikx ·d with k = 6π and d = d2, d4, d6, d8 from a–d. The selected critical
observation angles ẑ1, ẑ2 and ẑ3 are highlighted by red arrows

While in the noisy case, we always add to the exact far-field data a uniform noise of
5% and use it as the noisy measurement data, which is inevitable from a practical
viewpoint. In the noisy case, the local maximum behavior of the phaseless far-field
data might be corrupted by the ups and downs of the random noise, which cause
fictitious and/or more local maxima than the exact ones. To deal with the fictitious
reconstruction, we add a preprocessing step to filter the raw noisy data. In our tests,
a Fourier filtering stage is applied to the noisy far-field data in advance. The filtered
measurement data are then used in the discussed recovery scheme, which yield much
better reconstructions than simply using the raw data.

Example 7 (A triangle) The obstacle is chosen to be a triangle with three vertices
displaced at (1, 0), (2.5,−0.5) and (2.5, 1), respectively. In this test, we send off
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four detecting waves from north, east, south and east with d = d2, d4, d6, d8,
respectively.

Firstly, we test a sound-soft triangular obstacle. The initial position x0 of the
polygonal obstacle is detected by using the indicator functional I (z) in (3.4.31).
The location point is found to be x0 = (2.136, 0.217), and denoted by a red star in
Fig. 3.36.

We plot the square power of the phaseless far-field data in Fig. 3.35. It can be seen
that the phaseless data display significant maxima along the forward-scattering (or
incident direction) directions within the shadow region of the obstacle in all of the
four plots. Except the forward-scattering directions, we find several other directions
with local maximum behavior in the polar plots and determine the three critical
observation angles with the largest magnitude of phaseless data, which is indicated
by the red arrows in Fig. 3.35a, c and d, respectively. With the respective set of
incident and critical observation directions obtained in hand, one can determine the
three exterior unit normal directions of the sides of the underlying polygonal obstacle.

The rest of this section is reduced to be a three-dimensional nonlinear least-squares
minimization problem. The final reconstruction results are shown in Fig. 3.36, which
are quite satisfactory in both noise-free and noisy cases. It is observed that bet-
ter reconstruction can be obtained by using detecting waves with relatively higher
wavenumbers for this sound-soft polygonal obstacle. This is because that the detect-
ing wave with a higher frequency gives a more focused reflected beam and thus
yields a better approximation of the physical optics. The higher the frequency of the
detecting wave, the more accurate determination of the outward normal directions
and thus we can obtain better reconstruction plots. Moreover, we see that the dis-
cussed recovery scheme is tolerable to a relatively high level of noise and performs
robust in the noisy case.

Next, we keep the experimental settings unchanged except replacing the obstacle
by a sound-hard triangular scatterer. As before, the location point is detected to be
x0 = (1.9307, 0.1412) using the indicator functional I (z) in (3.4.31), denoted by a
red star in Fig. 3.38. In Fig. 3.37, we plot the square power of the phaseless far-field
data and indicate the first three critical observation angles within the backscattering
aperture. The final reconstruction results are given in Fig. 3.38, which show that the
discussed recovery scheme performs as good as in the sound-soft case.

Example 8 (A convex hexagon) In the second example, the obstacle is chosen to
be a sound-soft hexagon with six vertices displaced at (4, 2.5), (3, 3) (1, 2), (0.5, 0)
(2,−1) and (4.5,−0.5), respectively. The location point is detected to be x0 =
(2.582, 0.759) using the indicator functional I (z) in (3.4.31). This example is much
more challenging since there are multiple facets to be determined.

It is pointed out that the hexagonal obstacle has six sides and we only send off four
detecting waves along the incident directions d = d1, d3, d5, d7. In this case, the
unknown number of sides is larger than that of incident directions. But fromFig. 3.39,
one can determine sufficient critical observation angles from those polar plots. We
identify six critical observation angles as indicated in red arrows in Fig. 3.39. Thefinal
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Fig. 3.36 Reconstruction of the triangular sound-soft obstacle with a k = 6π with 5% noise, b
k = 6π without noise, c k = 10π with 5% noise and d k = 10π without noise

reconstruction results are obtained by solving a six-dimensional nonlinear problem
and are shown in Fig. 3.40. It is again observed that the reconstruction performs
better with higher frequencies.
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Fig. 3.37 Plot of |u∞(x̂)|2 in polar coordinates corresponding to a sound-hard triangle due to
incident plane waves eikx ·d with k = 6π and d = d2, d4, d6, d8 from a–d. The selected critical
observation directions ẑ1, ẑ2 and ẑ3 are highlighted by red arrows

3.4.4 Concluding Remarks

In this section, we present an inverse scattering scheme of recovering a sound-hard
or sound-soft polyhedral obstacle by only a few far-field measurements. It has been
a very challenging issue in the literature on recovering an obstacle by minimum
measurement data. We believe that the results in this section make some impor-
tant contribution to this challenging issue. The discussed scheme proceeds with two
steps. First, one uses the local maximum behavior of the modulus of the backscatter-
ing far-field data to determine the exterior normal direction of each of the side/face
of the obstacle. Then one can solve a small-scale finite dimensional algebraic system
to completely recover the obstacle. In order to justify the local maximum behavior
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Fig. 3.38 Reconstruction of the triangular sound-hard obstacle with a k = 6π with 5% noise, b
k = 6π without noise, c k = 10π with 5% noise, and d k = 10π without noise

of the modulus of the far-field data, we made essential use of the high-frequency
asymptotics of the acoustic scattering. Finally, we mention two possible extensions
for future investigations. First, throughout the section, we have been mainly con-
cerned with the recovery of sound-soft and sound-hard obstacles. That is, for the
Helmholtz system (2.1.2)–(2.1.5), one imposes either the homogeneous Dirichlet
boundary condition or the homogeneous Neumann boundary condition. Physically,
for a sound-soft obstacle, the pressure of the total wave vanishes on the boundary,
and for a sound-hard obstacle, the normal velocity of the acoustic wave vanishes on
the boundary. More generally, allowing an obstacles for which the normal velocity
on the boundary is proportional to the excess pressure on the boundary leads to an
impedance boundary condition of the form

∂u

∂ν
+ iλu = 0 on ∂D,

where λ ∈ R+ denotes the boundary impedance parameter. For an impedance obsta-
cle, the reflection near the boundary of the obstacle is generally weakened, compared
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Fig. 3.39 Plot of |u∞(x̂)|2 in polar coordinates corresponding to a convex sound-soft hexagon due
to incident plane waves eikx ·d with k = 6π and d = d1, d3, d5, d7 from a–d. The selected critical
observation directions ẑ1, ẑ2, ẑ3, ẑ4, ẑ5 and ẑ6 are highlighted by red arrows

to the sound-soft and sound-hard cases. Hence, the local maximum behavior in The-
orem 3.4.1 will be deteriorated for an impedance obstacle. Second, our method can
be extended to the inverse electromagnetic scattering problem of reconstructing con-
ducting obstacles.
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Fig. 3.40 Reconstruction of the sound-soft hexagonal obstacle with a k = 6π with 5% noise, b
k = 6π without noise, c k = 10π with 5% noise, and d k = 10π without noise
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Chapter 4
Direct Electromagnetic Scattering
Problems

Up until now, we have considered only the direct and inverse scattering problem
for time-harmonic acoustic waves. In the following two chapters, we want to extend
these results to scattering for time-harmonic electromagnetic (EM) waves. As in our
analysis on acoustic scattering, we begin with an outline of the solution of the direct
problem.

The propagation of EM waves in an isotropic medium in RN , (N = 2, 3) is gov-
erned by the Maxwell equations

{
∇ ∧ E + μ∂H

∂t = 0,

∇ ∧ H − ε ∂E
∂t = σE .

(4.0.1)

Here, the electric field E and the magnetic field H are mappings from space and
time, RN × R, into R

N . The parameters ε, μ and σ are, respectively, the electric
permittivity, the magnetic permeability and the electric conductivity. We should note
that ε(x) and σ(x) are functions of the space variables. If an EM inhomogeneity is
presented in the homogeneous space, the propagation of the incident waves (Ei , Hi )

will be perturbed, leading to the so-called scattering.
We consider with the time-harmonic EMwaves from an inhomogeneous isotropic

medium supported in a bounded domain Ω ⊂ R
N , (N = 2, 3). We consider the

mediumoutsideΩ to be homogeneous, sowemay assume the vanishing conductivity
σ = 0 and that ε = ε0 > 0 inΩc := R

N\Ω . The time-harmonic EMwaves have the
following form:

{
E (x, t) = R

{
ε

−1/2
0 E(x)e−iωt

}
,

H (x, t) = R
{
μ

−1/2
0 H(x)e−iωt

}
,
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with frequency ω > 0 and ε0 > 0 and μ0 > 0 are constant values in vacuum and
dimensionless. By introducing relative values μr (x), εr (x) ∈ R and the refractive
index of the medium n(x) ∈ C defined by

μr = μ

μ0
, εr = ε

ε0
, n(x) = εr + i

σ

ωε0
,

we derive that the complex valued fields E and H must satisfy the the reduced
Maxwell equations as follows

{
∇ ∧ E − ikμr H = 0,

∇ ∧ H + ikn(x)E = 0,
(4.0.2)

where k = ω
√

ε0μ0 is the wave number.
There two fundamental scattering scenarios. In the first one, we will consider the

scattering of time-harmonic waves by obstacles and its outside is surrounded by a
homogeneous medium. In the second one the scattering from an inhomogeneous
medium with sufficiently large homogeneous sphere.

4.1 Electromagnetic Scattering From Obstacles

Consider a bounded C2 domain Ω inRN , (N = 2, 3), which supports an inhomoge-
neous EM scatter, and it is assumed thatRN\Ω is connected.Ω represents an impen-
etrable obstacle located in the space and it is assumed to be unknown/inaccessible.
In order to identify Ω , we sends the time-harmonic EM plane waves of the form

Ei (x) = peikx ·d , Hi (x) = 1

ik
∇ ∧ Ei (x), x ∈ R

3 , (4.1.1)

where Ei and Hi are, respectively, the electric and magnetic fields, and k ∈ R+, d ∈
S
2, p ∈ R

3 \ {0} with p ⊥ d are, respectively, the wave number, incident direction
and polarization vector.

Since Ω is an obstacle, the presence of the obstacle Ω interrupts the propagation
of the plane wave, leading to the so-called scattered wave fields Es(x) and Hs(x),
which exists only in the exterior of the obstacle. The wave fields can not penetrate
and the direct scattering problem is described by

∇ ∧ E(x) − ikH(x) = 0, ∇ ∧ H(x) + ikE(x) = 0, x ∈ R
3\Ω. (4.1.2)

The total EMwave fields outside the inhomogeneity, namely inR3\Ω , are composed
of two parts: the incident wave fields Ei , Hi and the scattered wave fields Es, Hs .
That is, we have



4.2 Electromagnetic Scattering From Mediums 107

E(x) = Ei (x) + Es(x), H(x) = Hi (x) + Hs(x), x ∈ R
3\Ω. (4.1.3)

The scattered EMfields are radiating, characterized by the Silver-Müller radiation
condition

lim|x |→+∞ |x |
∣∣∣∣(∇ ∧ Es)(x) ∧ x

|x | − ikEs(x)

∣∣∣∣ = 0,

which holds uniformly in all directions x̂ := x/|x | ∈ S
2, x ∈ R

3\{0}.
For a perfectly conducting obstacle, both the interior fields Ei and Hi := H |Ω

would vanish inside Ω , i.e. the EM fields cannot penetrate inside the object and are
governed by ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇ ∧ E − ikH = 0 in R
3\Ω,

∇ ∧ H + ikE = 0 in R
3\Ω,

ν ∧ E = 0 on ∂Ω,

E = Ei + Es in R
3\Ω,

H = Hi + Hs in R
3\Ω,

lim|x |→+∞ |x |
∣∣∣∣(∇ ∧ Es)(x) ∧ x

|x | − ikEs(x)

∣∣∣∣ = 0,

(4.1.4)

where ν denotes the outward unit normal vector to ∂Ω . The scattered field Es has
the same asymptotic development.

4.2 Electromagnetic Scattering From Mediums

In this section we consider the EM scattering from an inhomogeneous medium in
R

N , (N = 2, 3). We assume that the inhomogeneity is compactly supported. Let Ω
be a bounded C2 domain in R

N which supports an inhomogeneous isotropic EM
medium characterized by the electric permittivity ε(x), magnetic permeabilityμ(x),
and conductivity σ(x). Both ε(x) and μ(x) are positive scalar functions and σ(x)
is a non-negative scalar function. It is assumed that Ωe := R

N\Ω is connected and
Ωe represents the uniformly homogeneous background space. We take the detect-
ing/incident wave field to be a single pair of time-harmonic EM plane waves,

Ei (x) = peiωx ·d , Hi (x) = 1

iω
∇ ∧ Ei (x), x ∈ R

N , (4.2.1)

where ω ∈ R+ denotes the frequency, ∧ denotes the exterior product, d ∈ S
N−1

denotes the impinging direction, and p ∈ R
N denotes the polarizationwith p · d = 0.
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The propagation of time harmonic EM waves in the medium is governed by the
following equations,

∇ ∧ E − ikH = 0, ∇ ∧ H + ikn(x)E = 0 in R
N , (4.2.2)

where k = ω
√

ε0μ0 is the wave number and n(x) = εr + i σ
ωε0

is the refractive index
function of the medium.

The impingement of the wave fields Ei (x) and Hi (x) on the EM scatterer Ω

generates theEMscattering.Let E , H and Es = E − Ei , Hs = H − Hi respectively
denote the total and scattered wave fields. Then the direct electromagnetic scattering
from mediums can be described by the following system

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∇ ∧ E − ikH = 0 in R
3,

∇ ∧ H + iknE = 0 in R
3,

E = Ei + Es, H = Hi + Hs,

lim|x |→∞(Hs(x) ∧ x − |x |Es(x)) = 0,

(4.2.3)

where the last equation is called the Silver-Müller radiation condition which holds
uniformly in the angular variable |x | and characterizes the outgoing nature of the
scattered field.

4.3 Electromagnetic Scattering From Complex Scatterers

In this section we unify the treatments introduced in Sects. 4.1 and 4.2 as a consistent
problem and give a proof of the well-posedness of this general system.

Let us consider the scattering due to an inhomogeneous EM medium compactly
supported in a bounded domain (Ω; ε, μ, σ ) inRN , (N = 2, 3) and an impenetrable
PEC obstacle D � Ω . We consider that the medium outside Ω to be homogeneous
and no damping present, so wemay assume that ε(x) = ε0,μ(x) = μ0 and n(x) = 1
in Ωc := R

N\Ω . For notational convenience, we set

n(x) = εr + i
σ

ωε0
,

and Es(x) = E(x) − Ei (x), Hs(x) = H(x) − Hi (x) are the scattered field outside
the medium region Ω . Throughout the rest of the section, we assume that Ω and D
are both bounded C2 domains such that RN\Ω and Ω\D are connected. The EM
scattering is governed by the following Maxwell system
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇ ∧ E − ikμH = 0 in Ω\D,

∇ ∧ H + ikn(x)E = 0 in Ω\D,

∇ ∧ E − ikH = 0 in R
N\Ω,

∇ ∧ H + ikE = 0 in R
N\Ω,

ν ∧ E+ = 0 on ∂D,

E− = Es + Ei , H− = Hs + Hi on ∂Ω,

lim|x |→+∞ |x |
∣∣∣∣(∇ ∧ Es)(x) ∧ x

|x | − ikEs(x)

∣∣∣∣ = 0.

(4.3.1)

We use the notations E−, E+ and H−, H+ to represent the limits of u on ∂D or ∂Ω ,
taking respectively from inside and outside D or Ω . The last limits in (2.3.1) is the
Silver-Müller radiation condition.

Now we consider the well-posedness of the scattering problem (4.3.1). Here we
let the parameters α and β be defined as

{α, β} =
{
1, 1 in R

N\Ω,

μ, n(x) in Ω\D.
(4.3.2)

Then the scattering problem (4.3.1) can be formulate as follows.
Find E ∈ H 1

loc(R
N ) such that E = Ei + Es in RN\Ω and solves the equation

⎧⎨
⎩
L E := ∇ ∧ (α∇ ∧ E) + k2βE = 0 in R

N ,

lim
r→∞ r (N−1)/2

{
∂Es

∂r
− ikEs

}
= 0 for r = |x |. (4.3.3)

We first show the uniqueness of the solutions for the system (4.3.3). To this end,
we first introduce the unique continuation principle which is stated as follows.

Theorem 4.3.1 If u ∈ C2
0 (R

3) satisfies |
u(x)| ≤ M |u(x)| for all x ∈ R
3 with a

constant M, then u vanishes in all of R3. This is also true, if u = (u1, . . . , ul) is
a vector function, 
u := (
u1, . . . , 
ul) and | · | denotes the euclidean norm of a
vector in Cl .

Theorem 4.3.2 Under the above assumption, the problem (4.3.3) is uniquely solv-
able.

Proof We first show the uniqueness of the solutions for the system (4.3.3). The
problem (4.3.3) is equivalent to the following transmission problem
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇ ∧ (μ(x)∇ ∧ F) + k2n(x)F = 0 in Ω\D,

∇ ∧ ∇ ∧ Es + k2Es = 0 in R
N\Ω,

μν ∧ F = p ∈ H−1/2(∂D) on ∂D,

F − Es = g1 ∈ H 1/2(∂Ω) on ∂Ω,

μν ∧ F − ν ∧ Es = g2 ∈ H−1/2(∂Ω) on ∂Ω,

lim|x |→+∞ |x |(N−1)/2

{
∂Es

∂|x | − ikEs

}
= 0.

(4.3.4)

To show the uniqueness of the solution (F, Es) to system (4.3.3), we first introduce
the following auxiliary problem.

Find (F1, E1) ∈ H(curl)(Ω\D) × H(curl)(BR\Ω) such that

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇ ∧ (γ (x)∇ ∧ F1) + k2q(x)F1 = 0 in Ω\D,

∇ ∧ ∇ ∧ E1 + k2E1 = f in BR\Ω,

μν ∧ F1 = p on ∂D,

F1 − E1 = g1 on ∂Ω,

μν ∧ F1 − ν ∧ E1 = g2 on ∂Ω,

ν ∧ E1 = ΛE1 on ∂BR,

(4.3.5)

whereΛ : H 1/2(curl)(∂BR) → H−1/2(curl)(∂BR) is the Dirichlet-to-Neumannmap
defined by Λ
 = ν ∧ W |∂BR , withW ∈ H(curl)loc(RN\BR) being the unique solu-
tion to the system

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∇ ∧ ∇ ∧ W + k2W = 0 in R
N\BR,

W = 
 ∈ H 1/2(curl)(∂BR) on ∂BR,

lim|x |→+∞ |x |(N−1)/2

{
∂W

∂|x | − ikW

}
= 0.

(4.3.6)

Then we show the uniqueness of the solution (F, Es) to system (4.3.5). For the
purpose we set p, g1, g2 to be all zeros. Multiplying the first and second equations
of (4.3.4), respectively, by F and E

s
, and integrating by parts in Ω\D and BR\Ω ,

together with use of the conditions on ∂D and ∂Ω , we have

∫
Ω\D

μ|∇ ∧ F |2dx +
∫

Ω\D
k2n|F |2dx −

∫
BR\Ω

|∇ ∧ Es |2dx

+
∫
BR\Ω

k2|Es |2dx +
∫

∂BR

ν ∧ Es · Es
ds = 0. (4.3.7)

Taking the imaginary part of both sides of (4.3.7), we derive
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Im
∫

∂BR

ν ∧ Es · Es
ds = −Im

∫
Ω\D

k2n|F |2dx ≤ 0.

Then by Relllich’s theorem we know Es is zero outside BR , which with the unique
continuation implies that Es = 0 in Ω\D and F = 0 in D.

Then, we show the equivalence between (4.3.4) and (4.3.5). By the definition of
Λ, we see that is (F, Es) solves (4.3.4), then (F1 = F, E1 = Es |BR\Ω) is the solution
to the system (4.3.5). On the other hand, by applying the Green’s representation to
the solution (F1, E1) of (4.3.5) and using a similar way as the acoustic problem, we
can obtain that F1 = F and E1 = Es .

Next we show the existence and stability estimate. In the following, by appro-
priately choosing R0 we can assume that k2 is not an eigenvalue in BR0+1. Let
θ(x) ∈ C∞(RN ) be a cut-off function such that θ(x) = 0 for |x | < R0 and θ(x) = 1
for |x | > R0 + 1. Setting

W = E in Ω and W = Es + (1 − θ)Ei in R
N\Ω, (4.3.8)

we can then verify directly that W ∈ Hloc(curl;RN ) satisfies

⎧⎨
⎩
LW = g in R

N ,

lim|x |→∞ |x |(N−1)/2

{
∂W

∂|x | − ikW

}
= 0,

(4.3.9)

with g = (∇ ∧ ∇ ∧ +k2)(θEi ) ∈ [L2(BR0+1\Ω)]3.
Next, we look for a solution to (4.3.9) of the following form

W = w − φ(w − V ), (4.3.10)

where is C∞ cut-off function such that φ = 1 in BR0 and φ = 0 in R
N\BR0+1. We

let V ∈ H(curl; BR0+1) be the solution of the system{
L V = g∗ in BR0+1,

V = 0 on ∂BR0+1
(4.3.11)

and w ∈ Hloc(curl;RN ) be the solution of the system

⎧⎨
⎩

(∇ ∧ ∇ ∧ +k2)w = g∗ in R
N ,

lim|x |→∞ |x |(N−1)/2

{
∂w

∂|x | − ikw

}
= 0,

(4.3.12)

where g∗ ∈ [L2(BR0+1\Ω)]3 shall be determined later.
Clearly, by the classical regularity estimates we see



112 4 Direct Electromagnetic Scattering Problems

V ∈ H 2(curl; BR0+1\Ω) and w ∈ H 2
loc(curl;RN ).

By direct verification we have

g = (∇ ∧ ∇ ∧ +k2)W = ∇ ∧ ∇ ∧ w + k2w + ∇ ∧ ∇ ∧ φ(w − V )

+ 2∇ ∧ φ · ∇ ∧ (w − V ) + φ
(∇ ∧ ∇ ∧ (w − V ) + k2(w − V )

)
(4.3.13)

= g∗ + Kg∗,

where K is defined to be Kg∗ = ∇ ∧ ∇ ∧ φ(w − V ) + 2∇ ∧ φ · ∇ ∧ (w − V ).
We can show that K is compact from [L2(BR0+1\Ω)]3 to itself. We make use of

the Fredholm theory to show the unique solvability of (4.3.13). It suffices to show the
uniqueness of solution to (4.3.13). We set g = 0. By (4.3.9) we have W = 0. Hence
w = φ(w − V ) inRN and V = 0 inΩ andw = 0 inRN\BR0+1. It is straightforward
to verify that {

(∇ ∧ ∇ ∧ +k2)(V − w) = 0 in BR0+1,

V − w = 0 on ∂BR0+1,
(4.3.14)

hence V − w = 0. Therefore w = 0, which then implies that g∗ = 0. Then by the
Fredholm theory we have a unique g∗ ∈ [L2(BR0+1\Ω)]3 to (4.3.13) such that

||g∗||L2(BR0+1\Ω) ≤ C ||g||L2(BR0+1\Ω) ≤ C ||Ei ||H 1(BR0+1\Ω).

Finally, by the classical theory on elliptic equations one can show that

||E ||H(curl;BR0+1\Ω) ≤ C ||Ei ||H(curl;BR0+1\Ω).

�

4.4 Green’s Theorem and Representation Formulas

As in the acoustic case we first introduce the Green’s theorem for vector valued
functions.

Theorem 4.4.1 Let D be a bounded domain of class C1 and let ν denote teh unit
normal vector to the boundary ∂D directed into the exterior of D. Then, for E ∈
C1(D) and F ∈ C2(D), we have the following Green’s first vector theorem

∫
D
E · 
F + ∇ ∧ E · ∇ ∧ F + ∇ · E∇ · Fdx =

∫
∂D

ν × E · ∇ ∧ F + ν · E∇ · Fds,
(4.4.1)

and for E, F ∈ C2(D) we have the Green’s second vector theorem
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D
E · 
F − F · 
Edx =

∫
∂D

ν × E · ∇ ∧ F

+ ν · E∇ · F − ν × F · ∇ ∧ E − ν · F∇ · Eds. (4.4.2)

We now provide a basic representation theorem for vector fields which is known
as the Stratton-Chu formula.

Theorem 4.4.2 Let D be a bounded domain of class C2 and let ν denote the unit
normal vector to the boundary ∂D directed into the exterior of D. For vector fields
E, H ∈ C1(D) ∩ C(D), we have the Stratton-Chu formula

E(x) = −∇ ∧
∫

∂D
ν(y) ∧ E(y)�(x, y)ds(y) + ∇

∫
∂D

ν(y) · E(y)�(x, y)ds(y)

− ik
∫

∂D
ν(y) ∧ H(y)�(x, y)ds(y) + ∇ ∧

∫
D
{∇ ∧ E(y) − ikH(y)}�(x, y)dy

− ∇
∫
D

∇ · E(y)�(x, y)dy + ik
∫
D
{∇ ∧ H(y) + ikE(y)}�(x, y)dy (4.4.3)

with �(x, y) = eik|x−y|
4π |x−y| being the fundamental solution to the Helmholtz equation


u + k2u = 0. Here the volume integrals exist as improper integrals. A similar
formula holds with the roles of E and H interchanged.

If E and H are a solution for the Maxwell equations, the Stratton-Chu formula
can be reformulated as follows.

Theorem 4.4.3 Let D be the same as in Theorem 4.4.2 and let E, H ∈ C1(D) ∩
C(D) be a solution to the Maxwell equations

∇ ∧ E − ikH = 0, ∇ ∧ H + ikE = 0, in D.

Then we have the following Stratton-Chu formulas

E(x) = −∇ ∧
∫

∂D
ν(y) ∧ E(y)�(x, y)ds(y)

+ 1

ik
∇ ∧ ∇ ∧

∫
∂D

ν(y) ∧ H(y)�(x, y)ds(y), (4.4.4)

and

H(x) = −∇ ∧
∫

∂D
ν(y) ∧ H(y)�(x, y)ds(y)

− 1

ik
∇ ∧ ∇ ∧

∫
∂D

ν(y) ∧ E(y)�(x, y)ds(y), (4.4.5)

for x ∈ D.
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The representation in the Theorem 4.4.3 indicates that the solutions to Maxwell
equations is analytic. Therefore, by using the identity∇ ∧ ∇∧ = −
 + ∇∇·, we can
obtain that ∇ · E = ∇ · H = 0 and 
E + k2E = 0, 
H + k2H = 0 in D, where
E and H are solutions to the Maxwell equations in D. Conversely, if E (or H ) is a
solution to the vector Helmholtz equation satisfying∇ · E = 0 (or∇ · H = 0). Then
E and H = 1

ik∇ ∧ E (or H and E = − 1
ik∇ ∧ H ) satisfy the Maxwell equations.

Since we already know the representation for the solutions to Maxwell equations,
now we move our attention to that satisfying the Silver-Müller radiation condition
as follows.

lim|x |→∞(H ∧ x − |x |E) = 0, (4.4.6)

where the limit holds uniformly in all directions x/|x |. This will provide us a repre-
sentation for solutions to the Maxwell equations in exterior domains.

For a radiating solution to theMaxwell equations in the exterior of a ball, we have
the following theorem.

Theorem 4.4.4 Let E, H ∈ C1(R3\D) ∩ C(R3\D) be a radiating solution to the
Maxwell equations

∇ ∧ E − ikH = 0, ∇ ∧ H + ikE = 0 in R
3\D.

Then we have the Stratton-Chu formulas

E(x) = ∇ ∧
∫

∂D
ν(y) ∧ E(y)�(x, y)ds(y)

− 1

ik
∇ ∧ ∇ ∧

∫
∂D

ν(y) ∧ H(y)�(x, y)ds(y), (4.4.7)

and

H(x) = ∇ ∧
∫

∂D
ν(y) ∧ H(y)�(x, y)ds(y)

+ 1

ik
∇ ∧ ∇ ∧

∫
∂D

ν(y) ∧ E(y)�(x, y)ds(y), (4.4.8)

for all x ∈ R
3\D. For x ∈ D the right hand side of the above tow equations vanish.

Let a be a constant vector. Then

Em(x) := ∇ ∧x a�(x, y), Hm(x) := 1

ik
∇ ∧ Em(x) (4.4.9)

represent the EM field generated by a magnetic dipole located at the point y and
solve the Maxwell equations for x 
= y. Similarly,
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He(x) := ∇ ∧x a�(x, y), Ee(x) := − 1

ik
∇ ∧ He(x) (4.4.10)

represent the EM field generated by an electric dipole. The fields (4.4.9) and (4.4.10)
may be considered as fundamental solutions to the Maxwell equations.

Then straightforward calculations show that each Cartesian component of E and
H satisfies the Sommerfeld radiation condition. It is also possible to see that solutions
to theMaxwell equations for which each Cartesian component satisfies the Sommer-
feld radiation condition also satisfy the Silver-Müller radiation condition. We then
conclude that for solutions to the Maxwell equations, the Silver-Müller radiation
condition is equivalent to the Sommerfeld radiation condition for the Cartesian.

Similar to the acoustic case, for a constant vector a, we have

∇ ∧x a
eik|x−y|

|x − y| = ik
eik|x |

|x |
{
e−ikx̂ ·y x̂ × a + O

( |a|
|x |

)}
, (4.4.11)

∇ ∧x ∇ ∧x a
eik|x−y|

|x − y| = k2
eik|x |

|x |
{
e−ikx̂ ·y x̂ × (a × x̂) + O

( |a|
|x |

)}
, (4.4.12)

as |x | → ∞ uniformly for all y ∈ ∂D. Substituting this into (4.4.7) and (4.4.8) we
obtain the electric far field pattern and magnetic far field pattern, respectively.

E∞(x̂) = ik

4π
x̂ ×

∫
∂D

{ν(y) × E(y) + [ν(y) × H(y)] × x̂}e−ikx̂ ·yds(y), (4.4.13)

H∞(x̂) = ik

4π
x̂ ×

∫
∂D

{ν(y) × H(y) + [ν(y) × E(y)] × x̂}e−ikx̂ ·yds(y). (4.4.14)

The following relations are satisfied

H∞ = ν × E∞ and ν · E∞ = ν · H∞ = 0 (4.4.15)

with ν being the unit outward normal on S
2. Obviously, from (4.4.13) and (4.4.14),

one can know that the radiation solution E , H to the Maxwell equations has the
following asymptotic form

E(x) = eik|x |

|x |
{
E∞(x̂) + O

(
1

|x |
)}

, |x | → ∞, (4.4.16)

H(x) = eik|x |

|x |
{
H∞(x̂) + O

(
1

|x |
)}

, |x | → ∞, (4.4.17)

uniformly in all directions x̂ = x/|x |.
Again Rellich’s lemma implies that the the far field E∞ uniquely determines E as

well as H by H = (ik)−1∇ ∧ E . Analogously H∞ determines E and H uniquely.
The uniqueness and the existence for the EM scattering problem fromobstacle can

be obtained by using the representation theory introduced above. More details can
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be found in Colton’s book. The well-posedness study of the direct electromagnetic
scattering problem from medium is similar to that with the acoustic case. For the
uniqueness, we use Green’s formula and Rellich’s theorem to arrive at E = 0 in the
exterior of BR . Then we apply the unique continuation principle.

For the scattering problem, the boundary values are the restriction of an analytic
field to the boundary and therefore they are as smooth as the boundary. Hence, for
domains D of class C2 there exists a solution. Therefore, we can apply the Stratton-
Chu formulas for the scattered field Es , Hs and the Stratton-Chu formulas for
the incident Ei , Hi . Then, adding both formulas and using the boundary condition
ν ∧ (Ei + Es) = 0 on ∂D, we have the following theorem knowns as Huygens’
principle. The representation for the far field pattern can be obtained also.

Overall, for the scattering of an entire electromagnetic field Ei , Hi by a perfect
conductor D we have

E(x) = Ei (x) − 1

ik
∇ ∧ ∇ ∧

∫
∂D

ν(y) ∧ H(y)�(x, y)ds(y), (4.4.18)

H(x) = Hi (x) + ∇ ∧
∫

∂D
ν(y) ∧ H(y)�(x, y)ds(y) (4.4.19)

for x ∈ R
3\D where E , H is the total field. The far field pattern is given by

E∞(x̂) = ik

4π
x̂ ∧

∫
∂D

[ν(y) ∧ H(y)] ∧ x̂e−ikx̂ ·yds(y), (4.4.20)

H∞(x̂) = ik

4π
x̂ ∧

∫
∂D

ν(y) ∧ H(y)e−ikx̂ ·yds(y) (4.4.21)

for x̂ ∈ S
2.

4.5 Numerical Methods for Electromagnetic Scattering
Problems

We introduce a perfectly matched layer (PML) technique for solving the time har-
monic electromagnetic scattering problem with the perfectly conducting boundary
condition ⎧⎪⎪⎨

⎪⎪⎩
∇ × ∇ × E − k2E = 0 in R

3\D,

n × E = g on ΓD,

lim|x |→∞ |x |[(∇ × E) × x̂ − ikE
] = 0,

(4.5.1)

where D ⊂ R
3 is a bounded domain with Lipschitz polyhedral boundary ΓD , E is

the electric field, g is determined by the incoming wave, x̂ = x/|x |, and n is the unit
outer normal to ΓD .
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Let D be contained in the interior of the ball BR = {x ∈ R
3, |x | < R}with bound-

ary ΓR . We first recall the series solution of the scattering problem (4.5.1) outside
the ball BR by following the development in Monk. Let Ym

n (x̂), m = −n, . . . , n,
n = 1, 2, . . . , be the spherical harmonics which satisfy


∂B1Y
m
n (x̂) + n(n + 1)Ym

n (x̂) = 0 on ∂B1, (4.5.2)

where 
∂B1 = 1
sin θ

∂
∂θ

(sin θ ∂
∂θ

) + 1
sin2 θ

∂2

∂φ2 is the Laplace-Beltrami operator for the
surface of the unit sphere ∂B1. The set of all spherical harmonics {Ym

n (x̂) : m =
−n, . . . , n, n = 1, 2, . . .} form a complete orthonormal basis of L2(∂B1).

Denote the vector spherical harmonics

Um
n = 1√

n(n − 1)
∇∂B1Y

m
n , Vm

n = x̂ ×Um
n , (4.5.3)

where ∇∂B1Y
m
n = ∂Ym

n
∂θ

eθ + 1
sin θ

∂Ym
n

∂φ
eφ , and {er , eθ , eφ} are the unit vectors of the

spherical coordinates. The set of all vector spherical harmonics {Um
n , Vm

n : m =
−n, . . . , n, n = 1, 2, . . .} forms a complete orthormal basis of L2

t (∂B1) = {u ∈
[L2(∂B1)]3 : u · x̂ = 0 on ∂B1}.

For any � ∈ H(curl, BR), x̂ × �|ΓR is in the trace space H−1/2(div, ΓR), whose
norm, for any λ = ∑∞

n=1

∑n
m=−n anmU

m
n + bnmVm

n , is defined by

||λ||2H−1/2(div,ΓR) =
∞∑
n=1

n∑
m=−n

√
n(n + 1)|anm |2 + 1√

n(n + 1)
|bnm |2. (4.5.4)

It is also known that for � ∈ H(curl, BR), the tangential component (x̂ × �) ×
x̂ |ΓR belongs to H−1/2(curl, ΓR) which is the dual space of H−1/2(div, ΓR) with
respect to the scalar product in L2

t (ΓR).
Let H (1)

n (z) be the spherical Hankel function of the first kind of order n. We
introduce the vector wave functions

Mm
n (r, x̂) = ∇ × {xH (1)

n (kr)Ym
n (x̂)}, Nm

n (r, x̂) = 1

ik
∇ × Mm

n (r, x̂),

which are the radiation solutions of the first Maxwell equation in (4.5.1) in R
2\{0}.

In the domain R
3\BR , the solution E of (4.5.1) can be written as

E(r, x̂) =
∞∑
n=1

n∑
m=−n

anmMm
n (r, x̂)

H (1)
n (kR)

√
n(n + 1)

+ ikRbnmNm
n (r, x̂)

z(1)
n (kR)

√
n(n + 1)

, (4.5.5)

where z(1)
n (kR) = H (1)

n (kR) + kRH (1)′
n (kR), and anm , bnm are determined by the

trace of E on ΓR through x̂ × E |ΓR = ∑∞
n=1

∑n
m=−n anmU

m
n + bnmVm

n . The series
in (4.5.5) converges uniformly for r > R.
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Now we turn to the introduction of the absorbing PML layer. We surround
the domain ΩR = BR\D with a PML layer Ω PML = {x ∈ R

3 : R < |x | < ρ}. Let
α(r) = 1 + iσ(r) be the model medium property which satisfies

σ ∈ C(R), σ ≥ 0, and σ = 0 for r ≤ R.

Denote by r̃ the complex radius defined by

r̃ = r̃(r) =
⎧⎨
⎩

r if r ≤ R∫ r

0
α(t)dt = rβ(r) if r ≥ R.

It is easy to check that the vector wave functions satisfy

Mm
n (r, x̂) = H (1)

n (kr)∇∂B1Y
m
n (x̂) × x̂, (4.5.6)

Nm
n (r, x̂) = 1

ik
∇ × Mm

n (4.5.7)

=
√
n(n + 1)

ikr
z(1)
n (kr)Um

n (x̂) + n(n + 1)

ikr
H (1)

n (kr)Ym
n (x̂)x̂ .

We introduce

M̃m
n (r̃ , x̂) = H (1)

n (kr̃)∇∂B1Y
m
n (x̂) × x̂, (4.5.8)

Ñm
n (r̃ , x̂) = 1

ik
∇̃ × M̃m

n (4.5.9)

=
√
n(n + 1)

ikr̃
z(1)
n (kr̃)Um

n (x̂) + n(n + 1)

ikr̃
H (1)

n (kr̃)Ym
n (x̂)x̂,

where ∇̃× is the curl operator with respect to the complex spherical variables
(r̃ , θ, φ), that is, for � = �r er + �θeθ + �φeφ ,

∇̃ × � = 1

r̃ sin θ

(
∂

∂θ
(sin θ�φ) − ∂�θ

∂φ

)
er

+ 1

r̃

(
1

sin θ

∂�r

∂φ
− ∂(r̃�φ)

∂ r̃

)
eθ

+ 1

r̃

(
∂(r̃�θ)

∂ r̃
− ∂�φ

∂θ

)
.

It is easy to check that ∇̃ × � = A∇ × B�,where A = diag(β−2, α−1β−1, α−1β−1)

and B = diag(α, β, β) are 3 × 3 diagonal matrices.
For anyλ = ∑∞

n=1

∑n
m=−n anmU

m
n + bnmVm

n ∈ H−1/2(div, ΓR), letE(λ)(r̃ , x̂) be
the PML extension given by
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E(r̃ , x̂) =
∞∑
n=1

n∑
m=−n

anm M̃m
n (r̃ x̂)

H (1)
n (kR)

√
n(n + 1)

+ ikRbnm Ñm
n (r̃ , x̂)

z(1)
n (kR)

√
n(n + 1)

, r > R.

(4.5.10)

For the solution E of the scattering problem (4.5.1), let Ẽ = E(x̂ × E |ΓR ) be the
PML extension of x̂ × E |ΓR . Since r̃ = r on ΓR , we know that x̂ × Ẽ = x̂ × E on
ΓR . On the other hand, since H (1)

n (z) ∼ 1
z e

i(z− 1
2 nπ− 1

2 π) asymptotically as |z| → ∞,

heuristically Ẽ(r̃ , x̂) will decay exponentially for large r > R. It is obvious that Ẽ
satisfies

∇̃ × ∇̃ × Ẽ − k2 Ẽ = 0 in R
3\BR,

which gives the desired PML equation in the spherical coordinates

∇ × B(A∇ × BẼ) − k2A−1 Ẽ = 0 in R
3\BR .

The PML problem is then to find Ê , which approximates E in ΩR and BẼ in

⎧⎪⎪⎨
⎪⎪⎩

∇ × BA(∇ × Ê) − k2(BA)−1 Ê = 0 in Ωρ = Bρ\D,

n × Ê = g on ΓD,

x̂ × Ê = 0 on Γρ.

(4.5.11)

The well-posedness of the PML problem (4.5.11) and the convergence of its solution
to the original problem (4.5.1) can be found in [2].

Nowwe introduce the equivalent variational formof the scattering problem (4.5.1)
and (4.5.11) on the bounded domain ΩR = BR\D using the Calderon operators.

Given a tangential vector λ on ΓR , the Calderon operator Ge : H−1/2(div;ΓR) →
H−1/2(div;ΓR) is the Dirichlet to Neumann to operator defined by

Ge(λ) = 1

ik
x̂ × (∇ × Es),

where Es satisfies⎧⎪⎪⎨
⎪⎪⎩

∇ × ∇ × Es − k2Es = 0 in R
3\BR,

x̂ × Es = λ on ΓR,

lim|x |→∞ |x |[(∇ × Es) × x̂ − ikEs
] = 0.

Let λ = ∑∞
n=1

∑n
m=−n anmU

m
n + bnmVm

n ; the function Es is given as (4.5.5)
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Es(r, x̂) =
∞∑
n=1

n∑
m=−n

anmMm
n (r, x̂)

H (1)
n (kR)

√
n(n + 1)

+ ikRbnmNm
n (r, x̂)

z(1)
n (kR)

√
n(n + 1)

, r > R.

Since 1
ik∇ × Mm

n = Nn
m , − 1

ik∇ × Nm
n = Mm

n , we have

1

ik

∞∑
n=1

n∑
m=−n

anmNm
n (r, x̂)

H (1)
n (kR)

√
n(n + 1)

− ikRbnmMm
n (r, x̂)

z(1)
n (kR)

√
n(n + 1)

.

Thus by (4.5.7)-(4.5.8)

Ge(λ) =
∞∑
n=1

n∑
m=−n

−ikRbnmH (1)
n (kR)

z(1)
n (kR)

Um
n (x̂) + anmz(1)

n (kR)

ikRH (1)
n (kR)

Vm
n (x̂). (4.5.12)

Let a : H(curl,ΩR) × H(curl,ΩR) → C be the sesquilinear form

a(E,�) =
∫

ΩR

(∇ × E · ∇ × � − k2E · �)dx + ik
〈
Ge(x̂ × E), (x̂ × �) × x̂

〉
ΓR

.

The scattering problem (4.5.1) is equivalent to the following weak formulation:
Given g ∈ H−1/2(div, ΓD), find E ∈ H(curl,ΩR) such that n × E = g on ΓD , and

a(E,�) = 0, ∀� ∈ H0(curl,ΩR), (4.5.13)

where H0(curl,ΩR) = {v ∈ H(curl,ΩR) : n × v = 0 on ΓD}.
The existence of a unique solution of the variational problem (4.5.13) can be

found in [3]. Then the general theory in Babuska and Aziz [1] implies that there
exists a constant μ > 0 such that the following inf-sup conditions holds:

sup
�∈H0(curl,ΩR)

|a(
,�)|
||�||H(curl,ΩR)

≥ μ||
||H(curl,ΩR), ∀
 ∈ H0(curl,ΩR). (4.5.14)

For the PML problem (4.5.11), we need to reformulate it in the bounded domain
ΩR by imposing the boundary condition

x̂ × (∇ × Ê)|ΓR = ikĜe(x̂ × Ê |ΓR ),

where the approximate Calderon operator Ĝe : H−1/2(div, ΓR) → H−1/2(div, ΓR)

is defined as

Ĝe(λ) := 1

ik
x̂ × (∇ × 
), (4.5.15)

with 
 satisfying
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∇ × BA(∇ × 
) − k2(BA)−1
 = 0 in Ω PML , (4.5.16)

x̂ × 
 = λ on ΓR, x̂ × 
 = 0 on Γρ. (4.5.17)

That the approximate Calderon operator Ĝe, let â : H(curl,ΩR) × H(curl,ΩR) →
C be the sesquilinear form

â(Ê,�) =
∫

ΩR

(∇ × Ê · ∇ × � − k2 Ê · �)dx + ik
〈
Ĝe(x̂ × Ê), (x̂ × �) × x̂

〉
ΓR

.

Then the weak formulation of (4.5.11) on the bounded domain ΩR is:
Given g ∈ H−1/2(div, ΓD), find Ê ∈ H(curl,ΩR), such that n × Ê = g on ΓD , and

â(Ê,�) = 0, ∀� ∈ H0(curl,ΩR). (4.5.18)

Now we introduce the finite element method for the PML problem (4.5.11). We
start by introducing the weak formulation of the PML problem (4.5.11). Let

b(
,�) =
∫

Ωρ

(BA∇ × 
 · ∇ × � − k2(BA)−1
 · �)dx . (4.5.19)

Then the weak formulation of (4.5.11) is: Given g ∈ H−1/2(div, ΓD), find Ê ∈
H(curl,Ωρ), such that n × Ê = g on ΓD , x̂ × Ê = 0 on Γρ , and

b(Ê,�) = 0, ∀� ∈ H0(curl,Ωρ). (4.5.20)

Let Γ h
ρ , which consists of piecewise triangles whose vertices lie on Γρ , be an

approximation of Γρ . Let Ωh
ρ be the subdomain of Ωρ bounded by ΓD and Γ h

ρ . Let
Th be a regular triangulation of the domainΩh

ρ . Wewill use the lowest order Nédeléc
edge element for which the finite element space Vh over Th is defined by

Vh = {v ∈ H(curl,Ωh
ρ ) : v|T = aT + bT × x, ∀ aT , bT ∈ R

3, ∀ T ∈ Th}.

Degrees of freedom of functions v ∈ Vh on every T ∈ Th are
∫
ei
v · dl, i = 1, . . . , 6,

where e1, . . . , e6 are six edges of T . Denote Ṽh = Vh ∩ H0(curl,Ωρ). In the follow-
ing, we will always assume that the functions in Ṽh are extended to the domain Ωρ

by zero so that any function v ∈ Ṽh is also a function in H0(curl,Ωρ). The finite
element approximation to (4.5.20) reads as follows.

Find Eh ∈ Vh such that n × Eh = gh on ΓD , n × Eh = 0 on Γ h
ρ , and

b(Eh,�h) = 0, ∀�h ∈ Ṽh . (4.5.21)

Here gh is some edge element approximation of g on ΓD . Notice that the integral in
b(Eh,�h) is actually over Ωh

ρ since �h = 0 in Ωρ\Ωh
ρ by our convention. Based on
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(a) total field Ex (b) scatter field Es
x

(c) total field Ey (d) scatter field Es
y

(e) total field Ez (f) scatter field Es
z

Fig. 4.1 The incident direction is d = (1, 0, 0) and the wavenumber is k = 3
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(a) total field Ez, Sliced at z= 0 (b) scatter field Es
z , Sliced at z= 0

(c) total field Ez, Sliced at y= 0 (d) scatter field Es
z , Sliced at y= 0

Fig. 4.2 The incident direction is d = (1, 0) and the wavenumber is k = 3

a general argument in Schatz, the unique existence of (4.5.21) for sufficiently small
mesh size h < h∗ can be proved by using the unique existence of the continuous
problem (4.5.11).

Nowwepresent somenumerical experiments to demonstrate the theoretical results
established in above.

First, the numerical experiment are conducted in R3. The geometry is a unit ball,
the incident wave field is given by Ei = (0, 0, eikx·d)�.

For the setting with respect to the scattering measurement, a PML layer of width
1 is attached to the ball with r = 5 to truncate the whole space into a finite domain
with scattering boundary conditions enforced on the outer boundary. We fix the wave
number k = 3 and the incident direction d = (1, 0, 0)T . The total field and the scatter
field in 2D and 3D is given in Figs. 4.1 and 4.2, respectively.
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Chapter 5
Numerical Inverse Electromagnetic
Scattering Problems

5.1 Overview

The chapter is concerned with the inverse scattering problem of reconstructing an
inhomogeneous scatterer located in an otherwise homogeneous space by measur-
ing the corresponding electromagnetic (EM) wave fields far away from the scatterer
produced by sending some detecting EM wave fields. The inverse electromagnetic
scattering problem has been playing a central role in many areas of science and tech-
nology, such as radar and sonar, non-destructive testing, remote sensing, geophysical
exploration and medical imaging to name just a few; see [7, 14, 15, 20, 26, 41, 48]
and the references therein. In the current chapter, we mainly consider the reconstruc-
tion scheme for this inverse scattering problem. There are extensive studies in the
literature in this aspect and many imaging schemes have been developed by various
authors, and we would like to refer to [1, 5–8, 11, 17, 19, 24, 25, 27, 46, 47] and
the references therein. In Sect. 5.3, we shall consider our study in a very practical
setting by making use of a single electric far-field measurement. That is, we shall
consider the reconstruction by measuring the far-field pattern of the electric wave
field corresponding to a single pair of time-harmonic EM plane waves. From a prac-
tical viewpoint, the inverse scattering method with a single far-field measurement
would be of significant interests, but is highly challenging with very limited progress
in the literature; we refer to [12, 16, 20, 22, 23, 26, 31, 33–37, 37–39, 41, 48] for
related discussion and surveys on some existing development. For more practical
considerations, we shall work in a even more challenging setting by assuming very
little a priori knowledge of the underlying scattering object, which might consist
of multiple components, and both the number of the components and the physical
property of each component are unknown in advance. This setting would make the
study even more highly non-trivial, but on the other hand would be of significant
practical importance when there is little a priori information available on the target
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object. In Sect. 5.4, we extend the related results in Sect. 5.3 to the case with multi-
scale electromagnetic scatterers. Our discussion in this chapter follows the treatments
in [30].

Our discussion in this chapter follows the treatment in [29, 30].

5.2 Strengthened Linear Sampling Methods

In this section we briefly address how to extend the theory and its resulting strength-
ened LSM for the inverse acoustic obstacle scattering problem studied in the previous
sections to the case with inverse electromagnetic scattering.

We shall adopt the same notations below as those used in the previous sections.
Then the direct electromagnetic scattering problem is to determine an electromag-
netic field (E, H) governed by the system

⎧
⎪⎨

⎪⎩

curlE − ikH = 0 inR3\D̄,

curlH + ikE = 0 inR3\D̄,

limr→∞(Hs × x − r Es) = 0

(5.2.1)

where r = |x | for any x ∈ R
3, (E, H) is the total field formed by the scattered field

(Es, Hs) and the incident field (Ei , Hi ) given by

{
Ei (x) = i

k curlcurlpe
ikx ·d = ik(d × p) × deikx ·d ,

Hi (x) = curlpeikx ·d = ikd × peikx ·d ,
(5.2.2)

with p being the polarization vector, and d being a unit vector along the propaga-
tion direction. System (5.2.1) is complemented by the following mixed boundary
condition:

ν × E = 0 on ∂DD, ν × curlE − iλ(ν × E) = 0 on ∂DI . (5.2.3)

It is known that the radiating solution (E, H) to the exterior mixed boundary
value problem (5.2.1)–(5.2.3) has the asymptotic behavior

E(x) = eik|x |
|x |

{

E∞(x̂, d, p) + O(
1

|x | )
}

, H(x) = eik|x |
|x |

{

H∞(x̂, d, p) + O(
1

|x | )
}

,

(5.2.4)
as |x | → ∞, where E∞(x̂, d, p) and H∞(x̂, d, p) are defined over the unit sphere
S
2 and known as the electric and magnetic far-field pattern, respectively.
Now the inverse problem of our interest is to recover D from the knowledge of

the electric far-field data E∞(x̂, d, p) without any a priori information.
The LSM for the reconstruction is to use the solution g of the following far-field

operator equation
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(Fg)(x̂) = Ee,∞(x̂, z, q) (5.2.5)

as an indicator function to determine the boundary of the unknown scattererD, where
F is the far-field operator given by

(Fg)(x̂) :=
∫

S2
E∞(x̂, d, g(d))ds(d), x̂ ∈ S

2, (5.2.6)

and Ee,∞ is a function induced by the incident field:

Ee,∞(x̂, z, q) = ik

4π
(x̂ × q) × x̂e−ikx ·z . (5.2.7)

Similar blow-up behaviors of the indicator functions can be derived as in
Theorem 3.2.1. It is straightforward to carry the reference ball technique developed
in the previous sections to the LSM for the reconstruction of the boundary of the
unknown scattererD, using the same arguments as those in Theorems 3.2.4 and 3.2.5.
Again, this reference ball technique will enable us to get rid of the interior Maxwell
eigenvalue problem, and to choose the cut-off value in view of the characteristic
isosurfaces of the reference ball to determine the unknown scatterer.

5.3 Single-shot Method for Multiple Multiscale Scatterers

The inverse scattering problem that we consider is to recover (Ω; ε, μ, σ ) from the
knowledge of A(θ; θ ′, p, ω) or to recover Ω from the knowledge of A(θ; θ ′, p, ω)

if σ = +∞. We will make use of single far-field measurement, i.e., A(θ; θ ′, p, ω)

for all θ ∈ S
2 but fixed θ ′, p and ω. Furthermore, we shall require very little a

priori knowledge of the underlying scatterer, which could be composed of multiple
components, and the number of the components is not required to be known in
advance, and each component could be either a medium inclusion or an obstacle.
Generically, in this extremely general setting, one cannot expect to recover all the
details of the underlying scatterer by using only a single measurement. Instead,
we would consider the recovery of the locations of the multiple components in the
setting described above. Nevertheless, at this point, we would like to remark that
our numerical experiments indicate that the discussed imaging scheme could also
qualitatively reveal the supports/shapes of the scatterer components.

Specifically, two single-measurement locating schemes would be discussed for
two separate cases depending on the size of the target scatterer. The first scheme is for
locating scatterers of small size compared to the wavelength of the detecting plane
wave. The multiple scatterers could be extremely general with very little a priori
knowledge required. Each scatterer component could be either an impenetrable per-
fectly conducting obstacle or a penetrable inhomogeneous mediumwith an unknown
content, and the number of the scatterer components is not required to be known in
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advance. The locating scheme is based on a indicator function Is(z) for z ∈ R
3. If

z happens to be the location point of a scatterer component, then z is a local maxi-
mum point for Is(z). Using the indicating behavior of Is(z), one could then locate all
the scatterer components. In defining the indicator function, only inner-products of
the electric far-field pattern and the vectorial spherical harmonics are involved. The
indicating behavior is derived from the asymptotic expansion of the electric far-field
pattern for small ‘point-like’ scatterers. The expansion is further based on the low
frequency EM scattering asymptotics (i.e., Raleigh approximation); see [9–11, 21,
43]. But for our imaging scheme, the expansion would be formulated in terms of the
vectorial spherical harmonics instead of the polarizability tensors. It is also inter-
esting to mention that our numerical experiments show that the discussed scheme
also works effectively for locating ‘partially-small’ scatterer, namely, the scatterer is
not ‘point-like’ but ‘segment-like’. Furthermore, in addition to finding the locations
of the scatterer components, the discussed scheme also shows some very promising
feature in qualitatively imaging the supports/shapes of the unknown scatterers.

The second scheme is for locating multiple perfectly conducting obstacles whose
sizes are comparable to the detecting EMwavelength. For this case, wewould require
that the shape of each component must be from a certain known admissible class.
That is, there might be multiple obstacles with an unknown number of components,
but the shape of each obstacle component must be from a certain class of reference
obstacles which is known in advance. Nevertheless, there could be multiple different
reference obstacles. Other than the assumptionsmade above, no further a priori infor-
mation is required for the multiple unknown scatterers. The number of the unknown
scatterer components could be larger than the number of the reference obstacles; that
is, some of the unknown scatterers possess the same shape. Moreover, it is not nec-
essary for all the reference obstacles to be presented in the unknown scatterer. The
setting considered would be of significant practical interests, e.g., in radar and sonar
technology. The second locating scheme is based on l ′ indicator functions, where
l ′ ∈ N denotes the number of the reference obstacles. Similar to the first locating
scheme, in calculating the indicator functions, only inner products are involved and
no inversion will be required. The discussed method is very efficient and robust to
measurement noise, and could also be extended to include inhomogeneous medium
components if a certain generic condition is satisfied. To our best knowledge, this is
the first imaging scheme in the literature for locating multiple unknown scatterers of
regular size by a single far-field measurement. Rigorous mathematical justifications
are provided for both schemes. In our theoretical analysis, we would impose the
sparse distribution of the multiple scatter components. However, we have conducted
extensive numerical experiments, and the numerical results show that even without
the sparsity assumption, the presented locating schemes still work very effectively.

The rest of the section is organized as follows. In Sect. 5.3.1, we discuss the
locating schemes, respectively, for the two separate cases with small scatterers and
regular-size scatterers. Section 5.3.2 is devoted to the proofs of Theorems 5.3.1
and 5.3.2 stated in Sect. 5.3.1 justifying the indicating behaviors of the indicator
functions for the two locating schemes. In Sect. 5.3.3, we present extensive numerical
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experiments to illustrate the effectiveness of the presented methods. This section is
concluded in Sect. 5.3.4 with some further discussions.

5.3.1 The Locating Schemes

In this section, we present the two schemes for locating, respectively, multiple scat-
terers of small size and regular size. In order to ease the exposition, throughout the
rest of the section, we assume that ω ∼ 1, and hence the size of a scatterer can be
expressed in terms of its Euclidean diameter.

5.3.1.1 Locating Small Scatterers

We first introduce the class of small EM scatterers for our current study. Let l ∈ N

and let Dj , 1 ≤ j ≤ l, be bounded C2 domains in R3. It is assumed that all Dj ’s are
simply connected and contain the origin. For ρ ∈ R+, we let ρDj := {ρx |x ∈ Dj }
and set

Ω j = z j + ρDj , z j ∈ R
3, 1 ≤ j ≤ l.

EachΩ j is referred to as a scatterer component and its content is given by ε j , μ j and
σ j . It is assumed that ε j > 0, μ j > 0 and σ j ≥ 0 are all constants, except the case
that σ j = +∞. If σ j is taken to be +∞, then Dj would be regarded as a perfectly
conducting obstacle disregarding the parameters ε j andμ j . In the sequel, we reserve
the letter l to denote the number of components of a scatterer defined by

Ω =
l⋃

j=1

Ω j and (Ω; ε, μ, σ ) =
l⋃

j=1

(Ω j ; ε j , μ j , σ j ). (5.3.1)

The parameter ρ ∈ R+ represents the relative size of the scatterer (or, more precisely,
each of its component). We now make the following qualitative assumptions,

ρ 	 1 and dist(z j , z j ′) 
 1 for j �= j ′, 1 ≤ j, j ′ ≤ l. (5.3.2)

The assumption (5.3.2) means that compared to the wavelength of the detect-
ing/incident wave, the relative size of each scatterer component is small and if there
are multiple components, they must be sparsely distributed. Our numerical experi-
ments in Sect. 5.3.3 could be more quantitative in this aspect, and it is numerically
shown that if the size of the scatterer component is smaller than half a wavelength
and the distance between two distinct components is bigger than half a wavelength,
one could have a fine reconstruction by using the presented scheme. In this sense, the
qualitative assumption (5.3.2) is needed only for our subsequent theoretical analysis
of the discussed locating scheme. Furthermore, we would like to emphasize that
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most of the other restrictive assumptions introduced above are also mainly for the
purpose of the theoretical justification, and the numerical experiments in Sect. 5.3.3
will show that the discussed imaging scheme works in a much more general set-
ting. Specifically, the regularity of each reference component Dj is not necessarily
C2-smooth, and it could be a Lipschitz domain, and moreover, it is not necessarily
simply connected, as long as ρDj for a small ρ ∈ R+ yields an appropriate domain
of small size. Moreover, the content of each medium component is not necessarily
constant, and it could be variable. Some of those restrictive assumptions could be
relaxed from our theoretical justification in the following. However, it is our focus
and emphasis on developing the locating scheme in this section, and we would not
appeal for a most general theoretical study.

In the sequel, without loss of generality, we can assume that there exists l̃ ∈
N ∪ {0}, 0 ≤ l̃ ≤ l such that

0 ≤ σ j < +∞ for 1 ≤ j ≤ l̃ and σ j = +∞ for l̃ + 1 ≤ j ≤ l.

Then, we set

Ωm :=
l̃⋃

j=1

Ω j and Ωo :=
l⋃

j=l̃+1

Ω j (5.3.3)

to denote, respectively, the medium component and the obstacle component of a
scatterer. We emphasize that both l and l̃ are unknown in advance, and l̃ could be 0
or l, corresponding to the case that Ωm = ∅ or Ωo = ∅. Moreover, the contents and
the shapes of the two components are unknown in advance either and they are not
even necessarily identical to each other, i.e.,

(Ω j ; ε j , μ j , σ j ) �= (Ω j ′ ; ε j ′ , μ j ′ , σ j ′) for j �= j ′.

Corresponding to a single pair of excitedEMplanewaves (4.2.1), the electromagnetic
scattering is governed by the following Maxwell system

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇ ∧ E − iω

⎛

⎝1 +
l̃∑

j=1

(μ j − 1)χΩ j

⎞

⎠ H = 0 in R
3\Ωo,

∇ ∧ H +
⎛

⎝iω(1 +
l̃∑

j=1

(ε j − 1)χΩ j ) −
l̃∑

j=1

σ jχΩ j

⎞

⎠ E = 0 in R
3\Ωo,

E− = E |Ωm , E+ = (E − Ei )|
R3\Ω, H+ = (H − Hi )|

R3\Ω ,

ν ∧ E+ = −ν ∧ Ei on ∂Ωo,

lim|x |→+∞ |x |
∣
∣
∣
∣(∇ ∧ E+)(x) ∧ x

|x | − iωE+(x)

∣
∣
∣
∣ = 0.

(5.3.4)
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It is known that there exists a unique pair of solutions (E+, H+) ∈ Hloc(curl;
R

3\Ω0) ∧ Hloc(curl;R3\Ω0) to the Maxwell equations (5.3.4) (see [44]). In the
following, we write

A(θ;Ω) := A(θ;
l⋃

j=1

(Ω j ; ε j , μ j , σ j ), θ
′, p, ω)

to denote the electric far-field pattern corresponding to the EMwave fields in (5.3.4).
We also write for 1 ≤ j ≤ l,

A(θ;Ω j ) := A(θ; (Ω j ; ε j , μ j , σ j ), θ
′, p, ω)

to denote the far-field pattern corresponding solely to the scatterer (Ω j ; ε j , μ j , σ j ).
Both A(θ;Ω) and A(θ;Ω j ) are real analytic functions on the unit sphere S

2

(cf. [20, 44]).
Next, we introduce the space of L2 tangential fields on the unit sphere as follows,

T 2(S2) := {a ∈ C
3| a ∈ L2(S2)3, θ · a = 0 a.e. on S2}.

Note that T 2(S2) is a linear subspace of L2(S2)3, the space of vector L2-fields on the
unit sphere S2. In addition, we introduce the vectorial spherical harmonics (cf. [20])

⎧
⎨

⎩

Um
n (θ) := 1√

n(n + 1)
Grad Ym

n (θ)

Vm
n (θ) := θ ∧Um

n (θ)

n ∈ N, m = −n, . . . , n, (5.3.5)

which form a complete orthonormal system in T 2(S2). In (5.3.5), Ym
n (θ)with θ ∈ S

2,
m = −n, . . . , n are the spherical harmonics of order n ≥ 0, and Grad denotes the
surface gradient operator on S

2. It is known that A(θ;Ω) and A(θ;Ω j ), 1 ≤ j ≤ l
all belong to T 2(S2). We define

K j := ‖A(θ;Ω j )‖2T 2(S2)

‖A(θ;Ω)‖2T 2(S2)

, 1 ≤ j ≤ l, (5.3.6)

and

Is(z) := 1

‖A(θ; Ω)‖2
T 2(S2)

∑

m=−1,0,1

(∣
∣
∣
∣

〈
A(θ;Ω), eiω(θ ′−θ)·z Um

1 (θ)
〉

T 2(S2)

∣
∣
∣
∣

2

+
∣
∣
∣
∣

〈
A(θ; Ω), eiω(θ ′−θ)·z Vm

1 (θ)
〉

T 2(S2)

∣
∣
∣
∣

2)

,

(5.3.7)
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where z ∈ R
3, and 〈u, v〉T 2(S2) = ∫

S2
u · v dsθ . Clearly, K j is a real number, whereas

Is(z) is a real-valued function depending on the point z ∈ R
3. We are now ready to

present the first main result of this section, whose proof will be postponed to the next
section.

Theorem 5.3.1 Let (Ω; ε, μ, σ ) be given by (5.3.1) satisfying (5.3.2), and K j , 1 ≤
j ≤ l, and Is(z) be defined in (5.3.6) and (5.3.7), respectively. Set

L = min
1≤ j, j ′≤l, j �= j ′

dist(z j , z j ′) 
 1.

Then

K j = K j
0 + O

(
1

L
+ ρ

)

, 1 ≤ j ≤ l, (5.3.8)

where K j
0 is a positive number independent of L and ρ. Moreover there exists an

open neighborhood of z j , neigh(z j ), 1 ≤ j ≤ l, such that

Is(z) ≤ K j
0 + O

(
1

L
+ ρ

)

for z ∈ neigh(z j ), (5.3.9)

and moreover Is(z) achieves its maximum at z in neigh(z j ),

Is(z j ) = K j
0 + O

(
1

L
+ ρ

)

, (5.3.10)

Remark 5.3.1 Clearly, Is(z) possesses the indicating behavior which could be used
to identify the location point z j ’s of the scatterer components Ω j ’s. Such behavior
is more evident if one considers the case that Ω has only one component, i.e., l = 1.
In the one-component case, one would have that

Is(z) < 1 + O(ρ) for all z ∈ R
3\{z1},

but
Is(z1) = 1 + O(ρ).

That is, z1 is a global maximum point for I (z).

Using Theorem 5.3.1, we can formulate our first imaging scheme of locating
multiple small scatterer components as follows, which shall be referred to as Scheme
S in the rest of the section.

The first single-shot locating method: Scheme S

Step 1. For an unknown EM scatterer Ω in (5.3.1), collect the far-field data by
sending a single detecting EM plane wave specified by (4.2.1).

Step 2. Select a sampling region with a mesh Th containing Ω .
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Step 3. For each point z ∈ Th , calculate Is(z).
Step 4. Locate all the significant local maxima of Is(z) on Th , which represent

the locations of the scatterer components.

5.3.1.2 Locating Regular-Size Scatterers

In this section, we consider the locating of multiple scatterers of regular size. We
present our scheme for the case that all the scatterer components are perfectly con-
ducting obstacles. Later, we would remark how our method could be extended
to include the inhomogeneous medium components. Let Mj ⊂ R

3, 1 ≤ j ≤ l, be
bounded simply connected C2 domains that contain the origin. Let

Q :=
l⋃

j=1

Q j =
l⋃

j=1

z j + Mj , z j ∈ R
3, 1 ≤ j ≤ l. (5.3.11)

Each Q j := z j + Mj is a scatterer component, and it is assumed to be a perfectly
conducting obstacle. Illuminated by a single pair of EM plane waves (4.2.1), the EM
scattering by the scatterer Q can be described by the following Maxwell system

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∇ ∧ E − iωH = 0 in R
3\Q,

∇ ∧ H + iωE = 0 in R
3\Q,

E+ = (E − Ei )|
R3\Q,

ν ∧ E+ = −ν ∧ Ei on ∂Q,

lim|x |→+∞ |x |
∣
∣
∣
∣(∇ ∧ E+)(x) ∧ x

|x | − iωE+(x)

∣
∣
∣
∣ = 0.

(5.3.12)

In the sequel, we write

A(θ; Q) := A(θ;
l⋃

j=1

Q j ) = A(θ;
l⋃

j=1

z j + Mj ) (5.3.13)

to denote the far-field pattern corresponding to the EMfields in (5.3.12). It is assumed
that

diam(Q j ) = diam(Mj ) ∼ 1, 1 ≤ j ≤ l; (5.3.14)

and
L = min

1≤ j, j ′≤l, j �= j ′
dist(z j , z j ′) 
 1. (5.3.15)

That is, the size of the underlying scatterer components are comparable to the detect-
ing wavelength. This is in sharp difference from our study in Sect. 5.3.1.1, where the
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scatterer components are of small size compared to the detecting EM wavelength.
The qualitative condition (5.3.15) states that the scatterer components are sparsely
distributed, and we would like to emphasize again that this is mainly needed for sub-
sequent theoretical analysis of the discussed locating scheme. Numerical examples
in Sect. 5.3.3 shows that as long as the distance between different components is big-
ger than half a wavelength, the presented scheme would yield a fine reconstruction.
Furthermore, we introduce an admissible reference scatterer space

S := {Σ j }l ′j=1, (5.3.16)

where each Σ j ⊂ R
3 is a bounded simply connected C2 domain that contains the

origin and
Σ j �= Σ j ′ , for j �= j ′, 1 ≤ j, j ′ ≤ l ′. (5.3.17)

For the present study, we assume that

Mj ∈ S , j = 1, 2, . . . , l. (5.3.18)

That is, in the practical situation, the shapes of the underlying scatterers are known
in advance in the sense that each component must be of a shape from a known
admissible class. But we do not know the locations of those scatterer components
and intend to recover them from a single wave detection. We would like to remark
that it is not necessary to have l = l ′. It may have l > l ′, and in this case, there must
be more than one component in Q who has the same shape from S ; and it may
also have l < l ′, and in this case, there are less scatterers presented than the known
admissible scatterers.

Next we introduce l ′ indicator functions as follows,

I kr (z) =

∣
∣
∣
∣〈A(θ; Q), eiω(θ ′−θ)·z A(θ;Σk)〉T 2(S2)

∣
∣
∣
∣

‖A(θ;Σk)‖2T 2(S2)

, k = 1, 2, . . . , l ′, (5.3.19)

where A(θ;Σk) denotes the far-field pattern corresponding to the perfectly con-
ducting obstacle Σk , 1 ≤ k ≤ l ′. In the following, we shall show that the l ′ indictor
functions introduced in (5.3.19) can be used to locate the scatterer components Q j

of Q. To that end, we shall make the following generic assumption that

A(θ;Σk) �= A(θ;Σk ′), for k �= k ′, 1 ≤ k, k ′ ≤ l ′. (5.3.20)

Assumption (5.3.20) is closely related to a longstanding problem in the inverse
scattering theory (cf. [18, 20, 41]): whether or not can one uniquely determine an
obstacle by a single wave measurement? That is, if two obstacles produce the same
far-field data corresponding to a single incident plane wave, can one conclude that
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theymust be the same? Though such uniqueness result is widespreadly believed to be
true, it still remains open, particularly for an obstacle of regular size. The uniqueness
is proved for obstacles of polyhedra type in [33, 37]. Assumption (5.3.20) on the
reference scatterers is of critical importance in our subsequently presented locating
scheme. Nonetheless, since the admissible classS is known, (5.3.20) can be verified
in advance. Moreover, since S is known in advance, we can assume by reordering
if necessary that

‖A(θ;Σk)‖T 2(S2) ≥ ‖A(θ;Σk+1)‖T 2(S2), k = 1, 2, . . . , l ′ − 1. (5.3.21)

That is, the sequence {‖A(θ;Σk)‖T 2(S2)}l ′k=1 is nonincreasing. Next, we present a key
theorem, which is the basis of our subsequent locating scheme.

Theorem 5.3.2 Let Q begiven in (5.3.11), and the obstacle components are assumed
to satisfy (5.3.15) and (5.3.18). The admissible reference scatterer space S is
assumed to satisfy (5.3.20) and (5.3.21). Consider the indicator function I 1r intro-
duced in (5.3.19). Suppose there exists J0 ⊂ {1, 2, . . . , l ′} such that M j = Σ1

for j ∈ J0, whereas Mj �= Σ1 for j ∈ {1, 2, . . . , l}\J0. Then for each z j , j =
1, 2, . . . , l, there exists an open neighborhood of z j , neigh(z j ), such that

(i) if j ∈ J0, then

Ĩ 1r (z) := |I 1r (z) − 1| ≤ O

(
1

L

)

, z ∈ neigh(z j ), (5.3.22)

and moreover, z j is a local minimum point for Ĩ 1r (z);
(ii) if j ∈ {1, 2, . . . , l ′}\J0, then there exists ε0 > 0 such that

Ĩ 1r (z) := |I 1r (z) − 1| ≥ ε0 + O

(
1

L

)

, z ∈ neigh(z j ). (5.3.23)

By using Theorem 5.3.2, the presented locating scheme can be proceeded as
follows, which shall be referred to as Scheme R in the rest of the section.

The second single-shot locating method: Scheme R

Step 1. For an unknown EM scatterer Q in (5.3.11), collect the far-field data by
sending the detecting EM plane wave specified by (4.2.1).

Step 2. Select a sampling region with a mesh Th containing Q.
Step 3. Collect in advance the far-field patterns associated with the admissible

reference scatterer space S in (5.3.16), and reorder S if necessary to
make it satisfy (5.3.21), and also verify the generic assumption (5.3.20).

Step 4. Set k = 1.
Step 5. For each point z ∈ Th , calculate I kr (z) (or Ĩ kr (z) = |I kr (z) − 1|).
Step 6. Locate all those significant local maxima of I kr (z) such that I kr (z) ∼ 1 (or

the minima of Ĩ kr (z) on Th such that Ĩ kr (z) 	 1), where scatterer compo-
nents of the form z + Σk is located.
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Step 7. Trim all those z + Σk found in Step 6 from Th .
Step 8. IfTh = ∅ or k = l ′, then Stop; otherwise, set k = k + 1, and go to Step 5.

It can be seen that our locating scheme R progresses in a recursive manner. For
a scatterer Q with multiple components, one firstly locates the sub-components of
shape Σ1, which have the most prominent scattering effect among all the scatterer
components. After locating all the sub-components of shape Σ1, one can exclude
those components from the searching region, and then repeats the same procedure to
locate all the sub-components of shapeΣ2, which, according to the ordering (5.3.21),
have the most prominent scattering effect among all the scattering components that
still remain in the searching region. Clearly, this procedure can be continued till one
locates all the scatter components. Theorem 5.3.2 remains true for inhomogeneous
medium scatterers if the generic condition (5.3.20) still holds and in that case, the
locating Scheme R could be extended to include inhomogeneous medium compo-
nents as well; see Remark 5.3.4 in the following for related discussions.

5.3.2 Proofs of Theorems 5.3.1 and 5.3.2

This section is devoted to the proofs of Theorems 5.3.1 and 5.3.2, which are the
theoretical cores for our locating Schemes S and R, respectively. We first derive two
key lemmas.

Lemma 5.3.1 Let

Γ =
l⋃

j=1

Γ j and (Γ ; ε, μ, σ ) =
l⋃

j=1

(Γ j ; ε j , μ j , σ j ), (5.3.24)

be a scatterer with multiple components, where each Γ j is a bounded simply
connected C2 domain in R3. Assume that

L = min
1≤ j, j ′≤l, j �= j ′

dist(Γ j , Γ j ′) 
 1. (5.3.25)

Then we have

A(θ;Γ ) =
l∑

j=1

A(θ;Γ j ) + O(L−1), (5.3.26)

where A(θ;Γ ) and A(θ;Γ j ) denote the far-field patterns, respectively, correspond-
ing to (Γ ; ε, μ, σ ) and (Γ j ; ε j , μ j , σ j ).

Proof We only consider a specific case with l = 2, and Γ1 is an obstacle component
while Γ2 is a medium component. Nevertheless, the general case can be proved fol-
lowing a completely similar manner. Moreover, we assume that ω is not an interior
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EM eigenvalue for Γ1 (see Remark 5.3.2). For this case, the EM scattering corre-
sponding toΓ in (5.3.24) is governed by theMaxwell system (5.3.4)withΩo replaced
byΓ1 andΩm replaced by (Γ2; ε2, μ2, σ2). We know that there exists a unique pair of
solutions E ∈ (H 1

loc(R
3\Γ 1))

3 and H ∈ (H 1
loc(R

3\Γ 1))
3 to the Maxwell system (cf

[44]). Next, we shall make use of the integral equation method to prove the lemma.
To that end, we let

Φ(x, y) := 1

4π

eiω|x−y|

|x − y| , x, y ∈ R
3, x �= y,

which is the fundamental solution to the differential operator −Δ − ω2. Let R ∈ R+
be sufficiently large such that Γ1 ∪ Γ2 � BR .

By the Stratton-Chu formula [20], we have

E(x) = Ei (x) + ∇x ∧
∫

∂Γ1

ν(y) ∧ E(y)Φ(x, y) dsy

− 1

iω
∇x ∧ ∇x ∧

∫

∂Γ1

ν(y) ∧ H(y)Φ(x, y) dsy

+ ∇x ∧
∫

Γ2

(∇y ∧ E(y) − iωH(y))Φ(x, y) dy

− ∇x

∫

Γ2

∇y · E(y)Φ(x, y) dy

+ iω
∫

Γ2

(∇y ∧ H(y) + iωE(y))Φ(x, y) dy, x ∈ BR\Γ 1, (5.3.27)

and

H(x) = Hi (x) + ∇x ∧
∫

∂Γ1

ν(y) ∧ H(y)Φ(x, y) dsy

+ 1

iω
∇x ∧ ∇x ∧

∫

∂Γ1

ν(y) ∧ E(y)Φ(x, y) dsy

+ ∇x ∧
∫

Γ2

(∇y ∧ H(y) + iωE(y))Φ(x, y) dy

− ∇x

∫

Γ2

∇y · H(y)Φ(x, y) dy

− iω
∫

Γ2

(∇y ∧ E(y) − iωH(y))Φ(x, y) dy, x ∈ BR\Γ 1. (5.3.28)

By using the Maxwell equations (5.3.4), and (5.3.27)–(5.3.28), together with the use
of the mapping properties of the layer potential operators (cf. [20, 44]), we have the
following system of integral equations
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E(x) = Ei (x) − 1

iω
∇x ∧ ∇x ∧

∫

∂Γ1

ν(y) ∧ H(y)Φ(x, y) dsy

+ ∇x ∧
∫

Γ2

iω(μ2 − 1)H(y)Φ(x, y) dy

+
∫

Γ2

iω
(
1 − ε2 − i

σ2

ω

)
E(y)Φ(x, y) dy, x ∈ Γ2, (5.3.29)

H(x) = Hi (x) + ∇x ∧
∫

∂Γ1

ν(y) ∧ H(y)Φ(x, y) dsy

+ ∇x ∧
∫

Γ2

iω
(
1 − ε2 − i

σ2

ω

)
E(y)Φ(x, y) dy

−
∫

Γ2

iω(μ2 − 1)H(y)Φ(x, y) dy, x ∈ Γ2, (5.3.30)

ν(x) ∧ H(x) = 2ν(x) ∧ Hi (x) + 2ν(x) ∧ ∇x ∧
∫

∂Γ1

ν(y) ∧ H(y)Φ(x, y) dsy

+ ν(x) ∧ ∇x ∧
∫

Γ2

2iω
(
1 − ε2 − i

σ2

ω

)
E(y)Φ(x, y) dy

− ν(x) ∧
∫

Γ2

2iω(μ2 − 1)H(y)Φ(x, y) dy, x ∈ ∂Γ1. (5.3.31)

Next, we introduce the following volume integral operators

(L E)(x) =
∫

Γ2

iω
(
1 − ε2 − i

σ2

ω

)
E(y)Φ(x, y) dy, x ∈ Γ2,

(L ′E)(x) = ∇x ∧ (L E)(x), x ∈ Γ2,

(K H)(x) =
∫

Γ2

iω(μ2 − 1)H(y)Φ(x, y) dy, x ∈ Γ2,

(K ′H)(x) = ∇x ∧ (K H)(x), x ∈ Γ2,

(5.3.32)

and the boundary integral operator

(P(ν ∧ H))(x) = 2ν(x) ∧ ∇x ∧
∫

∂Γ1

ν(y) ∧ H(y)Φ(x, y) dsy, x ∈ ∂Γ1.

(5.3.33)
Moreover, we introduce the following two function spaces

T H−1/2(∂Γ1) := {
a ∈ (H−1/2(∂Γ1))

3; ν ∧ a = 0 for a.e. x ∈ ∂Γ1
}
,

T H−1/2
Div (∂Γ1) := {

a ∈ T H−1/2(∂Γ1);Div(a) ∈ T H−1/2(∂Γ1)
}
.

(5.3.34)
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In the sequel, we set

b1(x) := − 1

iω
∇x ∧ ∇x ∧

∫

∂Γ1

ν(y) ∧ H(y)Φ(x, y) dsy, x ∈ Γ2,

b2(x) := ∇x ∧
∫

∂Γ1

ν(y) ∧ H(y)Φ(x, y) dsy, x ∈ Γ2,

b3(x) := ν(x) ∧ ∇x ∧
∫

Γ2

2iω
(
1 − ε2 − i

σ2

ω

)
E(y)Φ(x, y) dy

− ν(x) ∧
∫

Γ2

2iω(μ2 − 1)H(y)Φ(x, y) dy, x ∈ Γ1.

Since L = dist(Γ1, Γ2) 
 1, one readily verifies that

‖bl‖L2(Γ2)3 ≤ C

L
‖ν ∧ H‖T H−1/2

Div (∂Γ1)
, l = 1, 2, (5.3.35)

and

‖b3‖T H−1/2
Div (Γ1)

≤ C

L

(‖E‖L2(Γ2)3 + ‖H‖L2(Γ2)3
)
, (5.3.36)

where C is a positive constant depending only on Γ1, Γ2 and ω.
Next, by using the integral operators introduced in (5.3.32) and (5.3.33), the

integral equations (5.3.29) and (5.3.30) can be formulated as

A :=
(
I − L K ′
−L ′ I + K

)

, A
(
E(x)
H(x)

)

−
(
b1(x)
b2(x)

)

=
(
Ei (x)
Hi (x)

)

, x ∈ Γ2,

(5.3.37)
In a similar manner, (5.3.31) can be formulated as

(I − P)(ν ∧ H)(x) − b3(x) = 2ν(x) ∧ Hi (x), x ∈ Γ1. (5.3.38)

Referring to [20, 44], we know that both A : L2(Γ2)
3 ∧ L2(Γ2)

3 → L2(Γ2)
3 ∧

L2(Γ2)
3 and I − P : T H−1/2

Div (∂Γ1) → T H−1/2
Div (∂Γ1) are Fredholm operators of

index 0, and moreover they are invertible. Using this fact and (5.3.35)–(5.3.36), one
obtains from (5.3.37) that

(
E(x)
H(x)

)

= A−1

(
Ei (x)
Hi (x)

)

+ O(L−1) :=
(
Ẽ(x)
H̃(x)

)

+ O(L−1), x ∈ Γ2 (5.3.39)

and

(ν ∧ H)(x) = (I − P)−1(2ν ∧ Hi )(x) + O(L−1) := (ν ∧ Ĥ)(x) + O(L−1), x ∈ ∂Γ1,

(5.3.40)
where (Ẽ, H̃) are actually the EM fields corresponding to (Γ2; ε2, μ2, σ2), and Ĥ is
the magnetic field corresponding to Γ1. Finally, by using (5.3.39) and (5.3.40), and
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the integral representation (5.3.29), one readily has (5.3.26), which completes the
proof. �

Remark 5.3.2 If ω is an interior eigenvalue for Γ1, one can overcome the problem
by using the combined electric and magnetic dipole operators technique, and we
refer to [20, Chap. 6] for more details.

Lemma 5.3.2 Let (Ω1; ε1, μ1, σ1)be one component ofΩ described in Sect. 5.3.1.1.
Then we have

A(θ;Ω1) = eiω(θ ′−θ)·z1 A(θ; ρD1)

= eiω(θ ′−θ)·z1
[

(ωρ)3

(
∑

m=−1,0,1

a1,mU
m
1 (θ) + b1,mV

m
1 (θ)

)

+ O((ωρ)4)

]

,

(5.3.41)
where Um

1 and Vm
1 are the vectorial spherical harmonics introduced in (5.3.5), and

a1,m and b1,m (m = −1, 0, 1), are constants depending only on (D1; ε1, μ1, σ1) and
p, θ ′, but independent of ωρ.

Proof Wefirst consider the case that σ1 = +∞, namely,Ω1 is a perfectly conducting
obstacle. It is directly verified that

A(θ;Ω1) = A(θ; z1 + ρD1) = eiω(θ ′−θ)·z1 A(θ; ρD1). (5.3.42)

The EM scattering corresponding to the obstacle ρD1 is described by

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∇ ∧ Eρ − iωHρ = 0 in R
3\ρD1,

∇ ∧ Hρ + iωEρ = 0 in R
3\ρD1,

E+
ρ = (Eρ − Ei )|

R3\ρD1
,

ν ∧ E+
ρ = −ν ∧ Ei on ∂(ρD1),

lim|x |→+∞ |x |
∣
∣
∣
∣(∇ ∧ E+

ρ )(x) ∧ x

|x | − iωE+
ρ (x)

∣
∣
∣
∣ = 0.

(5.3.43)

Set

Ẽ(x) := Eρ(ρx), H̃(x) := Hρ(ρx), Ẽ i (x) = Ei (ρx) for x ∈ R
3\D1.

(5.3.44)
It is verified directly that

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∇ ∧ Ẽ − iωρ H̃ = 0 in R
3\D1,

∇ ∧ H̃ + iωρ Ẽ = 0 in R
3\D1,

Ẽ+ = (Ẽ − Ẽ i )|
R3\D1

,

ν ∧ Ẽ+ = −ν ∧ Ẽ i on ∂D1,

lim|x |→+∞ |x |
∣
∣
∣
∣(∇ ∧ Ẽ+)(x) ∧ x

|x | − iωẼ+(x)

∣
∣
∣
∣ = 0.

(5.3.45)
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Then by the low frequency asymptotics in [21], one has

Ẽ+(x) = eiωρ|x |

iωρ|x | Ã(θ) + O

(
1

|x |2
)

, (5.3.46)

with

Ã(θ) = (iωρ)3

4π
[θ ∧ (θ ∧ a) − θ ∧ b] + O((ωρ)4), (5.3.47)

where a and b are two constant vectors, representing the electric and magnetic dipole
moments, and they depend only on p, θ ′ and D1, but independent of ω and ρ. By
(5.3.44), one can readily see that

A(θ) = 1

iω
Ã(θ) = 1

iω

(iωρ)3

4π
[θ ∧ (θ ∧ a) − θ ∧ b] + O((ωρ)4). (5.3.48)

Finally, by using the fact that Um
n and Vm

n form a complete orthonormal system in
T 2(S2), it is straightforward to show that there exist a1,m and b1,m , m = −1, 0, 1
such that

θ ∧ (θ ∧ a) − θ ∧ b =
∑

m=−1,0,1

a1,mU
m
1 (θ) + b1,mV

m
1 (θ),

which together with (5.3.47) and (5.3.42) implies (5.3.41).
For the case when the underlying small scatterer is an inhomogeneous medium,

by using a completely same scaling argument, together with the corresponding low
frequency EM asymptotics in [21], one can prove (5.3.41).

The proof is completed. �

Remark 5.3.3 The low frequency EM asymptotics and the asymptotic expansions
of EM fields due to a small inclusion could also be found in [9–11, 43], where
polarizability tensors are always involved. For the present study, we need asymptotic
expansions in terms of the vectorial spherical harmonics.

With the technical preparations above, we are now in a position to show the proof
of Theorem 5.3.1.

Proof of Theorem 5.3.1 First, by Lemmas 5.3.1 and 5.3.2, we have
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A(θ;Ω) =
l∑

j=1

A(θ;Ωl) + O

(
1

L

)

=
l∑

j=1

eiω(θ ′−θ)·z j [(ωρ)3A j (θ) + O((ωρ)4)
]+ O

(
1

L

)

=
l∑

j=1

eiω(θ ′−θ)·z j
[

(ωρ)3

(
∑

m=−1,0,1

a( j)
1,mU

m
1 (θ) + b( j)

1,mV
m
1 (θ)

)

+ O((ωρ)4)

]

+ O

(
1

L

)

(5.3.49)
where a( j)

1,m and b( j)
1,m ,m = −1, 0, 1, are constants dependent only on (Dj ; ε j , μ j , σ j )

and p, θ ′. In (5.3.49), we have introduced

A j (θ) :=
∑

m=−1,0,1

(
a( j)
1,mU

m
1 (θ) + b( j)

1,mV
m
1 (θ)

)
.

Next, without loss of generality, we only consider the indicating behaviors of Is(z)
in a small open neighborhood of z1, i.e., z ∈ neigh(z1). Clearly, we have

ω|z j − z| ≥ ωL 
 1 for z ∈ neigh(z1) and j = 2, 3, . . . , l. (5.3.50)

Hence, by the Riemann-Lebesgue lemma about oscillatory integrals and (5.3.49),
we have

∣
∣
∣〈A(θ;Ω), eiω(θ ′−θ)·zUm

1 (θ)〉T 2(S2)

∣
∣
∣

= (ωρ)3
∣
∣
∣
∣〈eiω(θ ′−θ)·z1 A1(θ), eiω(θ ′−θ)·zUm

1 (θ)〉T 2(S2) + O

(

(ωρ)3(
1

L
+ ρ)

)∣
∣
∣
∣

≤ (ωρ)3
(

|a(1)
1,m | + O

(
1

L
+ ρ

))

, m = −1, 0, 1.

(5.3.51)
In (5.3.51), we have employed the orthogonality of vector spherical harmonics and
also the Cauchy-Schwartz inequality. Moreover, by the Cauchy-Schwartz inequality,
we know the strict inequality would hold in the last inequality of (5.3.51) if z �= z1,
and only when z = z1, the equality would hold. In a completely similar manner, one
can show that
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∣
∣
∣〈A(θ;Ω), eiω(θ ′−θ)·zV m

1 (θ)〉T 2(S2)

∣
∣
∣

= (ωρ)3
∣
∣
∣
∣〈eiω(θ ′−θ)·z1 A1(θ), eiω(θ ′−θ)·zV m

1 (θ)〉T 2(S2) + O

(

(ωρ)3(
1

L
+ ρ)

)∣
∣
∣
∣

≤ (ωρ)3
(

|b(1)
1,m | + O

(
1

L
+ ρ

))

, m = −1, 0, 1,

(5.3.52)
where strict inequality would hold for the last relation if z �= z1, and only when
z = z1, the equality would hold.

Hence, by (5.3.51) and (5.3.52), we have

∑

m=−1,0,1

(∣
∣
∣
∣

〈
A(θ;Ω), eiω(θ ′−θ)·z Um

1 (θ)
〉

T 2(S2)

∣
∣
∣
∣

2

+
∣
∣
∣
∣

〈
A(θ;Ω), eiω(θ ′−θ)·z V m

1 (θ)
〉

T 2(S2)

∣
∣
∣
∣

2
)

≤ (ωρ)6

(
∑

m=−1,0,1

|a(1)
1,m |2 + |b(1)

1,m |2 + O

(
1

L
+ ρ

))

,

(5.3.53)

where the equalitywould hold onlywhen z = z1.On the other hand, byusing (5.3.49),
it is straightforward to show that

‖A(θ;Ω)‖2T 2(S2) = (ωρ)6
l∑

j=1

(
∑

m=−1,0,1

|a( j)
1,m |2 + |b( j)

1,m |2 + O

(
1

L
+ ρ

))

.

(5.3.54)
By (5.3.53) and (5.3.54), we see that for z ∈ neigh(z1),

Is(z) = 1

‖A(θ;Ω)‖2T 2(S2)

∑

m=−1,0,1

(∣
∣
∣
∣

〈
A(θ;Ω), eiω(θ ′−θ)·z Um

1 (θ)
〉

T 2(S2)

∣
∣
∣
∣

2

+
∣
∣
∣
∣

〈
A(θ;Ω), eiω(θ ′−θ)·z V m

1 (θ)
〉

T 2(S2)

∣
∣
∣
∣

2)

≤

1∑

m=−1
|a(1)

1,m |2 + |b(1)
1,m |2

l∑

j=1

1∑

m=−1
|a( j)

1,m |2 + |b( j)
1,m |2

+O

(
1

L
+ ρ

)

,

(5.3.55)
where only when z = z1, the equality would hold in the last relation. Set
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K 1
0 :=

1∑

m=−1
|a(1)

1,m |2 + |b(1)
1,m |2

l∑

j=1

1∑

m=−1
|a( j)

1,m |2 + |b( j)
1,m |2

.

Using (5.3.41) and (5.3.54), it is readily seen that

K 1 := ‖A(θ;Ω1)‖2T 2(S2)

‖A(θ;Ω)‖2T 2(S2)

= K 1
0 + O

(
1

L
+ ρ

)

.

Next, we present the proof of Theorem 5.3.2.

Proof of Theorem 5.3.2 First, by Lemma 5.3.1, we have

A(θ;Ω) = A(θ;
l⋃

j=1

Q j ) =
l∑

j=1

A(θ; Q j ) + O

(
1

L

)

=
l∑

j=1

A(θ;
l⋃

j=1

z j + Mj ) + O

(
1

L

)

=
l∑

j=1

eiω(θ ′−θ)·z j A(θ; Mj ) + O

(
1

L

)

.

(5.3.56)

Let us consider the indicator function I 1r (z) in (5.3.19). Without loss of generality,
we assume that M1 = Σ1 and Mj �= Σ1 for j = 2, . . . , l. Let z ∈ neigh(z1). By
(5.3.15), (5.3.56) and the Riemannian-Lebesgue lemma about oscillatory integrals,
we have

∣
∣
∣〈A(θ;Ω), eiω(θ ′−θ)·z A(θ;Σ1)〉T 2(S2)

∣
∣
∣

=
∣
∣
∣〈eiω(θ ′−θ)·z1 A(θ;Σ1), e

iω(θ ′−θ)·z A(θ;Σ1)〉T 2(S2)

∣
∣
∣+ O

(
1

L

)

≤ ‖A(θ;Σ1)‖2T 2(S2) + O

(
1

L

)

,

(5.3.57)

where in the last relation, the equality would hold only when z = z1. Hence, for a
sufficiently small neighborhood, neigh(z1),

|Ir (z) − 1| ≤ O

(
1

L

)

for z ∈ neigh(z1).

Next, we let z ∈ neigh(z2), with neigh(z2) sufficiently small. Then, again by
(5.3.15), (5.3.56) and the Riemannian-Lebesgue lemma, we have
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∣
∣
∣〈A(θ;Ω), eiiω(θ ′−θ)·z2 A(θ;Σ1)〉T 2(S2)

∣
∣
∣

=
∣
∣
∣〈eiω(θ ′−θ)·z2 A(θ; M2), e

iω(θ ′−θ)·z2 A(θ;Σ1)〉T 2(S2)

∣
∣
∣+ O

(
1

L

)

<‖A(θ; M2)‖T 2(S2)‖A(θ;Σ1)‖T 2(S2) + O

(
1

L

)

,

(5.3.58)

where in the last relation, strict inequality holds in light of the assumption (5.3.20)
and the fact M2 �= Σ1. Hence, by (5.3.58) and (5.3.21), it is readily shown that

Ir (z2) <
‖A(θ; M2)‖T 2(S2)

‖A(θ;Σ1)‖T 2(S2)

≤ 1 + O

(
1

L

)

. (5.3.59)

Hence, there exists some ε0 ∈ R+ such that

Ĩ 1r (z) = |I 1r (z) − 1| ≥ ε0 + O

(
1

L

)

for z ∈ neigh(z2).

In a completely similar manner, one can show the indicating behaviors of Ĩ 1r (z) for
z ∈ neigh(z j ), j = 3, . . . , l.

The proof is completed. �

Remark 5.3.4 Through our proof of Theorem 5.3.2, one can see that our locating
Scheme R could be extended to a more general setting by including inhomoge-
neous medium components as follows. Suppose inS , some reference scatterer, say,
(Σ j ; ε j , μ j , σ j ), 1 ≤ j ≤ l̃ ≤ l, are inhomogeneous media, with the EM parameters
ε j , μ j and σ j known as well. Let Q be a scatterer with multiple components, such
that each component is a translation of some reference scatterer. Then our locating
Scheme R could be extended to this more general setting provided the reference
scatterer space S satisfies the generic assumption (5.3.20). However, to our best
knowledge, there is no such uniqueness result in the literature. On the other hand, as
we remarked earlier thatS is given in advance, one could verify (5.3.20) in advance,
and if it is satisfied, our locating scheme could apply.

5.3.3 Numerical Experiments and Discussions

In this section,we carry out a series of numerical experiments for different benchmark
problems to test the performance of the discussed locating Schemes S and R. The
results achieved are consistent with our theoretical predictions in Sects. 5.3.1 and
5.3.2 in a sound manner. Besides, the numerical results reveal some very promising
features of the imaging schemes that were not covered in our theoretical analysis.

We first briefly describe our experimental settings. Let e1 = (1, 0, 0)T , e2 =
(0, 1, 0)T and e3 = (0, 0, 1)T be the three canonical Cartesian bases. The single
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detecting/incident wave we shall employ for our numerical examples is the plane
wave specified by (4.2.1) with the polarization p = e3 and impinging direction θ ′ =
e1. Moreover, we take the unitary wavelength λ = 1, namely the frequency ω =
2π . In all the examples, the electric far-field pattern A is observed at 590 Lebedev
quadrature points distributed on the unit sphere S2 (cf. [28] and references therein).
The exact far-field data A(θ) are corrupted point-wise by the formula

Aδ(θ) = A(θ) + δζ1max
θ

|A(θ)| exp(i2πζ2) , (5.3.60)

where δ refers to the relative noise level, and both ζ1 and ζ2 follow the uniform dis-
tribution ranging from −1 to 1. The scattered electromagnetic fields are synthesized
using the quadratic edge element discretization in the spherical domain centered at
the origin with radius 4λ enclosed by a spherical PML layer of width λ to damp the
reflection. Local adaptive refinement techniques within the inhomogeneous scatterer
are adopted to enhance the resolution of the scattered field. The far-field data are
approximated by the integral equation representation [45, p. 181, Theorem 3.1] on
the sphere centered at the origin with radius 3.5 using the numerical quadrature. We
refine the mesh successively till the relative maximum error of successive groups of
far-field data is below 0.1%. The far-field patterns on the finest mesh are used as
the exact data. The values of the indicator functions have been normalized between
0 and 1 to highlight the positions identified. The sampling domain is fixed to be
T = [−2λ, 2λ]3, which is then divided into small cubes of equal width h = 0.01λ
yielding the sampling mesh Th . The orthogonal slices of the contours of the indica-
tor function values will be displayed as an estimate to the profiles of the unknown
scatterers. In the sequel, for brevity, we refer to the proposed single-shot locating
methods of Schemes S and R as the SSM(s) and SSM(r), respectively.

The scatterers under concern include a cube, a ball of different radii, and revolving
solids from a kite and a peanut parameterized in the x − y plane as follows [32]:

(x(t), y(t), 0) := (cos t + 0.65 cos 2t − 0.65, 1.5 sin t, 0), 0 ≤ t ≤ 2π ,

(x(t), y(t), 0) :=
√
3 cos2 t + 1(cos t, sin t, 0), 0 ≤ t ≤ 2π .

In the following, three groups of experiments shall be conducted. The first group
of experiments is on locating point-like small-size scatterers in various scenarios
by the SSM(s), and the second group of experiments is on testing the SSM(r) for
locating regular-size scatterers. In the third group of experiments, we shall test the
performance of SSM(s) on imaging ‘partially-small’ segment-like scatterers.

5.3.3.1 The SSM(s) for Point-Like Scatterers

Example 1 In this example, we consider a cube scatterer of length 0.02λ located at
the origin, with the EMparameters given by ε = 4, μ = 1 and σ = 0. The orthogonal
slices of the contours of the indicator function Is(z) in (5.3.7) for the SSM(s) are
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Fig. 5.1 Reconstruction results for Example 1: (Left) Exact far-field data; (Right) Noisy far-field
data with δ = 20%

given in Fig. 5.1. It can be readily seen that the SSM(s) can locate the small scatterer
in a very accurate and stable manner. Indeed, even 20% random noise is attached to
the measurement data, the SSM(s) still yields a very robust and accurate locating.

Example 2 In this example, we consider a scatterer consisting of a ball medium
component of radius 0.2λ positioned at (1.5λ, 1.5λ, 0) and a ball PEC obstacle
of radius 0.2λ positioned at (−1.5λ, −1.5λ, 0). The EM parameters of the first
scatterer component are taken to the same as the one in Example 1. For this example,
the orthogonal slices of the contours of the indicator function Is(z) for the SSM(s)
are shown in Fig. 5.2. The SSM(s) yields a very accurate identification of the location
of both scatterers even if the measurement data is significantly perturbed to a high-
level noise. This example demonstrates that SSM(s) can locate the multiple scatterer
components without knowing the physical property of each component in advance.
Moreover, we would like to note a promising feature of the SSM(s): if one chooses
a cut-off value to be 0.7 to separate the region where Is(z) is bigger than the cut-off
value, then the rough profiles of the scatterer components would appear. Hence, in
addition to finding the locations of the scatterer components, the presented scheme is
also capable of qualitatively imaging the supports/shapes of the unknown scatterers.

Example 3 In this example, three scatterers are presented at (−λ, −λ, λ), (λ, λ, 0),
(λ, λ, −λ), respectively. The first two scatterers are balls of radius 0.2λ, with the EM
parameters given by ε1 = 4 + sin x1, μ1 = 1, σ1 = 0 and ε2 = 4 + cos x2, μ2 = 1,
σ2 = 0, respectively. Here, we have made use of x = (x1, x2, x3) to denote a point in
R

3. The third one is a non-convex kite-shaped revolving scatterer scaled by a relative
size ρ = 0.2 with the EM parameters given by ε3 = 4 + x3,μ3 = 1 and σ3 = 0. The
numerical reconstruction results are shown in Fig. 5.3. It can be seen from Fig. 5.3
that the SSM(s) is capable of locating multiple scatterer components with variable
contents.
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Fig. 5.2 Reconstruction results for Example 2: (Left) Exact far-field data; (Right) Noisy far-field
data with δ = 20%

Fig. 5.3 Reconstruction results for Example 3: (Left) Exact far-field data; (Right) Noisy far-field
data with δ = 20%

Example 4 We consider two ball scatterers of radius 0.2λ, located at (−0.45λ,

0, 0) and (0.45λ, 0, 0), respectively, with the same EM parameters ε = 4, μ = 1
and σ = 0. We investigate the lower distance limit between the underlying separate
scatterer components for the SSM(s). The results are shown in Fig. 5.4. It can be
seen in this case, namely the distance between the two components is of a half
wavelength, the SSM(s) can locate both scatterer components and separate them
well. If we further reduce the distance between the two components (less than a
half wavelength), the SSM(s) can no longer separate the two scatterer components,
though it can still roughly locate them.

5.3.3.2 SSM(r) for Regular-Size Scatterers

In this subsection, we consider two examples to demonstrate the capability and
effectiveness of the SSM(r) for locating regular-size scatterers.
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Fig. 5.4 Example 4: Reconstruction results for Example 4: (Left) Exact far-field data; (Right)
Noisy far-field data with δ = 20%

Example 5 In this example, we consider a revolving peanut and a revolving kite,
both are revolving solids along the x-axis. The gravitational center of the peanut is
chosen at (0, 0, 1.5λ), and the center of the kite is anchored at (0, 0, −1.5λ). Both
scatterers are taken to be PEC obstacles.

The admissible reference class is chosen to be composed of a unit ball, a revolving
kite and a revolving peanut. All those admissible reference obstacles are centered
at the origin and are PEC obstacles. Following the SSM(r) algorithm, their norms
of far-field data associated with the reference obstacles in the admissible space are
sorted in the descending order with the first one being the kite, the second one being
the peanut and the third one being the unit ball. Using those a priori admissible
known far-field data, we implement the SSM(r) method. The orthogonal contour
slices with a certain transparency are shown in Fig. 5.5 for better visualization. For
both the noise-free and noisy far-field data, the SSM(r) can successfully determine
the location of the kite through the first indicator function; see the dark red part in the
center of the kite in the left figures. Once the kite is determined and its surrounding
subregion trimmed from the sampling domain, we find that the second indicator
function plot shows that the center of the peanut can be identified by continuing
the SSM(r), see the right figures. After the peanut is determined and trimmed from
the sampling domain, if one continues the SSM(r) by testing data of the reference
ball obstacle, no significant peak value would be found for the reference unit ball
obstacle. Our numerical results are nicely consistent with our theoretical predication.

Example 6 In this example, we adopt the same setting as that in Example 5, but
with all the scatterer components set to be inhomogeneous media, with the EM
parameters ε = 4, μ = 1 and σ = 0. It can be verified that the far-field data for the
three reference scatterers are distinct from each other, hence the generic condition
(5.3.20) is satisfied and thus theSSM(r) applies; seeRemark 5.3.4. Different from the
obstacle case, the order of the norms of the far-field data in the admissible reference
space in the present example is as follows, the peanut comes first, and then the kite
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Fig. 5.5 Example 5: Reconstruction results using (top) exact far-field data, (bottom) noisy far-field
data with δ = 5%

and finally is the unit ball. The numerical results are given in Fig. 5.6, from which
we can see that the SSM(r) can also successfully determine the locations of each
medium component successively.

5.3.3.3 SSM(s) for Segment-Like Scatterers

In this section, we present some numerical examples to show some very interesting
and promising features of the SSM(s) that were not covered in our theoretical
analysis. Specifically, we test the performance of the SSM(s) in identifying ‘partially
small’ segment-like scatterers.

Example 7 This example considers a slender cylinder scatterer with base point
anchored at (−0.5λ, 0, 0), radius 0.1λ, height 2λ and pointing to the positive x-
axis. The EM parameters inside the slender cylinder are chosen to be ε = 4, μ = 1
and σ = 0. The numerical results are given in Fig. 5.7. In the noise-free case, the
SSM(s) can determine successfully the location and even the length for the slender
cylinder scatterer. The identified geometry is roughly a red long bar with the correct
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Fig. 5.6 Example 6: Reconstruction results using (top) exact far-field data, (bottom) noisy far-field
data with δ = 5%

Fig. 5.7 Example 7: Reconstruction results using (left) exact far-field data, (right) noisy far-field
data with δ = 20%

length. Furthermore, the SSM(s) also performs well for the even more challenging
case with large random noise, up to δ = 20%, attached to the far-field data.

Example 8 In this example, we consider an L-shaped scatterer composed of two
slender cylinders as given in Example 7, except that both base points are moved
to (−λ, −λ, 0) and pointing to the positive x- and y-axes, respectively. The EM
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Fig. 5.8 Example 8: Reconstruction results with three excitation fields using (left) exact far-field
data, (right) noisy far-field data with δ = 20%

parameters inside the scatterer are chosen to be ε = 4, μ = 1 and σ = 0. For this
example, it turns out that we need multiple probing wave measurements in order
to have a fine reconstruction. Specifically, we take three far-field measurements
corresponding to (p1, θ ′

1) = (e3, e1), (p2, θ ′
2) = (e1, e2) and (p3, θ ′

3) = (e2, e3). The
indicator function that we shall use for the identification is given by taking the
maximum value of the three separate indicator functions corresponding to the three
far-field measurements. That is

Is(z) = max1≤l≤3 I (l)
s (z), z ∈ T ,

where I (l)
s (z) is the indicator function calculated by using the far-field data gener-

ated by the plane wave with (pl , θ ′
l ), l = 1, 2, 3. It can be seen from Fig. 5.8 that

an L-shaped dark red bar is identified from the composite indicator function. The
reconstruction result of the SSM(s) is even robust to noise up to 20% as well.

5.3.4 Concluding Remarks

In this section, two inverse scattering schemes, SSM(s) and SSM(r), are discussed
for locating multiple electromagnetic scatterers by a single electric far-field mea-
surement. The locating schemes could work in an extremely general setting: the
underlying scatterer might include, at the same time, obstacle components and inho-
mogeneous medium components; the number of the scatterer components and the
physical property of each component are not required to be known in advance. The
first scheme SSM(s) is for locating scatterers of small size compared to the detect-
ing EM wavelength. For this scheme, the content of each medium component is
not required to known in advance either. The second scheme SSM(r) is for locat-
ing scatterers of regular size compared to the detecting EM wavelength. For this
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scheme, certain a priori information would be required of each scatterer component.
Specifically, if the component is an obstacle, then its shape must be from a certain
known admissible reference scatterer class; and if the component is an inhomo-
geneous medium, then its support and content must also be from a certain known
admissible reference scatterer class, and moreover, a certain generic condition must
be satisfied. Nevertheless, the scheme SSM(r) could also work in a very general
setting. The reference class may consist of multiple different reference scatterers,
and some reference scatterer may not be presented as a component in the unknown
scatterer, and some may be presented as components for more than one time. The
setting considered would be of significant interests, e.g., in radar and sonar imag-
ing. The locating schemes are based on some indicator functions, whose indicating
behaviors could be used for identification in many applications. In calculating the
indicator functions, no inversion would be involved, so the discussed methods are
very efficient and robust to noise. Rigorous mathematical justifications are provided
for both schemes. Extensive numerical experiments are conducted to illustrate the
effectiveness and robustness of the discussed imaging schemes in various practical
scenarios. The numerical results match our theoretical predications in a very sound
manner. Furthermore, the numerical results also reveal some very interesting and
promising features of the discussed schemes. The scheme SSM(s) is also capable of
qualitatively imaging the supports/shapes of the unknown scatterers in addition to
locating them. Second, it is also capable of qualitatively identifying ‘partially small’
segment-like scatterers.

Finally, we would like to note that in both of the discussed imaging schemes, the
decoupling of the multiple scattering interaction between different scatterer compo-
nents plays a critical role. On the other hand, it is known that the multiple interaction
may be helpful for the locating (see, e.g. [32]). This is an interesting topic worthy
of further investigation. Moreover, the issues on the relation of our locating schemes
with the MUSIC algorithms (see, e.g. [5, 6]), and on how to increase the imaging
resolutions are also topics worthy of further investigation.

5.4 Scatterers

This section is concerned with the numerical reconstruction algorithms for the multi-
scale inverse scattering problem. The rest of the section is organized as follows.
Section 5.4.1 is devoted to the description of multi-scale EM scatterers and the two
locating schemes in [29]. In Sect. 5.4.2,we discuss techniques on relaxing the require-
ment on knowledge of the orientation and size for locating regular-size scatterers. In
Sect. 5.4.3, we present the imaging schemes of locating multiple multi-scale scat-
terers. Finally, in Sect. 5.4.4, numerical experiments are given to demonstrate the
effectiveness and the promising features of the discussed imaging schemes.
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5.4.1 Multi-scale EM Scatterers and Two Locating Schemes

Throughout the rest of the subsection, we assume k ∼ 1. That is, the wavelength of
the EM plane waves is given by λ = 2π/k ∼ 1 and hence the size of a scatterer can
be expressed in terms of its Euclidean diameter.

5.4.1.1 Scheme S

We first introduce the class of small scatterers for our study. Let ls ∈ N and Dj ,
1 ≤ j ≤ ls be bounded Lipschitz domains in R

3. It is assumed that all Dj ’s are
simply connected and contain the origin. For ρ ∈ R+, we let ρDj := {ρx; x ∈ Dj }
and set

Ω
(s)
j = z j + ρDj , z j ∈ R

3, 1 ≤ j ≤ ls . (5.4.1)

Each Ω
(s)
j is referred to as a scatterer component and its content is endowed with

ε j , μ j and σ j . The parameter ρ ∈ R+ represents the relative size of the scatterer (or,
more precisely, each of its components). The scatterer components (Ω

(s)
j ; ε j , μ j , σ j ),

1 ≤ j ≤ ls , are assumed to satisfy: (i). if for some j , 0 ≤ σ j < +∞, then ε j , μ j and
σ j are all real valuedC2-smooth functions in the closure ofΩ(s)

j ; (ii). in the case of (i),
the following condition is satisfied, |ε j (x) − 1| + |μ j (x) − 1| + |σ j (x)| > c0 > 0
for all x ∈ Ω

(s)
j and some constant c0; (iii). if for some j ,σ j = +∞, then disregarding

the parameters ε j and μ j , Ω
(s)
j is regarded as a PEC obstacle. Condition (ii) means

that if (Ω
(s)
j ; ε j , μ j , σ j ) is a medium component, then it is inhomogeneous from the

homogeneous background space. We set

Ω(s) :=
ls⋃

j=1

Ω
(s)
j and (Ω(s); ε, μ, σ ) :=

ls⋃

j=1

(Ω
(s)
j ; ε j , μ j , σ j ). (5.4.2)

and make the following qualitative assumption,

ρ 	 1 and dist(z j , z j ′) 
 1 for j �= j ′, 1 ≤ j, j ′ ≤ ls . (5.4.3)

The assumption (5.4.3) implies that compared to the wavelength of the incident
plane waves, the relative size of each scatterer component is small and if there are
multiple components, they are sparsely distributed. It is numerically shown in [29]
that if the relative size is smaller than half a wavelength and the distance between
two different components is bigger than half a wavelength, the scheme developed
there works well for locating the multiple components of Ω(s). Let 0 ≤ l ′s ≤ ls be
such that when 1 ≤ j ≤ l ′s , σ j = +∞, and when l ′s + 1 ≤ j ≤ ls , 0 ≤ σ j < +∞.
That is, if 1 ≤ j ≤ l ′s ,Ω

(s)
j is a PEC obstacle component, whereas if l ′s + 1 ≤ j ≤ ls ,

(Ω
(s)
j ; ε j , μ j , σ j ) is a medium component. If l ′s = 0, then all the components of the
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small scattererΩ(s) are ofmedium type and if l ′s = ls , then all the components arePEC
obstacles. The EM scattering corresponding to Ω(s) due to a single pair of incident

waves (Ei , Hi ) is governed by (4.3.1) with O = ⋃l ′s
j=1 Ω

(s)
j and (M; ε, μ, σ ) =

⋃ls
j=l ′s+1(Ω

(s)
j ; ε j , μ j , σ j ). We denote the electric far-field pattern by A(x̂;Ω(s)).

In order to locate the multiple components of Ω(s) in (5.4.2), the following indi-
cator function is introduced in [29],

Is(z) := 1

‖A(x̂;Ω(s))‖2T 2(S2)

∑

m=−1,0,1

(∣
∣
∣
∣

〈
A(x̂;Ω(s)), eik(d−x̂)·z Um

1 (x̂)
〉

T 2(S2)

∣
∣
∣
∣

2

+
∣
∣
∣
∣

〈
A(x̂;Ω(s)), eik(d−x̂)·z V m

1 (x̂)
〉

T 2(S2)

∣
∣
∣
∣

2)

, z ∈ R
3,

(5.4.4)
where

T 2(S2) := {a ∈ C
3| a ∈ L2(S2)3, x̂ · a = 0 for a.e. x̂ ∈ S

2},

which is endowed with the inner product 〈u, v〉T 2(S2) = ∫

S2
u · v, and

Um
n (x̂) := 1√

n(n + 1)
Grad Ym

n (x̂), Vm
n (x̂) := x̂ ∧Um

n (x̂), n ∈ N, m = −n, . . . , n,

with Ym
n (x̂), m = −n, . . . , n the spherical harmonics of order n ≥ 0 (cf. [20]). It is

shown in [29] that z j (cf. (5.4.1)), 1 ≤ j ≤ ls , is a local maximum point for Is(z).
Based on such indicating behavior, the following scheme is proposed in [29] for
locating the multiple components of the small scatterer Ω(s).

Algorithm: Locating Scheme S

1. For an unknown EM scatterer Ω(s) in (5.4.2), collect the far-field data by sending
a single pair of detecting EM plane waves specified in (4.1.1).

2. Select a sampling region with a mesh Th containing Ω(s).
3. For each point z ∈ Th , calculate Is(z).
4. Locate all the significant local maxima of Is(z) on Th , which represent the loca-

tions of the scatterer components.

5.4.1.2 Scheme R

Next, we consider the locating of multiple obstacles of regular size. For this locating
scheme, onemust require the followinggeneric uniqueness result holds for the inverse
scattering problem. Let O1 and O2 be obstacles and both of them are assumed to be
bounded simply connected Lipschitz domains in R3 containing the origin. Then

A(x̂; O1) = A(x̂; O2) if and only if O1 = O2. (5.4.5)
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This result implies that by using a single far-field measurement, one can uniquely
determine an obstacle. There is a widespread belief that such a uniqueness result
holds, but there is only limited progress in the literature, see, e.g., [33, 37, 41].
Throughout the present section, we assume that such a generic uniqueness holds
true.

Wenowbriefly recall SchemeR in [29] for locatingmultiple regular-size obstacles.
Let lr ∈ N and let G j , 1 ≤ j ≤ lr be bounded simply connected Lipschitz domains
containing the origin in R3. Set

Ω
(r)
j = z j + G j , z j ∈ R

3, 1 ≤ j ≤ lr . (5.4.6)

Each Ω
(r)
j denotes a PEC obstacle located at the position z j ∈ R

3. It is required that

diam(Ω
(r)
j ) = diam(G j ) ∼ 1, 1 ≤ j ≤ lr ; L = min

1≤ j, j ′≤lr , j �= j ′
dist(z j , z j ′) 
 1.

(5.4.7)
Furthermore, there exists an admissible reference obstacle space

S := {Σ j }l ′j=1, (5.4.8)

where each Σ j ⊂ R
3 is a bounded simply connected Lipschitz domain that contains

the origin and
Σ j �= Σ j ′ , for j �= j ′, 1 ≤ j, j ′ ≤ l ′, (5.4.9)

such that
G j ∈ S , j = 1, 2, . . . , lr . (5.4.10)

The admissible class S is required to be known in advance, and by reordering if
necessary, it is assumed that

‖A(x̂;Σ j )‖T 2(S2) ≥ ‖A(x̂;Σ j+1)‖T 2(S2), j = 1, 2, . . . , l ′ − 1. (5.4.11)

Let

Ω(r) :=
lr⋃

j=1

Ω
(r)
j . (5.4.12)

ThenΩ(r) denotes the regular-size scatterer for our current study, which may consist
of multiple obstacle components. The second condition in (5.4.7) means that the
components are sparsely distributed. It is numerically observed in [29] that if the
distance is larger than a few numbers of wavelength, then Scheme R works effec-
tively. The assumption (5.4.10) indicates that certain a priori knowledge of the target
scatterer is required. It is remarked that lr is not necessarily the same as l ′. Define l ′
indicator functions as follows,



5.4 Scatterers 157

I j
r (z) =

∣
∣
∣
∣〈A(x̂;Ω(r)), eik(d−x̂)·z A(x̂;Σ j )〉T 2(S2)

∣
∣
∣
∣

‖A(x̂;Σ j )‖2T 2(S2)

, j = 1, 2, . . . , l ′, z ∈ R
3.

(5.4.13)
The following indicating behavior of I j

r (z)’s is proved in [29] and summarized below.

Theorem 5.4.1 Consider the indicator function I 1r (z) introduced in (5.4.13). Sup-
pose there exists J0 ⊂ {1, 2, . . . , lr } such that for j0 ∈ J0, G j0 = Σ1, whereas
G j �= Σ1 for j ∈ {1, 2, . . . , lr }\J0. Then for each z j , j = 1, 2, . . . , lr , there exists
an open neighborhood of z j , neigh(z j ), such that

(i) if j ∈ J0, then

Ĩ 1r (z) := |I 1r (z) − 1| ≤ O

(
1

L

)

, z ∈ neigh(z j ), (5.4.14)

and moreover, z j is a local minimum point for Ĩ 1r (z);
(ii) if j ∈ {1, 2, . . . , lr }\J0, then there exists ε0 > 0 such that

Ĩ 1r (z) := |I 1r (z) − 1| ≥ ε0 + O

(
1

L

)

, z ∈ neigh(z j ). (5.4.15)

Based on Theorem 5.4.1, the Scheme R for locating the multiple components in
Ω(r) can be successively formulated as follows.

Algorithm: Locating Scheme R

1. For an unknown EM scattererΩ(r) in (5.4.12), collect the far-field data by sending
a single pair of detecting EM plane waves specified in (4.1.1).

2. Select a sampling region with a mesh Th containing Ω(r).
3. Collect in advance the far-field patterns associated with the admissible reference

scatterer space S in (5.3.16), and reorder S if necessary to make it satisfy
(5.4.11), and also verify the generic assumption (5.4.5).

4. Set j = 1.
5. For each point z ∈ Th , calculate I j

r (z) (or Ĩ j
r (z) = |I j

r (z) − 1|).
6. Locate all those significant local maxima of I j

r (z) such that I j
r (z) ∼ 1 (or the

minima of Ĩ j
r (z) on Th such that Ĩ

j
r (z) 	 1), where scatterer components of the

form z + Σ j is located.
7. Trim all those z + Σ j found in (6) from Th .
8. If Th = ∅ or j = l ′, then Stop; otherwise, set j = j + 1, and go to (5).

Remark 5.4.1 By (5.4.5) and (5.4.9), it is readily seen that

A(x̂;Σ j ) �= A(x̂;Σ j ′), j �= j ′, 1 ≤ j, j ′ ≤ l ′. (5.4.16)
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Equation (5.4.16) plays a critical role in justifying the indicating behavior of I j
r (z) in

Theorem5.4.1.Nevertheless, since the reference space (5.4.8) is given, one can verify
(5.4.16) in advance. On the other hand, one can also include inhomogeneous medium
components into the admissible reference space provided the relation (5.4.16) is
satisfied. For the inhomogeneous medium component in S , its content is required
to be known in advance; see Remark 5.4.3 in the following.

Scheme R could find important practical applications, e.g., in radar technology
in locating an unknown group of aircrafts, where one has the a priori knowledge on
the possible models of the target airplanes. However, we note here some important
practical situations that Scheme R does not cover. Indeed, in Scheme R, it is required
that each component, say Ω

(r)
1 , is a translation of the reference obstacle Σ1, namely

Ω
(r)
1 = z + Σ1. This means that, in addition to the shape of the obstacle component

Ω
(r)
1 , one must also know its orientation and size in advance (here, the concept of

orientation and size will be given in Sect. 5.4.2). In the radar technology, this means
that in addition to the model of each aircraft, one must also know which direction
the aircraft is heading to. Clearly, this limits the applicability of the locating scheme.
In the next section, we shall discuss strategies to relax the limitations about the
requirement on orientation and size. Furthermore, we shall consider the locating
of multiple multi-scale scatterers, which may include, at the same time, small- and
regular-size scatterers. To that end, we introduce the multiple multi-scale scatterer
for our subsequent study as follows,

Ω(m) := Ω(s) ∪ Ω(r) (5.4.17)

with Ω(s) and Ω(r) given in (5.4.2) and (5.4.12), respectively.

5.4.2 Scheme R with Augmented Reference Spaces

In this section, we discuss an enhanced version of Scheme R with augmented refer-
ence spaces to image a regular-size scatterer with multiple components of different
shapes, orientations and sizes. This goal is achieved through collecting more refer-
ence far field data of a set of a priori known components, in particular associated
with their possible orientations and sizes.

Let �θ,φ,ψ denote the 3D rotation whose Euler angles are θ, φ and ψ with the
x1 − x2 − x3 convention for x = (x1, x2, x3) ∈ R

3. That is,�θ,φ,ψ x = U (θ, φ, ψ)x ,
where U ∈ SO(3) is given by

U =
⎛

⎝
cos θ cosψ − cos θ sinψ + sin φ sin θ cosψ sin φ sinψ + cosφ sin θ cosψ

cos θ sinψ cosφ cosψ + sin φ sin θ sinψ − sin φ cosψ + cosφ sin θ sinψ

− sin θ sin φ cos θ cosφ cos θ

⎞

⎠

(5.4.18)
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with 0 ≤ θ, φ ≤ 2π and 0 ≤ ψ ≤ π . In the sequel, we suppose there exist triplets
(θ j , φ j , ψ j ), j = 1, 2, . . . , lr such that

Ω
(r)
j = z j + �θ j ,φ j ,ψ j G j , (5.4.19)

where G j ∈ S defined in (5.3.16). Now, we let

Ω(r) =
lr⋃

j=1

(z j + �θ j ,φ j ,ψ j G j ) :=
lr⋃

j=1

(z j + G̃ j ) (5.4.20)

denote the regular-size target scatterer for our study. Compared to the regular-size
scatterer in (5.4.12) considered in [29] (cf. (5.4.6)–(5.4.12)), the scatterer introduced
in (5.4.20) possesses the new feature that each component is allowed to be rotated.
In the sequel, the Euler angles (θ j , φ j , ψ j ) will be referred to as the orientation of
the scatterer component Ω(r)

j in (5.4.19).

Next, we also introduce a scaling/dilation operator Λτ j , τ j ∈ R+, and for Ω
(r)
j =

z j + G j , G j ∈ S , we set
Ω

(r)
j := z j + Λτ j G j , (5.4.21)

where Λτ j G j := {τ j x ; x ∈ G j }. Now, for a sequence of {τ j }lrj=1 we set

Ω(r) =
lr⋃

j=1

(z j + Λτ j G j ). (5.4.22)

We call τ j the size or scale of the component Ω(r)
j relative to the reference one G j .

For our subsequent study, we would consider locating a regular-size scatterer with
its components both possibly orientated and scaled,

Ω(r) =
lr⋃

j=1

(z j + �θ j ,φ j ,ψ j Λτ j G j ) :=
lr⋃

j=1

(z j + Ĝ j ). (5.4.23)

Compared to the scatterer in (5.4.12) considered in [29], the scatterer introduced
in (5.4.22) is scaled relatively. To that end, we first show a relation of the far-field
pattern when the underlying scatterer is rotated and scaled.
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Proposition 5.4.1 Let G be a bounded simply connected Lipschitz domain contain-
ing the origin, which represents a PEC obstacle. Then, we have that

A(x̂;�θ,φ,ψG, d, p, k) = U A(UT x̂;G,UT p,UTd, k), (5.4.24)

where U = U (θ, φ, ψ) is the rotation matrix corresponding to �θ,φ,ψ ; and

A(x̂;ΛτG, d, p, k) = τ A(x̂;G, d, p, kτ) (5.4.25)

Proof Let E ∈ H 1
loc(R

3\�θ,φ,ψG) and H ∈ H 1
loc(R

3\�θ,φ,ψG) be the solutions to
the following Maxwell system

∇ ∧ E − ikH = 0, ∇ ∧ H + ikE = 0 in R
3\�θ,φ,ψG,

ν ∧ E = 0 on ∂(�θ,φ,ψG), E = Ei + E+ in R
3\�θ,φ,ψG,

lim|x |→+∞ |x |
∣
∣
∣
∣(∇ ∧ E+)(x) ∧ x

|x | − ikE+(x)

∣
∣
∣
∣ = 0,

(5.4.26)

where Ei (x) = peikx ·d and ν is the outward unit normal vector to ∂(�θ,φ,ψG). Set

Ẽ = �∗
θ,φ,ψE := �−1

θ,φ,ψ ◦ E ◦ �θ,φ,ψ = UT E ◦U
H̃ = �∗

θ,φ,ψ H := �−1
θ,φ,ψ ◦ H ◦ �θ,φ,ψ = UT H ◦U in R

3\G, (5.4.27)

and
Ẽ i (x) := (UT p)eikx ·(U

T d) (5.4.28)

Then, by the transformation properties of Maxwell’s equations (see, e.g., [42]), it is
straightforward to verify that

∇ ∧ Ẽ − ik H̃ = 0, ∇ ∧ H̃ + ik Ẽ = 0 in R
3\G,

ν̃ ∧ Ẽ = 0 on ∂G, Ẽ = Ẽ i + Ẽ+ in R
3\G,

lim|x |→+∞ |x |
∣
∣
∣
∣(∇ ∧ Ẽ+)(x) ∧ x

|x | − ik Ẽ+(x)

∣
∣
∣
∣ = 0,

(5.4.29)

where ν̃ is the outward unit normal vector to ∂G. Clearly, A(x̂;�θ,φ,ψG) can be
read-off from the large |x | asymptotics of E(x) in (5.4.26),

E(x) = peikx ·d + eik|x |

|x | A

(
x

|x | ;�θ,φ,ψG, d, p, k

)

+ O

(
1

|x |2
)

. (5.4.30)

Hence, by (5.4.27) and (5.4.30), we have
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Ẽ(x) = UT E(Ux)

= UT peikUx ·d + eik|Ux |

|Ux | U
T A

(
Ux

|Ux | ;�θ,φ,ψG, d, p, k

)

+ O

(
1

|Ux |2
)

= UT peikx ·U
T d + eik|x |

|x | UT A(U x̂;�θ,φ,ψG, d, p, k) + O

(
1

|x |2
)

.

(5.4.31)
By (5.4.29) and (5.4.31), one can readily see that

UT A(U x̂;Φθ,φ,ψG, d, p, k) = A(x̂;G, Ẽ i ) = A(x̂;G,UTd,UT p, k).

which immediately implies (5.4.24).
In a completely similar manner, one can show (5.4.25). The proof is complete. �

Proposition 5.4.1 suggests that in order to locate a scatterer Ω(r) in (5.4.20) by
using the Scheme R, one can make use of the multi-polarization and multi-incident-
direction far-field data, namely A(x̂; p, d, k) for all p ∈ R

3, d ∈ S
2 and a fixed

k ∈ R+. On the other hand, in order to still make use of a single far-field for the
locating, one can augment the reference space S by letting

S̃ = �θ,φ,ψS := {�θ,φ,ψΣ j }l ′j=1, (θ, φ, ψ) ∈ [0, 2π ]2 × [0, π ]. (5.4.32)

Furthermore, from a practical viewpoint, we introduce a discrete approximation of
S̃ and set

S̃h := {�θh ,φh ,ψhΣ j }l ′j=1 = {Σ̃ j }l̃hj=1, (5.4.33)

where (θh, φh, ψh)denotes an equal distribution over [0, 2π ]2 × [0, π ]with an angu-
lar mesh-size h ∈ R+ and its cardinality Nh , and l̃h := l ′ × Nh . By reordering if
necessary, we assume the non-increasing relation (5.4.11) also holds for those com-
ponents. Next, based on the same single far-field data for Scheme S, one can calculate
l̃h indicator functions according to (5.4.13), but with the reference scatterers taken
from S̃h . We denote the l̃h indicator functions by I j

h (z), 1 ≤ j ≤ l̃h . Then, we have

Theorem 5.4.2 Consider the multiple scatterers introduced in (5.4.20) and the indi-
cator function I 1h (z) introduced above. Let Σ̃l ∈ S̃h be such that

Σ̃1 = �θh
1 ,φh

1 ,ψh
1
Σm0 with Σm0 ∈ S . (5.4.34)

Suppose there exists J0 ⊂ {1, 2, . . . , lr } such that for j0 ∈ J0,

Ω
(r)
j0

= z j0 + G̃ j0 = z j0 + �θ j0 ,φ j0 ,ψ j0
G j0

with

G j0 = Σm0 and ‖(θ j0 , φ j0 , ψ j0) − (θh
1 , φh

1 , ψ
h
1 )‖l∞ = O(h); (5.4.35)
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whereas for the other components Ω
(r)
j , j ∈ {1, 2, . . . , lr }\J0, either of the two con-

ditions in (5.4.35) is violated. Then for each z j , j = 1, 2, . . . , lr , there exists an open
neighborhood of z j , neigh(z j ), such that

(i) if j ∈ J0, then

Ĩ 1h (z) := |I 1h (z) − 1| ≤ O

(
1

L
+ h

)

, z ∈ neigh(z j ), (5.4.36)

and moreover, z j is a local minimum point for Ĩ 1h (z);
(ii) if j ∈ {1, 2, . . . , lr }\J0, then there exists ε0 > 0 such that

Ĩ 1h (z) := |I 1h (z) − 1| ≥ ε0 + O

(
1

L
+ h

)

, z ∈ neigh(z j ). (5.4.37)

Proof Let
Γ̃1 := �θ j0 ,φ j0 ,ψ j0

Σm0 ,

and

H 1
r (z) =

∣
∣
∣
∣〈A(x̂;Ω(r)), eik(d−x̂)·z A(x̂; Γ̃1)〉T 2(S2)

∣
∣
∣
∣

‖A(x̂; Γ̃1)‖2T 2(S2)

, z ∈ R
3.

By a completely similar argument to the proof of Theorem 2.1 in [29], one can show
that H 1

r (z) possesses the two indicating behaviors given in (9.118) and (9.119). Next,
by Proposition 5.4.1, we have

A(x̂; Γ̃1) = A(x̂;�θ0,φ0,ψ0Σm0) = U0A(UT
0 x̂;Σm0 ,U

T
0 p,UT

0 d, k), (5.4.38)

and

A(x̂; Σ̃1) = A(x̂;�θh
1 ,φh

1 ,ψh
1
Σm0) = Uh A(UT

h x̂;Σm0 ,U
T
h p,UT

h d, k), (5.4.39)

where U0 and Uh are the rotation matrices corresponding to �θ0,φ0,ψ0 and �θh
1 ,φh

1 ,ψh
1
,

respectively. By the second assumption in (5.4.35), it is straightforward to show that

‖A(x̂; Γ̃1) − A(x̂; Σ̃1)‖T 2(S2) = O(h). (5.4.40)

Finally, by (5.4.40), one has by direct verification that

|I 1h (z) − H 1
r (z)| = O(h), z ∈ neigh(z j ), j = 1, 2, . . . , lr . (5.4.41)

It is remarked that the estimate in (5.4.41) is independent of neigh(z j ), j = 1, . . . , lr .
By (5.4.41) and the indicating behaviors of H 1

r (z), one immediately has (5.4.36) and
(5.4.37). �
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Based on Theorem 5.4.2, we discuss the following enhanced locating scheme for
locating the multiple components of Ω(r) in (5.4.20).

Algorithm: Locating Scheme AR

This scheme is the same asSchemeR inSect. 5.4.1with steps (3), (5), (7), respectively
modified as

(3) Augment the reference space S to be S̃h in (5.4.33), and reorder the elements
in S̃h such that

‖A(x̂; Σ̃ j )‖T 2(S2) ≥ ‖A(x̂; Σ̃ j+1)‖T 2(S2), j = 1, 2, . . . , l̃h − 1. (5.4.42)

(5) Replace I j
r (z) by I j

h (z).
(7) Trim all those z + Σ̃ j found in Step (6) from Th .

Remark 5.4.2 We remark that in Scheme AR, if certain a priori information is
available about the possible range of the orientations of the scatterer components, it
is sufficient for the augmented reference space S̃h to cover that range only. Clearly,
Scheme AR can not only locate the multiple components of Ω(r) in (5.4.20), but can
also recover the orientation of each scatterer component.

Remark 5.4.3 Similar to Remark 5.4.1, our Scheme AR can be extended to include
inhomogeneous medium components as long as the relation (5.4.16) holds for the
reference scatterers in S̃h . Indeed, in our numerical experiments in Sect. 5.4.4,
we consider the case that the reference scatterers are composed of two inhomoge-
neous mediums, (Σ j ; ε j , μ j , σ j ), j = 1, 2 with ε j , μ j and σ j all constants that are
known in advance. For this case, we would like to remark that by following the same
argument, Proposition 5.4.1 remains the same, which in turn guarantees that Theo-
rem 5.4.2 remains the same as well. Furthermore, we would like to emphasize that
Scheme AR could be straightforwardly extended to work in a much more general
settingwhere theremight be both inhomogeneousmedium components with variable
contents and PEC obstacles presented in the reference space, as long as the generic
relation (5.4.16) is satisfied.

In an analogous manner, for a scatterer described in (5.4.23), Scheme AR can be
modified that the reference space is augmented by the sizes of components to be

S̃h := {Σ̃ j }l̃h,m

j=1 = ∪h,m{�θh ,φh ,ψhΛτmΣ j }l ′j=1, (5.4.43)

where τm is an equal distribution of an interval [s1, s2] with its cardinality Nk , or
some other discrete distribution depending on the availability of certain a priori infor-
mation of relative sizes, and l̃h,m = l ′ × Nh × Nm . Here, s1, s2 are positive numbers
such that [s1, s2] contains the scales/sizes of all the scatterer components. With such
an augmented reference space, Scheme AR can be used to locate the multiple com-
ponents and also recover both orientations and relative sizes of the scatterer Ω(r) in
(5.4.23).
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5.4.3 Locating Multiple Multi-scale Scatterers

In this section, we consider locating a multi-scale scatterer Ω(m) as described in
(5.4.17) with multiple components. In addition to the requirements imposed on the
small component Ω(s) and the regular-size component Ω(r) in Sect. 5.4.1, we shall
further assume that

Lm := dist(Ω(s),Ω(r)) 
 1. (5.4.44)

By Lemmas 3.1 and 3.2 in [29], one has, respectively,

A(x̂;Ω(m), k) = A(x̂;Ω(s), k) + A(x̂;Ω(r), k) + O
(
L−1
m

)
, (5.4.45)

A(x̂;Ω(s), k) = O((kρ)3). (5.4.46)

That is, if k ∼ 1, in the far-field pattern A(x̂;Ω(m)), the scattering information from
the regular-size componentΩ(r) is dominant and the scattering contribution from the
small component Ω(s) can be taken as small perturbation. Hence, a primitive way
to locate the components of Ω(m) can be proceeded in two stages as follows. First,
using the single far-field pattern A(x̂;Ω(m)) as the measurement data, one utilizes
Scheme AR to locate the components of the regular-size scatterer Ω(r). After the
recovery of the regular-size scatterer Ω(r), the far-field pattern from Ω(r), namely
A(x̂;Ω(r)) becomes known. By subtracting A(x̂;Ω(r)) from A(x̂;Ω(m)), one then
has A(x̂;Ω(s)) (approximately). Finally, by applying Scheme S with the far-field
data A(x̂;Ω(s)), one can then locate the components of Ω(s). However, if the size
contrast between Ω(r) and Ω(s) is too big, the scattering information of Ω(s) will be
hidden in the noisy far-field data of Ω(r). Hence, in order for the above two-stage
scheme to work in locating Ω(m), the size contrast between Ω(s) and Ω(r) cannot
be excessively big. But if it is this case, the scattering effect from Ω(s) would be a
significant constituent part to A(x̂;Ω(m)), and this will deteriorate the recovery in
the first stage and then the second-stage recovery will be deteriorated consequently
as well. In order to overcome such a dilemma for this multi-scale locating, we shall
show a subtle local re-sampling technique.

Algorithm: Locating Scheme M

1. Collect a single far-field measurements A(x̂;Ω(m), k) corresponding to the multi-
scale scatterers Ω(m).

2. Select a sampling region with a mesh Th containing Ω(m).
3. Suppose that

Ω(r) =
lr⋃

j=1

(z j + Σ̃ j ), Σ̃ j ∈ S̃h,

as described in (5.4.23) of Sect. 5.4.2. Using A(x̂;Ω(m), k) as the measure-
ment data, one locates the rough locations z̃ j ∈ Th , j = 1, 2, . . . , lr , shapes
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and orientations of each scatterer component following Scheme AR. Here z̃ j ,
j = 1, 2, . . . , lr , are the approximate position points to the exact ones z j , j =
1, 2, . . . , lr .

4. Apply the local re-sampling technique following the next sub-steps to update z̃ j ’s
and to locate the components of the small-size scatterer Ω(s).

(a) For each point z̃ j found in Step (3), one generates a finer local meshQh′ (̃z j )
around z̃ j .

(b) For one set of sampling points, ẑ j ∈ Qh′ (̃z j ), j = 1, 2, . . . , lr , one calculates

Ã(x̂; k) = A(x̂;Ω(m), k) −
lr∑

j=1

eik(d−x̂)·ẑ j A(x̂; Σ̃ j , k). (5.4.47)

(c) Using Ã(x̂; k) in Step (b) as the measurement data, one applies Scheme S
to locate the significant local maximum points on Th\ ∪lr

j=1 Qh′ (̃z j ) of the
corresponding indicator function.

(d) Repeat Steps (b) and (c) by all the possible sets of sampling points from
Qh′ (̃z j ), j = 1, 2, . . . lr . The clustered local maximum points on Th\ ∪lr

j=1

Qh′ (̃z j ) are the positions corresponding to the scatterer components of Ω(s).
(e) One updates the z̃ j ’s to be those sampling points ẑ j ’s which generate the

clustered local maximum points in Step (d).

We note that in (5.4.47), if the re-sampling points ẑ j ’s are the exact position points,
namely ẑ j = z j , j = 1, 2, . . . , lr , then

lr∑

j=1

eik(d−x̂)·ẑ j A(x̂; Σ̃ j , k) = A(x̂;Ω(r), k).

This, together with (5.4.45), implies that Ã(x̂; k) calculated according to (5.4.47) is
an approximation to A(x̂;Ω(s), k).

Next, we discuss an enhanced SchemeM bymaking use of two far-field measure-
ments which could provide a more robust and accurate locating of the multi-scale
scatterers Ω(m). Indeed, we assume that in Ω(m), the diameters of the multiple com-
ponents of Ω(r) are around d1, whereas the diameters of the multiple components
of Ω(s) are around d2 such that d1/d2 is relatively large. We choose two wave num-
bers k1 and k2 such that for λ1 = 2π/k1 and λ2 = 2π/k2, λ1 > d1 with λ1 ∼ d1,
and d2 < λ2 < d1 with λ2/d2 relatively large. Then, in A(x̂;Ω(m), k1), according to
(5.4.45) and (5.4.46), A(x̂;Ω(r), k1) is more significant and this will enable Scheme
AR to have a more accurate locating of Ω(r). On the other hand, according to
(5.4.46), A(x̂;Ω(m), k2) clearly carries more scattering information of Ω(s) than
that in A(x̂;Ω(m), k1). Hence, after the locating of Ω(r) by using A(x̂;Ω(m), k1),
one can use A(x̂;Ω(m), k2) as the measurement data for the second stage in Scheme
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M to yield amore accurate reconstruction ofΩ(s). In summary, the enhanced Scheme
M by making use of two far-field measurements can be formulated as follows.

Algorithm: Enhanced Locating Scheme M

1. Collect two far-field measurements A(x̂;Ω(m), k1) and A(x̂;Ω(m), k2) corre-
sponding to the multi-scale scatterer Ω(m).

2. Use A(x̂;Ω(m), k1) as the measurement data for the first stage in Scheme M,
namely Steps 2) and 3).

3. Use A(x̂;Ω(m), k2) as the measurement data for the second stage in Scheme M,
namely Step 4).

4. Apply the local re-sampling technique following the next sub-steps of Step 4) in
Scheme M to update z̃ j ’s and to locate the components of the small-size scatterer
Ω(s). Particularly, (5.4.47) is modified to be

Ã(x̂; k2) = A(x̂;Ω(m), k2) −
lr∑

j=1

eik2(d−x̂)·ẑ j A(x̂; Σ̃ j , k2). (5.4.48)

5.4.4 Numerical Experiments and Discussions

In this section, we present some numerical results to illustrate salient features of the
schemes using augmented far field data set as well as its ability to image multiple
multi-scale scatterers by the Scheme M with the local re-sampling technique.

Three geometrieswill be considered for the scatterer components in our numerical
experiments. They are given by revolving bodies through rotating the following 2D
shapes in the x-y plane around the x-axis

Circle : {(x, y) : x = cos(s), y = sin(s), 0 ≤ s ≤ 2π},
Peanut : {(x, y) : x =

√

3 cos2(s) + 1 cos(s), y =
√

3 cos2(s) + 1 sin(s), 0 ≤ s ≤ 2π},
Kite : {(x, y) : x = cos(s) + 0.65 cos(2s) − 0.65, y = 1.5 sin(s), 0 ≤ s ≤ 2π}.

In the sequel, they are denoted by B, P and K, respectively, for short. The candidate
data set S̃h includes far field data of all three reference components B, P and K, and
is further lexicographically augmented by a collection of a priori known orientations
and sizes. More precisely, the augmented data set is obtained by rotating P and K in
the x-y plane every π/4 radian1 as shown in Figs. 5.9 and 5.10, respectively, and by
scaling B, P and K by one fifth, one half, one, twice and five times.

In the examples below, as assumed earlier, we set ε0 = μ0 = 1 and σ0 = 0 outside
the scatterer, and hence the wavelength is unitary in the homogeneous background.

1 There are only four different orientations for P due to its symmetry.
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Fig. 5.9 Scatterer component Peanut with four orientations

Fig. 5.10 Scatterer component Kite with eight orientations

Unless otherwise specified, all the scatterer components are either PEC conductors
or inhomogeneous media with all other parameters the same as those in the homo-
geneous background except ε = 4. Our near-field data are obtained by solving the
Maxwell system (4.3.1) using the quadratic H(curl)-conforming edge element dis-
cretization in a spherical domain centered at the origin and holding inside all the
scatterer components. The computational domain is enclosed by a PML layer to
damp the reflection. Local adaptive refinement scheme within the inhomogeneous
scatterer is adopted to enhance the accuracy of the scattered wave. The far-field data
are approximated by the integral equation representation [45, p. 181, Theorem 3.1]
using the spherical Lebedev quadrature (cf. [28]). We refine the mesh successively
till the relative maximum error of successive groups of far-field data is below 0.1%.
The far-field patterns on the finest mesh are used as the exact data. The electric far-
field patterns A(x̂,Ω), Ω = Ω(r) or Ω(m), are observed at 590 Lebedev quadrature
points distributed on the unit sphere S2 (cf. [28] and references therein). The exact
far-field data A(x̂,Ω) are corrupted point-wise by the formula

Aδ(x̂,Ω) = A(x̂,Ω) + δζ1max
x̂

|A(x̂,Ω)| exp(i2πζ2) , (5.4.49)
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(a) (b) (c) (d)

Fig. 5.11 True scatterer for Example PK

where δ refers to the relative noise level, and both ζ1 and ζ2 follow the uniform
distribution ranging from −1 to 1. The values of the indicator functions have been
normalized between 0 and 1 to highlight the positions identified.

Some experimental settings are defined as follows. In our tests, we always take the
incident direction d = (1, 0, 0)T and the polarization p = (0, 0, 1)T . In all our tests,
the noise level is 3%. To improve the accuracy and robustness of imaging results
using Scheme AR and Enhanced Scheme M, we adopt two full augmented data sets
associated with two detecting EM waves with two proper wave numbers, which will
be clearly specified later.

Two inverse scattering benchmark problems are considered here. The first one
PK is to image two regular-size scatterer components with kite- and peanut-shape,
respectively. In this case, we reconstruct the scatterer components with correct orien-
tations and sizes by the augmented data set using Scheme AR. The second example
KB is to image a combined scatterer consisting of multiple multi-scale components,
an enlarged kite of K by two times and a relatively small ball of B scaled to one half
from the unit one. The size ratio between the two components is about six.

5.4.4.1 Scheme AR

Example PK

In this example, we try to locate with Scheme AR a kite component K located at
(2, 2, 2) with azimuthal angle π/4 radian, and a peanut component P located at
(−2,−2,−2) with azimuthal angle 3π/4 radian as shown as in Fig. 5.11a and its
projection on the x − y, y − z and z − x planes shown in Fig. 5.11b–d, respectively.

As remarked earlier, we choose the two scatterer components to be inhomoge-
neous media. There are two considerations for such a choice. First, we discussed
Scheme AR in Sect. 5.4.2 mainly for locating PEC obstacles, but we also gave
the extension to locate medium components if the generic situation described in
Remark 5.4.3 is fulfilled. Second, we would like to illustrate the wide applicability
of Scheme AR, and we refer to [29] for numerical results on recovering multiple
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PEC obstacles by Scheme R. We implement Scheme AR in a two-stage imaging
procedure as follows:

Scheme S

We first set k = 1, which amounts to sending a detecting EM wave of wavelength at
least twice larger than each component of the scatterer. With the collected far-field
data, we implement Scheme S to find how many components to be recovered and
locate the rough positions of those scatterer components.

The imaging result at this coarse stage is shown in Fig. 5.12, indicated by the
characteristic behavior of the function I j

s (z) (cf. (5.4.4)) in Scheme S. Note that no
reference spaces are needed up to this stage. It can be observed that the indicator func-
tion achieves local maxima in the region where there exists a scatterer component,
either kite or peanut. The rough position of the peanut is highlighted in Fig. 5.12a
which indicate a possible scatterer component somewhere around the highlighted
region. In Fig. 5.12b, we see that the rough position of the kite could also be found.
But its dimer brightness as shown in Fig. 5.12b tells us that one cannot figure out its
shape and size up to this stage.

Then we could incorporate the suspicious regions into a stack of cubes, as in
Fig. 5.12c and d. And the computation of the next stage, i.e., Scheme AR, is just
performed on these cubes, which are shown exclusively in Fig. 5.12e and f. It is
emphasized that this preprocessing stage can be skipped and one can directly imple-
ment the SchemeAR as described in the next stage to locate the kiteK and the peanut
P. However, by performing this preprocessing stage, the computational costs can be
significantly reduced, and the robustness and resolution can be enhanced for Scheme
AR, as will be performed in the next stage.
Scheme AR

In this stage, we take k = 5. With the collected far-field data, we implement Scheme
AR to determine the location, shape, orientation and size of each scatterer component.

When we use the far-field data of the reference peanut with 3π/4 azimuthal angle
and unitary scale as the test data in the indicator function I j

r (z) (cf. (5.4.13)), the
distribution of the indicator function is shown in Fig. 5.13a. Then we take maximum
of the indicator values and find a much precise location (−2.1, −2.1, −2.1) of the
peanut, as in Fig. 5.13b. Based on that position, we plot the proper shape, orientation
and size based on the information carried with the far field data employed and plot
the imaging result in Fig. 5.13c. Its projection on the orthogonal cut planes across its
location are shown in Fig. 5.13d–f. It can be concluded that the position identified is
quite good and reasonable.

After excluding the peanut component, we apply Scheme AR to the local
mesh around the Kite component. When the far-field data of the reference kite
with π/4 azimuthal angle and unitary scale is adopted in the indicator function
I j
r (z) (cf. (5.4.13)), the value distribution of the indicator function is shown in
Fig. 5.14a. Then we take maximum of the indicator values and find the the loca-
tion (2.2, 2.2, 2.2) of the kite, as in Fig. 5.14b. As previous, we plot the exact
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Fig. 5.12 Identification in the coarse/preprocessing stage in Example PK
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)c()b()a(

)f()e()d(

Fig. 5.13 Fine stage identification of the Peanut component in Example PK: a the multi-slice
plot of the indicator function; b rough position by take maximum of indicator function; c the
reconstructed component after the determination of the orientation of the peanut; d–f projections
of the reconstruction in c

shape, orientation and size and show three orthogonal cut planes across the location
identified in Fig. 5.14c–f. The identified location is very close to the exact position
of the kite.

5.4.4.2 Enhanced Scheme M

Example KB

In this example we try to locate multiple multi-scale scattering components using
Enhanced Scheme M. The exact scatterer is composed of a kite-shaped scatterer
enlarged by two times from the reference one and a ball scatterer scaled by a half
from the unit one. The kite is chosen to be a PEC obstacle, whereas the ball is an
inhomogeneous medium. The exact scatterer is shown in Fig. 5.15, where the 3D
kite-shaped component is located at (0, 0, −4) and the ball component is located at
(0, 0, 9) with radius a half unit.

Now we employ Enhanced Scheme M to detect the unknown scatterers by apply-
ing Scheme AR first and then Scheme S with the local re-sampling technique. In the
first stage of Scheme AR, the far-field data used are collected by illuminating the
scatterer by an incident EM waves of k = π . In the second stage for Scheme S, the
far-field data used are collected by illuminating the scatterers by an detecting EM
waves of k = 2π/5. For k = π , we enrich our augmented reference space S̃ by the
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)c()b()a(
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Fig. 5.14 Fine stage Identification of the Kite component in Example PK: a the multi-slice plot of
the indicator function; b rough position by taking maximum of the indicator function; c the recon-
structed component after the determination of the orientation and size of the kite; d–f projections
of the reconstruction in c

(a) (b) (c) (d)

Fig. 5.15 True scatterer of Example KB

far-field data corresponding to each reference components with different orientations
and sizes on 590 Lebedev quadrature points on the unit sphere.

It is remarked the order of Scheme AR and Scheme S cannot be interchanged.
SchemeAR is first employed to detect regular components since the scattering ampli-
tude due to the regular components ismuch larger than that from the small ones. After
subtracting those far field data from the observed data, through the shifting formula
applied to the reference data of identified regular components, the scattering ampli-
tude of small components becomes significant among the remaining far field data.
That’s why it is appropriate to employ Scheme S at this stage.
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(a) (b)

(c) (d)

Fig. 5.16 Locating by Scheme AR in Example KB: a the multi-slice plot of the indicator function
by Scheme AR; b the reconstructed component after the determination of the orientation and size
of the kite; c a multi-slice plot with re-sampling cubes; d the isolated re-sampling cubes without
the background multi-slide plot

Scheme AR

We first apply Scheme AR to the multi-scale scatterers. When the far-field data of
the reference kite with vanishing azimuthal angle and double size is adopted in the
indicator function I j

r (z) (cf. (5.4.13)), the local maximum behavior of the indicator
function is shown in Fig. 5.16a. Using Scheme AR, we obtain a rough position of the
kite component by taking the coordinates at which the indicator function achieves
the maximum, namely (0, 0, −4.3056) as shown in Fig. 5.16a. Its shape, orientation
and size are superimposed by the message carried in the far-field data and plotted in
Fig. 5.16b, where we reverse the x-axis for ease of visualization.

Local re-sampling technique

The detected position from Scheme AR in the previous step is an approximate posi-
tion of the kite component due to the noise. In order to implement the local re-
sampling technique, we set a local searching region around the obtained position
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(a) (b)

Fig. 5.17 Locating the small ball scatterer component in Example KB. The multi-slice plots of
the indicator function a when z0 is sufficiently near its actual position (z0 = (0, 0, −4.0056)), or
b when z0 is away from its actual position (z0 = (0, 0, −4.1056))

point, namely (0, 0, −4.3056). In this test, we choose a stack of 10-by-10-by-10
cubes centered at (0, 0, −4.3056) with total side length 1, namely within the pre-
cision of half wave length, as shown in Fig. 5.16c and d. Then we subtract the
the far-field pattern associated with the regular-size component from the total one
following (5.4.47) by testing every searching node in the cubic mesh points.

Scheme S

The rest of the job is to follow Step 4) in Enhanced SchemeM to test every suspicious
points among the cubic grid points as shown in Fig. 5.16c. Figure 5.17 shows a
gradual evolution process as we move gradually the sampling grid point from the
nearly correct z0 = (0, 0, −4.0056) to a perturbed position z0 = (0, 0, −4.1056)),
which not only helps us update the position of the regular-sizeK component at z0 =
(0, 0, −4.0056) but also determines the location of the small-size B component.
From this example, we see that the identified position of the small ball component is
no longer available if the position of the regular-size component is slightly perturbed.
For the current test, the tolerance of the perturbation is within 0.05. Hence, a nice by-
product from the local re-sampling technique is that it helps improve significantly the
position of the regular-size component. The operation in this stage is essentially very
cheap since only a few local grid points are involved and the re-sampling procedure
only computes inner product of the subtracted far-field data with the test data in
(5.4.4). Moreover, efficiency can be further improved by implementing the algorithm
in parallel.
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5.4.5 Discussions

In this section we present several variants of the one-shot method proposed in [29].
Themethods can be used for the efficient numerical reconstruction of multiple multi-
scale electromagnetic scatterers in a very general and practical setting. The methods
are based on two types of imaging functionals in (5.4.4) and (5.4.13), respectively,
for locating small-size and regular-size scatterers. A local re-sampling technique is of
crucial importance to concatenate the two types of imaging functionals for locating
multiple multi-scale EM scatterers.

The imaging functionals in (5.4.4) and (5.4.13) possess a similar flavor to the
matched field imaging functional in finding the locations of multiple point sources
(see, e.g., [13]). One of the salient features of the discussed imaging functionals is
that they can be directly calculated by using the scattering data from a single far-field
measurement.

The imaging functional (5.4.4) is the core for Scheme S of locating small scat-
terers. The amount of data used in the scheme is much small and one cannot expect
to recover many details of the underlying small scatterer. It is known that frequency
algorithms are efficient for detecting a conductivity inclusion with only one source
and many receivers. In [25, 40], direct sampling methods is discussed for the inverse
acoustic medium scattering problem by employing at most a few far-field measure-
ments. Our method can also be extended to those important practical scenarios, but
with many nontrivial and technical modifications.

Scheme R of locating regular-size scatterers is based on a series of imaging func-
tionals in (5.4.13). For this scheme, one needs know in advance the possible shapes
of the underlying scatterers. Nevertheless, Scheme R could find important applica-
tions, e.g. in radar technology as discussed at the end of Sect. 5.4.1.2. In Scheme
R, we has also made use of a generic uniqueness result in (5.4.5) of determining a
PEC obstacle by a single far-field measurement. It is remarked that such a unique
determination result is mainly of theoretical interest. In fact, in [4] for a realistic noise
model, it has been illustrated that high-frequency approximations do not provide any
information in the shadow region of a scatterer and only the illuminated region can
be reconstructed. This also justifies our qualitative reconstruction by using Scheme
R. Nevertheless, we believe that if more measurement data could be incorporated
into the Scheme R, then one could extract more information of the underlying scat-
terer. It is an interesting direction for further investigation. We mention in passing
the other promising imaging schemes of recovering regular-size scatterers in [4] of
using many measurements.

Our remark of incorporating more measurement data into Scheme R to extract
more information of the regular-size scatterers also applies to Scheme S of finding
small EM scatterers. In [8], resolved imaging (namely, recovering both the shape
and EM parameters) on a small EM target has been obtained from the full multi-
static response matrix. The configuration of the measurement data in our Scheme S
corresponds to having only one column of the response matrix in [8]. It is worth-
while to investigate the connection between our Scheme S and the resolved imaging
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scheme in [8] of recovering small scatterers. Finally, we would like to mention the
other promising schemes of imaging small scatterers by employing many measure-
ments, including the Kirchhoff back-propagation, MUSIC, and reverse time migra-
tion among others; see [2–4] and the references therein.
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Chapter 6
Direct Elastic Scattering Problems

We first introduce the Lamé system that governs the elastic wave propagation in Rn ,
n = 2, 3. Throughout, we let C and ρ signify the constitutive material parameters of
an elastic medium. Here, C (x) = (Ci jkl(x))ni, j,k,l=1 is a four-rank real-valued tensor
satisfying the following symmetry property:

Ci jkl = Ckli j and Ci jkl = C j ikl = Ci jlk, i, j, k, l = 1, 2, . . . , n. (6.0.1)

ρ(x) is a bounded measurable complex-valued function with �ρ > 0 and �ρ ≥ 0.
Physically, C signifies the stiffness tensor, and �ρ and �ρ characterize the density
and damping of an elastic medium, respectively. Let u(x) = (u j (x))nj=1 ∈ C

n denote
the displacement field in the elasticmedium. In linear elasticity, one has the following
Lamé system:

LC u + ω2ρu = 0, LC u := ∇ · (C : ∇u) =
⎛
⎝

n∑
j,k,l=1

∂ j (Ci jkl∂luk)

⎞
⎠

n

i=1

,

(6.0.2)
where ω ∈ R+ signifies the angular frequency and LC is referred to as the Lamé
operator associated with C . In (6.0.2), the symbol “:” indicates an action of double
contraction, which is defined for two matrices A = (ai j )ni, j=1 and B = (bi j )ni, j=1:

A : B =
n∑

i, j=1

ai j bi j and C : A = (C : A)i j =
(

n∑
k,l=1

Ci jklakl

)
.

Throughout we assume that the elastic tensor C satisfies the uniform Legendre ellip-
ticity condition:

cmin‖ξ‖22 ≤ ξ : C : ξ ∗ ≤ cmax‖ξ‖22, ∀ ξ ∈ C
n×n being a symmetric matrix,

(6.0.3)
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where cmin and cmax are two positive constants. If there exist scalar real functions
λ(x) and μ(x) such that

Ci jkl = λδi jδkl + μ(δikδ jl + δilδ jk), (6.0.4)

where δ is theKronecker delta function, then the elasticmedium is said to be isotropic,
otherwise it is said anisotropic.

6.1 Elastic Scattering from Obstacles

Consider a time-harmonic elastic plane wave uin(x), x ∈ R
3 (with the time variation

of the form e−iωt being factorized out, whereω ∈ R+ denotes the angular frequency)
impinged on a rigid scatterer D ⊂ R

3 embedded in an infinite isotropic and homoge-
neous elastic medium inR3. The elastic scattering is governed by the reduced Navier
equation (or Lamé system)

(Δ∗ + ω2)u = 0, in R
3\D, Δ∗ := μΔ + (λ + μ)∇div (6.1.1)

whereu(x) ∈ C
3 denotes the total displacement field, andλ,μ are theLamé constants

satisfyingμ > 0 and 3λ + 2μ > 0. Here, we note that the density of the background
elastic medium has been normalized to be unitary. Henceforth, we suppose that
D ⊂ R

3 is an open bounded domain such that R3\D is connected. It is emphasized
that D may consist of (finitely many) multiple simply connected components. The
incident elastic plane wave is of the following general form

uin(x) = uin(x; d, d⊥, α, β, ω) = α deikpx ·d + βd⊥eiks x ·d , α, β ∈ C, (6.1.2)

where d ∈ S
2 := {x ∈ R

3 : |x | = 1}, is the impinging direction, d⊥ ∈ S
2 satisfy-

ing d⊥ · d = 0 is the polarization direction; and ks := ω/
√

μ, kp := ω/
√

λ + 2μ
denote the shear and compressional wave numbers, respectively. If α = 1, β = 0
for uin in (6.1.2), then uin = uinp := deikpx ·d is the (normalized) plane pressure
wave; whereas if α = 0, β = 1 for uin in (6.1.2), then uin = uins := d⊥eiks x ·d is the
(normalized) plane shear wave. The obstacle D is a rigid body and u satisfies the
first kind (Dirichlet) boundary condition

u = 0 on ∂D. (6.1.3)

Define usc := u − uin to be the scattered wave, which can be easily verified to satisfy
the Navier equation (6.1.1) as well. usc can be decomposed into the sum

usc := usc
p + usc

s , usc
p := − 1

k2p
∇div usc, usc

s := 1

k2s
∇ × ∇ × usc,
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where the vector functions usc
p and usc

s are referred to as the pressure (longitudinal)
and shear (transversal) parts of usc, respectively, satisfying

(Δ + k2p)u
sc
p = 0, ∇ × usc

p = 0, in R
3\D,

(Δ + k2s )u
sc
s = 0, div usc

s = 0, in R
3\D.

Moreover, the scattered field usc is required to satisfy Kupradze’s radiation condition

lim
r→∞

(
∂usc

p

∂r
− ikpusc

p

)
= 0, lim

r→∞

(
∂usc

s

∂r
− iksusc

s

)
= 0, r = |x |, (6.1.4)

uniformly in all directions x̂ = x/|x | ∈ S
2 (see, e.g., [1]). The radiation conditions

in (6.1.4) lead to the P-part (longitudinal part) u∞
p and the S-part (transversal part)

u∞
s of the far-field pattern of usc.
The direct elastic scattering problem (DP) is stated as follows

(DP): Given a rigid scatterer D ⊂ R
3 and an incident plane wave uin of the form

(6.1.2), find the total field u = uin + usc inR3\D such that the Dirichlet boundary
condition (6.1.3) holds on ∂D and that the scattered field usc satisfies Kupradze’s
radiation condition (6.1.4).

We refer to the monograph [8] for a comprehensive treatment of the boundary value
problems of elasticity. It is well-known that the direct scattering problem admits a
unique solutionu ∈ C2(R3\D)3 ∩ C1(R3\D)3 if ∂D isC2-smooth (see [8]),whereas
u ∈ H 1

loc(R
3\D)3 if ∂D is Lipschitz (see [2]).

6.2 Elastic Scattering from Mediums

In this section we consider the elastic scattering from an inhomogeneous medium in
R

n, (n = 2, 3). We assume that the inhomogeneity is compactly supported. Let Ω

be a bounded C2 domain inRn which supports an inhomogeneous isotropic medium
characterized by ρ(x). We take the detecting/incident wave field to be a plane waves,

uin(x) = uin(x; d, d⊥, α, β, ω) = α deikpx ·d + βd⊥eiks x ·d , α, β ∈ C, (6.2.1)

where d ∈ S
2 := {x ∈ R

3 : |x | = 1}, is the impinging direction, d⊥ ∈ S
2 satisfying

d⊥ · d = 0 denotes the polarization direction; and ks := ω/
√

μ, kp := ω/
√

λ + 2μ
denote the shear and compressional wave numbers, respectively. If α = 1, β = 0 for
uin in (6.2.1), then uin = uinp := deikpx ·d is the (normalized) plane pressure wave;
and if α = 0, β = 1 for uin in (6.2.1), then uin = uins := d⊥eiks x ·d is the (normalized)
plane shear wave.
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The direct elastic scattering problem is described as follows: given λ, μ, ω and
an incident wave uin satisfying

(Δ∗ + ω2)u = 0, in R
3, Δ∗ := μΔ + (λ + μ)∇div (6.2.2)

find a scattered field us , such that the total field u = uin + us such that

(Δ∗ + ω2ρ)u = 0, in R
3. (6.2.3)

Moreover, us satisfies a rediation condition

lim
r→∞

(
∂usc

p

∂r
− ikpusc

p

)
= 0, lim

r→∞

(
∂usc

s

∂r
− iksusc

s

)
= 0, r = |x |. (6.2.4)

6.3 Elastic Scattering from Complex Scatterers

In this section, we consider the time-harmonic elastic wave scattering from a general
inhomogeneous medium with an embedded impenetrable obstacle.

We consider themediumcompactly supported in a bounded domainΩ inRn, (n =
2, 3) and let D � Ω be an impenetrable obstacle. To that end, we note that physically,
D represents a traction-free impenetrable obstacle embedded in the elastic medium
(Ω\D;C , ρ). In what follows, we set D ⊕ (Ω\D;C , ρ) to signify such an elastic
object as described above. Let λe, μe and ρe be real constants satisfying the strong
convexity condition (induced by the ellipticity condition (6.0.3)):

μe > 0, nλe + 2μe > 0 and ρe > 0. (6.3.1)

Let C e be an isotropic elastic tensor as defined in (6.0.4) with λ = λe and μ = μe.
Let (C , ρ) be extended intoRn\Ω such that (C , ρ) = (C e, ρe) inRn\Ω . Let uin be
an entire solution to the following Lamé system:

μeΔuin + (λe + μe)∇(∇ · uin) + ω2ρeuin = 0. (6.3.2)

Consider the following elastic scattering system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

LC u + ω2ρu = f in R
n\D,

u = uin + us in R
n\Ω,

B(u) = 0 on ∂D,

u
∣∣
∂Ω

= us
∣∣
∂Ω

+ uin, Tν(u) = Tν(us) + Tν(uin) on ∂Ω,

up, s = − 1
k2p

∇(∇ · us), us, s = 1
k2s

∇ × (∇ × us) in R
n\Ω,

lim|x|→∞ |x|(n−1)/2
(

∂ut,s

∂|x| − ıκtut,s
) = 0, t = p, s,

(6.3.3)
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whereTν(u) := ν · (C : ∇u) with ν ∈ S
n−1 signifying the exterior unit normal vec-

tor to the boundary and f(x) indicates a source and is compactly supported out-
side Ω , namely supp(f) ⊂ Br0\Ω for some ball Br0 with center at the origin and a
radius of r0. ı := √−1, κs := ω

√
1/μe and κp := ω

√
1/(λe + 2μe), andB(u) = u

or B(u) = Tν(u) correspond, respectively, to the cases that D is rigid or traction-
free. The system (6.3.3) describes the time-harmonic scattering due to an incident
field uin and the scatter D ⊕ (Ω\D;C , ρ). us is referred to as the scattered field,
which characterizes the perturbation of the propagation of the incident field due to
the presence of the inhomogeneous scatterer. up,s and us,s are the compressional
and shear parts of us , respectively. The last limit in (6.3.3) is known as the Kupradze
radiation condition,which holds uniformly in the angular variable x̂ := x/|x| ∈ S

n−1.
The next lemma, which can be named as Rellich’s lemma in the linear elasticity,

can be proved by generalizing the arguments in [7].

Lemma 6.3.1 Let Br be an appropriate ball centered at origin with a radius r ∈ R+,
and assume that us is a radiating solution to

μΔus + (λ + μ)∇(∇ · us) + ω2 ρus = 0, μ > 0, nλ + 2μ > 0, ρ > 0

in |x| ≥ r . If

�(
∫

∂Br

Tνus · usds
) ≤ 0, (6.3.4)

then us = 0 in |x| ≥ r .

The well-posedness of the scattering problem (6.3.3) in such a general scenario
is provided as follows.

Proposition 6.3.1 There exits a unique solution u ∈ H 1(Rn\D)n to the scattering
problem (6.3.3). Furthermore, it holds that

‖u‖H 1(Rn\D)n ≤ C

(
‖uin‖H 1/2(∂Ω)n + ‖Tν(uin)‖H−1/2(∂Ω)n + ‖f‖L2(Br0 \Ω)n

)
,

(6.3.5)

where C is a positive constant, Ω � Br0 and Br0 is a ball centered at the origin with
the radius r0 ∈ R+.

Proof By using an appropriate truncation we can truncate the unbounded domain
R

n\D in (6.3.3) into a bounded one. Inwhat follows,we let Br signify a central ball of
radius r containingΩ and consider the following PDE system: Find u ∈ H 1(Br\D)n

such that
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

LC u + ω2ρ(x)u = 0 in Ω\D,

LC eus + ω2ρeus = f in R
n\Ω,

us = up, s + us, s in Br\Ω,

B(u) = 0 on ∂D,

u
∣∣
∂Ω

= us
∣∣
∂Ω

+ uin, Tν(u) = Tν(us) + Tν(uin) on ∂Ω,

up, s = − 1
k2p

∇(∇ · us), us, s = 1
k2s

∇ × (∇ × us) in Br\Ω,

Tν(us) = Λus on ∂Br .

(6.3.6)

where Λ is the Dirichlet-to-Newmann (DtN) map such that

Λ : H 1/2(∂Br )
n −→ H−1/2(∂Br )

n,

g̃ �−→ Tν (̃q) (6.3.7)

with a radiating solution q̃ for Navier equation

{
μeΔq̃ + (λe + μe)∇(∇ · q̃) + ω2 ρeq̃ = 0 in R

n\Br ,

q̃ = g̃ on ∂Br ,

where λe, μe and ρe are real constants satisfying the strong convexity condition
(6.3.1).

First, we establish the equivalence of problem (6.3.3) and problem (6.3.6). There-
fore we can prove that (6.3.6) admits a unique solution and satisfies certain a priori
estimates.

By applying the definition of Λ, it is easy to see that if (u, us) is a solution to the
scattering problem (6.3.3), then (u, us)

∣∣
Br\D solves the scattering problem (6.3.6).

On the other hand, suppose (u, us) is a solution to the truncated system (6.3.6).
By applying the integral representation andTν us = Λus on ∂Br , we can derive that

us(x) =
∫

∂Br

{{
T

y
ν Φ(x, y)}� · us(y) − Φ(x, y) · Λus(y)

}
ds(y) +

∫
Br \Ω

Φ(x, y) · f(y) dy

−
∫

∂Ω

{{
T

y
ν Φ(x, y)

}� · us(y) − Φ(x, y) · T y
ν us(y)

}
ds(y), (6.3.8)

where Φ(x, y) is the fundamental solution to the Lamé system (6.3.2) with the form

Φ(x, y) = κ2
s

4πω2

eıκs|x−y|

|x − y| I + 1

4πω2
∇x∇�

x
eıκs|x−y| − eıκp|x−y|

|x − y| (6.3.9)

and

T y
ν Φ(x, y) =

[
T y

ν

(
Φ(x, y)(:, 1)

)
, T y

ν

(
Φ(x, y)(:, 2)

)
, T y

ν

(
Φ(x, y)(:, 3)

)]
.

(6.3.10)
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Here, I is the identity matrix, Φ(x, y)(:, j) denotes the j-th column of Φ(x, y),
j = 1, 2, 3. T y

ν is the exterior unit normal vector to the boundaries with respect to
y. Notice that Φ(x, y) = Φ(x, y)�. Then, by combining the definition of Λ with the
fact that each column of Φ(x, y) satisfies the Kupradze radiation condition, we can
obtain that

∫
∂Br

{{
T y

ν Φ(x, y)
}� · us(y) − Φ(x, y) · Λus(y)

}
ds(y) = 0. (6.3.11)

Substituting (6.3.11) into (6.3.8) yields

us(x) = −
∫

∂Ω

{{
T y

ν Φ(x, y)
}� · us(y) − Φ(x, y) · T y

ν us(y)
}
ds(y)

+
∫
Br\Ω

Φ(x, y) · f(y) dy.

Clearly, us can be extended to a function belong to H 1
loc(R

n\Ω)n (still denoted by
us). Since each column of Φ(x, y) or T y

ν Φ(x, y) satisfies the Kupradze radiation
condition, the new function us ∈ H 1

loc(R
n\Ω)n also satisfies the Kupradze radiation

condition. Hence, (v, us) solves problem (6.3.3).
Next, we prove that there exists a unique solution to the system (6.3.3) and it is

relied on the input data uin and f .
Firstly, letB(u) = 0 on ∂D, uin = 0, Tν(uin) = 0, f = 0. It is sufficient to show

that there exists only a trivial solution to (6.3.3). Post-multiplying the first equation
of (6.3.3), respectively, by uin and us and using the Betti’s first formula over Rn\D
and Br\Ω and the boundary conditions on ∂D and ∂Ω , we have

∫
Rn\D

[C (x) : ∇uin] : ∇v dx =
∫
Rn\D

ω2ρ |uin |2 dx −
∫
Br \Ω

[C e : ∇us ] : ∇us ds(x)

+
∫

∂Br
ν · [C e : ∇us ] · us ds(x) +

∫
Br \Ω

ω2 ρe |us |2 dx.
(6.3.12)

Taking the imaginary part of the equation above, we obtain

�
∫

∂Br

ν · [C e : ∇us] us ds(x) = −
∫

Ω\D
ω2 �ρ |u|2 dx ≤ 0.

From Lemma 6.3.1 and the unique continuation principle, we know us = 0 in Ω\D
and v = 0 in D. Therefore, the uniqueness of the solution to (6.3.3) is established.

We know that problems (6.3.3) and (6.3.6) are equivalent. Thus, we only need
to verify the existence of solution to (6.3.6) by the variational technique. Without
loss of generality, we assume ω2ρe is not a Dirichlet eigenvalue in Br\Ω . It is easy
to check that the vector field w, which is defined by w(x) = uin(x) in Ω\D and
w(x) = us(x) + ṽ(x) in Br\Ω , satisfies
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

LC w + ω2ρ(x)w = f in Br\D,

ws = wp, s + ws, s in Br\Ω,

Tν(w) = p on ∂D,

w− = w+ on ∂Ω,

Tν(w−) = Tν(w+) + Tν(uin) − Tν (̃v) on ∂Ω,

Tν(w−) = Λw+ + Tν (̃v) on ∂Br ,

(6.3.13)

where w− and w+ stand for the limits from outside and inside ∂Ω , respectively, Λ
is the DtN operator given in (6.3.7), ṽ is a solution to the following equation:

⎧⎨
⎩

μeΔ̃v + (λe + μe)∇(∇ · ṽ) + ω2ρẽv = 0 in Br\Ω
ṽ = uin on ∂Ω,

ṽ = 0 on ∂Br .

(6.3.14)

By [9, Theorem 4.10], we know that ṽ is unique and ‖̃v‖H 1(Br\Ω)n = O(‖uin

‖H 1/2(∂Ω)n ).
Next, we introduce a bounded operator

Λ0 : H 1/2(∂Br )
n −→ H−1/2(∂Br )

n

which maps Φ to Tν(w̃)

∣∣∣∣
∂Br

where w̃ ∈ H 1
loc(R

n\Br )
n is the unique solution of the

following system:

{
μeΔw̃ + (λe + μe)∇(∇ · w̃) + ω2ρew̃ = 0 in R

n\Br ,

w̃ = Φ ∈ H 1/2(∂Br )
n on ∂Br .

(6.3.15)

The operator Λ0 has the following properties

−
∫

∂Br

ΦΛ0Φ ds(x) ≥ 0, Φ ∈ H 1/2(∂Br )
n, (6.3.16)

and the differenceΛ − Λ0 is a compact operator from H 1/2(∂Br )
n → H−1/2(∂Br )

n .
It is proved in [3] that these properties still hold for dyadic field by the similar
analysis for the Laplace operator [5, 6]. Hence, for any ϕ ∈ H 1(Br\D)n , using the
test function ϕ we can easily derive the variational formulation of (6.3.13): find
w ∈ H 1(Br\D)n such that

a1(w,ϕ) + a2(w,ϕ) = F (ϕ), (6.3.17)

where the bilinear forms a1, a2 and the linear functional F (·) are defined by
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a1(w,ϕ) :=
∫

Ω\D
(C (x) : ∇ϕ) : ∇w dx +

∫
Ω\D

ρ ω2 w · ϕ dx +
∫
Br \Ω

(C e : ∇ϕ) : ∇w dx

+
∫
Br \Ω

ω2 ρe w · ϕ dx −
∫

∂Br
Λ0w · ϕ ds(x),

a2(w,ϕ) := −2
∫

Ω\D
ρ ω2 w · ϕ dx − 2

∫
Br \Ω

ω2 ρe w · ϕ dx

−
∫

∂Br
(Λ − Λ0)w · ϕ ds(x),

F (ϕ) :=
∫

∂Ω

(Tν(uin) − Tν (̃v)) · ϕ ds(x) +
∫

∂Br
Tν (̃v) · ϕ ds(x)

−
∫
Br \D

f · ϕ dx.

By using the assumptions about ρ(x) and C (x), Cauchy-Schwarz inequality and
the definition of operator Λ0, one can show the boundedness of the bilinear form a1:
for any φ, ϕ ∈ H 1(Br\D)n ,

∣∣a1(φ, ϕ)
∣∣ ≤ C1 ‖φ‖H 1(Br\D)n‖ϕ‖H 1(Br\D)n

for some constant C1. Furthermore, by virtue of Poincaré’s inequality and (6.3.16),
we have the coercivity property of the bilinear form a1: for any ϕ ∈ H 1(Br\D)n ,

a1(ϕ, ϕ) ≥ C2 ‖ϕ‖2
H 1(Br\D)n

for some constant C2. According to Lax-Milgram lemma, there exists a bounded
inverse operator L : H 1(Br\D)n −→ H 1(Br\D)n such that

a1(w,ϕ) = 〈Lw,ϕ〉,

where 〈·, ·〉 is the inner product in H 1(Br\D)n , and the inverse ofL is also bounded.
In view of the expression of the bilinear form a2, we introduce two bounded operators
K1 and K2 given by

〈K1w,ϕ〉 := 2
∫

Ω\D
ρ ω2 w · ϕ dx + 2

∫
Br\Ω

ω2 ρe w · ϕ dx, (6.3.18)

〈K2w,ϕ〉 :=
∫

∂Br

(Λ − Λ0)w+ · ϕ ds(x).

We claim that the operators K1 and K2 are both compact. In fact, let {wn}∞n=1
be a bounded sequence in H 1(Br\D)n and weakly converge to w∗ in the sense of
‖ · ‖H 1(Br\D)n (denoted by wn ⇀ w∗). Since I : H 1(Br\D)n −→ L2(Br\D)n is a
compact embedding operator, we get
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〈K1(wn − w∗),ϕ〉 = 2
∫
Ω\D

ρ ω2 (wn − w∗) · ϕ dx + 2
∫
Br \Ω

ω2 ρe (wn − w∗) · ϕ dx

and thus

∥∥∥K1(wn − w∗)
∥∥∥
2

H 1(Br\D)n
= 〈K1(wn − w∗), K1(wn − w∗)〉

= 2
∫

Ω\D
ρ ω2 (wn − w∗) · K1(wn − w∗) dx

+ 2
∫
Br\Ω

ρe ω2 (wn − w∗) · K1(wn − w∗) dx

≤ 2C ω2 max
{‖ρ(x)‖L∞(Ω\D), ρe

} ∥∥wn − w∗
∥∥2
L2(Br\D)n

,

which implies thatK1 is compact. Similarly, we can verify the compactness ofK2.
Sincewn ⇀ w∗ in H 1(Br\D)n , we havewn

∣∣
∂Br

⇀ w∗
∣∣
∂Br

in H 1/2(∂Br )
n by the trace

operator. Together with the compactness of Λ − Λ0, it is easy to obtain that

(Λ − Λ0)wn

∣∣
∂Br

−→ (Λ − Λ0)w∗
∣∣
∂Br

in H−1/2(∂Br )
n . For any ϕ ∈ H 1(Br\D)n , it holds that

〈K2(wn − w∗),ϕ〉 =
∫

∂Br

(Λ − Λ0)(wn − w∗) · ϕ ds(x).

Therefore we have

∥∥∥K2(wn − w∗)
∥∥∥2
H1(Br \D)n

= 〈K2(wn − w∗),K2(wn − w∗)〉

=
∫

∂Br
(Λ − Λ0)(wn − w∗) · K2(wn − w∗) ds(x)

≤ ‖(Λ − Λ0)(wn − w∗)‖H−1/2(∂Br )n‖K2(wn − w∗)‖H1/2(∂Br )n

≤ C
∥∥(Λ − Λ0)(wn − w∗)

∥∥
H−1/2(∂Br )n

∥∥wn − w∗
∥∥
L2(Br \D)n

,

which implies that K2 is compact.
SinceL is bounded andK1 + K2 is compact, we know thatL − (K1 + K2) is

a Fredholm operator of index zero. According to the Fredholm alternative theorem,
Riesz representation theory and the uniqueness of (6.3.3), we know there must exist
a solution to (6.3.3). Since the inverse of L − (K1 + K2) is bounded, by applying
the Lax-Milgram lemma to

〈
(T − K1 − K2)w,ϕ

〉 = F (ϕ),

we get
‖w‖H 1(BR\D)n ≤ C‖F‖.
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On the other hand, it is straightforward to verify that

∣∣F (ϕ)
∣∣ ≤ C

(
‖uin‖H 1/2(∂Ω)n + ‖Tν(uin)‖H−1/2(∂Ω)n + ‖f‖L2(Br0 \Ω)n

)
‖ϕ‖H(Br\D)n ,

which can directly imply the inequality (6.3.5).
The proof is complete. �

6.4 Green’s Theorems and Representation Formulas

From now on we suppose that the given real constants ω, λ and μ satisfy

ω > 0, μ > 0, 2μ + λ > 0.

Moreover, for a smooth vector field U , Δ∗U := μU + (λ + μ)∇(∇ ·U ). If ν ∈ C
3

is a vector and U is a smooth vector field in a neighborhood of a point x ∈ R
3, we

denote by [T (U, ν)](x) the vector

[T (U, ν)](x) := (β1 + μ)
∂U

∂ν
(x) + β2(∇ ·U )(x)ν(x) + β1ν(x) ∧ [∇ ∧U (x)].

Here β1, β2 ∈ R are arbitrary constants satisfying β1 + β2 = λ + μ. Note that there
is no indication that T dependent on β1 and β2. For β1 = μ and β2 = λ, [T (U, ν)](x)
is the tranction vector on a surface containing x with normal vector ν at x . Notice that
the notation (TU )(x) is shorten for [T (U, ν(x))](x)which stands for the integration
on a surface having the normal vector ν.

If D ⊂ R
3 is a C2-smooth, bounded, open set and if U, V : D → C

3 denote
C2(D)-smooth vector fields, then Gauss’ theorem implies

∫
∂D

(TU ) · Vds =
∫
D
(β1 + μ)

(
ΔU · V +

3∑
j,k=1

∂Uj

∂xk

∂Vj

∂xk

)
dx

+
∫
D

β2[∇(∇ ·U ) · V + (∇ ·U )(∇ · V )]dx

+
∫
D

β1[(∇ ∧ ∇ ∧U ) · V − (∇ ∧U ) · (∇ ∧ V )]dx (6.4.1)

=
∫
D

{
(β1 + μ)

3∑
j,k=1

∂Uj

∂xk

∂Vj

∂xk
+ β2(∇ ·U )(∇ · V )

− β1(∇ ∧U ) · (∇ ∧ V )

}
dx +

∫
D
(Δ∗U ) · Vdx,

which we call the first Betti formula.
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It is possible to weaken the regularity assumptions onU and V .U, V ∈ C1(D) ∩
C2(D) and Δ∗U ∈ C(D) are sufficient for the above first Betti formula.

Interchanging the roles of U and V in (6.4.1) and subtracting yields the second
Betti formula
∫

∂D
{(TU ) · V − (T V ) ·U }ds =

∫
D
{(Δ∗U + ω2U ) · V − (Δ∗V + ω2V ) ·U }dx,

(6.4.2)

for any ω > 0.
In order to state representation theorems we need a fundamental solution for

the operator Δ∗ + ωI . This will be a matrix valued function Π : R3\{0} → C
3×3.

Denoting by d1, d2, d3 the cartesian unit vectors in R3 we define for x ∈ R
3, x �= 0,

the j th column of Π(x) by

Π(x)d j := eiκs |x |

4πμ|x |d j + 1

ω2
∇∇ ·

{
eiκs |x | − eiκp |x |

4π |x | d j

}
, j = 1, 2, 3.

This matrix is called Kupradze’s matrix. We denote its entry in the j th row and
kth column by Π jk . From its definition we can infer that it is an even function of
x satisfying Π(x) = Π(x)T , i.e., it coincide with its transpose. In addition, we see
with the help of ∇ ∧ ∇ ∧ · = −Δ + ∇(∇·) that

Π(x)d j = 1

ω2
∇ ∧ ∇ ∧

{
eiκs |x |

4π |x |d j

}
− 1

ω2
∇∇ ·

{
eiκp |x |

4π |x |d j

}
, j = 1, 2, 3.

(6.4.3)

We have to study some more properties ofΠ , especially its behavior for |x | → 0.
To this end we expand eiκ|x |/(4π |x |) in a power series and obtain

eiκ|x |

4π |x | = cos(κ|x |)
4π |x | + i

sin(κ|x |)
4π |x | (6.4.4)

= 1

4π |x | − κ2

8π
|x | + κ4|x |3 f1(κ2|x |2) + iκ f2(κ

2|x |2) (6.4.5)

with two entire functions f1 and f2. Inserting these expressions in the definition
of Π , collecting the terms having a 1/|x |-singularity, and using (κ2

p − κ2
s )/ω

2 =
−(λ + μ)/[μ(2μ + λ)] motivates the definition of

Π
(0)
jk (x) := δ jk

4πμ|x | − λ + μ

8πμ(2μ + λ)

∂2|x |
∂x j∂xk

, j, k = 1, 2, 3,

and of the matrix Π(0)(x) := (
Π

(0)
jk (x)

)
for x �= 0. For the Δ∗-operator Kelvin’s

matrix Π(0) has the same role that 1/(4π | · |) has for the operator Δ-operator.
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Now we provide the representation theorems for the elastic scattering problem.
To this end we also need the analogues of the double-layer potentials and we define
for a vector ν ∈ C

3 the matrix valued functions Ξ and Ξ(0) by

Ξ(x, y, ν)T d j := Ty
(
Π(x − y)d j , ν

)
, x, y ∈ R

3, x �= y,

Ξ(0)(x, y, ν)T d j := Ty
(
Π(0)(x − y)d j , ν

)
, x, y ∈ R

3, x �= y,

i.e., the j th row of ofΞ(x, y, ν) consists of the pseudostress vector of the j th column
of Ξ and similarly for Ξ(0). Since in the sequel ν is always the unit normal vector at
a point y lying on a surface, we omit the dependence on ν and write Ξ(x, y) instead
of Ξ

(
x, y, ν(y)

)
and similarly for Ξ(0).

Theorem 6.4.1 Let D ⊂ R
3 be a bounded, open, C2-smooth set with exterior unit

normal vector ν. For a vector field U ∈ C1(D) ∩ C2(D)withΔ∗U ∈ C(D)we have
the representation formulas

U (x) =
∫

∂D
{Π(x − y)(TU )(y) − Ξ(x, y)U (y)}ds(y) −

∫
D

Π(x − y)(Δ∗U + ω2U )(y)dy,

(6.4.6)

and

U (x) =
∫

∂D
{Π(0)(x − y)(TU )(y) − Ξ(0)(x, y)U (y)}ds(y) −

∫
D

Π(0)(x − y)(Δ∗U )(y)dy,

(6.4.7)

for all x ∈ D.

The above representation formulas imply that solutions to Δ∗U + ω2U = 0 or
Δ∗U = 0 are analytic.

We then consider the representation formula for the solutionU ofΔ∗U + ω2U =
0 in an exterior domain. To this end we have to impose an additional requirement
on U , namely a radiation condition. The radiation condition and the fundamental
solution must match. There are two ways to obtain a radiation condition. One can
study the behavior of the fundamental solution for large |x | and then formulate a
radiation condition accordingly. A second possibility is to require an integral relation.
We choose the later approach now.

LetU ∈ C2(R3\BR) be a solution to Δ∗U + ω2U = 0.U is a radiation solution,
if for all r > R and for all |x | < r the identity

∫
|y|=r

{Π(x − y)(TU )(y) − Ξ(x, y)U (y)}ds(y) = 0 (6.4.8)

holds true.
The radiation condition and the representation formula applied in the spherical

shell {R < |x | < r} to a radiating solutionU toΔ∗U + ω2U = 0 immediately yields
the following theorem.
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Theorem 6.4.2 Let U ∈ C2(R3\BR) be a radiation to Δ∗U + ω2U = 0 inR3\BR.
Then we have

U (x) =
∫

∂BR

{Ξ(x, y)U (y) − Π(x − y)(TU )(y)}ds(y), |x | > R. (6.4.9)

Now we check whether the columns of the fundamental solution Π(y − z)
regarded as vector fields of the variable y are radiating solutions.

Lemma 6.4.1 Fix x ∈ R
3, k = {1, 2, 3}, and R > |z|. Then, U := Π(· − z)dk is a

radiating solution to Δ∗U + ω2U = 0 in R\{z}.
We first show that a solution of the above scattering problem is also a solution to

a Lippmann-Schwinger type integral equation and vice versa.

Lemma 6.4.2 If us ∈ C2(R3) is a solution to the above elastic scattering problem,
then u = ui + us is a solution to

u(x) = ui (x) − ω2
∫
BR

(1 − ρ(y))Π(x − y)u(y)dy, x ∈ R
3. (6.4.10)

If ϕ ∈ C(BR) is a solution to (6.4.10) in BR and if us is defined by

us(x) := −ω2
∫
BR

(1 − ρ(y))Π(x − y)ϕ(y)dy, x ∈ R
3,

then, us is a solution to the elastic scattering problem with incident wave ui .

Theorem 6.4.3 For any incident wave ui ∈ C2(R3), the integral equation (6.4.10)
and the direct elastic scattering problem both have the same unique solution.

Proof The equivalence of the scattering problem and the integral equation implies
that it suffices to show that the scattering problem has at most one solution in order
to establish the existence of a solution.

Let u be a solution to the scattering problem with incident wave ui = 0. We pick
R1 > R and compute

I

(∫
∂BR1

u · {−μν ∧ ∇ ∧ u + (λ + 2μ)(∇ · u)ν}ds
)

= I

(∫
BR1

u · Δ∗udx +
∫
BR1

{μ|∇ ∧ u|2 + (λ + 2μ)|∇ · u|2}dx
)

= 0

Hence, u vanishes in the exterior of BR .
Also, we can represent u as

u(x) = −ω2
∫
BR

(1 − ρ(y))Π(x − y)u(y)dy, x ∈ R
3.
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Then, the mapping properties of the volume potential imply that u is C3-smooth,
i.e., u ∈ C3

0(BR). Next, we define v := ∇ · u ∈ C2
0 (BR) and we obtain the following

system of differential equations for u and v:

Δu + λ + μ

μ
∇v + κ2

s ρu = 0,

Δv + κ2
pρv + κ2

p∇ρ · u = 0.

The first equation is the elasticity equation μΔu + (λ + μ)∇(∇ · u) + ω2ρu = 0
and the second one arises when taking the divergence of the elasticity equation.

Hence, there is a constant c1 such that

|Δu(x)| ≤ c1
(|u(x)|2 + |∇v(x)|2)1/2,

|Δv(x)| ≤ c1
(|u(x)|2 + |v(x)|2)1/2, x ∈ R

3.

We choose R′ > R and t ≥ 1 sufficiently large to ensure

c21R
′2

π2t2

[
2c2c21 + 4

c21R
′2

π2
+ 2

]
< 1. (6.4.11)

Here, c denotes the constant from the previous lemma. Furthermore, we define ξ :=
(t, i t, 0) ∈ C 3 and

V (x) = (
V1(x), V2(x), V3(x), V4(x)

)

= e−iξ ·x(U1(x),U2(x),U3(x), v(x)
)
, x ∈ C := (−R′, R′)3.

If we are able to show V = 0, we can concludeU (x) = 0, x ∈ C , whenceU vanishes
identically in R3.

Now, we estimate

3∑
j=1

|(Δ + 2iξ · ∇)Vj (x)|2 = |e−iξ ·xΔU (x)|2

≤ c21
( 3∑

j=1

|Vj (x)|2 + |e−iξ ·x∇v(x)|2) (6.4.12)

≤ c21
( 3∑

j=1

|Vj (x)|2 + 2|∇V4(x)|2 + 4t2|V4(x)|2
)

where we have used e−iξ ·x∇v(x) = ∇V4(x) + iV4(x)ξ in the last line, and similarly
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|(Δ + 2iξ ·)V4(x)|2 = |e−iξ ·xΔv(x)|2 ≤ c21
( 4∑

j=1

|Vj (x)|2
)

(6.4.13)

Also, for V4 ∈ C2
0 (C) we have V4 = −Gξ

(
(Δ + 2iξ ·)V4

)
, whence by the above

inequality

||V4||2L2 ≤ c21R
′2

π2t2

4∑
j=1

||Vj ||2L2 . (6.4.14)

Due to the preceding lemma we also know

||∇V4||2L2 ≤ c2c21

4∑
j=1

||Vj ||2L2 . (6.4.15)

The same reasoning applied to V1, V2, V3 ∈ C2
0 (C) leads to

3∑
j=1

||Vj ||2L2 =
3∑
j=1

||Gξ

(
(Δ + 2iξ · ∇)Vj

)||2L2

≤ c21R
′2

π2t2

( 3∑
j=1

||Vj ||2L2 + 2||∇V4||2L2 + 4t2||V4||2L2

)

≤ c21R
′2

π2t2

( 3∑
j=1

||Vj ||2L2 + 2c2c21

4∑
j=1

||Vj ||2L2 + 4t2
c21R

′2

π2t2

4∑
j=1

||Vj ||2L2

)

(6.4.16)

≤ c21R
′2

π2t2

([
2c2c21 + 4

c21R
′2

π2
+ 1

] 4∑
j=1

||Vj ||2L2

)
.

Adding (6.4.14) and (6.4.16) finally yields the inequality

4∑
j=1

||Vj ||2L2 ≤ c21R
′2

π2t2

[
2c2c21 + 4

c21R
′2

π2
+ 2

] 4∑
j=1

||Vj ||2L2 ,

whence V = 0.
This means that the scattering problem with Ui = 0 only has the trivial solution

and the proof of the theorem is complete. �

We conclude this section with a discussion of the asymptotic behavior of Us .
Since the solution Us of the elastic scattering problem has the form



6.4 Green’s Theorems and Representation Formulas 195

Us(x) = −ω2
∫
BR

(1 − ρ(y))Π(x − y)U (y)dy

= −∇ ∧ ∇ ∧
∫
BR

Φκs (x, y)(1 − ρ(y))U (y)dy

+ ∇∇ ·
∫
BR

Φκp (x, y)(1 − ρ(y))U (y)dy,

we obtain from the asymptotic behavior of Φκ that

Us(x) = −κ2
s e

iκs |x |

4π |x |
∫
BR

e−iκs x̂ ·y(1 − ρ(y))x̂ ∧ (U (y) ∧ x̂)dy (6.4.17)

− κ2
pe

iκp |x |

4π |x |
∫
BR

e−iκp x̂ ·y(1 − ρ(y))x̂ ·U (y)dyx̂ + O

(
1

|x |2
)

, |x | → ∞.

Hence, we know

Us(x) = eiκs |x |

|x | a(x̂) + eiκp |x |

|x | u(x̂)x̂ + O

(
1

|x |2
)

, |x | → ∞,

with a smooth function u and a smooth tangential vector field a on S2. We call
Us∞(x̂) := a(x̂) + u(x̂)x̂ , x̂ ∈ S2, the far field of Us .

The formulas

∇ ∧Us(x) = −κ2
s ∇ ∧

∫
BR

Φκs (x, y)(1 − ρ(y))U (y)dy,

∇ ·Us(x) = −κ2
p∇ ·

∫
BR

Φκp (x, y)(1 − ρ(y))U (y)dy,

show that ∇ ∧Us and ∇ ·Us are both radiating solutions to a Helmholtz equation
in the exterior of BR . Furthermore, using the asymptotic behavior of Φκ again, we
can compute their far field patterns and compare them with (6.4.17). This yields
[∇ ∧Us]∞(x̂) = iκs x̂ ∧ a(x̂) and (∇ ·U )∞(x̂) = iκpu(x̂), x̂ ∈ S2. We can now
infer from the one-to-one correspondence between far field patterns and radiat-
ing solutions to the Helmholtz equation, i.e., from Rellich’s lemma, that any solu-
tion Us to the elastic scattering problem, which has a vanishing far field Us∞ = 0,
must vanish identically in the exterior of BR . This follows immediately from
(∇ ·Us)∞(x̂) = iκp x̂ ·Us∞(x̂) = 0, [∇ ∧Us]∞(x̂) = iκs x̂ ∧Us∞(x̂) = 0, whence
∇ ∧Us = 0 and ∇ ·Us = 0 in R3\BR . Relation

Us = μ

ω2
∇ ∧ ∇ ∧Us − λ + 2μ

ω2
∇(∇ ·Us)
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now implies Us = 0. Let us summarize this one-to-one correspondence between
radiating solutions which are the scattered part of a solution to the elastic scattering
problem and its far field patterns in the following theorem.

Theorem 6.4.4 Let Us be the scattered part of a solution U = Ui +Us to the
elastic scattering problem. Then, the far field Us∞ of Us uniquely determines Us in
the exterior of BR.

In elastic scattering a plane incident wave is defined by

Ui (x, d, p) = − 1

ω2
∇x (∇x · [peiκpd·x ]) + 1

ω2
∇x ∧ ∇x ∧ [peiκsd·x ], x ∈ R

3,

where d ∈ S2 is its direction of propagation and p ∈ C
3 controls its polarization.

Straightforward calculations show thatUi is a solution to Δ∗Ui + ω2Ui = 0. Note,
that for d · p = 0 the first term vanishes and we have a pure shear wave, whereas for
d ∧ p = 0 the second term vanishes and we have a pure pressure wave.

Denoting byUs(·, d, p),U (·, d, p) the scattered wave and the total wave belong-
ing to the elastic scattering problem with incident wave Ui (·, d, p), we define
the far field pattern belonging to the density ρ to be the matrix valued function
U∞ : S2 × S2 → C

3×3, having as its j th column

U∞(x̂, d)d j = [Us(·, d, d j )]∞(x̂), j = 1, 2, 3, x̂, d ∈ S2.

Our considerations from above imply that

U∞(x̂, d)d j = − κ2
s

4π

∫
BR

e−iκs x̂ ·y(1 − ρ(y))x̂ ∧ (U (y, d, d j ) ∧ x̂)dy

− κ2
p

4π

∫
BR

e−iκp x̂ ·y(1 − ρ(y))x̂ ·U (y, d, d j )dyx̂ . (6.4.18)

6.5 Numerical Methods for Elastic Scattering Problems

The PML can be thought of as the introduction of a fictitious material designed to
absorb energy away from the region of interest (usually close to the scatterer). A
perfectly matched layer is one which absorbs all energy sent into it without creating
any reflected waves. In this subsection we study the perfectly matched layer (PML)
method for solving the elastic wave scattering problems as follows

{
∇ · τ(u) + γ 2u = −q in R

3\D,

τ (u)nD = g on ΓD.
(6.5.1)
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HereD ⊂ R
3 is a boundeddomainwithLipschitz boundaryΓD , q ∈ ([H 1(R3\D)]3)′

has support inside Bl := {x = (x1, x2, x3)T ∈ R
3 : |xi | < li , i = 1, 2, 3} for some

constants li > 0, i = 1, 2, 3, g ∈ [H−1/2(ΓD)]3 is determined by the traction on the
boundary, nD is the unit outer normal to ΓD , and γ = √

ρ0ω > 0 with the angular
frequency ω > 0 and the constant density ρ0 > 0.

In the region outside D, the medium is assumed to be linear, homogeneous, and
isotropic with constant Lamé constant λ and μ. The stress tensor τ(u) relates to the
displacement vector u = (u1, u2, u3)T by the generalized Hooke law:

τ(u) = 2με(u) + λtr(ε(u))I, ε(u) = 1

2

(∇u + (∇u)T
)
, (6.5.2)

where I ∈ R
3×3 is the identity matrix and ∇u is the displacement gradient tensor

whose elements are (∇u)i j = ∂ui\∂x j , i, j = 1, 2, 3. We remark that the results in
this subsection can be extended to solve the scattering problems with other boundary
conditions such as Dirichlet or mixed boundary conditions on ΓD .

It is known that under the constitutive relation (6.5.2), (6.5.1) can be rewritten to
the following equation:

u + 1

k2p
∇(∇ · u) − 1

k2s
∇ × ∇ × u = 0 in R

3\Bl, (6.5.3)

where kp = γ√
λ+2μ

and ks = γ√
μ
are respectively thewave numbers of compressional

and shear waves. Let up = − 1
k2p

∇(∇ · u) be the compressional part and us = 1
k2s

∇ ×
∇ × u be the shear part of the wave field. They satisfy the Helmholtz equations

Δup + k2pup = 0, Δus + k2s us = 0 in R
3\Bl .

It is clear that u = up + us inR3\Bl . TheKupradze-Sommerfeld radiation condition
is given by requirement that up and us should satisfy the Sommerfeld radiation
condition

lim|x|→∞ |x|
(

∂up

∂|x| − ikpup

)
= 0, lim|x|→∞ |x|

(
∂us

∂|x| − iksus

)
= 0.

Now we derive the PML equation. Let Bl := {x = (x1, x2, x3)T ∈ R
3 : |xi | <

li , i = 1, 2, 3} contain the scatter D and the support of q. Let Γl = ∂Bl and nl the
unit outer normal to Γl . We start by introducing the Dirichlet-to-Neumann operator
T : [H 1/2(Γl)]3 → [H−1/2(Γl)]3. Given f ∈ [H 1/2(Γl)]3, we define T f = τ(ξ)nl
with ξ being the solution of the following exterior Dirichlet problem:
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⎧⎪⎨
⎪⎩

∇ · τ(ξ) + γ 2ξ = 0 in R
3\Bl,

ξ = f on Γl,

ξ satisfies theKupradze-Sommerfeld radiation conditions at infinity.

(6.5.4)

Since (6.5.4) has a unique solution ξ ∈ [H 1
loc(R

3\Bl)]3, T : [H 1/2(Γl)]3 →
[H−1/2(Γl)]3 is well-defined and is continuous linear operator.

Let a : [H 1(Ωl)]3 × [H 1(Ωl)]3 → C, where Ωl = Bl\D, be the sesquilinear
form

a(φ,ψ) =
∫

Ωl

(
τ(φ) : ∇ψ − γ 2φ · ψ

)
dx − 〈Tφ,ψ〉γl . (6.5.5)

Theweak formulationof the scatteringproblem (6.5.1) is:Given q ∈ ([H 1(R3\D)]3)′
and g ∈ [H−1/2(ΓD)]3, find u ∈ [H 1(Ωl)]3 such that

a(u, v) = (q, v)Ωl + 〈g, v〉ΓD
, v ∈ [H 1(Ωl)]3. (6.5.6)

The existence of a unique of the scattering problem (6.5.6) is a direct consequence
of the following lemma [4].

Lemma 6.5.1 For any q ∈ ([H 1(R3\D)]3)′ with compact support and
g ∈ [H−1/2(ΓD)]3, the problem (6.5.1) with the Kupradze-Sommerfeld radiation
condition has a unique solution u ∈ [H 1

loc(R
3\D)]3 such that for any bounded open

set O ⊂ R\D that contains the support of q,

||u||H 1(O \D) ≤ C
(||q||H 1(R3\D)′ + ||g||H−1/2(ΓD)

)
. (6.5.7)

For the sesquilinear form a(·, ·), we associated with a bounded linear operator
Â : [H 1(Ωl)]3 → ([H 1(Ωl)]3)′ such that

( Âφ,ψ)Ωl = a(φ,ψ), ∀φ,ψ ∈ [H 1(Ωl)]3.

ByLemma6.5.1, Â is surjective and one-to-one. Thus, by the openmapping theorem,
we know that there exists a constant C > 0 such that the following inf-sup condition
is satisfied

sup
0 �=ψ∈[H 1(Ωl )]3

|a(φ,ψ)|
||ψ ||H 1(Ωl )

≥ C ||φ||H 1(Ωl ), ∀φ ∈ [H 1(Ωl)]3. (6.5.8)

The PML method is based on the complex coordinate stretching outside Bl . Let
α j (x j ) = 1 + ζσ j (x j ) + iσ j (x j ), j = 1, 2, 3, be the model medium property. We
should assume that ζ ≥ √

(λ + 2μ)/μ on the parameter ζ to guarantee the ellipticity
of the PML equation.

For t ∈ R, σ j (t) ∈ C1(R), j = 1, 2, 3, is an even function such that



6.5 Numerical Methods for Elastic Scattering Problems 199

σ ′
j (t) ≥ 0 for t ≥ 0, σ j = 0 for |t | ≤ l j , and σ j = σ0 for |t | ≥ l j , (6.5.9)

where l j > l j is fixed and σ0 > 0 is a constant. The requirement that the medium
property σ j (t) is constant for |t | ≥ l j is essential for using a reflection argument to
prove the inf-sup condition for the PML problem in the truncated domain.

For x ∈ R
3, denote by x̃(x) = (

x̃1(x1), x̃2(x2), x̃3(x3)
)T

the complex coordinate,
where

x̃ j (x j ) =
∫ x j

0
α j (t)dt = x j + (ζ + i)

∫ x j

0
σ j (t)dt, j = 1, 2, 3.

Note that x̃ j (x j ) depends only on x j . For any z ∈ C++ := {z ∈ C : Re(z) ≥ 0,
Im(z) ≥ 0}, denote

x̃ zj (x j ) = x j + z
∫ x j

0
σ j (t)dt, j = 1, 2, 3. (6.5.10)

Write x̃z = (
x̃ z1(x1), x̃

z
2(x2), x̃

z
3(x3)

)T
and ỹz = (

ỹz1(y1), ỹ
z
2(y2), ỹ

z
3(y3)

)T
.We define

the complex distance

d(x̃z, ỹz) = [(x̃ z1(x1) − ỹz1(y1))
2 + (x̃ z2(x2) − ỹz2(y2))

2 + (x̃ z3(x3) − ỹz3(y3))
2]1/2.

Here and in the following, for any z ∈ C, z1/2 is the analytic branch of
√
z such that

R(z1/2) > 0 for any z ∈ C\(−∞, 0]. It is obvious that x̃z0 = x̃, where z0 = ζ + i .

Lemma 6.5.2 For any z ∈ U := {z ∈ C : Re(z) > |Im(z)|}, we have

|x − y| ≤ d(x̃z, ỹz) ≤ (1 + |z|σ0)|x − y|, ∀ x, y ∈ R
3.

Now we are ready to introduce the PML equation based on the method of com-
plex coordinate stretching. By Betti formula, the solution ξ of the exterior Dirichlet
problem (6.5.4) satisfies:

ξ = −Ψ SL(T f ) + Ψ DL( f ) in R
3\Bl, (6.5.11)

where Ψ SL , Ψ DL are respectively the single and double layer potentials. For
n = 1, 2, 3, the n-th component of the potentials are, for λ ∈ [H−1/2(Γl)]3, f ∈
[H 1/2(Γl)]3,

Ψ SL(λ)(x) · en =
〈
λ, Γ (x, ·)en

〉
Γl

, Ψ DL(λ)( f ) · en =
〈
T[Γ (x, ·)en], f

〉
Γl

.

Here en is the unit vector in the in the xn direction and Γ ((x), (y))en is the n-th
column of the fundamental solution matrix Γ ((x), (y)) of the time harmonic elastic
wave equation satisfying the Kupradze-Sommerfeld radiation condition. The ( j, k)-
element of Γ ((x), (y)) is
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Γ jk((x), (y)) = 1

γ 2

[
k2s Gks (x, y)δ jk − ∂2

∂x j∂xk
(Gkp (x, y) − Gks (x, y))

]
,

where Gk(x, y) = fk(|x − y|), fk(r) = eikr

4πr for r > 0, is the fundamental solution
of the Helmholtz equation of wave number k. It is known that Ψ SL(λ) ∈ [H 1

loc(R
3)]3

for λ ∈ [H−1/2(Γl)]3 and Ψ DL( f ) ∈ [H−1/2(Γl)]3 for f ∈ [H 1/2(Γl)]3.
Straightforward calculation shows that

Γ jk(x, y) = Γ1(|x − y|)δ jk + Γ2(|x − y|) (x j − y j )(xk − yk)

|x − y|2 , (6.5.12)

where, for r > 0,

Γ1(r) = 1

γ 2

[
k2s fks (r) − f ′

kp
− f ′

ks

r

]
, (6.5.13)

Γ2(r) = 1

γ 2

[
3
f ′
kp

− f ′
ks

r
+ (k2p f

′
kp (r) − k2s f

′
ks (r))

]
. (6.5.14)

The functions Γ1 and Γ2 can be extended to be analytic functions defined in C\{0}.
Lemma 6.5.3 For j = 1, 2,Γ j (z) is analytic inC\{0}. Moreover, |Γ j (z)| ≤ C |z|−1,
|Γ ′

j (z)| ≤ C |z|−2, and |Γ ′′
j (z)| ≤ C |z|−3 uniformly for z ∈ C\{0}, |z| ≤ 1.

For any z ∈ U = {z ∈ C : Re(z) > |Im(z)|} defined in Lemma 6.5.2, we define
the modified single and double layer potentials ˜(Ψ )

z
SL and ˜Psi zDL as follows. For

λ ∈ [H−1/2(Γl)]3, f ∈ [H 1/2(Γl)]3, the n-th component, n = 1, 2, 3, of themodified
potentials are

˜(Ψ )
z
SL(λ)(x) · en =

〈
λ, Γ̃z(x, ·)en

〉
Γl

, ˜(Ψ )
z
DL( f )(x) · en =

〈
T[Γ̃z(x, ·)en], f

〉
Γl

,

where the ( j, k)-element of the matrix Γ̃z(x, y) is

Γ̃
jk
j (x, y) = Γ1(d(x̃z, ỹz))δ jk + Γ2(d(x̃z, ỹz))

(x̃ zj − ỹzj )(x̃
z
k − ỹzk )

d(x̃z, ỹz)2
. (6.5.15)

In the following, for z0 = ζ + i, we denote Γ̃ (x, y) = Γ̃z0(x, y), Γ̃ jk(x, y) =
Γ̃

jk
z0 (x, y), and, for any λ ∈ [H−1/2(Γl)]3, f ∈ [H 1/2(Γl)]3,

˜(Ψ )SL(λ) = ˜(Ψ )
z0
SL(λ), ˜(Ψ )DL( f ) = ˜(Ψ )

z0
DL( f ).

Lemma 6.5.4 Let the assumption ζ ≥ √
(λ + 2μ)/μ be satisfied. For j, k = 1, 2, 3,

we have for any x, y ∈ R
3 such that Imd(x̃, ỹ) > 0,
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|Γ̃ jk(x, y)| ≤ C(1 + |z0|σ0)
2|x − y|−1e−kp Imd(x̃,ỹ),

|∇xΓ̃ jk(x, y)| ≤ C(1 + |z0|σ0)
4(|x − y|−1 + |x − y|−2)e−kp Imd(x̃,ỹ),

|∇ yΓ̃ jk(x, y)| ≤ C(1 + |z0|σ0)
4(|x − y|−1 + |x − y|−2)e−kp Imd(x̃,ỹ),

|∇x∇ yΓ̃ jk(x, y)| ≤ C(1 + |z0|σ0)
6(|x − y|−1 + |x − y|−3)e−kp Imd(x̃,ỹ).

Lemma 6.5.5 For any zi = ai + ibi with ai , bi ∈ R, i = 1, 2, 3, such that a1b1 +
a2b2 + a3b3 ≥ 0 and a21 + a22 + a23 > 0, we have

Im(z21 + z22 + z23)
1/2 ≥ a1b1 + a2b2 + a3b3√

a21 + a22 + a23

.

Let z j = x̃ j − ỹ j = (x j − y j ) + (ζ + i)
∫ x j

y j
σ j (t)dt, j = 1, 2, 3. By the above

Lemma, d(x̃, ỹ) = (z21 + z22 + z23)
1/2 satisfies

Imd(x̃, ỹ) ≥
∑3

j=1

(
|x j − y j |

∣∣∣∣
∫ x j

y j
σ j (t)dt

∣∣∣∣+ ζ

∣∣∣∣
∫ x j

y j
σ j (t)dt

∣∣∣∣
2)

(1 + ζσ0)|x − y| . (6.5.16)

The following lemma shows that Imd(x̃, ỹ) is bounded below by |x − y| if x, y
are far away.

Lemma 6.5.6 Let β > 1 be a fixed number. If |x − y| ≥ 2
√
3βlmax , where lmax =

max j=1,2,3 l j , where l j , j = 1, 2, 3, are defined in (6.4.3), we have Imd(x̃, ỹ) ≥
1
3 (1 − β−1)2σ0|x − y|.

For any f ∈ [H 1/2(Γl)]3, let E( f )(x) be the PML extension:

E( f )(x) = −Ψ̃ SL(T f ) + Ψ̃ DL( f ), ∀ x ∈ R
3\Bl . (6.5.17)

By (6.5.11)we know thatE( f ) = f onΓl for any f ∈ [H 1/2(Γl)]3. ByLemma6.5.2,
|d(x̃, ỹ)| ≥ |x − y| for x ∈ R

3\Bl , y ∈ Γl . Thus since σ j ∈ C1(R), j = 1, 2, 3, we
have E( f ) ∈ C2(R3\Bl). Moreover, by Lemmas 6.5.4 and 6.5.6 we know that E( f )
decays exponentially as |x| → ∞.

For the solution u of the scattering problem (6.5.6), let ũ = E(u|Γl ) be the PML
extension of u|Γl . It satisfies ũ = u|Γl on Γl and the equation

∇̃ · τ̃ (ũ) + γ 2ũ = 0 in R
3\Bl, (6.5.18)

where

τ̃ (ũ) = 2με̃(ũ) + λtr(ε̃(ũ))I, ε̃(ũ) = 1

2

(∇̃ ũ + (∇̃ ũ)T
)
.
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Here ∇̃ ũ ∈ C
3×3 whose elements are (∂ ũi )/∂ x̃ j , i, j = 1, 2, 3. For x ∈ R

3, let

F(x) = (
F1(x1), F2(x2), F3(x3)

)T
with Fj (x j ) = x̃ j (x j ), j = 1, 2, 3. Then x̃(x) =

F(x). Denote by ∇F the Jacobi matrix of F, then

∇̃· = J−1∇ · J (∇F)−1, J = det(∇F). (6.5.19)

By (6.5.19) we easily obtain from (6.5.18) the desired PML equation

∇ · (τ̃ (ũ)A) + γ 2 J ũ = 0 in R
3\Bl .

Here

τ̃ (ũ) = 2με̃(ũ) + λtr(ε̃(ũ))I, ε̃(ũ) = 1

2

(∇̃ ũBT + B(∇̃ ũ)T
)
.

where B = (∇F)−T = diag
(
α1(x1)−1, α2(x2)−1, α3(x3)−1

) ∈ C
3×3 is a diagonal

matrix and A = J (∇F)−T = J B. We notice that τ̃ (φ) = τ̃ (x,φ), ε̃(φ) = ε̃(x,φ)

which satisfies τ̃ (x,φ) = τ(φ), ε̃(x,φ) = ε(φ) for x ∈ Bl .
Let BL = {x ∈ R

3 : |xi | < Li , i = 1, 2, 3} be the domain containing Bl . The
PML solution û in ΩL = BL\D is defined as the weak solution of the following
problem:

⎧⎪⎨
⎪⎩

∇ · (τ̃ (ũ)A) + γ 2 J ũ = −q in ΩL ,

τ̃ (ũ)AnD = −g on ΓD,

û · n = 0, τ̃ (ũ)An × n = 0 on ΓL := ∂BL .

(6.5.20)

The well-posedness of the above PML problem the the convergence of its solution
to the solution of the original scattering problem was studied in [4].

We then can introduce the finite element approximation of the PML problem
(6.5.20).We assume q ∈ [L2(Ωl)]3, g ∈ [L2(ΓD)]3. LetTh be a regular triangulation
of the domain ΩL . We assume the elements T ∈ Th may have one curved side align
with ΓD so that ΩL = ∪T∈T h T . Let Vh ∈ [H 1(ΩL)]3 be the conforming quadratic
finite element space over ΩL , and V0,h = {vh ∈ Vh : vh · n = 0 on ΓL}. The finite
element approximation to the PMLproblem (6.5.20) reads as follows: Find uh ∈ V0,h

such that

b(uh,ψh) = (q,ψh)ΩL + 〈
g,ψh

〉
ΓD

, ∀ψh ∈ V0,h . (6.5.21)

Let ω = 5, d = (1, 0, 0)�, λ = μ = 1, α = 1, β = 0, then the incident wave is
ui = (eikpx·d, 0, 0)�. The numerical results are shown in (Fig. 6.1).
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(a) Geometry (b) scatter field u1

(c) scatter field u2 (d) scatter field u3

(e) scatter field u1, slice at z= 0 (f) scatter field u2, slice at z= 0

Fig. 6.1 The incident direction is d = (1, 0, 0)
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Chapter 7
Numerical Inverse Elastic Scattering
Problems

7.1 Overview

The elastic wave propagation problems have a wide range of applications, particu-
larly in geophysics, nondestructive testing and seismology. The associated inverse
problems arise from the use of transient elastic waves to identify the elastic properties
as well as to detect flaws and cracks of solid speciments, especially in the nonde-
structive evaluation of concrete structures (see e.g. [55, 58]). Moreover, the problem
of elastic pulse transmission and reflection through the earth is fundamental to both
the investigation of earthquakes and the utility of seismic waves in search for oil and
ore bodies (see, e.g., [1, 20, 21, 36, 57] and the references therein). The scattering
of elastic waves are very complicated due to the coexistence of compressional and
shear waves propagating at different speeds.

There is a vast literature on the inverse elastic scattering problem as described
above. We refer to the theoretical uniqueness results proved in [24, 47, 49–54] and,
the sampling-type reconstruction methods for impenetrable elastic bodies developed
in [3, 7] and those for penetrable ones in [13, 56]. Note that in the above works, both
u∞

p and u∞
s are needed for infinitely many incident plane waves, namely infinitely

many far-field patterns are needed. In [2, 4–6] for reconstructing small elastic inclu-
sions and in [22] for reconstructing extended rigid scatterers, one may implement
one type of elastic waves, but still with multiple or even infinitely many far-field
patterns. Using a single set of boundary data, an extraction formula of an unknown
linear crack or the convex hull of an unknown polygonal cavity inR

2 was established
in [30, 31] bymeans of the enclosure method introduced by Ikehata [32]. The inverse
elastic scattering problems by a single measurement is highly challenging. We refer
to [8, 16–18, 35, 42, 43] for the theoretical uniqueness and stability results, and
[27, 29, 37] for related numerical studies on this intriguing topic.

This chapter follows the treatment in [28, 29].

© Science Press 2023
J. Li and H. Liu, Numerical Methods for Inverse Scattering Problems,
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7.2 Single-Shot Method for Multiple Multiscale Scatterers

The rest of the section is organized as follows. In Sect. 7.2.1, we first describe Scheme
S of locating multiple small scatterers, and then present the theoretical justification.
In Sect. 7.2.2, we first describe Scheme R of locating multiple extended scatterers
and then present the corresponding theoretical justification. Section 7.2.3 is devoted
to Scheme M of locating multiple multiscale scatterers. In Sect. 7.2.4, numerical
experiments are given to demonstrate the effectiveness and the promising features of
the discussed inverse scattering schemes. We conclude our study in Sect. 7.2.5 with
several remarks.

7.2.1 Locating Multiple Small Scatterers

Throughout the rest of the subsection, we assume the angular frequency of incidence
is ω = 1. Then, the wavelength of the pressure wave is 2π/kp = 2π

√
λ + 2μ/ω =

O(1), whereas the wavelength of the shear wave is 2π/ks = 2π
√

μ/ω = O(1).
Hence, the size of a scatterer can be expressed in terms of its Euclidean diameter. In
the sequel we write u∞

τ (x̂; D, d, d⊥, ω) (τ = p, s or ∅) to signify the dependence of
far-field pattern on the rigid scatterer D, incident direction d, polarization direction
d⊥ and incidence frequency ω. In certain situations we only indicate the dependence
of the far-field pattern on D or ω, but the notation shall be clear from the context.
Unless otherwise stated, the space L2 always signifies L2(S2)3.

Next, we first describe Scheme S of locating multiple small rigid elastic scatterers
and then present the corresponding theoretical justifications.

7.2.1.1 Description of Scheme S

We first introduce the class of small elastic rigid scatterers. For ls ∈ N, let M j ,
1 ≤ j ≤ ls , be bounded Lipschitz simply-connected domains in R

3. It is supposed
that all M j ’s contain the origin and their diameters are comparable with the S-
wavelength or P-wavelength, i.e., diam(M j ) ∼ O(1) for all j = 1, 2, . . . , ls . For
ρ ∈ R+, we introduce a scaling/dilation operator Λρ by

Λρ M j := {ρx : x ∈ M j } (7.2.1)

and set

D j := z j + Λρ M j , z j ∈ R
3, 1 ≤ j ≤ ls . (7.2.2)

Each D j is referred to as a scatterer component located at z j with the shape M j .
The number ρ represents the relative size/scale of each component. In the sequel,
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we reserve the letter ls to denote the number of components of a small scatterer
given by

D =
ls⋃

j=1

D j . (7.2.3)

For technical purpose, we nextmake the following qualitative assumption that ρ 	 1
and

Ls = min
j 
= j ′,1≤ j, j ′≤ls

dist(z j , z j ′) � 1. (7.2.4)

The above assumption means that the size of each scatterer component is small
compared to detecting wavelength, and if there are multiple components, they are
sparsely distributed. In our numerical experiments in Sect. 7.2.4, we could speak a
bit more about the qualitative assumption (7.2.4). Indeed, it is shown that as long
as the size of the target scatterer is smaller than half a wavelength, and if there are
multiple components presented, the distance between different components is bigger
than half a wavelength, the discussed locating methods in this section work in an
effective manner.

In order to present Scheme S of locating the multiple components of D in (7.2.3),
we introduce the following three indicator functions Im(z), z ∈ R

3, m = 1, 2, 3,
relying on the availability of different types of far-field patterns. Define

I1(z) = 1

‖u∞
p (x̂; D)‖2

L2

3∑

j=1

∣∣∣
〈
u∞

p (x̂; D), (x̂ ⊗ x̂)e j e−ikp x̂ ·z〉∣∣∣
2
,

I2(z) = 1

‖u∞
s (x̂; D)‖2

L2

3∑

j=1

∣∣∣
〈
u∞

s (x̂; D), (I − x̂ ⊗ x̂)e j e−iks x̂ ·z〉∣∣∣
2
,

I3(z) = 1

‖u∞(x̂; D)‖2
L2

3∑

j=1

∣∣∣
〈
u∞(x̂; D), (x̂ ⊗ x̂)e j e−ikp x̂ ·z + (I − x̂ ⊗ x̂)e j e−iks x̂ ·z〉∣∣∣

2
,

where and in the following, the notation 〈·, ·〉 denotes the inner product in L2 =
L2(S2)3 with respect to the variable x̂ ∈ S

2; the symbol x̂ ⊗ x̂ := x̂� x̂ ∈ R
3×3 stands

for the tensor product; I denotes the 3 × 3 identity matrix; and

e1 = (1, 0, 0)�, e2 = (0, 1, 0)�, e3 = (0, 0, 1)�,

are the three Euclidean base vectors in R
3. Obviously, Im (m = 1, 2, 3) are all non-

negative functions and they can be obtained, respectively, by using a single P-part
far-field pattern (m = 1), S-part far-field pattern (m = 2), or the full far-field pattern
(m = 3). The functions introduced above possess certain indicating behavior, which



208 7 Numerical Inverse Elastic Scattering Problems

lies in the core of Scheme S. Before stating the theorem of the indicating behavior
for those imaging functions, we introduce the real numbers

K j
1 := ‖u∞

p (x̂; D j )‖2L2

‖u∞
p (x̂; D)‖2L2

, K j
2 := ‖u∞

s (x̂; D j )‖2L2

‖u∞
s (x̂; D)‖2L2

, K j
3 := ‖u∞(x̂; D j )‖2L2

‖u∞(x̂; D)‖2L2

,

(7.2.5)
for 1 ≤ j ≤ ls .

Theorem 7.2.1 For a rigid elastic scatterer D described in (7.2.1)–(7.2.4), and K j
m,

m = 1, 2, 3, defined in (7.2.5), we have

K j
m = K̃ j + O(L−1

s + ρ), 1 ≤ j ≤ ls, m = 1, 2, 3, (7.2.6)

where K̃ j ’s are positive numbers independent of Ls, ρ and m. Moreover, there exists
an open neighborhood of z j , neigh(z j ), such that

Im(z) ≤ K̃ j + O(L−1
s + ρ) for all z ∈ neigh(z j ), (7.2.7)

and Im(z) achieves its maximum at z j in neigh(z j ), i.e.,

Im(z j ) = K̃ j + O(L−1
s + ρ). (7.2.8)

Remark 7.2.1 The local maximizing behavior of Im(z) clearly can be used to locate
the positions of the scatterer components D, namely z j , 1 ≤ j ≤ ls . Such indicating
behavior is more evident if one considers the case that D has only one component,
i.e., ls = 1. In the one-component case, one has that

K̃ j = 1, Im(z) < 1 + O(ρ) for all m = 1, 2, 3, z 
= z1,

but

Im(z1) = 1 + O(ρ), m = 1, 2, 3.

That is, z1 is a global maximizer for Im(z).

Based on Theorem 7.2.1 we can formulate Scheme S to locate the multiple small
scatterer components of D in (7.2.3) as follows.

Scheme S Locating small scatterers of D in (7.2.3)
Step 1 For an unknown rigid scatterer D in (7.2.3), collect the P-part (m = 1), S-part

(m = 2) or the full far-field data (m = 3) by sending a single detecting plane wave
Step 2 Select a sampling region with a mesh Th containing D
Step 3 For each sampling point z ∈ Th , calculate Im(z) (m = 1, 2, 3) according to the

measurement data
Step 4 Locate all the local maximizers of Im(z) on Th , which represent the locations of

the scatterer components



7.2 Single-Shot Method for Multiple Multiscale Scatterers 209

Remark 7.2.2 In practice, the compressional wave number kp = ω/
√

λ + 2μ is
smaller than the shear wave number ks = ω/

√
μ. Hence, the P-wavelength 2π/kp

is usually larger than the S-wavelength 2π/ks . This suggests that using the shear
wave measurement would yield better reconstruction than using the compressional
wave measurement for locating the multiple small scatterers. That is, the indicator
function I2 would work better than I1 for the reconstruction purpose, especially
when the Láme constant λ is very large compared to μ. This also suggests that the
reconstruction using the indicator function I3 with the full far-field pattern will be
more stable (w.r.t. noise) and reliable than the other two; see also Sect. 7.2.4.

7.2.1.2 Proof of Theorem 7.2.1

In this section, we provide the proof for Theorem 7.2.1. First, we recall the funda-
mental solution (Green’s tensor) to the Navier equation (6.1.1) given by

Π(x, y) = Π(ω)(x, y) = k2s
4πω2

eiks |x−y|

|x − y| I + 1

4πω2 ∇x ∇�
x

[
eiks |x−y|

|x − y| − eikp |x−y|

|x − y|
]
, (7.2.9)

for x, y ∈ R
3, x 
= y. In order to prove Theorem 7.2.1 we need the following crit-

ical lemma on the asymptotic behavior of the elastic far-field patterns due to small
scatterers.

Lemma 7.2.1 Let the incident be the plane wave and D be given in (7.2.1)–(7.2.4).
The P-part and S-part far-field patterns have the following asymptotic expressions
as ρ/Ls → +0:

u∞
p (x̂; D) = ρ

4π(λ + 2μ)
(x̂ ⊗ x̂)

⎡

⎣
ls∑

j=1

e−ikp x̂ ·z j (C p, j α eikp z j ·d + Cs, j β eiks z j ·d)

⎤

⎦

+O
(
ρ2 ls(1 + L−1

s )
)
,

u∞
s (x̂; D) = ρ

4πμ
(I − x̂ ⊗ x̂)

⎡

⎣
ls∑

j=1

e−iks x̂ ·z j (C p, j α eikp z j ·d + Cs, jβ eiks z j ·d)

⎤

⎦

+O
(
ρ2 ls(1 + L−1

s )
)
,

where C p, j , Cs, j ∈ C
3 are constant vectors independent of ρ, ls, Ls and z j .

The proof of Lemma 7.2.1 relies essentially on the asymptotic expansions of u∞
p

and u∞
s in the work [12], where the Lax-Foldy formulations for the Lamé system

was justified without the condition (7.2.4). The other references on the asymptotic
expansions associated with small inclusions can be found in a series of works by H.
Ammari and H. Kang and their collaborators using integral equation methods; see
e.g. [4–6]. We also mention the monographs [46] by P. Martin where the multiple
scattering issues are well treated and [15] for analysis of acoustic, electromagnetic
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and elastic scattering problems at low frequencies. For the reader’s convenience, we
present a proof of Lemma 7.2.1 under the sparsity assumption (7.2.4).

Proof of Lemma 7.2.1 By [12, Remark 1.3], there exists a small number ε > 0 such
that for (ls − 1)ρ/Ls < ε

u∞
p (x̂; D) = 1

4π(λ + 2μ)
(x̂ ⊗ x̂)

⎡

⎣
ls∑

j=1

c j e
−ikp x̂ ·z j Q j

⎤

⎦ + O
(
ρ2 ls(1 + L−1

s )
)
,

u∞
s (x̂; D) = 1

4πμ
(I − x̂ ⊗ x̂)

⎡

⎣
ls∑

j=1

c j e
−iks x̂ ·z j Q j

⎤

⎦ + O
(
ρ2 ls(1 + L−1

s )
)
,

(7.2.10)

where the vector coefficients Q j ∈ C
3, j = 1, 2, . . . , ls are the unique solutions to

the linear algebraic system

C−1
j Q j = −uin(z j ) −

ls∑

m=1,m 
= j

Π(ω)(z j , zm) Qm, (7.2.11)

with Π(ω)(z j , zm) denoting the Kupradze matrix (7.2.9) and

C j :=
∫

∂ D j

Θ j (y)ds(y) ∈ C
3×3.

Here, Θ j is the solution matrix of the first kind integral equation

∫

∂ D j

Π(0)(x, y)Θ j (y)ds(y) = I, x ∈ ∂ D j , (7.2.12)

where the matrixΠ(0)(x, y), which denotes the the Kelvin matrix of the fundamental
solution of the Lamé system with ω = 0, takes the form (see, e.g., [34, Chapter 2]
or [25, Chapter 2.2] )

Π(0)(x, y) := λ + 3μ

8πμ(λ + 2μ)

1

|x − y| I + λ + μ

8πμ(λ + 2μ)

1

|x − y|3
(
(x − y) ⊗ (x − y)

)

(7.2.13)
Since Π(0)(x, y) ∼ |x − y|−1 as x → y, it follows from (7.2.12) that Θ j (y) ∼ ρ−3

for y ∈ ∂ D j , from which we get C j ∼ ρ−1 for j = 1, 2 . . . , ls as ρ → +0. Now,
inserting the estimate of C j into (7.2.11) and taking into account the fact that

Π(ω)(z j , zm) = O(L−1
s ) for j 
= m,

we obtain



7.2 Single-Shot Method for Multiple Multiscale Scatterers 211

Q j = ρ H j uin(z j ) + O(L−1
s + ρ2) as ρ/Ls → +0, j = 1, 2 . . . ls,

where H j ∈ C
3×3 are some constant matrices independent of ρ and L . Therefore,

Lemma 7.2.1 is proved by taking C p, j = H j d, Cs, j = H j d⊥. �
We are in a position to present the proof of Theorem 7.2.1.

Proof of Theorem 7.2.1 We first consider the indicating function I1(z), z ∈ R
3. For

notational convenience we write

A j = A j (z j , α, β) := C p, j α eikp z j ·d + Cs, j β eiks z j ·d ∈ C
3, j = 1, 2, . . . , ls,

with C p, j , Cs, j given as in Lemma 7.2.1. Then, it is seen from Lemma 7.2.1 that

‖u∞
p (x̂; D)‖2L2 = ρ2

4(λ + 2μ)2

ls∑

j=1

|A j |2 + O
(
ρ3 + ρ2L−1

)
,

‖u∞
p (x̂; D j )‖2L2 = ρ2

4(λ + 2μ)2
|A j |2 + O

(
ρ3 + ρ2L−1

s

)
.

Hence,

K j
1 = ‖u∞

p (x̂; D j )‖2L2

‖u∞
p (x̂; D)‖2L2

= K̃ j + O(ρ + L−1
s ), K̃ j := A2

j∑ls
j=1 |A j |2

. (7.2.14)

This proves (7.2.6) for m = 1. The case of using the S-part of the far-field pattern
(i.e., m = 2) can be treated in an analogous way.

For the full-wave scenaio, namely when m = 3, the orthogonality of u∞
p and

u∞
s should be used in the treatment. Since 〈I − x̂ ⊗ x̂, x̂ ⊗ x̂〉 = 0, by applying

Lemma 7.2.1 again to D and D j , we have

‖u∞(x̂; D)‖2L2 = ρ2

4

(
1

(λ + 2μ)2
+ 1

μ2

) ls∑

j=1

|A j |2 + O
(
ρ3 + ρ2L−1

s

)
,

‖u∞(x̂; D j )‖2L2 = ρ2

4

(
1

(λ + 2μ)2
+ 1

μ2

)
|A j |2 + O

(
ρ3 + ρ2L−1

s

)
.

Hence, the equality (7.2.6) with m = 3 is proved with the same K̃ j given in (7.2.14).
To verify (7.2.7) and (7.2.8), without loss of generality we only consider the

indicating behavior of I1(z) in a small neighborhood of z j for some fixed 1 ≤ j ≤ ls ,
i.e., z ∈ neigh(z j ). Clearly, under the assumption (7.2.4) we have

ω|z j ′ − z| ∼ ω Ls � 1, for all z ∈ neigh(z j ), j ′ 
= j.
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By using the Reimann-Lebesgue lemma about oscillating integrals and Lemma 7.2.1
we can obtain

∣∣∣∣∣∣

〈
u∞

p (x̂; D),

3∑

j=1

(x̂ ⊗ x̂)e j e
−ikp x̂ ·z

〉∣∣∣∣∣∣

2

(7.2.15)

= ρ2 |A j |2
16π2(λ + 2μ)2

〈
e−ikp x̂ ·z j , e−ikp x̂ ·z

〉
+ O(ρ3 + ρ2L−1

s ) (7.2.16)

≤ ρ2 |A j |2
4(λ + 2μ)2

+ O(ρ3 + ρ2L−1
s ), (7.2.17)

where the last inequality follows from the Cauchy-Schwartz inequality. Moreover,
the strict inequality in (7.2.17) holds if z 
= z j and the equal sign holds only when
z = z j . Therefore, by the definition of I1,

I1(z) ≤ K̃ j + O(ρ + L−1
s ),

and only when z = z j the equality holds. This proves (7.2.7) and (7.2.8). The indi-
cating behavior of I2 and I3 can be treated in the same manner.

The proof is completed. �

7.2.2 Locating Multiple Extended Scatterers

In this section we consider the locating of multiple rigid scatterers of regular size by
using a single incident planewave.As discussed earlier in Introduction, it is extremely
challenging to recover a generic rigid elastic scatterer by using a single far-field
pattern. The scheme that we shall discuss for locating multiple extended (namely,
regular-size) scatterers requires a certain a priori knowledge of the underlying target
objects; that is, their shapes must be from a certain known class. In what follows,
we first describe the multiple extended scatterers for our study and then present the
corresponding locating Scheme R.

For j = 1, 2, . . . , le, set r j ∈ R+ such that

r j ∈ [R0, R1], 0 < R0 < R1 < +∞, R0 ∼ O(1).

Let E j ⊂ R
3, 1 ≤ j ≤ le denote a bounded simply-connected Lipschitz domain con-

taining the origin. Throughout, we assume that diam(E j ) ∼ 1, 1 ≤ j ≤ le. Define
the scaling operator Λr E j with r ∈ R+ to be the same one as that given in (7.2.1).
Denote byR j := R(θ j , φ j , ψ j ) ∈ SO(3), 1 ≤ j ≤ le, the 3D rotationmatrix around
the origin whose Euler angels are θ j ∈ [0, 2π ], φ j ∈ [0, 2π ] and ψ j ∈ [0, π ]; and
define R j E := {R j x : x ∈ E}. For z j ∈ R

3, we let
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Ω =
le⋃

j=1

Ω j , Ω j := z j + R j Λr j E j , (7.2.18)

denote the extended target scatterer for our current study. Obviously, Ω is a collec-
tion of scatterer components Ω j that obtained by scaling, rotating and translating E j

with the parameters r j , (θ j , φ j , ψ j ) and z j , respectively. In the sequel, the param-
eter z j , Euler angles (θ j , φ j , ψ j ), number r j and the reference scatterer E j will
be respectively referred to as the position, orientation, size and shape of the scat-
terer component Ω j in Ω . For technical purpose, we impose the following sparsity
assumption on the extended scatterer Ω introduced in (7.2.18),

Le = min
j 
= j ′,1≤ j, j ′≤le

dist(Ω j ,Ω j ′) � 1. (7.2.19)

Furthermore, it is assumed that there exists an admissible reference scatterer space

A := {Σ j }l ′
j=1 (7.2.20)

where each Σ j ⊂ R
3 is a bounded simply-connected Lipschitz domain containing

the origin, such that for Ω in (7.2.18),

E j ∈ A . (7.2.21)

For the admissible reference space A introduced in (7.2.20), we require that

Σ j 
= Σ j ′ for j 
= j ′, 1 ≤ j, j ′ ≤ l ′, (7.2.22)

and it is known in advance. The number l ′ ∈ N in (7.2.20) is not necessarily equal to le

in (7.2.18). Condition (7.2.21) implies that the shapes of target scatterer components
must be known in advance. Nevertheless, it may happen that more than one scatterer
component possesses the same shape, or some shapes from the admissible class A
may not appear in the target scatterer components.

In the following, we present Scheme R by using a single far-field pattern to locate
the multiple components of the scatterer Ω described above. The inverse problem
could find important practical applications in the real world. For instance, in locating
an unknown group of plastic-cased land mines or pipelines buried in dry soils, one
has the a priori knowledge on the possible shapes of the target objects.

7.2.2.1 Description of Scheme R

For h ∈ R+, h 	 1, letN1 be a suitably chosen finite index set such that {R j } j∈N 1 =
{R(θ j , φ j , ψ j )} j∈N 1 is an h-net of SO(3). That is, for any rotation matrix R ∈
SO(3), there exists j ∈ N1 such that ‖R j − R‖ ≤ h. For a simply-connected
domain Σ containing the origin, we define
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RhΣ := {R jΣ} j∈N 1 . (7.2.23)

In an analogous manner, for Λr with r ∈ [R0, R1], we let N2 be a suitably chosen
finite index set such that {r j } j∈N 2 is an h-net of [R0, R1]. Define

ΛhΣ := {Λr j Σ} j∈N 2 . (7.2.24)

Next, we augment the admissible reference space A to be

Ah = RhΛhA =
l ′⋃

j=1

{RhΛhΣ j } := {Σ̃ j }l ′′
j=1, (7.2.25)

where l ′′ denotes the cardinality of the discrete setAh . Indeed,Ah canbe taken as anh-

net ofA in the sense that for anyΣ ∈ A , there exists Σ̃ ∈ Ah such that dH (Σ, Σ̃) ≤
Ch, where dH denotes the Hausdorff distance and C is a positive constant depending
only onA .Wemake the following two assumptions about the augmented admissible
reference space Ah :

(i) u∞
τ (x̂; Σ̃ j ) 
= u∞

τ (x̂; Σ̃ j ′) for τ = s, p or ∅, and j 
= j ′, 1 ≤ j, j ′ ≤ l ′′.
(ii) ‖u∞

τ (x̂; Σ̃ j )‖L2 ≥ ‖u∞
τ (x̂; Σ̃ j ′)‖L2 for τ = s, p or ∅, and j < j ′, 1 ≤ j, j ′ ≤ l ′′.

Assumption (ii) can be fulfilled by reordering the elements in Ah if necessary. For
assumption (i), we recall the following well-known conjecture in the inverse elastic
scattering theory:

u∞
τ (x̂; D1) = u∞

τ (x̂; D2) for all x̂ ∈ S
2 if and only if D1 = D2, (7.2.26)

where D1 and D2 are two rigid elastic scatterers. Equation (7.2.26) states that one can
uniquely determine an elastic rigid scatterer by using a single far-field pattern. There
is a widespread belief that (7.2.26) holds true, but there is very limited progress in
the literature, and still largely remains open. We refer to [22, 24, 47] for uniqueness
results established by using infinitely many far-field measurements. Nevertheless,
since Ah is known, assumption (i) can be verified in advance.

In order to identify the multiple extended scatterers ofΩ in (7.2.18), we introduce
the following l ′′ × 3 indicator functions:

W j
1 (z) = 1

‖u∞
p (x̂; Σ̃ j )‖2L2

∣∣∣
〈
u∞

p (x̂;Ω), e−ik p x̂ ·z u∞
p (x̂; Σ̃ j )

〉∣∣∣
2
, (7.2.27)

W j
2 (z) = 1

‖u∞
s (x̂; Σ̃ j )‖2L2

∣∣∣
〈
u∞

s (x̂;Ω), e−iks x̂ ·z u∞
s (x̂; Σ̃ j )

〉∣∣∣
2
, (7.2.28)

W j
3 (z) = 1

‖u∞(x̂; Σ̃ j )‖2L2

∣∣∣
〈
u∞(x̂;Ω), e−ik p x̂ ·z u∞

p (x̂; Σ̃ j ) + e−iks x̂ ·z u∞
s (x̂; Σ̃ j )

〉∣∣∣
2
, (7.2.29)

where z ∈ R
3 and Σ̃ j ∈ Ah for j = 1, 2, . . . , l ′′.
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Next, we present a key theorem on the indicating behavior of these indicator
functions, which forms the basis of our SchemeR.Recall thatα, β are the coefficients
attached to uin

p and uin
s , respectively.

Theorem 7.2.2 Suppose that α β = 0 and that Σ̃1 ∈ Ah is of the following form

Σ̃1 = R jσ Λr jτ
Σ j0 , Σ j0 ∈ A , jσ ∈ N1, jτ ∈ N2. (7.2.30)

Suppose that in Ω given by (7.2.18), there exists J0 ⊂ {1, 2, . . . , le} such that for
j ∈ J0, the component Ω j = R jΛr j E j satisfies

(i) E j = Σ j0; (i i) ‖R j − R jσ ‖ ≤ h; (i i i) ‖r j − r jτ ‖ ≤ h; (7.2.31)

whereas for j ∈ {1, 2, . . . , le}\J0, at least one of the conditions in (7.2.31) is not
fulfilled by the scatterer component Ω j . Then for each z j , 1 ≤ j ≤ le, there exists an
open neighborhood of z j , neigh(z j ), such that

1. if j ∈ J0, then

W 1
m(z) ≤ 1 + O

(
1

L e
+ h

)
, ∀z ∈ neigh(z j ), m = 1, 2, 3. (7.2.32)

Moreover, the equality relation holds in (7.2.32) only when z = z j . That is, z j is
a local maximum point for W 1

m(z).
2. if j ∈ {1, 2, . . . , l}\J0, then there exists ε0 ∈ R+ such that

W 1
m(z) ≤ 1 − ε0 + O

(
1

Le
+ h

)
, ∀z ∈ neigh(z j ), m = 1, 2, 3. (7.2.33)

Remark 7.2.3 The condition αβ = 0 implies that W j
m’s in (7.2.28) are valid for

incident plane pressure or shear waves only. Following the proof of Theorem 7.2.2,
one can formulate the indicator functions for general elastic plane waves; see
Remark 7.2.6 at the end of this section.

In Theorem 7.2.2, it may happen that J0 = ∅. In this case, there is no scatterer in Ω

which is of the shape Σ j0 . Clearly, by using the indicating behavior of the functional
W 1

m(z) presented in Theorem 7.2.2, one can locate all the scatterer components
possessing the shape Σ j0 . After the locating of those scatterers of the shape Σ j0 , one
can exclude them from the searching region. Moreover, by Lemmas 7.2.2 and 7.2.3
in the following, one can calculate the far-field pattern generated by the remaining
scatterer components. With the updated far-field pattern, one can then use Σ̃2 as
the reference, and proceed as before to locate all the scatterer components of Ω

possessing the same shape as Σ̃2. Clearly, this procedure can be carried out till we
find all the scatterer components of Ω . In summary, Scheme R is read as follows.



216 7 Numerical Inverse Elastic Scattering Problems

Scheme R Locating extended scatterers of Ω in (7.2.18)

Step 1 For the admissible reference scatterer classA in (7.2.20), formulate the augmented admis-
sible class Ah in (7.2.25)

Step 2 Collect in advance the P-part (m = 1), S-part (m = 2) or the full far-field data (m = 3) asso-
ciated with the admissible reference scatterer class Ah corresponding to a single incident
plane wave. Reorder Ah if necessary to make it satisfy assumption (ii), and also verify the
generic assumption (i)

Step 3 For an unknown rigid scatterer Ω in (7.2.18), collect the P-part, S-part or the full far-field
data by sending the same detecting plane wave as specified in Step 2

Step 4 Select a sampling region with a mesh Th containing Ω

Step 5 Set j = 1

Step 6 For each sampling point z ∈ Th , calculate W j
m(z) (m = 1, 2, 3) according to available far-

field data for Ω

Step 7 Locate all those significant local maximum points of W j
m(z) satisfying W j

m(z) ≈ 1 for the
scatterer components of the form z + Σ̃ j . Let zη , η = 1, . . . , η0 be the local maximum
points found this step

Step 8 Remove all those z + Σ̃ j found in Step 6 from the mesh Th

Step 9 Update the far-field patterns according to the following formulae
u∞,new

p = u∞
p (x̂; d, d⊥, α, β,Ω) − u∞

p (x̂; d, d⊥, α, 0, Σ̃ j )
∑η0

η=1 eikp (d−x̂)·zη

−u∞
p (x̂; d, d⊥, 0, β, Σ̃ j )

∑η0
η=1 ei(ks d−kp x̂)·zη ,

u∞,new
s = u∞

s (x̂; d, d⊥, α, β,Ω) − u∞
s (x̂; d, d⊥, α, 0, Σ̃ j )

∑η0
η=1 ei(kp d−ks x̂)·zη

−u∞
s (x̂; d, d⊥, 0, β, Σ̃ j )

∑η0
η=1 eiks (d−x̂)·zη ,

u∞,new = u∞,new
p + u∞,new

s

Step 10 If j = l ′′, namely, the maximum number of the reference scatterers reaches, then stop the
reconstruction; otherwise set j = j + 1, and go to Step 6

7.2.2.2 Proof of Theorem 7.2.2

Throughout the present section, we let ν denote the unit normal vector to ∂Ω pointing
into R

3\Ω . Denote the linearized strain tensor by

ε(u) := 1

2

(∇u + ∇u�) ∈ R
3×3, (7.2.34)

where∇u ∈ R
3×3 and∇u� stand for the Jacobian matrix of u and its adjoint, respec-

tively. By Hooke’s law the strain tensor is related to the stress tensor via the identity

σ(u) = λ (div u) I + 2με(u) ∈ R
3×3. (7.2.35)

The surface traction (or the stress operator) on ∂Ω is given by

Tνu := σ(u)ν = (2μν · ∇ + λ ν div + μν × curl ) u. (7.2.36)

We next present several auxiliary lemmas.
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Lemma 7.2.2 Let Ω be a scatterer with multiple components given in (7.2.18).
Under the assumption (7.2.4), we have

u∞(x̂;Ω) =
le∑

j=1

u∞(x̂;Ω j ) + O(L−1
e ).

Proof For simplicity we assume le = 2. We begin with the single- and double-layer
potential operators in elasticity. For j = 1, 2, let

(Sjϕ)(x) :=2
∫

∂Ω j

Π(x, y)ϕ(y)ds(y), ϕ ∈ C(∂Ω j ), x ∈ ∂Ω j , (7.2.37)

(K jϕ)(x) :=2
∫

∂Ω j

Ξ(x, y)ϕ(y)ds(y), ϕ ∈ C(∂Ω j ), x ∈ ∂Ω j , (7.2.38)

where Ξ(x, y) is a matrix-valued function whose j-th column vector is defined by

Ξ(x, y)� e j := Tν(y)(Π(x, y) e j ) on ∂Ω j , for x 
= y, j = 1, 2, 3.

Recall that the superscript (·)� denotes the transpose, e j ∈ C
3×1 the usual cartesian

unit vectors and Tν(y) the stress operator. Under the regularity assumption ∂Ω j ∈ C2,
it was proved in [24] that the scattered field usc(x;Ω j ) corresponding to Ω j can be
represented as

usc(x;Ω j ) =
∫

∂Ω j

Ξ(x, y)ϕ j (y)ds(y) + i
∫

∂Ω j

Π(x, y)ϕ j (y)ds(y), x ∈ R
3\Ω j ,

where the density function ϕ j ∈ C(∂Ω j ) is given by

ϕ j = −2(I + K j + i S j )
−1uin|∂Ω j , j = 1, 2.

To prove the lemma for the scatterer Ω = Ω1 ∪ Ω2, we make use of the ansatz

usc(x; Ω) =
∑

j=1,2

{∫

∂Ω j

Ξ(x, y)φ j (y)ds(y) + i
∫

∂Ω j

Π(x, y)φ j (y)ds(y)

}
, x ∈ R

3\Ω,

with φ j ∈ C(∂Ω j ). Using the Dirichlet boundary condition usc + uin = 0 on each
∂Ω j , we obtain the integral equations

(
I + K1 + i S1 J2

J1 I + K2 + i S2

)(
φ1

φ2

)
= −2

(
uin|∂Ω1

uin|∂Ω2

)
, (7.2.39)

where the operators J1 : C(∂Ω1) → C(∂Ω2), J2 : C(∂Ω2) → C(∂Ω1) are defined
respectively by
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J1φ1 = 2

{∫

∂Ω1

Ξ(x, y)φ1(y)ds(y) + i
∫

∂Ω1

Π(x, y)φ1(y)ds(y)

}
, x ∈ ∂Ω2,

J2φ2 = 2

{∫

∂Ω2

Ξ(x, y)φ2(y)ds(y) + i
∫

∂Ω2

Π(x, y)φ2(y)ds(y)

}
, x ∈ ∂Ω1.

Since Le � 1 (cf. (7.2.19)), using the fundamental solution (7.2.9), it is readily to
estimate

‖J1φ1‖C(∂Ω2) ≤ C1L−1
e ‖φ1‖C(∂Ω1), ‖J2φ2‖C(∂Ω1) ≤ C2L−1

e ‖φ2‖C(∂Ω2), C1, C2 > 0.

Hence, it follows from (7.2.39) and the invertibility of I + K j + i S j : C(∂Ω j ) →
C(∂Ω j ) that

(
φ1

φ2

)
=
(

(I + K1 + i S1)−1 0
0 (I + K2 + iS2)−1

)(−2uin|∂Ω1

−2uin|∂Ω2

)
+ O(L−1

e )

=
(

ϕ1

ϕ2

)
+ O(L−1

e ).

This implies that

usc(x;Ω) = usc(x;Ω1) + usc(x;Ω2) + O(L−1
e ) as Le → ∞,

which finally leads to

u∞(x̂;Ω) = u∞(x̂;Ω1) + u∞(x̂;Ω2) + O(L−1
e ).

�
Remark 7.2.4 In the proof of Lemma 7.2.2, we require that the boundary ∂Ω is C2

continuous. This is mainly due to the requirements of the mapping properties of the
single- and double-layer potential operators (cf. (7.2.37) and (7.2.38)) in the proof.
This regularity assumption can be relaxed to be Lipschitz continuous by using a sim-
ilar argument, together with the mapping properties of the layer potential operators
defined on Lipschitz surfaces (cf. [48]).

In what follows, we establish the relation between far-field patterns for translated,
rotated and scaled elastic bodies. For D ⊂ R

3 and a = (a1, a2, a3) ∈ R
3, we write

Da = a + D for simplicity.

Lemma 7.2.3 Assume ∂ D is Lipschitz. If α = 1, β = 0, then

u∞
p (x̂; Da) = u∞

p (x̂; D) eikp(d−x̂)·a, u∞
s (x̂; Da) = u∞

s (x̂; D) ei(kpd−ks x̂)·a.
(7.2.40)

If α = 0, β = 1, then

u∞
p (x̂; Da) = u∞

p (x̂; D) ei(ks d−kp x̂)·a, u∞
s (x̂; Da) = u∞

s (x̂; D) eiks (d−x̂)·a.
(7.2.41)
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Proof Wefirst consider the case of incident plane pressure waves, i.e., α = 1, β = 0.
Denote by u∞(x̂; D) = u∞(x̂; D, d) the far-field pattern corresponding to the rigid
scatter D with the incident direction d ∈ S

2. For any y = z + a ∈ ∂ Da with z ∈ ∂ D,
we have

usc(y; Da) = −d eikp z·d eikpa·d = usc(z; D) eikpa·d = usc(y − a; D) eikpa·d .

From the uniqueness of the exterior problemof theNavier equation for rigid scatterers
(cf. [24]), it follows that

usc(y; Da) = usc(y − a; D) eikpa·d = usc(z; D) eikpa·d , for all y ∈ R
3\D.

(7.2.42)
This implies that for any y = z + a ∈ ∂ Da with z ∈ ∂ D,

Tν(y)u
sc(y; Da) = Tν(z)u

sc(z; D) eikpa·d . (7.2.43)

Recall that, the P-part and S-part far-field patterns of u∞(x̂; Da) can be respectively
characterized as follows (cf. [3]):

u∞
p (x̂; Da) =

∫

∂ Da

{[Tν(y) {x̂ ⊗ x̂ e−ikp x̂ ·y}]�usc(y; Da)

−x̂ ⊗ x̂ e−ikp x̂ ·y Tν(y)u
sc(y; Da)

}
ds(y),

u∞
s (x̂; Da) =

∫

∂ Da

{[Tν(y){(I − x̂ ⊗ x̂)e−iks x̂ ·y}]�usc(y; Da)

−(I − x̂ ⊗ x̂)e−iks x̂ ·y Tν(y)u
sc(y; Da)

}
ds(y).

Changing the variable y = z + a in the previously two expressions and making use
of (7.2.42) and (7.2.43), we obtain

u∞
p (x̂; Da) =

∫

∂ D

{[Tν(z) {x̂ ⊗ x̂ e−ikp x̂ ·z}]�usc(z; D)

−x̂ ⊗ x̂e−ikp x̂ ·z Tν(y)u
sc(z; D)

}
ds(z) eikp(d−x̂)·a

= u∞
p (x̂; D) eikp(d−x̂)·a,

and

u∞
s (x̂; Da) =

∫

∂ D

{[Tν(z){(I − x̂ ⊗ x̂)e−iks x̂ ·z}]�usc(z; D)

−(I − x̂ ⊗ x̂)e−iks x̂ ·zTν(z)u
sc(z; D)

}
ds(z) ei(kpd−ks x̂)·a

= u∞
s (x̂; D) ei(kpd−ks x̂)·a,
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from which the relations in (7.2.40) follow. The case for incident plane shear waves
can be treated in the same manner. �

Remark 7.2.5 For general plane waves, one can obtain the corresponding relations
between translated elastic bodies by supposition, giving rise to the updating formulae
in Step 9 of Scheme R. Note that the identities in (7.2.40) (resp. (7.2.41)) are valid
for incident plane shear (resp. pressure) wave only.

As an application of the relations established in Lemma 7.2.3, we prove uniqueness
in locating the position of translated elastic bodies with a single plane pressure or
shear wave.

Lemma 7.2.4 Let d, d⊥ ∈ S
2 and ω ∈ R+ be fixed. Assume α β = 0. Then the rela-

tion u∞
τ (x̂, Da) = u∞

τ (x̂, D) with τ = p or τ = s for all x̂ ∈ S
2 implies |a| = 0.

Proof Without loss of generality we assume β = 0. This implies that the incident
wave is a plane pressure wave. If u∞

p (x̂; Da) = u∞
p (x̂; D) for all x̂ ∈ S

2, then it
follows from the first identity in (7.2.40) that (d − x̂) · a = 0 for all x̂ ∈ S

2. Since
the set {d − x̂ : x̂ ∈ S

2} contains three linearly independent vectors of R
3, it follows

that |a| = 0. By arguing similarly we deduce from u∞
s (x̂; Da) = u∞

s (x̂; D) and the
second identity in (7.2.40) that (kpd − ks x̂) · a = 0 for all x̂ ∈ S

2, which also leads
to |a| = 0. The proof for the case with α = 0 can be shown in the same way by using
(7.2.41). �

Let R be a rotation matrix in R
3. The following relation between u∞(x̂; D) and

u∞(x̂;RD) was mentioned in [47, Sect. 5].

Lemma 7.2.5

R u∞(x̂; D, d, d⊥) = u∞(R x̂;RD,Rd,Rd⊥), for all x̂, d, d⊥ ∈ S
2, d · d⊥ = 0.

(7.2.44)

Now, we recall the scaling operator Λρ D = {ρ x : x ∈ D} for ρ > 0. Given the
incident plane wave uin , we write u∞(x̂) = u∞(x̂; D, ω) and usc(x̂) = usc(x̂; D, ω)

to indicate the dependance on the obstacle D and the frequency of incidenceω. There
holds

Lemma 7.2.6

u∞
τ (x̂;Λρ D, ω) = ρ u∞

τ (x̂; D, ρ ω), x̂ ∈ S
2, τ = p, s or ∅.

Proof We see that

usc(x; Λρ D, ω) = exp(ikp|x |)
4π(λ + μ)|x | u∞

p (x̂; Λρ D, ω) + exp(iks |x |)
4πμ|x | u∞

s (x̂; Λρ D, ω) (7.2.45)

+O(
1

|x |2 )
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as |x | → +∞. Define ũsc(y) := usc(ρy;Λρ D, ω) for y ∈ R
3\D. It is readily seen

that
{

(Δ∗ + ρ2 ω2) ũsc = 0 in R
3\D,

ũsc(y) = −uin(y) on ∂ D.

Moreover, ũsc(y) is still a radiating solution with the asymptotic behavior

ũsc(y; D, ρω) = exp(iρk p|y|)
4π(λ + μ)|y| u∞

p (ŷ; D, ρω) + exp(iρds |y|)
4πμ|y| u∞

s (ŷ; D, ρω) + O(
1

|y|2 ),

as |y| → ∞. Changing the variable y = x/ρ, we deduce from the above expression
that

usc(x) = ũsc(x/ρ) = ρ exp(ikp|y|)
4π(λ + μ)|x | u∞

p (x̂; D, ρω) + ρ exp(iks |x |)
4πμ|x | u∞

s (x̂; D, ρω) (7.2.46)

+O(
1

|x |2 )

as |x | → ∞. Comparing (7.2.47) with (7.2.47) yields

u∞
τ (x̂;Λρ D, ω) = ρ u∞

τ (x̂; D, ρω), τ = p, s,

and thus

u∞(x̂;Λρ D, ω) = ρ u∞(x̂; D, ρω).

The proof is completed. �

We are in a position to present the proof of Theorem 7.2.2.

Proof of Theorem 7.2.2 Without loss of generality, we assume α = 1, β = 0. Let
the scatterer componentΩ j = Ω j (z j ,R j , r j , E j ) fulfill (7.2.18) and (7.2.31). Com-
bining Lemmas 7.2.3, 7.2.5 and 7.2.6, we obtain

u∞
p (x̂; d, ω,Ω j ) = u∞

p (x̂; d, ω,R j Λr j E j ) eikp(d−x̂)·z j

= R j u∞
p (R−1

j x̂;R−1
j d, ω, Λr j E j ) eikp(d−x̂)·z j (7.2.47)

= r j R j u∞
p (R−1

j x̂;R−1
j d, r j ω, E j ) eikp(d−x̂)·z j .

Using (7.2.31) and again Lemmas 7.2.5 and 7.2.6, we have for j ∈ J0

r j R j u∞
p (R−1

j x̂;R−1
j d, r j ω, E j ) (7.2.48)

= r jτ R jσ u∞
p (R−1

jσ
x̂;R−1

jσ
d, r jτ ω, Σ j0) + O(h)

= u∞
p (x̂; d, ω,R jσ Λr jτ

Σ j0 , ) + O(h)

= u∞
p (x̂; d, ω, Σ̃1) + O(h),
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where Σ̃1 is given as in (7.2.30). Inserting (7.2.49) into (7.2.48), it follows from
Lemma 7.2.2 that

u∞
p (x̂;Ω) =

le∑

j=1

u∞
p (x̂;Ω j ) + O(L−1

e )

=
∑

j∈J0

u∞
p (x̂; Σ̃1)e

ikp(d−x̂)·z j +
∑

j∈{1,...le}\J0

u∞
p (x̂;Ω j ) + O(L−1

e + h).

Hence, for z ∈ neigh(z j ) with some j ∈ J0 we have

|〈u∞
p (x̂;Ω), u∞

p (x̂; Σ̃1)e
−ikp x̂ ·z〉| (7.2.49)

= |〈u∞
p (x̂; Σ̃1)e

ikp(d−x̂)·z j , u∞
p (x̂; Σ̃1)e

−ikp x̂ ·z〉| + O(L−1
e + h)

≤ ‖u∞
p (x̂; Σ̃1)‖L2 + O(L−1

e + h).

The equality in (7.2.49) follows from the the Riemann-Lebesgue lemma about
oscillatory integrals by noting |z j ′ − z| ∼ Le � 1 for j ′ 
= j, 1 ≤ j ′ ≤ le and z ∈
neigh(z j ). For the inequality in (7.2.50), we have applied the Cauchy-Schwartz
inequality, and it is easily seen that the equality holds only at z = z j . Therefore,
from the definition of the indicator function W 1

1 ,

W 1
1 (z) ≤ 1 + O(L−1

e + h), for z ∈ neigh(z j ).

On the other hand, by a similar argument, together with assumption (i) on Σ̃ j and
the equality (7.2.47) , we can directly verify that

W 1
1 (z) < 1 + O(L−1

e + h), z ∈ neigh(z j ), j ∈ {1, 2, . . . , le}\J0.

This proves Theorem 7.2.2withm = 1 for an incident pressurewave. In a completely
similar manner, our argument can be extended to show the indicating behavior of
W 1

2 (z) (m = 2) by using the first equality in (7.2.41). Regarding W 1
3 (z) (m = 3)

where the full far-field pattern data are involved, we apply the orthogonality of u∞
p

and u∞
s to obtain

W j
3 =

∣∣〈u∞
p (x̂;Ω), e−ikp x̂ ·z u∞

p (x̂; Σ̃ j )〉 + 〈u∞
s (x̂;Ω), e−iks x̂ ·z u∞

s (x̂; Σ̃ j )〉
∣∣2

‖u∞
p (x̂; Σ̃ j )‖2L2 + ‖u∞

s (x̂; Σ̃ j )‖2L2

.

Thus, the behavior of W 1
3 (z) follows from those of W 1

1 (z) and W 1
2 (z).

In the case of an incident shear wave, the indicating behavior of W 1
m(z) (m =

1, 2, 3) can be shown similarly . The proof of Theorem 7.2.2 is complete. �
Remark 7.2.6 For a general incident plane wave, following a similar argument to
the proof of Theorem 7.2.2, one can show that Theorem 7.2.2 still holds with the
indicator functions replaced, respectively, by
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W j
1 (z) =

∣∣∣〈u∞
p (x̂;Ω), A j

1(x̂; z)〉
∣∣∣
2

‖u∞
p (x̂; Σ̃ j )‖2L2

, W j
2 (z) =

∣∣∣〈u∞
s (x̂;Ω), A j

2(x̂; z)〉
∣∣∣
2

‖u∞
s (x̂; Σ̃ j )‖2L2

,

W j
3 (z) =

∣∣∣〈u∞(x̂;Ω), A j
1(x̂; z) + A j

2(x̂; z)〉
∣∣∣
2

‖u∞(x̂; Σ̃ j )‖2L2

,

where for j = 1, 2, . . . , l ′′,

A j
1(x̂; z) := eikp(d−x̂)·z u∞

p (x̂; d, d⊥, α, 0, Σ̃ j ) + ei(ks d−kp x̂)·z u∞
p (x̂; d, d⊥, 0, β, Σ̃ j ),

A j
2(x̂; z) := ei(kpd−ks x̂)·z u∞

s (x̂; d, d⊥, α, 0, Σ̃ j ) + eiks (d−x̂)·z u∞
s (x̂; d, d⊥, 0, β, Σ̃ j ).

7.2.3 Locating Multiple Multiscale Scatterers

In this section, we consider the recovery of a scatterer consisting of multiple multi-
scale components given by

G = D ∪ Ω, (7.2.50)

where D is as described in (7.2.1)–(7.2.4) denoting the union of the small compo-
nents, and Ω is as described in (7.2.18)–(7.2.22) denoting the union of the extended
components. As before, we assume that the shapes of the extended components are
from a known admissible class, as described in (7.2.20)–(7.2.22). In addition, we
require that

Lm := dist(D,Ω) � 1. (7.2.51)

Next, we show Scheme M to locate the ls + le multiscale scatterer components of G
in (7.2.50) by using a single far-field pattern. Our treatment follows the one in [40] of
locating multiscale acoustic scatterers. More specifically, we concatenate Schemes
S and R of locating small and extended scatterers, respectively, by a local tuning
technique, to form Scheme M of locating the multiscale scatterers.

Definition 7.2.1 LetAh be the augmented admissible class in (7.2.25) with the two
sets {R j } j∈N 1 and {r j } j∈N 2 of rotations and scalings respectively, and Th be the
sampling mesh in Scheme R. Suppose that Ω̂ j = ẑ j + R̂ jΛr̂ j Σ j , j = 1, 2, . . . , le,
are the reconstructed images of Ω j = z j + R jΛr j Σ j , j = 1, 2, . . . , le. For a prop-

erly chosen δ ∈ R+, let O
j
1 ,O j

2 and O j
3 be, respectively, δ-neighborhoods of ẑ j , R̂ j

and r̂ j , j = 1, 2, . . . , le. Then let {Th′
l
, {R j } j∈P l , {r j } j∈Q l } be a refined mesh of

{Th ∩ O l
1, {R j } j∈N 1 ∩ O l

2, {r j } j∈N 2 ∩ O l
3}, l = 1, 2, . . . , le.

Define

̂̂Ω l (̂̂z,
̂̂R,̂̂r) := ̂̂z + ̂̂RΛ̂̂rΣl for ̂̂z ∈ Th′

l
, ̂̂R ∈ {R j } j∈P l ,

̂̂r ∈ {r j } j∈Q l ,

(7.2.52)
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a local tune-up of Ω̂l = ẑl + R̂lΛr̂l Σl relative to {Th′
l
, {R j } j∈P l , {r j } j∈Q l },

1 ≤ l ≤ le.
Define

̂̂Ω :=
le⋃

l=1

̂̂Ω l, (7.2.53)

with each ̂̂Ω l , 1 ≤ l ≤ le, a local tune-up in (7.2.52) relative to {Th′
l
, {R j } j∈P l ,

{r j } j∈Q l }, a local tune-up of Ω̂ := ⋃le
j=1 Ω̂ j , relative to the local tuning mesh

L :=
le⋃

l=1

{Th′
l
, {R j } j∈P l , {r j } j∈Q l }. (7.2.54)

According to Definition 7.2.1, Ω̂ is the reconstructed image of the extended
scatterer Ω , whereas ̂̂Ω is an adjustment of Ω̂ by locally adjusting the position,
orientation and size of each component of Ω̂ .

With the above preparation, we are ready to present Scheme M to locate the
multiple components of G in (7.2.50), which can be first sketched as follows. First,
by Lemmas 7.2.2 and 7.2.1, we know

u∞
τ (x̂; G) ≈ uτ (x̂;Ω), τ = s, p or ∅, (7.2.55)

where u∞
τ (x̂; G) and u∞

τ (x̂;Ω) are, respectively, the far-field patterns of G and Ω

corresponding to a single incident plane wave. Hence, one can use u∞
τ (x̂; G) as

the far-field data for Scheme R to locate the extended scatterer components of Ω

(approximately). We suppose the reconstruction in the above step yields Ω̂ , which
is an approximation to Ω . Then, according to Lemma 7.2.2 again, we have

uτ (x̂; D) ≈ u∞
τ (x̂; G) − u∞

τ (x̂;Ω) ≈ u∞
τ (x̂; G) − u∞

τ (x̂; Ω̂). (7.2.56)

With the above calculated far-field data, one can then use SchemeS to locate the small
scatterer components of D. However, the error introduced in (7.2.56) might be even
more significant than the scattering data of D, hence the second-stage reconstruction
cannot be expected to yield some reasonable result. In order to tackle this problem,
a local tuning technique can be implemented by replacing Ω̂ in (7.2.56) by a local
tune-up ̂̂Ω . Clearly, a more accurate recovery of the extended scattererΩ is included
in the local tune-ups relative to a properly chosen local tuning mesh. Hence, one can
repeat the second-stage reconstruction as described above by running through all the
local tune-ups, and then locate the “clustered” local maximum points which denote
the positions of the small scatterers. Meanwhile, one can also achieve much more
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accurate reconstruction of the extended scatterers. In summary, Scheme M can be
proceeded as follows.

Scheme M Locating multiple multi-scale scatterers of G in (7.2.50)
Step 1 For an unknown scatterer G, collect the P-part (u∞

p (x̂; G)), S-part (u∞
s (x̂; G))

or the full far-field (u∞(x̂; G)) patterns, by sending a single detecting plane
wave

Step 2 Select a sampling region with a mesh Th containing Ω

Step 3 Apply Scheme M with u∞
τ (x̂; G), τ = s, p or ∅, as the far-field data, to recon-

struct approximately the extended scatterer Ω , denoted by Ω̂ . Clearly, Ω̂ is as
described in Definition 7.2.1

Step 4 For Ω̂ obtained in Step 3, select a local-tuning mesh L of the form (7.2.54)

Step 5 For a tune-up ̂̂Ω relative to the local tuning mesh L in Step 4, calculate

ũ∞
τ (x̂) := u∞

τ (x̂; G) − u∞
τ (x̂; ̂̂Ω) (7.2.57)

Apply Scheme S with ũ∞
τ (x̂) as the far-field data to locate the significant local

maximum points on Th\L
Step 6 Repeat Step 5 by running through all the local tune-ups relative to L . Locate

the clustered local maximum points on Th\L , which correspond to the small
scatterer components of D

Step 7 Update Ω̂ to the local tune-up ̂̂Ω which generates the clustered local maximum
points in Step 6

7.2.4 Numerical Examples

In this section, three numerical tests are presented to verify the applicability of the
discussed schemes (Scheme S, R and M) in inverse elastic scattering problems for
rigid bodies in three dimensions. Either plane pressure wave or shear wave can be
used as the detecting field incident on the rigid scatterer and it generates coexisting
scattering P- and S-waves coupled by the rigid body boundary condition. However,
for brevity, we only present the numerical results where the plane shear wave is
employed for the locating schemes.

In the sequel, the exact far field data are synthesized by a forward solver using
quadratic finite elements for each displacement field component on a truncated spher-
ical (3D) domain centered at the origin and enclosed by a PML layer following [11].
The computation is carried out on a sequence of successively refined meshes till the
relative error of two successive finite element solutions between the two adjacent
meshes is below 0.1%. The synthetic far field data are computed via the integral
representation formulae [3, Eqs. (2.12) and (2.13) ] and taken as the exact one.

In all the experiments, we always take the Lamé constants λ = 2 and μ = 1, the
incident direction d = (0, 0, 1), the perpendicular direction d⊥ = (1, 0, 0) and the
angular frequency ω = 2. In such a way, we know that the two wavenumbers kp = 1
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and ks = 2 and the incident S-wavelength is π . For scatterers of small size or regular
size, we always add to the exact far field data a uniform noise of 5% and use it as the
measurement data in our numerical tests. While for multiscale scatterers, a uniform
noise of 3% is added to the exact far field data.

Five revolving bodies will be considered for the scatterer components in our
numerical tests. They are characterized by revolving the following 2D parametric
curves along the x-axis. Some geometries are adjusted to their upright positions if
necessary.

Ball : {(x, y) : x = cos(s), y = sin(s), 0 ≤ s ≤ 2π},
Peanut : {(x, y) : x =

√
3 cos2(s) + 1 cos(s), y =

√
3 cos2(s) + 1 sin(s), 0 ≤ s ≤ 2π},

Kite : {(x, y) : x = cos(s) + 0.65 cos(2s) − 0.65, y = 1.5 sin(s), 0 ≤ s ≤ 2π},
Acorn : {(x, y) : x = (1 + cos(πs) cos(2πs)/3) cos(πs),

y = (1 + cos(πs) cos(2πs)/3) sin(πs), 0 ≤ s ≤ 2π},
UFO : {(x, y) : x = (1 + 0.2 cos(4πs)) cos(πs),

y = (1 + 0.2 cos(4πs)) sin(πs), 0 ≤ s ≤ 2π}.

They will be denoted for short by B, P, K, A and U, respectively, and shown in
Figs. 7.1b, c, d and 7.3b, c.

Example 1 (Scatterer of three small components) The scatterer consists of three
components B, P and K, all of which are scaled by one tenth so that their sizes are
much smaller than the incident wave length. As shown in Fig. 7.1a, one small ball is
located at (−2, 3, −2), a small peanut at (3, −2, −2) and a small kite at (3, 3, 3).
With resort to Scheme S, the reconstruction results of the small components are
shown in Fig. 7.2 based on the indicator functions I1(z), I2(z) and I3(z) using the
P-wave, S-wave and full-wave far field data, respectively. It is clearly seen from
Fig. 7.2 that all the indicator functions Im (m = 1, 2) in Scheme S can identify
the scatterer with the correct positions of its three components. As emphasized in
Remark 7.2.2 that the resolution of the S-wave reconstruction in Fig. 7.2b is much
sharper than its P-wave counterpart in Fig. 7.2a due to the shorter wavelength of S-
wave. However, the full-wave imaging result in Fig. 7.2c exhibits the most accurate
and stable reconstruction compared with the other two in that I3(z), by combining
the highlighted ball and kite positions (lower two components in Fig. 7.2a) from I1
and the highlighted peanut position (upper component in Fig. 7.2b) from I1, yields
the best indicating behavior and meanwhile retains the resolution as in the S-wave
scenario. Thus to avoid redundancy and for better resolution, we always take the
full-wave indicator function for later examples.

Example 2 (Multiple extended scatterers) The scatterer is composed of a UFO and
an acorn. Their sizes are around 3 and is comparable with the incident plane shear
wave. The UFO is located at (−2, 0, −2), and the acorn is located at (2, 0, 2) as
shown in Fig. 7.3a.
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Fig. 7.1 True scatter and its components before scaling in Example 1

P-wave S-wave Full-wave

Fig. 7.2 From left to right : Reconstruction results based on the indicator functions I1(z), I2(z)
and I3(z) using u∞

p , u∞
s and u∞, respectively, in Example 1

Fig. 7.3 True scatter and its components in Example 2

The candidate data setAh includes far-field data of both reference components U
and A, and is further lexicographically augmented by a collection of a priori known
orientations and sizes. More precisely, the augmented data set is obtained by rotating
U and A in the x-z plane every 90◦, see, e.g., the four orientations of A in Fig. 7.4,
and by scaling U and A by one half, one and twice.

The indicator function W3(z) is adopted to locate regular-size scatterer compo-
nents. By the increasing magnitude of the far field patterns, the UFO reference data
is first employed for locating purpose. Figure 7.5a tells us that the first unknown
component is a UFO and its position is highlighted. What’s interesting in Fig. 7.5a
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Fig. 7.4 Example 2: Basic scatterer components : a reference acorn with four orientations

Fig. 7.5 Example 2. a Reconstruction result using the full-wave far field data associated with
the reference UFO based on W3(z); b–e: Reconstruction results using the full-wave far field data
associated with the reference acorn and its four orientations based on W3(z)

is that it also indicates a ghost highlight which is close to the position of the acorn,
which is due to the similarity between the UFO and acorn geometries. In the next
stage, by subtracting the UFO contribution from the total far field data through
Step 9 in Scheme R, we try further the far field data associated with the reference
acorn geometry and all its possible orientations. For example, associated with the
four orientations in Fig. 7.4, the corresponding reconstruction results are plotted in
Fig. 7.5b–e. It is found in Fig. 7.5c the most prominent indicating behavior which
identifies the acorn shape, its location and upside-down configuration of the second
unknown component.
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Fig. 7.6 True scatterer in Example 3

Example 3 (Multi-scale scatter of multiple components) In this example, we test
further a multi-scale imaging problem using Scheme M. The true scatterer is com-
posed of a small UFO scaled by one fifth and an acorn of unitary size. The small
UFO is located at (−2, 0, −2), and the big pear located at (2, 0, 2) as shown in
Fig. 7.6. As for each reference component of A and U, we rotate it every 90◦ in the
x − y, y − z and z − x planes. Three different sizes of the reference components are
tested, namely scaled by 0.2, 1 and 1.5.

In the first stage, we extract the information of the regular-size component using
the indicator function W3(z) of Scheme R by computing the inner product with a
priori known far-field data associated with those reference scatterer component with
different orientations and sizes. We plot in Fig. 7.7 the indicator function values of
W3(z) in one-to-one correspondence with the four orientations of the reference acorn
as shown in Fig. 7.4. It can be observed in Fig. 7.7b that the highlighted part tells
us that the first regular-size unknown component is the approximate location of an
acorn with no scaling and upside-down configuration. By testing other regular-size
components, no significantmaxima are found and it is now safe to undergo the second
stage for detecting the possible remaining small-size components.
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Fig. 7.7 Reconstruction results in the first stage of Scheme M in Example 3. From left to right:
Iindicating plots of W3(z) by testing with far field data associated with the four orientations in
Fig. 7.4

Fig. 7.8 Reconstruction results by locally tuning the rough location on some typical local grid
points in Example 3

In the next stage,we adopt the local tuning technique pbyperforming a local search
over a small cubic mesh around the rough position of the acorn determined by the
highlighted localmaximum inFig. 7.7b. In Fig. 7.8, as the search grid points approach
gradually from (1.6 , 0 , 2) to (2 , 0 , 2) (from left to right), the value distribution of
the indicator function in Scheme S displays an gradual change of the highlighted
position. In Fig. 7.8c, the red dot indicates the approximate position of the smaller
UFO component, which agrees with the exact one very well. In such a way, the small
UFO component could be correctly identified and positioned, and it helps us fine
tune the position of the acorn and update it to be (2 , 0 , 2).

7.2.5 Concluding Remarks

In this section, three imaging schemes S, R and M are presented to identify respec-
tively, multiple small, extended and multiscale rigid elastic scatterers from the far-
field pattern corresponding to a single incident plane wave with fixed incident direc-
tion and frequency. The incident elastic wave is allowed to be a plane pressure wave,
a plane shear wave or a general linear combination of P- and S-waves. Relying on the
availability of the far-field data, we discuss three indicating functions in each scheme
by using the P-part, S-part or the full far-field pattern. Our locating schemes are based
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on the local maximum behaviors of the indicating functions. Rigorous mathematical
justifications are provided and several benchmark examples are presented to illustrate
the efficiency of the schemes.

We remark that in Scheme R, if certain a priori information is available about
the possible range of the orientations and sizes of the scatterer components, it is
sufficient for the augmented reference spaceAh in (7.2.25) to cover that range only.
In Lemma 7.2.4, we have shown uniqueness in locating the position of a translated
elastic body from either the P-part or S-part of the far-field pattern corresponding
to a single plane pressure or shear wave. However, we do not know if analogous
uniqueness results hold for rotated and scaled elastic bodies; that is, wether or not a
single far-field pattern can uniquely determine a rotating or scaling operator acting
on the scatterer.

Although only the rigid scatterers are considered in the current study, the discussed
schemes can be generalized to locating multiple multiscale cavities modeled by the
traction-free boundary condition on the surface, the Robin-type impenetrable elastic
scatterers as well as inhomogeneous penetrable elastic bodies with variable densities
and Lamé coefficients inside. To achieve this, one only needs to investigate the anal-
ogous asymptotic expansions of the far-field pattern to Lemma 7.2.1, which will be
used to design the locating functionals for small scatterers. The results in Sect. 7.2.2.2
remain valid for extended elastic scatterers of different physical natures. Hence, the
schemes of locating extended scatterers can be straightforwardly extended to the
cases mentioned above. Our approach can be also extended to the case where only
limited-viewmeasurement data are available. Further, the extension to the use of time
dependent measurement data would be nontrivial and poses interesting challenges
for further investigation.

7.3 Traction Free Case

This section concerns the time-harmonic elastic scattering from cavities (e.g., empty
or fluid-filled cracks and inclusions) and rigid bodies,which has its origin in industrial
and engineering applications; see, e.g., [10, 34, 36, 57] and the references therein.
In seismology and geophysics, it is important to understand how anomalies diffract
the detecting elastic waves and to characterize them from the surface measurement
data. This leads to the inverse problem of determining the position and shape of an
elastic scatterer; see, e.g., [1, 20, 21]. The inverse elastic scattering problem also
plays a key role in many other science and technology such as petroleum and mine
exploration, nondestructive testing of concrete structures etc. The inverse problem
is nonlinear and ill-posed and far from well understood. In this section, we discuss
several qualitative inverse elastic scattering schemes in an extremely general and
practical scenario. In what follows, we first present the mathematical formulations
of the forward and inverse elastic scattering problems for the present study, and then
we briefly discuss the results obtained.
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The rest of the section is organized as follows. In Sect. 7.3.1, we derive the
asymptotic expansion of the scattered wave field from multiple small elastic scat-
terers. In Sect. 7.3.2, we present the inverse scattering schemes of locating multiple
small, extended and multiscale elastic scatterers with the corresponding theoretical
justifications.

7.3.1 Elastic Scattering From Multiscale Scatterers

In this section, we consider the elastic scattering from multiple multiscale scatterers.
To that end, we first recall the fundamental solution (Green’s tensor) to the Navier
equation given by

Π(x, y) = Π(ω)(x, y) = k2s
4πω2

eiks |x−y|

|x − y| I + 1

4πω2 ∇x ∇�
x

[
eiks |x−y|

|x − y| − eikp |x−y|

|x − y|
]

, (7.3.1)

for x, y ∈ R
3, x 
= y. Let D j , j ∈ N be a bounded simply connected domain in

R
3 with C2 boundary ∂ D j . Define the single and double layer potential operators,

respectively, by

(S j ϕ)(x) = (SD j ϕ)(x) := 2
∫

∂ D j

Π(x, y)ϕ(y)ds(y), ϕ ∈ C(∂ D j ), x ∈ ∂ D j , (7.3.2)

(K j ϕ)(x) = (K D j ϕ)(x) := 2
∫

∂ D j

∂Π(x, y)

∂ν(y)
ϕ(y)ds(y), ϕ ∈ C(∂ D j ), x ∈ ∂ D j , (7.3.3)

where ∂ν(y)Π(x, y) is a matrix function whose l-th column vector is given by

[
∂Π(x, y)

∂ν(y)

]�
el = Tν(y) [Π(x, y)el] = ν(y) · [σ(Π(x, y) el)] on ∂ D j ,

for x 
= y, l = 1, 2, 3. Here, el , 1 ≤ l ≤ 3 are the standard Euclidean base vectors in
R

3, and Tν(y) is the stress operator. The adjoint operator K ′
j of K j is given by

(K ′
j ϕ)(x) = (K ′

D j
ϕ)(x) := 2

∫

∂ D j

∂Π(x, y)

∂ν(x)
ϕ(y)ds(y), ϕ ∈ C(∂ D j ), x ∈ ∂ D j .

(7.3.4)
As seen by interchanging the order of integration, K ′

j and K j are adjoint with respect
to the dual system (C(∂ D j ), C(∂ D j )) defined by

( f, g) :=
∫

∂ D j

f g ds, f, g ∈ C(∂ D j ).

Using Taylor series expansion for exponential functions, one can rewrite the matrix
Π(ω)(x, y) as the series (see, e.g., [5])
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Π(ω)(x, y) = 1

4π

∞∑

n=0

(n + 1)(λ + 2μ) + μ

μ(λ + 2μ)

(iω)n

(n + 2)n! |x − y|n−1 I (7.3.5)

− 1

4π

∞∑

n=0

λ + μ

μ(λ + 2μ)

(iω)n(n − 1)

(n + 2)n! |x − y|n−3 (x − y) ⊗ (x − y),

from which it follows that

Π(ω)(x, y) = λ + 3μ

8πμ(λ + 2μ)

1

|x − y| I + iω
2λ + 5μ

12πμ(λ + 2μ)
I (7.3.6)

+ λ + μ

8πμ(λ + 2μ)

1

|x − y|3 (x − y) ⊗ (x − y) + o(1)ω2 (7.3.7)

as x → y. Taking ω → +0 in (7.3.7), we obtain the fundamental tensor of the Lamé
system with ω = 0

Π̃(x, y) = Π(0)(x, y) := λ + 3μ

8πμ(λ + 2μ)

1

|x − y| I

+ λ + 3μ

8πμ(λ + 2μ)

1

|x − y|3 (x − y) ⊗ (x − y). (7.3.8)

Similar to the definitions of Sj , K j , K ′
j , we define the operators S̃ j , K̃ j , K̃ ′

j in the
same way as (7.3.2), (7.3.3) and (7.3.4), but with the tensor Π(ω)(x, y) replaced by
Π(0)(x, y). By comparing (7.3.6), (7.3.7) and (7.3.8), we obtain

Π(ω)(x, y) − Π(0)(x, y) = iω
2λ + 5μ

12πμ(λ + 2μ)
I + ω2O

(
|x − y| I − (x − y) ⊗ (x − y)

|x − y|
)

,

which together with (7.2.35) yields

|σ([Π(ω)(x, y) − Π(0)(x, y)]e j )| ≤ C(λ, μ)ω2, C > 0, (7.3.9)

uniformly in j = 1, 2, 3 as x → y. The operators K j , K ′
j , K̃ j and K̃ ′

j all haveweakly
singular kernels and therefore are compact on C(∂ D j ); see, e.g., [25, 34].

Throughout the rest of the subsection, in order to simplify the exposition, we
assume that ω ∼ 1. Hence, the size of a scatterer can be interpreted in terms of its
Euclidean diameter. Next, we first consider the scattering from multiple sparsely
distributed scatterers. Let l ∈ N and D j , 1 ≤ j ≤ l be bounded simply-connected
domains in R

3 with C2-smooth boundaries. Set

D =
l⋃

j=1

D j and L = min
j 
= j ′,1≤ j, j ′≤l

dist(D j , D j ′). (7.3.10)
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Lemma 7.3.1 Consider an elastic scatterer with multiple components given in
(7.3.10), where each component D j , 1 ≤ j ≤ l is either traction-free or rigid. For
L sufficiently large, we have

u∞(x̂; D) =
l∑

j=1

u∞(x̂; D j ) + O(L−1). (7.3.11)

Proof The case that all the components of D are rigidwas considered in [29]. Inwhat
follows, for simplicity we first assume that l = 2, and moreover we assume that both
D1 and D2 are traction-free and ω2 is not an eigenvalue for −Δ∗ in D j associated
with the homogeneous traction-free boundary condition on ∂ D j , j = 1, 2.

The scattered field usc(x; D j ) corresponding to D j can be represented as the
single layer potential

usc(x; D j ) =
∫

∂ D j

Π(x, y)ϕ j (y)ds(y), x ∈ R
3\D j ,

where the density function ϕ j ∈ C(∂ D j ) is uniquely determined from the traction-
free boundary condition on ∂ D j , and is implied in the boundary integral equation

ϕ j = 2(I − K ′
j )

−1(T uin|∂ D j ), j = 1, 2.

The uniqueness and existence of ϕ j follow from the Fredholm alternative applied to
the operator I − K ′

j . To prove the lemma for the scatterer D = D1 ∪ D2, we make
the ansatz

usc(x; D) =
∑

j=1,2

{∫

∂ D j

Π(x, y)φ j (y)ds(y)

}
, x ∈ R

3\D,

with φ j ∈ C(∂ D j ). By using the boundary condition T (usc + uin) = 0 on each ∂ D j ,
we obtain the system of integral equations

(
I − K ′

1 J2
J1 I − K ′

2

)(
φ1

φ2

)
= 2

(
T uin|∂ D1

T uin|∂ D2

)
, (7.3.12)

where the operators J1 : C(∂ D1) → C(∂ D2), J2 : C(∂ D2) → C(∂ D1) are defined
respectively by

(J1φ1)(x) := −2
∫

∂ D1

[Tν(x)Π(x, y)]φ1(y)ds(y), x ∈ ∂ D2,

(J2φ2)(x) := −2
∫

∂ D2

[Tν(x)Π(x, y)]φ2(y)ds(y), x ∈ ∂ D1.
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Since L � 1, using the fundamental solution (7.3.1) one readily estimates

‖J1φ1‖C(∂ D2) ≤ C1L−1‖φ1‖C(∂ D1), ‖J2φ2‖C(∂ D1) ≤ C2L−1‖φ2‖C(∂ D2), C1, C2 > 0.

Hence, it follows from (7.3.12) and the invertibility of I − K ′
j : C(∂ D j ) → C(∂ D j )

that
(

φ1

φ2

)
=
(

(I − K ′
1)

−1 0
0 (I − K ′

2)
−1

)(
2T uin|∂ D1

2T uin|∂ D2

)
+ O(L−1)

=
(

ϕ1

ϕ2

)
+ O(L−1).

This implies that

usc(x; D) = usc(x; D1) + usc(x; D2) + O(L−1),

which further leads to

u∞(x̂; D) = u∞(x̂; D1) + u∞(x̂; D2) + O(L−1).

The case that D has more than two components or D has mixed type components
can be proved in a similar manner by making use of the integral equation method.
In the argument above, there is a technical assumption that ω2 is not an eigenvalue
for −Δ∗ in D j with the traction-free boundary condition. If the eigenvalue problem
happens, one can make use of the combined layer potentials (cf. [25, 34]) and then
by a completely similar argument as above, one can show (7.3.11).

The proof is completed. �

Next, we consider the scattering from multiple small scatterers. Let ls ∈ N and
let M j , 1 ≤ j ≤ ls , be bounded simply-connected domains in R

3 with C2-smooth
boundaries. It is supposed that M j , 1 ≤ j ≤ ls , contains the origin and its diameter
is comparable with the S-wavelength or P-wavelength, i.e., diam(M j ) ∼ O(1). For
ρ ∈ R+, we introduce a scaling/dilation operator Λρ by

Λρ M j := {ρx : x ∈ M j } (7.3.13)

and set
Dρ

j := z j + Λρ M j , z j ∈ R
3, 1 ≤ j ≤ ls . (7.3.14)

Let

Dρ :=
ls⋃

j=1

Dρ

j . (7.3.15)
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Theorem 7.3.1 Consider an elastic scatterer Dρ given in (7.3.15). Assume that
ρ 	 1, ω ∼ 1 and

Ls = min
j 
= j ′,1≤ j, j ′≤ls

dist(z j , z j ′) � 1. (7.3.16)

Moreover, we assume that Dρ

j , j = 1, 2, . . . , ls , are all traction-free cavities. Then
we have

u∞
p (x̂; Dρ) = −ρ3

⎡

⎣(x̂ ⊗ x̂)

ls∑

j=1

e−ikp x̂ ·z j U j (x̂; α, β, d, d⊥) + O(ρ + L−1
s )

⎤

⎦ , (7.3.17)

u∞
s (x̂; Dρ) = −ρ3

⎡

⎣(I − x̂ ⊗ x̂)

ls∑

j=1

e−iks x̂ ·z j U j (x̂; α, β, d, d⊥) + O(ρ + L−1
s )

⎤

⎦ (7.3.18)

where

U j (x̂;α, β, d, d⊥) :=
1∑

n=0

n∑

m=−n

(
β eiks z j ·d Cm,s

n, j + α eikp z j ·d Cm,p
n, j

)
Y m

n (x̂).

Here, α, β are the coefficients attached to the incident plane wave, Y m
n (x̂) are the

spherical harmonics and Cm,p
n, j , Cm,s

n, j ∈ C
3 are complex-valued vectors independent

of ρ, ls, Ls and z j .

Proof By Lemma 7.3.1, it suffices to analyze the asymptotics of the far-field patterns
for only one single scatterer component. For notational convenience, we employ
Ω = z + Λρ M to denote Dρ

j = z + Λρ M j with any fixed j ∈ {1, 2, . . . , ls}. For
f ∈ C(∂Ω) and g ∈ C(∂ M), we introduce the transforms

f̂ (ξ) = f ∧ = f (ρξ + z), ξ ∈ ∂ M, ǧ(x) = g∨ := g((x − z)/ρ), x ∈ ∂Ω.

Using change of variables it is not difficult to verify that (see, e.g., [12, 23])

KΩϕ = (KM ϕ̂)∨, (I − KΩ)ϕ = (
(I − KM )ϕ̂

)∨
, (I − KΩ)−1ψ = (

(I − KM )−1ψ̂
)∨

,

and similarly

K ′
Ωϕ = (K ′

M ϕ̂)∨, (I − K ′
Ω)ϕ = (

(I − K ′
M )ϕ̂

)∨
, (I − K ′

Ω)−1ψ = (
(I − K ′

M )−1ψ̂
)∨

.

These identities also hold for K̃ and K̃ ′ defined via the tensor Π̃(x, y) = Π(0)(x, y).
Hence, using (7.3.9), there hold
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(I − K ′
Ω)ϕ − (

(I − K̃ ′
M )ϕ̂)∨ = (I − K ′

Ω)ϕ − (I − K̃ ′
Ω)ϕ

= (K̃ ′
Ω − K ′

Ω)ϕ

= 2
∫

Ω
ν(x) · [σ(Π(0)(x, y) − Π(ω)(x, y))]ϕ(y) ds(y)

≤ C(λ, μ)ρ2 ||ϕ||C(∂Ω),

as ρ → +0. Since ρ 	 1, by the Neumann series we have

(I − K ′
Ω)−1ϕ = (

(I − K̃ ′
M)−1ϕ̂)∨ + O(ρ2) as ρ → 0. (7.3.19)

It is worth pointing out that the operator I − K̃ ′
M is bijective over the space (see, e.g.,

[25])

{
ψ ∈ C(∂ M) :

∫

∂ M
ψ(x) · (a + b × x) ds(x) = 0 for all a,b ∈ C

3

}
.

To proceed with the proof, we represent the scattered field usc(x,Ω) as the single
layer potential

usc(x,Ω) =
∫

∂Ω

Π(x, y)ϕ(y) ds(y), x ∈ R
3\Ω,

with the density function ϕ ∈ C(∂Ω) given by

ϕ = 2(I − K ′
Ω)−1(T uin|∂Ω).

Then, the P-part and S-part far-field patterns of u∞ are given respectively by (after
the normalization)

u∞
p (x̂,Ω) = 2(x̂ ⊗ x̂)

∫

∂Ω

e−ikp x̂ ·y [(I − K ′
Ω)−1ϕ](y) ds(y), (7.3.20)

u∞
s (x̂,Ω) = 2(I − x̂ ⊗ x̂)

∫

∂Ω

e−iks x̂ ·y [(I − K ′
Ω)−1ϕ](y) ds(y), (7.3.21)

where ϕ := T uin|∂Ω = ν · σ(uin)|∂Ω . In the rest of the proof, we only justify the
asymptotic behavior of u∞

p (x̂,Ω) as ρ → +0. Our argument can be readily adapted
to the case of the S-part far-field pattern.

Changing the variable y = z + ρ ξ with ξ ∈ ∂ M in (7.3.20) and making use of
the estimate (7.3.19), we find

u∞
p (x̂,Ω) = 2(x̂ ⊗ x̂)ρ2

∫

∂ M
e−ikp x̂ ·(z+ρ ξ)

[
(I − K̃ ′

M)−1ϕ̂(ξ) + O(ρ2)
]

ds(ξ).

(7.3.22)
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Expanding the exponential function ξ → exp(−ikp x̂ · (z + ρξ)) around z yields

exp(−ikp x̂ · (z + ρξ)) = exp(−ikp x̂ · z) − ikpρ(x̂ · ξ) exp(−ikp x̂ · z) + O(k2
pρ

2)

(7.3.23)
as ρ → +0. Inserting (7.3.23) into (7.3.22) gives

u∞
p (x̂, Ω) = 2(x̂ ⊗ x̂)ρ2e−ikp x̂ ·z

(∫

∂ M
(I − K̃ ′

M )−1ϕ̂(ξ)ds(ξ)

)
(7.3.24)

−2i(x̂ ⊗ x̂)k pρ3e−ikp x̂ ·z
(∫

∂ M
(x̂ · ξ) (I − K̃ ′

M )−1ϕ̂(ξ)ds(ξ)

)
(7.3.25)

+O(ρ4). (7.3.26)

To estimate the integrals on the right hand side of (7.3.26), we will investigate the
incident plane pressure and shear waves, respectively. The asymptotics for general
plane waves can be derived by linear superposition.

Case (i):β = 1, α = 0, i.e., uin = uin
s = d⊥eiks x ·d is an incident plane shearwave.

Since div uin
s = 0, by (7.2.35) we have σ(uin

s ) = μ(∇uin
s + ∇uin

s
�). Expanding

the function ξ → (∇uin
s

∧)(ξ) = ∇uin
s (ρξ + z) around z,

(∇uin
s

∧)(ξ) = iks(d
⊥ ⊗ d)

[
eiks z·d + iksρ eiks z·d(d · ξ) + O(k2

s ρ
2)
]

as ρ → +0.

Hence,

(σ (uin
s )∧)(ξ) = iμkseiks z·d

H(d)
[
1 + iksρ (d · ξ) + O(k2

s ρ
2)
]
, (7.3.27)

whereH(d) := (d⊥ ⊗ d) + (d⊥ ⊗ d)�. Recalling that (which can actually be proved
by using the jump relations for the double layer potential with constant density, see,
e.g., [33, Example 6.14])

K̃M1 = 2
∫

∂ M

Π̃(x, y)

∂ν(y)
ds(y) = −1,

we see (I − K̃M)−1 1 = 1/2, and thus

∫

∂ M
(I − K̃ ′

M)−1ϕ̂(ξ)ds(ξ) =
∫

∂ M
ϕ̂(ξ)(I − K̃M)−1 1 ds(ξ) (7.3.28)

= 1

2

∫

∂ M
ν(ξ) · (σ (uin

s )∧)(ξ) ds(ξ). (7.3.29)

Inserting (7.3.27) into (7.3.29) and applying Gauss’s theorem yield
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∫

∂ M
(I − K̃ ′

M)−1ϕ̂(ξ)ds(ξ) (7.3.30)

= iμkseiks z·d/2
{∫

M
div ξ [H(d)(1 + iksρd · ξ)] ds(ξ)

}
+ O(ρ2) (7.3.31)

= −ρd⊥eiks z·d |M |/2 + O(ρ2). (7.3.32)

Note that |M | denotes the volume of M and that the last equality follows from the
relation

div ξ [H(d)(1 + iksρd · ξ)] = iksρd · H(d) = iksρ d⊥.

Again using (7.3.27) we can evaluate the second integral over ∂ M on the right hand
of (7.3.26) as follows:

∫

∂ M
(x̂ · ξ) (I − K̃ ′

M)−1ϕ̂(ξ)ds(ξ) (7.3.33)

= iμkseiks z·d
{∫

∂ M
(x̂ · ξ) (I − K̃ ′

M)−1(ν(ξ) · H(d))ds(ξ)

}
+ O(ρ) (7.3.34)

= −iμkseiks z·d(x̂ · M) · H(d) + O(ρ), (7.3.35)

where the polarization tensor M depending only on M is defined as

M = −
∫

∂ M
ξ ⊗ (I − K̃ ′

M)−1ν(ξ) ds(ξ). (7.3.36)

Now, combining (7.3.35), (7.3.32) and (7.3.26) gives the asymptotics

u∞
p (x̂,Ω) = −(x̂ ⊗ x̂)ρ3eiz·(ks d−kp x̂)

[
d⊥ |M | + 2(x̂ · M) · H(d)

] + O(ρ4),

(7.3.37)
as ρ → +0. Recalling that the spherical harmonics Y 0

0 = √
1/4π and that each

Cartesian component of the vector x̂ ∈ R
3 can be expressed in terms of Y −1

1 , Y 0
1 , Y 1

1 ,
we may reformulate the previous identity as

u∞
p (x̂,Ω) = −(x̂ ⊗ x̂)ρ3eiz·(ks d−kp x̂)

[
1∑

n=0

n∑

m=−n

Cm
n Y m

n (x̂)

]
+ O(ρ4), (7.3.38)

with C0
0 = d⊥ |M | 2√π and Cm

1 ∈ C
3 for m = −1, 0, 1. This proves (7.3.17) when

α = 0, β = 1 and ls = 1. In the case α = 0, β ∈ C and ls > 1, there holds

u∞
p (x̂,Ω) = −(x̂ ⊗ x̂)ρ3

ls∑

j=1

e−ikp z j ·x̂
[

1∑

n=0

n∑

m=−n

β eiks z j ·d Cm,s
n, j Y m

n (x̂)

]
+ O(ρ4 + L−1

s ),
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with C0,s
0, j = d⊥ |M j | 2√π and Cm,s

1, j ∈ C
3 for m = −1, 0, 1, and j = 1, 2, . . . , ls .

Note that the constant Cm,s
n, j are independent of z j , ρ, ls and Ls .

Case (ii): β = 0, α = 1, i.e., uin = uin
p = deikp x ·d is an incident plane pressure

wave.

We sketch the proof, since it can be carried out analogously to Case (i). The
corresponding expansion of (σ (uin

p ))∧ to (7.3.27) reads as follows:

(σ (uin
p )∧)(ξ) = i(λ + 2μ)kpeikp z·d

L(λ, μ, d)
[
1 + ikpρ (d · ξ) + O(k2

pρ
2)
]

(7.3.39)
whenρ → +0,whereL(λ, μ, d) := (λI + 2μ(d ⊗ d))/(λ + 2μ).As a consequence
of (7.3.29), we have for ϕ = ν · σ(uin

p )|∂Ω ,

∫

∂ M
(I − K̃ ′

M )−1ϕ̂(ξ)ds(ξ) (7.3.40)

= i i(λ + 2μ)kpeikp z·d/2

{∫

M
div ξ

[
L(λ, μ, d)(1 + ikpρd · ξ)

]
ds(ξ)

}
+ O(ρ2) (7.3.41)

= −ρdeikp z·d |M |/2 + O(ρ2). (7.3.42)

Similar to (7.3.35), one has

∫

∂ M
(x̂ · ξ) (I − K̃ ′

M )−1ϕ̂(ξ)ds(ξ) = −i(λ + 2μ)k p eikpz·d (x̂ · M) · L(λ, μ, d) + O(ρ),

(7.3.43)
where the polarization tensor M is given as the same in (7.3.36). Therefore, the
insertion of (7.3.42) and (7.3.43) into (7.3.26) yields

u∞
p (x̂,Ω) = −(x̂ ⊗ x̂)ρ3eikp x̂ ·(d−z)

[
d |M | + 2(x̂ · M) · L(λ, μ, d)

] + O(ρ4),

(7.3.44)
as ρ → +0, and it further leads to the asymptotic behavior in (7.3.17) when α =
1, β = 0 and ls = 1.

The proof is completed. �

The asymptotic expansions of the far-field patterns corresponding to small rigid
bodies was considered in [12, 29], and for completeness and also the subsequent use,
we include it in the following theorem.

Theorem 7.3.2 Consider an elastic scatterer Dρ given in (7.3.15). Assume that
ρ 	 1 and Ls = min j 
= j ′,1≤ j, j ′≤ls dist(z j , z j ′) � 1. Moreover, we assume that Dρ

j ,
j = 1, 2, . . . , ls , are all traction-free cavities. Then we have
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u∞
p (x̂; Dρ) = ρ

4π(λ + 2μ)
(x̂ ⊗ x̂)

⎡

⎣
ls∑

j=1

e−ikp x̂ ·z j (C p, j α eikp z j ·d + Cs, j β eiks z j ·d)

⎤

⎦

+O
(
ρ2 ls(1 + L−1

s )
)
,

u∞
s (x̂; Dρ) = ρ

4πμ
(I − x̂ ⊗ x̂)

⎡

⎣
ls∑

j=1

e−iks x̂ ·z j (C p, j α eikp z j ·d + Cs, jβ eiks z j ·d)

⎤

⎦

+O
(
ρ2 ls(1 + L−1

s )
)
,

where C p, j , Cs, j ∈ C
3 are constant vectors independent of ρ, ls, Ls and z j .

Finally, for our subsequent study on the inverse scattering problem, we also need
some results on the scattering from extended elastic bodies. Let Σ be a bounded
simply-connected set that contains the origin. Denote byR := R(θ, φ, ψ) ∈ SO(3)
the 3D rotation matrix around the origin whose Euler angles are θ ∈ [0, 2π ], φ ∈
[0, 2π ] and ψ ∈ [0, π ]; and define RΣ := {Rx : x ∈ Σ}. We introduce

A := {Σ j }l ′
j=1, l ′ ∈ N (7.3.45)

where each Σ j ⊂ R
3 is a bounded simply-connected C2 domain containing the

origin. A is called a base scatterer class, and each base scatterer Σ j , 1 ≤ j ≤
l ′, could be either rigid or traction-free. Next, we introduce the multiple extended
scatterers for our study via the base class A in (7.3.45). Let le ∈ N and for j =
1, 2, . . . , le, set r j ∈ R+ such that

r j ∈ [R0, R1], 0 < R0 < R1 < +∞, R0 ∼ O(1),

andmoreover, let (θ j , φ j , ψ j ) ∈ [0, 2π ]2 × [0, π ], j = 1, 2 . . . , le, be le Euler angles.
For z j ∈ R

3, we let

D =
le⋃

j=1

D j , D j := z j + R j Λr j E j , E j ∈ A , R j := R(θ j , φ j , ψ j ). (7.3.46)

The physical property of D j is inherited from that of the base scatterer E j ; namely,
if E j is traction-free (resp. rigid), then D j is also traction-free (resp. rigid). For
technical purpose, we impose the following sparsity assumption on the extended
scatterer D introduced in (7.3.46),

Le = min
j 
= j ′,1≤ j, j ′≤le

dist(D j , D j ′) � 1. (7.3.47)
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Theorem 7.3.3 Consider an elastic scatterer D given in (7.3.46). Assume that the
sparsity condition (7.3.47) is satisfied. If α = 1 and β = 0, then

uτ (x̂; D, d, d, ω) =
le∑

j=1

κ(z j )r jR j u∞
τ (R⊥

j x̂; E j ,R
⊥
j d,R⊥

j , r j ω) + O(L−1
e ), τ = p, s

(7.3.48)
where

κ(z j ) = eikp(d−x̂)·z j if τ = p; ei(kpd−ks x̂)·z j if τ = s. (7.3.49)

If α = 0 and β = 1, then one has a similar expansion as that in (7.3.48) but with

κ(z j ) = ei(ks d−kp x̂)·z j if τ = p; eiks (d−x̂)·z j if τ = s. (7.3.50)

Proof We only consider the first case with α = 1 and β = 0, and the second case
with α = 0 and β = 1 can be proved in a similar manner. If E j is a rigid elastic body,
the following identities were proved in [29]:

u∞
τ (x̂; z j + E j ) = κ(z j )u

∞
τ (x̂; E j ) where κ(z j ) is given in (7.3.49), (7.3.51)

and
Ru∞

τ (x̂; E j , d, d⊥) = u∞
τ (R x̂;RE j ,Rd,Rd⊥), (7.3.52)

and
u∞

τ (x̂;Λr j E j , ω) = r j u
∞
τ (x̂; E j , r jω). (7.3.53)

By following a completely similar argument, one can show that the above identities
also hold when E j is a traction-free cavity. Finally, by using Lemma 7.3.1, and
(7.3.51)–(7.3.53), one can show (7.3.49), which completes the proof. �

7.3.2 Locating Multiple Multiscale Elastic Scatterers

In this section, we consider the inverse scattering problem of recovering multiple
elastic scatterers.Wefirst consider the locating ofmultiple small scatterers introduced
in (7.3.15), and then we consider the locating of multiscale scatterers with both small
components of those in (7.3.15) and extended components of those described in
(7.3.46). The key ingredients of the developed inverse scattering schemes are some
indicator functions, whose local maximum behaviors can be used to identify the
multiple elastic bodies in an effective and efficient manner.
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7.3.2.1 Locating Small Scatterers

Let Dρ be a small elastic scatterer consisting of multiple components as introduced
in (7.3.15). In order to present the scheme of locating the multiple components of
Dρ , we introduce the following three indicator functions

I1(z) = 1

‖u∞
p (x̂; Dρ)‖2

L2

1∑

n=0

n∑

m=−n

3∑

l=1

∣∣∣
〈
u∞

p (x̂; Dρ), (x̂ ⊗ x̂) Y m
n (x̂)el e−ik p x̂ ·z〉∣∣∣

2
, (7.3.54)

I2(z) = 1

‖u∞
s (x̂; Dρ)‖2

L2

1∑

n=0

n∑

m=−n

3∑

l=1

∣∣∣
〈
u∞

s (x̂; Dρ), (I − x̂ ⊗ x̂) Y m
n (x̂)el e−iks x̂ ·z〉∣∣∣

2
, (7.3.55)

I3(z) = 1

‖u∞(x̂; Dρ)‖2
L2

1∑

n=0

n∑

m=−n

3∑

l=1

| fn,m,l (z)|2, (7.3.56)

where

fn,m,l(z) :=
〈
u∞(x̂; Dρ),

[
(x̂ ⊗ x̂) e−i ikp x̂ ·z + (I − x̂ ⊗ x̂) e−iks x̂ ·z

]
Y m

n (x̂)el

〉
.

Here and in what follows, the notation 〈·, ·〉 denotes the inner product in L2 :=
L2(S2)3 with respect to thevariable x̂ ∈ S

2, defined as 〈u, v〉 := ∫
S2
u(x̂) · v(x̂)ds(x̂).

Clearly, Im (m = 1, 2, 3) are all nonnegative functions and they can be obtained,
respectively, by using a single P-part far-field pattern (m = 1), S-part far-field pat-
tern (m = 2), or the full far-field pattern (m = 3). The functions introduced above
possess certain indicating behaviors, which lies in the essence of our inverse scat-
tering schemes. Before stating the theorem of the indicating behaviors for those
functions, we introduce the following real numbers

K j
1 := ‖u∞

p (x̂; Dρ

j )‖2L2

‖u∞
p (x̂; Dρ)‖2L2

, K j
2 := ‖u∞

s (x̂; Dρ

j )‖2L2

‖u∞
s (x̂; Dρ)‖2L2

, K j
3 := ‖u∞(x̂; Dρ

j )‖2L2

‖u∞(x̂; Dρ)‖2L2

,

(7.3.57)
for 1 ≤ j ≤ ls .

Theorem 7.3.4 Consider the elastic scatterer Dρ described in (7.3.15), and assume
that Dρ is traction-free. For K j

m, m=1,2,3, defined in (7.3.57), we have

K j
m = K̃ j + O(L−1

s + ρ), 1 ≤ j ≤ ls, m = 1, 2, 3, (7.3.58)

where K̃ j ’s are positive numbers independent of Ls, ρ and m. Moreover, there exists
an open neighborhood of z j , neigh(z j ), such that

Im(z) ≤ K̃ j + O(L−1
s + ρ) for all z ∈ neigh(z j ), (7.3.59)
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and Im(z) achieves its maximum value at z j in neigh(z j ), i.e.,

Im(z j ) = K̃ j + O(L−1
s + ρ). (7.3.60)

Proof For notational convenience we write

A j =:
1∑

n=0

n∑

m=−n

|Bn,m, j |2, Bn,m, j = β eiks z j ·d Cm,s
n, j + α eikp z j ·d Cm,p

n, j , (7.3.61)

where the constants Cm,p
n, j , Cm,s

n, j are those given in (7.3.17). Then, it is seen from
Theorem 7.3.1 and the orthogonality of Y m

n that

‖u∞
p (x̂; Dρ

j )‖2L2 = ρ6 A j + O
(
ρ7
)

as ρ → +0.

Under the sparsity assumption (7.3.16), by using the Riemann-Lebesgue lemma
about oscillating integrals, we can obtain

‖u∞
p (x̂; Dρ)‖2L2 = ρ6

ls∑

j=1

A j + O(ρ7) + O(L−1
s ).

Hence,

K j
1 = ‖u∞

p (x̂; Dρ

j )‖2L2

‖u∞
p (x̂; Dρ)‖2L2

= K̃ j + O(ρ + L−1
s ), K̃ j := A j∑ls

j=1 A j

. (7.3.62)

This proves (7.3.58) for m = 1. The case of using the S-part far-field pattern (i.e.,
m = 2) can be treated analogously. To treat the case m = 3, we use the orthogonality
of u∞

p and u∞
s . Since 〈I − x̂ ⊗ x̂, x̂ ⊗ x̂〉 = 0, again applying Theorem 7.3.1 to Dρ

and Dρ

j yields

‖u∞(x̂; Dρ)‖2L2 = 2ρ6
ls∑

j=1

A j + O
(
ρ7) + O(L−1

s ),

‖u∞(x̂; Dρ

j )‖2L2 = 2ρ6 A j + O
(
ρ7
)
.

Hence, (7.3.58) is proved with K̃ j defined as in (7.3.62).
To verify (7.3.59) and (7.3.60), without loss of generality we only consider the

indicating behavior of I1(z) in a small neighborhood of z j for some fixed 1 ≤ j ≤ ls ,
i.e., z ∈ neigh(z j ). We assume further that |z − z j | < ρ. Clearly, under the assump-
tion (7.3.16),

ω|z j ′ − z| ∼ ω Ls � 1, for all z ∈ neigh(z j ), j ′ 
= j.
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By using the Riemann-Lebesgue lemma and Theorem 7.3.1, one can obtain

3∑

l ′=1

∣∣∣
〈
u∞

p (x̂; Dρ), (x̂ ⊗ x̂)Y m′
n′ (x̂)el ′ e

−ikp x̂ ·z〉
∣∣∣
2

(7.3.63)

= ρ6
3∑

l ′=1

∣∣∣∣∣

〈
e−ikp x̂ ·z j

1∑

n=0

n∑

m=−n

Bn,m, j Y m
n (x̂), Y m′

n′ (x̂)el ′ e
−ikp x̂ ·z

〉∣∣∣∣∣

2

+ O(ρ7 + L−1
s ) (7.3.64)

≤ ρ6
3∑

l ′=1

|Bn′,m′, j · el ′ |2 + O(ρ7 + L−1
s ) (7.3.65)

= ρ6|Bn′,m′, j |2 + O(ρ7 + L−1
s ), (7.3.66)

where the inequality (7.3.65) follows from the Cauchy-Schwarz inequality and
Bn′,m ′, j ∈ C

3 are given in (7.3.61). Moreover, the strict inequality in (7.3.65) holds
if z 
= z j and the equal sign holds only when z = z j . Therefore, by the definitions
of I1, A j and K̃ j ,

I1(z) ≤ ρ6∑1
n′=0

∑n′
m ′=−n′ |Bn′,m ′, j |2 + O(ρ7 + L−1

s )

ρ6
∑ls

j=1 A j + O(ρ7 + L−1
s )

= K̃ j + O(ρ + L−1
s ),

where the equality holds only when z = z j . This proves (7.3.59) and (7.3.60). The
indicating behavior of I2 and I3 can be verified in the same way. �

Remark 7.3.1 The local maximum behavior of Im(z) can be used to locate the
scatterer components of Dρ , namely z j , 1 ≤ j ≤ ls . Such indicating behavior is
much evident if one considers the case that Dρ has only one component, i.e., ls = 1.
In the one-component case, one has that

K̃ j = 1, Im(z) < 1 + O(ρ) for all m = 1, 2, 3, z 
= z1,

and

Im(z1) = 1 + O(ρ), m = 1, 2, 3.

That is, z1 is a global maximizer for Im(z).

Remark 7.3.2 In Theorem 7.3.4, we only consider that Dρ is a traction-free scat-
terer. If Dρ is a rigid scatterer, by using Theorem 7.3.2 and following a similar argu-
ment, one can show that Theorem 7.3.4 remains valid. Moreover, by Theorem 7.3.2,
it is easily seen that in the rigid case the terms with the index n = 1 in Im(z) are
high-order terms and hence can be eliminated. Eliminating the terms with the index
n = 1 in (7.3.54), (7.3.55) and (7.3.56) actually gives the indicator functions pro-
posed in [29]. However, it is clear that the indicator functions proposed in [29] work
only for locating rigid bodies. The indicator functions proposed in (7.3.54)–(7.3.56)
works for locating both rigid and traction-free cavities. Furthermore, we can con-
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sider a even more general case by assuming Ds = Dρ1 ∪ Dρ2 with Dρ j , j = 1, 2,
both of the form (7.3.15). Dρ1 and Dρ2 , respectively, contain the rigid bodies and
traction-free cavities. It is assumed that ρ1 ∼ ρ3

2 	 1. This means that both Dρ1 and
Dρ2 are small scatterers, and by Theorems 7.3.1 and 7.3.2, the scattering strengths
from the components of Dρ1 and Dρ2 are comparable. Then it is straightforward to
show that Theorem 7.3.4 remains valid for the scatterer Ds described above.

Based on Theorem 7.3.4, it is ready to formulate a reconstruction scheme of
locating the multiple scatterers of Dρ in (7.3.15) as follows.

Scheme I Locating small scatterers of Dρ in (7.3.15)
Step 1 For an unknown scatterer Dρ with multiple components in (7.3.15), collect the P-

part (m = 1), S-part (m = 2) or the full far-field data (m = 3) by sending a single
detecting plane wave

Step 2 Select a sampling region with a mesh Th containing Dρ

Step 3 For each sampling point z ∈ Th , calculate Im(z) (m = 1, 2, 3) according to the
measurement data

Step 4 Locate all the local maximizers of Im(z) on Th , which represent locations of the
scatterer components of Dρ

7.3.2.2 Locating Multiscale Scatterers

Consider an elastic scatterer with multiscale components of the following form

Dm := Dρ ∪ D, (7.3.67)

where Dρ given in (7.3.15) and D given in (7.3.45)–(7.3.47) represent, respectively,
the collections of small-size and extended-size scatterers. For Dm introduced above,
we assume that dist(Dρ, D) � 1. Next, we consider the recovery of the multiple
multiscale scatterer components of Dm , under the a priori knowledge that the base
scatterer class A in (7.3.45) is known in advance. In the present section, A is also
referred to as an admissible class. If Dm consists of only rigid bodies, the recovery
was considered in [29]. By using Scheme I developed for locating small scatterers,
together with the help of Lemma 7.3.1 and Theorem 7.3.3, and some slight necessary
modifications, the inverse scattering scheme developed in [29] for locatingmultiscale
rigid bodies can be readily extended to the locating of the more general multiscale
scatterers contained in Dm . Inwhat follows, for completeness and self-containedness,
we sketch the reconstruction procedure.

First, for the admissible classA and a sufficiently small ε ∈ R+, we introduce an
ε-netAε := {Σ̃ j }l ′′

j=1 ofA , such that for anyΣ ∈ A , there exists Σ̃ ∈ Aε satisfying
dH (Σ, Σ̃) ≤ ε, where dH denotes the Hausdorff distance. It is assumed that

(a) u∞
τ (x̂; Σ̃ j ) 
= u∞

τ (x̂; Σ̃ j ′) for τ = s, p or ∅, and j 
= j ′, 1 ≤ j, j ′ ≤ l ′′.
(b) ‖u∞

τ (x̂; Σ̃ j )‖L2 ≥ ‖u∞
τ (x̂; Σ̃ j ′)‖L2 for τ = s, p or ∅, and j < j ′, 1 ≤ j, j ′ ≤ l ′′.
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Assumption (a) is the generic uniqueness for the inverse elastic scattering problem,
whereas assumption (b) can be achieved by reordering if necessary. Next, for simplic-
ity, we only consider the case by making use of the P-part far-field pattern. However,
all the results presented below still hold when the S-part or full far-field patterns are
employed, if one replaces the locating functional by the corresponding functionals
developed in [29]. Let either α or β be taken to be zero in the detecting plane wave
and define

Jj (z) = 1

‖u∞
p (x̂; Σ̃ j )‖2L2

∣∣∣
〈
u∞

p (x̂; Dm), e−ikp x̂ ·z u∞
p (x̂; Σ̃ j )

〉∣∣∣
2
, z ∈ R

3. (7.3.68)

Since Σ̃ j ∈ A is known in advance, Jj (z) is actually obtained by projecting the
scattering measurement data into a space generated by the scattering data from the
admissible base scatterers. Then, one starts with the indicator function J1(z) to locate
all the local maximum points on a sampling mesh T containing the target scatterer.
We denote the obtained local maximum points by z11, z21, . . . , zl1

l , which represent the
approximate locations of scatterer components of the form z j

1 + Σ̃1, j = 1, 2, . . . , l1.
With the located scatterer components z j

1 + Σ̃1, one updates the P-part of the far-field
pattern according to the following formula,

u∞
p (x̂) := u∞

p (x̂; Dm) −
l1∑

j=1

κ(z j
1)u

∞
p (x̂; Σ̃1),

where κ(z j ) is given in (7.3.49) and (7.3.50). Using the updated far-field pattern as the
measurement data, one continues the locating procedure with the indicator function
J2(z) and finds the corresponding local maximum points on T , say, z12, z22, . . . , zl2

2 ,
which represent the approximate locations of scatterer components of the form z j

2 +
Σ̃2, j = 1, 2, . . . , l2. By continuing the above procedure, one can find z1j , z2j , . . . , z

l j

j ,
j = 3, . . . , l ′′, which represent the approximate locations of the scatterer components
of the form zm

j + Σ̃ j ,m = 1, 2, . . . , l j . It is emphasized that itmayhappen that l j = 0
for some 1 ≤ j ≤ l ′′, which means that the scatterer components obtained from the
base scatterer Σ̃ j does not appear in the target elastic scatterer Dm .

In the above step, one finds ∪l ′′
j=1 ∪l j

m=1 {zm
j }, and from which one recovers the

extended scatterer components of D in (7.3.67) in an approximate manner. Next, one
proceeds to the recovery of the small scatterer components of Dρ . To that end, we
let U (zm

j ) denote an open neighborhood of zm
j and V m

j be an h-net of U (zm
j ) with

h 	 1. Each set
l ′′⋃

j=1

l j⋃

m=1

{z̃m
j }, zm

j ∈ V m
j , (7.3.69)

is a called a local tuneup of ∪l ′′
j=1 ∪l j

m=1 {zm
j } relative to ∪l ′′

j=1 ∪l j

m=1 V m
j . For a local

tuneup in (7.3.69), let
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u∞
p (x̂; Dρ) := u∞

p (x̂; Dm) −
l ′′∑

j=1

l j∑

m=1

κ(zm
j )u∞

p (x̂; Σ̃ j ), (7.3.70)

where κ(z j ) is given in (7.3.49) and (7.3.50). Applying u p(x̂; Dρ) as the measure-
ment data to Scheme I developed at the end of Sect. 7.3.2.1, and then locate all the
local maximum points of the corresponding indicator function. By running through
all the possible local tuneups and repeating the above procedure, one can locate the
clustered local maximum points, which represent the locations of the small scatterer
components of Dρ in (7.3.67).

7.4 Reconstructing Multiple Small Scatterers

In this section, we consider the reconstruction of multiple small scatterers. Through-
out the rest of the section, we assume thatω ∼ 1. That is, thewavelength of the elastic
waves is given by 2π/ω ∼ 1 and hence the size of a scatterer can be expressed in
terms of its Euclidean diameter.

We first introduce the class of small scatterers for our study. Let ls ∈ N and D j ⊂
R

3, 1 ≤ j ≤ ls be bounded simply-connected C2 domains containing the origin. For
ρ ∈ R+, we introduce a scaling operator

Λρ D j := {
ρx; x ∈ D j

}
(7.4.1)

and set
Ω

(s)
j = z j + Λρ D j , z j ∈ R

3, 1 ≤ j ≤ ls, (7.4.2)

where eachΩ
(s)
j is referred to as a scatterer component. The parameter ρ j ∈ R+ rep-

resents the relative size of the scatterer (or, more precisely, each of its components).
Then a scatterer component Ω

(s)
j is said to be small if ρ 	 1. For a collection of

small scatterers, we set

Ω(s) :=
ls⋃

j=1

Ω
(s)
j . (7.4.3)

Ω(s) is called amultiple small scatterer if ls > 1 and the following qualitative sparsity
assumption is satisfied

Ls := dist(zi , z j ) � 1 for i 
= j, 1 ≤ i, j ≤ ls . (7.4.4)

In order to recover the multiple scatterers in Ω(s) in (7.4.3), we present the fol-
lowing three imaging functionals,
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I1(z) = 1
∥∥u∞

p (x̂, Ω(s))
∥∥2

L2

1∑

n=0

n∑

m=−n

3∑

l=1

∣∣∣
〈
u∞

p (x̂, Ω(s)), (x̂ ⊗ x̂)Y m
n (x̂)el e

−ikp x̂ ·z
〉∣∣∣
2
,

(7.4.5)

I2(z) = 1
∥∥u∞

s (x̂, Ω(s))
∥∥2

L2

1∑

n=0

n∑

m=−n

3∑

l=1

∣∣∣
〈
u∞

s (x̂, Ω(s)), (x̂ ⊗ x̂)Y m
n (x̂)el e

−iks x̂ ·z
〉∣∣∣
2
,

(7.4.6)

I3(z) = 1
∥∥u∞(x̂, Ω(s))

∥∥2
L2

1∑

n=0

n∑

m=−n

3∑

l=1

∣∣ fn, m, l(z)
∣∣2 ,

(7.4.7)

where z ∈ R
3 and

fn, m, l(z) :=
〈
u∞(x̂; Ω(s)),

[(
x̂ ⊗ x̂

)
e−ikp x̂ ·z + (

I − x̂ ⊗ x̂
)

e−iks x̂ ·z
]

Y m
n (x̂)el

〉
.

Here and in what follows, the notation 〈·, ·〉 denotes the inner product in L2 :=
L2

(
S
2
)3

with respect to the variable x̂ ∈ S
2, defined as 〈u, v〉 := ∫

S2
u
(
x̂
) ·

v
(
x̂
)
ds

(
x̂
)
. In (7.4.5)–(7.4.7), the constant vectors el , 1 ≤ l ≤ 3 are the standard

Euclidean base vectors in R
3 and Y m

n (x̂), n = 0, 1, . . ., m = −n, . . . , n, are the
spherical harmonics (cf. [14]). The imaging functionals Im(z), m = 1, 2, 3, pos-
sess a certain local maximum behavior which can be used to locate the scatterer
components of Ω(s), namely z j , 1 ≤ j ≤ ls . To be more specific, the values of
Im(z) (m = 1, 2, 3) would become larger when approaching each z j (1 ≤ j ≤ ls),
and be close to zero when z is far away from each z j (1 ≤ j ≤ ls). Here, we would
like to note that ks/kp = √

(λ + 2μ)/μ, and hence ks > kp if λ > 0. Generically,
one would have λ > 0, and therefore, one can expect that the imaging functionals
I2 and I3 would produce better reconstructions than the imaging functional I1. This
is actually numerically confirmed in our experiments. The scheme for locating the
multiple small scatterers is formulated as Algorithm 1.

Algorithm 1 Locating multiple small scatterersΩ(s) in (7.4.3) with Im , m = 1, 2, 3.

Step 1 For an unknown scatterer Ω(s) with multiple components in (7.4.3), collect u∞
p (m = 1),

u∞
s (m = 2), u∞(m = 3) by sending a single detecting plane wave 6.1.2.

Step 2 Select a sampling region with a mesh Th containing Ω(s);
Step 3 For each sampling point z ∈ Th , calculate Im according to the measurement data.
Step 4 Locate all the local maximizers of Im(z) on Th , which represent locations of the scatterer

components of Ω(s).

We proceed to present a numerical example to illustrate the effectiveness of Algo-
rithm 1. Throughout the rest of the section, for the numerical examples, the synthetic
far-field data are obtained by computing the corresponding direct elastic scattering
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problem. To be more specific, we solve the Lamé system (6.1.1) by the standard
Finite Element Method (FEM), where the unbounded computed region is truncated
by the Perfect Matched Layers (PMLs). Furthermore, we have refined the mesh sev-
eral times until a sufficiently accurate solution is achieved. Then the P-part and S-part
far-field could be directly derived by implementing

u∞
p (x̂) = k2

p

4πω2

∫

∂ D
[Tν(y) x̂ x̂ T e−ikp x̂ ·y]T u(y) − x̂ x̂ T e−ikp x̂ ·y Tν(y)u(y), x̂ ∈ Ω,

(7.4.8)

and

u∞
s (x̂) = k2s

4πω2

∫

∂ D
[Tν(y)[I − x̂ x̂ T ]e−iks x̂ ·y]T u(y) − [I − x̂ x̂ T ]e−iks x̂ ·y Tν(y)u(y), x̂ ∈ Ω,

(7.4.9)

respectively. Unless otherwise stated, we always collect the far-field pattern
u∞(x̂i ) (i = 1, ..., 590) on 590 Lebdev quadrature points, which is important in
evaluating the integral in the indicator functions. And to show the stability of the
locating scheme, we have also added a 5% Gaussian noise on the obtained far-field
data. That is,

u∞
τ,noise(x̂i ) = u∞

τ (x̂i ) + 0.05ξ max
i

∣∣u∞
τ (x̂i )

∣∣, τ = s, p or ∅, (7.4.10)

where ξ obeys a gaussian distribution with expectation 0 and variance 1.

Example 4 Let a multiple small scatterer consist of three different components,
i.e., Ω(s) = ∪3

j=1Ω
(s)
j , which is illustrated in Fig. 7.9. Here, Ω

(s)
1 is a rigid ball

located at (−2, 0, 0), whose radius is 0.01;Ω(s)
2 is a traction-free ellipsoid located at

(2, 0, −1.5), the lengths of whose semi-principal axes are 0.2, 0.2, 0.1, respectively;
Ω

(s)
3 is a traction-free cube of side length 0.2 located at (0, 0, 1). Moreover, we

set λ = 2 and μ = 1. Impinge an incident wave of the form (6.1.2) with ω = 2π ,
d = (1, 0, 0), α = 1 and β = 0, then we collect the corresponding far-field u∞(x̂)

on the unit sphere S
1.

From ks = ω/
√

μ, kp = ω/
√

λ + 2μ we have ks = 2π and kp = π . We present
the slice y = 0 of Im (m = 1, 2, 3) in Fig. 7.10. It is clear that all of the three
imaging functionals correctly locate the unknown scatterer components. In addition,
the decay speed is faster in Fig. 7.10b and c than that in Fig. 7.10a, which verifies
our expectation made earlier.



7.5 Reconstructing Multiple Extended Scatterers 251

Fig. 7.9 Locating multiple small scatterers. a The true scatterer with 3 components; b The true
scatterer component 1 (a rigid ball); c The true scatterer component 2 (a traction-free ellipsoid); b
The true scatterer component 3 (a traction-free cube)

Fig. 7.10 Locating multiple small scatterers. a The configuration of I1(z); b The configuration of
I2(z); c The configuration of I3(z)

7.5 Reconstructing Multiple Extended Scatterers

In this section, we consider locating multiple extended elastic scatterers with a single
incident plane wave. Reconstructing a general elastic scatterer with a single far-field
measurement is known to be a challenging issue, both theoretically and numerically.
In order to overcome the difficulties involved with the generality and complexity of
the scatterers, the schemementioned in this section requires some a priori knowledge



252 7 Numerical Inverse Elastic Scattering Problems

about the target scatterers. That is, we assume that the shape of the unknown scatterer
components is confined by a base scatterer class. With this assumption, we try to
find some information on the scatterers, e.g., the location, size, and rotation degree.

Let us first describe the base scatterer class and the multiple extended scatterers.
For l ′ ∈ N+, let Σ j ⊂ R

3(1 ≤ j ≤ l ′) be a bounded simply-connected C2 domain
containing the origin. Then we define

A := {Σ j }l ′
j=1, l ′ ∈ N. (7.5.1)

Here A is said to be a base scatterer class; each base scatterer Σ j , 1 ≤ j ≤ l ′,
could be either rigid or traction-free. Moreover, throughout this section we would
always assume that diam(Σ j ) ∼ 1.

Let le ∈ N denote the number of the unknown scatterer components. For j =
1, 2, ..., le, set r j ∈ R+ such that

r j ∈ [R0, R1], 0 < R0 < R1 < +∞, R0 ∼ O(1),

and moreover, let (θ j , φ j , ψ j ) ∈ [0, 2π ]2 × [0, π ], j = 1, 2, ..., le be le Euler
angles. Define the scaling operator Λr j to be the same as the one given in (7.4.1).
Denote byR j := R(θ j , φ j , ψ j ) ∈ SO(3) the 3D rotation matrix around the origin
whose Euler angles are θ j ∈ [0, 2π ], φ j ∈ [0, 2π ] and ψ j ∈ [0, 2π ]; and define
R jΣ := {R j x : x ∈ Σ, Σ ∈ A }. For z j ∈ R

3, we let

Ω(e) = le∪
j=1

Ω
(e)
j , Ω

(e)
j := z j + R jΛr j Σ j , Σ j ∈ A , (7.5.2)

where Ω(e) is said to be the multiple extended scatterers in the current study. Obvi-
ously, Ω(e) is a collection of scatterer components Ω

(e)
j that obtained by scaling,

rotating and translatingΣ j with the parameters r j , (θ j , φ j , ψ j ) and z j , respectively.
In the sequel, the parameter z j , Euler angles (θ j , φ j , ψ j ), number r j and the ref-
erence scatterer Σ j will be respectively referred to as the position, orientation, size
and shape of the scatterer component Ω(e)

j in Ω(e). To reduce the multiple sampling
effect, we also impose the following sparsity assumption on the extended scatterer,

Le = min
j 
= j ′,1≤ j, j ′≤le

dist(Ω(e)
j , Ω

(e)
j ′ ) � 1. (7.5.3)

Next, we introduce the h-net (h ∈ R+, h 	 1) for the base scatterer classA . Let
N1 be a suitably chosen finite index set such that {R j } j∈N 1 = {R(θ j , φ j , ψ j )} j∈N 1

is an h-net of SO(3). That is, for any rotationmatrixR ∈ SO(3), there exists j ∈ N1

such that
∥∥R j − R

∥∥ ≤ h. For a simply-connected domain Σh containing the origin,
we define

RhΣ := {R jΣ} j∈N 1 . (7.5.4)
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In a similar manner, for Λr with r ∈ [R0, R1], we letN2 be a suitably chosen finite
index set such that {r j } j∈N 2 is an h-net of [R0, R1]. Define

ΛhΣ := {Λr j Σ} j∈N 2 . (7.5.5)

Then we augment the admissible reference space A to be

Ah = RhΛhA = l ′∪
j=1

{RhΛhΣ j } := {Σ̃ j }l ′′
j=1, (7.5.6)

where l ′′ denotes the cardinality of the discrete set Ah . Indeed, Ah can be taken
as an h-net of A in the sense that for any Σ ∈ A , there exists Σ̃ ∈ Ah such that

dH (Σ, Σ̃) ≤ Ch, where dH denotes the Hausdorff distance and C is a positive
constant depending only on A . For the augmented admissible reference space Ah ,
two assumptions should be made:

(i) u∞
τ (x̂, Σ̃ j ) 
= u∞

τ for τ = s, p or ∅, and j 
= j ′, 1 ≤ j, j ′ ≤ l ′′.
(ii)

∥∥u∞
τ (x̂, Σ̃ j )

∥∥
L2 ≥ ∥∥u∞

τ (x̂, Σ̃ j ′)
∥∥

L2 for τ = s, p, or ∅, and j < j ′, 1 ≤ j,
j ′ ≤ l ′′.

Assumption (i) states that one can uniquely determine an elastic scatterer by using
a single far-field pattern, which is a well-known conjecture in the inverse scattering
theory. Since Ah is known, assumption (i) can be verified in advance. Assumption
(ii) gives the recovered order of the scatterer components, which can be fulfilled by
reordering the elements in Ah if necessary.

For an incident plane wave of the form (6.1.2) with α = 1, β = 0 or α = 0, β = 1
, we introduce the following indicator functions,

W j
1 (z) =

∣∣∣
〈
u∞

p (x̂; Ω(m)), A j
1(x̂; z)

〉∣∣∣

‖u∞
p (x̂,Ω

(e)
j )‖2L2

, z ∈ R
3, (7.5.7)

W j
2 (z) =

∣∣∣
〈
u∞

s (x̂; Ω(m)), A j
2(x̂; z)

〉∣∣∣

‖u∞
s (x̂,Ω

(e)
j )‖2L2

, z ∈ R
3, (7.5.8)

W j
1 (z) =

∣∣∣
〈
u∞(x̂; Ω(m)), A j

1(x̂; z) + A j
2(x̂; z)

〉∣∣∣

‖u∞(x̂,Ω
(e)
j )‖2L2

, z ∈ R
3, (7.5.9)

where for j = 1, 2, ..., le,

A j
1(x̂, z) := eikp(d−x̂)·zu∞

p (x̂; d, d⊥, α, 0, Ω
(e)
j ) + ei(ks d−kp x̂)·zu∞

p (x̂; d, d⊥, 0, β, Ω
(e)
j ),
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and

A j
2(x̂, z) := ei(kpd−ks x̂)·zu∞

s (x̂; d, d⊥, α, 0, Ω
(e)
j ) + eiks (d−x̂)·zu∞

s (x̂; d, d⊥, 0, β, Ω
(e)
j ).

In what follows, the indicator functions (7.5.7) and (7.5.9) shall be adopted to locate
extended scatterers. SinceΣ j ∈ A is known in advance, W j

m (m = 1, 2, 3) could be
understood as the projectionof the scatteringmeasurement data into a spacegenerated
by the scattering data from the admissible base scatterers. When the sampling point
is at the location of the targets, i.e., z = z j , the term involved z j would be eliminated
in the implementation of the indicators. Thus W j

m (m = 1, 2, 3) also possesses a
local maximum behavior, similar to (7.4.5) and (7.4.7). We formulate the scheme for
reconstructing multiple extended scatterers in Algorithm 2.

Algorithm 2 Locating multiple extended scatterers Ω(m) with Wm , m = 1, 2, 3.
Step 1 For the admissible reference scatterer classA in (7.5.1), formulate the augmented admis-

sible Ah in (7.5.6);
Step 2 Collect in advance the P-part (m = 1), S-part (m = 2) or the full far-field data (m = 3)

associated with the admissible reference scatterer classAh corresponding to a single inci-
dent plane wave of the form (6.1.2). ReorderAh if necessary to make it satisfy assumption
(ii), and also verify the generic assumption (i);

Step 3 For an unknown scattererΩ(e) in (7.5.2), collect the P-part, S-part or the full far-field data
by sending the same detecting plane wave;

Step 4 Select a sampling region with a mesh Th containing Ω(e);
Step 5 Set j = 1;
Step 6 For each sampling point z ∈ Th , calculate W j

m(z) (m = 1, 2, 3) according to available
far-field data for Ω(e);

Step 7 Locate all those significant local maximum points of W j
m(z) satisfying W j

m(z) ≈ 1 for the
scatterer components of the form z + Σ̃ j . Let zη, η = 1, ..., η0 be the local maximum
points found this step;

Step 8 Remove all those z + Σ̃ j found in Step 6 from the mesh Th ;
Step 9 Update the far-field patterns according to the following formulae

u∞,new
p = u∞

p (x̂; d, d⊥, α, β, Ω(e)) − u∞
p (x̂; d, d⊥, α, 0, Σ̃ j )

η0
Σ
η=1

eikp(d−x̂)·zη

−u∞
p (x̂; d, d⊥, 0, β, Σ̃ j )

η0
Σ
η=1

ei(ks d−kp x̂)·zη , (7.5.10)

u∞,new
s = u∞

s (x̂; d, d⊥, α, β, Ω(e)) − u∞
s (x̂; d, d⊥, α, 0, Σ̃ j )

η0
Σ
η=1

ei(kpd−ks x̂)·zη

−u∞
p (x̂; d, d⊥, 0, β, Σ̃ j )

η0
Σ
η=1

eiks (d−x̂)·zη , (7.5.11)

u∞,new = u∞,new
p + u∞,new

s ; (7.5.12)

Step 10 If j = l ′′, namely, the maximum number of the reference scatterers reaches, then stop the
reconstruction; otherwise set j = j + 1, and go to Step 6.
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Fig. 7.11 Reconstructing multiple extended scatterers: base scatterer class

Next, we show the indicating properties of the indicator functions for multiple
extended scatterers by a numerical example.

Example 5 Let the base scatterer class A consist of two base scatterers Σ1 and
Σ2, where Σ1 is a traction-free ball of radius 1, and Σ2 is a rigid 3D-kite, given in
Fig. 7.11. The 2D-kite is a typical shape in inverse scattering experiments, whose
parameter function is as follows,

{
x = cos(t) + 0.65 cos(2t) − 0.65,

y = 1.5 sin(t),
0 ≤ t ≤ 2π.

The 3D-kite is generated by revolving the 2D-kite lying in the plane z = 0 around x-
axis. For simplicity, the augmented data set is obtained by rotating the 3D-kite in the
x-z plane every 90◦, see, e.g., the four orientations in Fig. 7.12, and by scaling the ball
by one half, one and twice. The true scatter in this example is shown in (Fig. 7.13).
For the located targets, we assume the multiple extended scatterers consist of two
components. One of the components is a ball with radius 1 whose center lies at
(−3, 0, −3); the other one is a 3D-kite with rotation 270 degree lying at (3, 0, 3).
The same as in Example 2.1, we set μ = 1 and λ = 2. Moreover, in this example,
we let the incident wave be of the form (6.1.2) with ω = 2π , d = (1, 0, 0), α = 1
and β = 0, and collect the needed far-field data on 590 Lebdev quadrature points for
numerical integration.

We adopt W1 to locate the regular-size scatterer components. By the increasing
magnitude of the far field patterns, the Kite reference data is firstly employed for
the locating purpose. Figure 7.14a–d show that the first unknown component is a
3D-kite with rotation 270 degree, and the position of the 3D-kite is highlighted. One
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Fig. 7.12 Reconstructing multiple extended scatterers: the augmented 3D-kite. a the rotation
degree is 0; b the rotation degree is 90; c the rotation degree is 180; d the rotation degree is 270

Fig. 7.13 Reconstructing
multiple extended scatterers:
true scatterer

could find that, some ghosts highlight close to the position of the ball in Fig. 7.14a–d,
which is largely due to the similarity between the far-field pattern of the two scatterer
components. In the next stage, by subtracting the contribution of the 3D-kite from the
total far-field data, we continue our reconstruction work with the far-field associated
with the reference 3D-kite and its possible orientations. It is found in Fig. 7.14e–g
that the most prominent indicating behavior identifies the size, shape and position of
the ball. For comparison, Fig. 7.15 is also displayed to show the indicating behavior
of W2.
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Fig. 7.14 Reconstructing multiple extended scatterers: slice y = 0 of W2

7.6 Reconstructing Multiple Multiscale Scatterers

The elastic scatterer with multiscale components is of the following form

Ω(m) := Ω(s) ∪ Ω(e), (7.6.1)

where Ω(s) given in (7.4.3) and Ω(e) given in (7.5.2) represent, respectively, the
collections of small-size and regular-size scatterers. For Ω(m) introduced above,
we assume that dist(Ω(s) ∪ Ω(e)) � 1, which is also a technique consideration on
reducing multiple scattering effect. Next, under the a priori knowledge that the base
scatterer class A in (7.5.1) is known in advance, we consider how to recover the
multiple multiscale scatterer components of Ω(m).
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Fig. 7.15 Reconstructing multiple extended scatterers: slice y = 0 of W2

The whole reconstruction procedure is a two-step process. More specifically, we
adopt Algorithms 1 and 2 to reconstruct the small and extended scatterer compo-
nents, respectively. However, reconstructing the small components is really diffi-
cult, since the contribution of small scatterer components to the far-field patterns is
too small to extract. Therefore, a local tuning technique is also incorporated in the
second step of the multiscale reconstruction scheme. The exact definition of local

tuning could be seen in [29]. In what follows, Ω̂(e) is the reconstructed image of the

extended scatterer Ω(e), whereas
̂
Ω̂(e) is an adjustment of Ω̂(e) by locally adjusting

the position, orientation and size of each component of Ω̂(e). With these notations,
we now formulate the scheme of reconstructing multiple multiscale scatterers in
Algorithm 3.

In the following, we verify the multiscale scheme by a numerical example.
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Algorithm 3 Scheme for locating multiple multiscale scatterers Ω(m)

Step 1 For an unknown scatterer Ω(m) with multiple components in (7.4.3), collect u∞
p , u∞

s and
u∞ by sending a single detecting plane wave (6.1.2);

Step 2 Select a sampling region with a mesh Th containing Ω(m);
Step 3 Apply Algorithm 2 to reconstruct approximately the extended scatterer Ω(e), denoted by

̂Ω(e);

Step 4 For ̂Ω(e) obtained above, select a local-tuning mesh L ;

Step 5 For a tune-up
̂
̂Ω(e) relative to the local tuning mesh L calculate

ũ∞
τ (x̂) := u∞

τ (x̂; Ω(m)) − u∞
τ (x̂; ,

̂
̂Ω(e)). (7.6.2)

Apply Algorithm 1 with ũ∞
τ (x̂) as the far-field data to locate the significant local maximum

points on Th\L ;
Step 6 Repeat Step 5 by running through all the local tune-ups relative toL . Locate the clustered

local maximum points on Th\L , which correspond to the small scatterer components;

Step 7 Update ̂Ω(e) to the local tune-up
̂
̂Ω(e) which generates the clustered local maximum points

in Step 6.

Example 6 Let the true scatterer be composed of a small rigid ball and a regular-size
traction-free 3D-kite. The small ball is located at (−3, 0, 0)whose radius is 0.1, and
the 3D-kite is located at (3, 0, 0) as shown in Fig. 7.16. We assume the augmented
base scatterer class is the same with the one in Example1. Let μ = 1, and λ = 2, we
detect the scatterer by impinging the incident wave with α = 1, β = 0 and ω = 2π .
In the following, we only present the results by using W2 since it possesses better
decaying properties.

First, we extract the information of the regular-size component using the indicator
function W2(z) by computing the inner product with a priori known far-field data
associated with those reference scatterer components with different orientations and
sizes. We plot in Fig. 7.17a–d the indicator function values of Wm(z) in one-to-
one correspondence with the four orientations of the reference 3D-kite as shown in
Fig. 7.12. It can be observed in Fig. 7.17c that the regular-size component in our
locating target is the 3D-kite rotated by 180◦. Then we build a local tuning mesh to
reconstruct the small components in the unknownmultiscale scatterers. Figure 7.17g
shows that the small ball is located at (−3, 0, 0); Meanwhile, from the results in
Fig. 7.17e–g, we could correct the position of the 3D-kite to be (3, 0, 0).
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Fig. 7.16 Reconstructing multiple multiscale scatterers: true scatterer

7.7 Two-Stage Fast Imaging of Multiple Multiscale
Scatterers

In this section, we consider to speed up the multiple multiscale imaging scheme. As
can be observed in the numerical results in last section, one could get several bright
spots by evaluating the indicator functions, which characterize the scatterer compo-
nents. Since the decay of the spots is very fast, the locations we get are accurate.
However, to capture the small spots, we have to take a rather fine grid, which brings
us a huge computational cost, though most of the cost is spent on sampling in the
irrelevant region (The region that is far away from all the scatterer components).
Therefore, it is wise to trim most of the irrelevant region before evaluating the indi-
cator values on the fine grid. In the following, we present a two-stage strategy to
realize this idea.
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Fig. 7.17 Reconstructing multiple multiscale scatterers: reconstruction result

The Coarse Stage: Coarse Grid with u∞
p

It has been analyzed in [41] that, the average decay radius of Im or Wm around each
center of the components is in inverse proportion to the wave number. Supposing
λ > 0 and recalling the fact that ks/kp = √

(λ + 2μ)/μ, we have ks >
√
2kp. Thus

we could extract u∞
p from u∞ and detect the unknown inclusions by evaluating I1

or W1. In light of the slow decay compared to I1 or W1, the corresponding spots
posses larger radius, which enable us to take a coarse grid to capture the scatterer
components.

The Fine Stage: Fine Grid with u∞
s

In the fine stage, in order to extract the accurate information of the unknown bodies,
we continue the reconstruction by using u∞

s . That is, we first choose an appropriate
threshold value. Comparing the values on the coarse mesh to the threshold value,
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we could further trim some irrelevant region and thus approach the locations of the
scatterer components with I2 or W2.

We formulate the above two-stage multiscale sampling procedure in Algorithm 4.
In the sequel, we present a numerical example to verify the effectiveness of the
scheme discussed in Algorithm 4.

Algorithm 4 Scheme for the Two-stage Multiscale Reconstructing
Step 1 Determine the parameters: H0, h0, c1, c2;
Step 2 For the admissible reference scatterer classA in (7.5.1), formulate the augmented admissi-

ble Ah in (7.5.6); collect in advance the P-part (m = 1), S-part (m = 2) or the full far-field
data (m = 3) associated with the admissible reference scatterer class Ah corresponding
to a single incident plane wave of the form (6.1.2). Reorder Ah if necessary to make it
satisfy assumption (ii), and also verify the generic assumption (i);

Step 3 For an unknown scatterer Ω(m) in (7.5.2), collect the P-part, S-part or the full far-field
data by sending the same detecting plane wave;

Step 4 Select a sampling region with a coarse mesh TH0 containing Ω(m);
Step 5 Set j = 1;
Step 6 For each sampling point z ∈ TH0 , calculate W j

1 (z) according to available far-field data
for Ω(e);

Step 7 Locate all those significant local maximum points of W j
1 (z) satisfying W j

1 (z) ≈ 1 for the

scatterer components of the form z + Σ̃ j . Let zH0
η , η = 1, ..., η0 be the local maximum

points found in this step;
Step 8 For each zH0

η , find a cube Cube(η, c1) s.t., (i) zH0
η ∈ Cube(η), (ii) for those nodes z j ( j =

1, 2, ..., ln) of the coarse mesh which are contained in Cube(η), W j
1 (z j ) > c1, (iii) For

another cube ˜Cube(η) which satisfies (i) and (ii), we have Cube(η) ⊂ ˜Cube(η);

Step 9 Refine
η0∪

η=1
Cube(η) to obtain a fine mesh T

j
h0
;

Step 10 Adopt the indicator W j
2 on T

η
h0

to find zh0
η , η = 1, ..., η0 as the way stated in Step 6–7;

Step 11 Update the far-field patterns according to the formulae (7.5.10)–(7.5.12);
Step 12 If j = l ′, namely, the maximum number of the reference scatterers reaches, then stop the

reconstruction; otherwise set j = j + 1, and go to Step 7.

Step 13 For ̂Ω(e) obtained above, select a local-tuning mesh L ;

Step 14 For a tune-up
̂
̂Ω(e) relative to the local tuning meshL calculate (7.6.2); Apply Algorithm

1 with ũ∞
p (x̂) (Use I1(z)) to locate the significant local maximum points on TH0\L ;

Step 15 Repeat Step 14 by running through all the local tune-ups relative to L ;

Step 16 Update ̂Ω(e) to the local tune-up
̂
̂Ω(e), which generates the clustered local maximum

points in Step 15; Let z̃H0
η (η = 1, ..., η1) denote the clustered local maximum points,

build cube Cube(η, c2) around each z̃H0
η (η = 1, ..., η1);

Step 17 Refine Cube(η, c2) and correct the position of the small scatterers by implementing
Algorithm 1 with ũ∞

s (x̂) (Use I2(z)) on the fine grid.
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Fig. 7.18 Reconstructing multiscale scatterers with the two-stage sampling: true scatterer

Example 7 The geometries considered in this example are composed of a 3D-kite
and a regular tetrahedron, which are shown as in Fig. 7.18. The 3D-kite is located
at (0, 3, 3); the tetrahedron is located at (0, −3, −3), and the side length of the
tetrahedron is 0.1.

First, we adopt the low-frequency information, that is, we use W1 to locate the
extended component. In Fig. 7.19a–b, we display the isosurface of W1 = 0.8 when
the right base far-field pattern (The far-field pattern of a 3D-kite with rotation 180◦)
is chosen. From the theoretical analysis and inversion algorithms mentioned above,
we could know that the center of the 3D-kite is surrounded in the isosurface. Then
as stated in Algorithm 4, we properly choose a cube (see in Fig. 7.19c) covering the
isosurface. Refine the cube (see in Fig. 7.19d) and continue the sampling processwith
W2, we could get the values of the nodes on the fine grid. We display the isosurface
W2 = 0.8 in Fig. 7.19e, from which a more accurate position information of the 3D-
kite could be obtained. In Fig. 7.19g–h, we also display the slice x = 0 of I1 and I2
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�Fig. 7.19 Reconstructingmultiscale scatterers with the two-stage sampling: reconstruction results.
a Sampling with W1 on a coarse grid, where we display the isosurface of W1 with value c1 = 0.8;
b Zoom in the result of a; c Build a cube containing the red body; d Refine the cube to obtain a
fine sampling grid; e Sampling with W2 on a coarse grid, where we display the isosurface of W2
with value c1 = 0.8; f Zoom in of e; g Sampling result with I1 when the extended components are
reconstructed correctly; h Sampling result with I2 when the extended components are reconstructed
correctly

when the contribution of the 3D-kite is properly subtract from the corresponding far-
field pattern. Observing the bright spots in Fig. 7.19g–h, we could find the necessity
of two-stage sampling in the local tuning process, since the size of the bright spot is
much smaller in Fig. 7.19h.
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Chapter 8
Miscellaneous Topics

In this chapter, two enhanced techniques are discussed for the multilevel linear sam-
plingmethod in Chap. 3 in order to avoid the breakage cells. Inverse acoustic obstacle
scattering problem is considered as a model problem for the development of the two
enhanced multilevel linear sampling methods. On the one hand, the discussed two
methods, expanding MLSM and searching MLSM, are shown to possess the same
optimal computational complexity as the original MLSM. On the other hand, the
enhanced methods can defeat the breakage cells problem and produce very fine
reconstructions. Numerical experiments are conducted to illustrate the effectiveness
of our methods. Since the techniques are mainly some computational strategies, they
could be straightforwardly extended to MLSM for inverse medium scattering prob-
lem and inverse electromagnetic scattering problems. Our discussion follows the
treatment in [25, 26].

8.1 Multilevel Linear Sampling Methods

In their original paper [12], Colton and Kirsch developed a ‘simple’ method for
the shape reconstruction in inverse scattering problem which is nowadays known
as the linear sampling method (LSM). The method has been extensively studied
and extended in several directions, and we refer to [28] for a comprehensive review.
These works are mainly concerned with an implementation technique with LSM.
There are other works which involve the LSM and attempt to either circumvent the
cost of sampling or improve the image results, see, e.g., [5]. We take as our model
problem the inverse acoustic sound-soft obstacle scattering by time-harmonic plane
waves. But like the original linear sampling method, our algorithm can be equally
applied to other inverse problems, such as the acoustic sound-hard obstacle scattering
or electromagnetic scattering.
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First, we introduce the far-field operator F : L2(SN−1) �→ L2(SN−1) defined by

(Fg)(x̂) :=
∫
SN−1

u∞(x̂, d)g(d)ds(d), x̂ ∈ S
N−1. (8.1.1)

The linear samplingmethod is to use g as an indicator and solve the following far-filed
equation

(Fg)(x̂) = Φ∞(x̂, z), x̂ ∈ S
N−1, z ∈ R

N , (8.1.2)

where
Φ∞(x̂, z) = γ exp{−ikx̂ · z} (8.1.3)

with γ = 1/4π in R3 and γ = eiπ/4/
√
8πk in R2. The following theorem forms the

basis of the linear sampling method.

Theorem 8.1.1 Assume that k2 is not a Dirichlet eigenvalue for −Δ in D. Then

1. For z ∈ D and a fixed ε > 0 there exists a gzε ∈ L2(SN−1) such that

‖Fgzε − Φ∞(·, z)‖L2(SN−1) < ε

and
lim
z→∂D

‖gzε‖L2(SN−1) = ∞.

2. For z ∈ R
N\D̄ and any given ε > 0, every gzε ∈ L2(SN−1) that satisfies

‖Fgzε − Φ∞(·, z)‖L2(SN−1) < ε

ensures
lim
ε→0

‖gzε‖L2(SN−1) = ∞.

The LSM turns the reconstruction of the shape of obstacle D into the process of
numerically determining the indicator function gz in Theorem 8.1.1. The general
procedure is stated as follows (see also Chap. 4, [8]):

Algorithm LSM

1. Select a mesh Th of sampling points in a region Ω which contains D.
2. Use the Tikhonov regularization and the Morozov discrepancy principle to com-

pute an approximate solution gz to the far-field equation (8.1.2) for each mesh
point z of Th .

3. Select a cut-off value c ; then count z ∈ D if ‖gz‖L2(SN−1) ≤ c; and z /∈ D if
‖gz‖L2(SN−1) > c .

A mathematical justification was given in [6] for the use of LSM to determines D
through the information of the indicator function gz . The LSM has been proven to
be numerically quite successful and shown to possess several remarkable merits (see
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[28] and references therein). However, as one of the most important reconstruction
algorithms in inverse scattering theory, it is computationally very expensive, among
several other disadvantages. In fact, for a R

2 problem, as one can see, by using
an n × n mesh, we have to solve one linear integral equation (8.1.2) at each mesh
point z and this amounts to n2 totally, while it is n3 in theR3 case. In some particular
situations, the computational counts will be huge; e.g., to avoid being overambitious,
the initial guess regionΩ should be chosen to bemoderately larger thanD; in order to
achieve a high-resolution reconstruction ofD, we need a very finemesh overΩ , i.e., n
will be moderately large; the scatterer might consist of multiple component obstacles
with the components not very close to each other. But in this case, the initial regionΩ

is still required to contain all these components, whichmeans thatΩ has been chosen
to be much larger than it is actually needed. It is this computational complexity issue
that motivates us to develop a fast numerical procedure of implementing LSM. To
our knowledge, this important issue has not been seriously investigated yet.

In the next section, we will address the motivations and implementation details
of the algorithm. We will also present some theoretical analysis to show that the
discussed method possesses the asymptotically optimal computational complexity.
In Sect. 8.1.2, some numerical experiments are performed to illustrate the promising
feature of the algorithm in significantly reducing the computational cost of the LSM.

8.1.1 Multilevel Linear Sampling Method

In this section, we will present a multilevel linear sampling method, together with
some theoretical analysis. For the sake of simplicity, we will carry out our discussion
in R

2, but all the subsequent results can be straightforwardly extended to the three-
dimensional case.

LetD ⊂ R
2 be a bounded domain as shown in Fig. 8.1 (top-left) and suppose that

we are going to use an n × n mesh for the LSM with (n − 1)2 cells of equal size.
Clearly, in order to get some satisfactory reconstruction for the profile ofD, the mesh
must be moderately fine in some sense. However, by performing the LSM on this
fine mesh, we have to spend considerable computational cost in finding the indicator
functions in those ‘remote’ cells which are far away from the scatterer D, or in those
‘inner’ cells which lie deeply inside D; e.g., see those red and blue colored regions
in Fig. 8.1 (top-right). So, it would be very advantageous if we could get rid of those
remote and inner cells in our computations. This can naturally be realized with a
coarser mesh. In fact, this is reasonable since the indicator function gz has very large
norms for z in those remote cells while very small norms for z in those inner cells.
Moreover, it is noted that the cut-off value c for the LSM in the fine mesh is still
applicable on the coarsened mesh. Here, we would like to remark that, as pointed
out in [8], the choice of c is rather heuristic and there is still no standard strategy for
it. To be more precise, we first choose a coarse grid covering the sampling region
Ω and perform the LSM on this coarse level, then based on the results of the LSM
we will label and remove those remote and inner cells. Then, we refine the mesh
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Fig. 8.1 Label-and-remove scheme

on the remaining sampling region, and perform the LSM again in this fine level to
label and remove those fine remote and inner cells; e.g., see Fig. 8.1 (bottom-left)
for those remote and inner cells. By doing this labeling and removing technique in
a multilevel way, we can reconstruct the profile of D more and more accurately. We
would like to remark that in many cases, the trimmed cells could be very large and
thus save a lot of computational time; especially, when the scatterer is composed
of multiple components which are not very close to each other (see, e.g., Fig. 8.1
(bottom-right)).

Now, we are ready to formulate our algorithm in details. In the following, the
sampling region Ω is always chosen to be a square in R

2. Then, let {Tk}Lk=1 be a
nested sequence of meshes on the sampling domainΩ such thatTk+1 is a refinement
ofTk for k = 1, . . . , L − 1. Throughout, we assume thatTk+1 is a nk+1 × nk+1 mesh
whileTk is a nk × nk mesh, where nk+1 = 2nk − 1 for k = 1, . . . , L − 1. That is, we
refine themeshTk byequally sub-dividing every subsquare inTk into four subsquares
ofTk+1. Then if themesh length ofTk is hk for k = 1, . . . , L − 1, then hk+1 = hk/2.
Now, the multilevel linear sampling method (MLSM) can be formulated as follows:
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Algorithm MLSM

1. Set k = 0 and choose an initial mesh for the sampling region Ω;
2. Apply the LSM scheme on the kth-level mesh to investigate those mesh points

which have not been examined previously;
3. For a given cut-off value c, independent of the level k, classify and label the kth-

level subsquares (cells) into three sets, namely, ‘remote cells’, ‘boundary cells’
and ‘inner cells’, based on the cut-off value principle in the LSM: a cell is labeled
as ‘remote’ if the norms of the indicator functions at the vertices of the cell are all
larger than c, while a cell is labeled as ‘inner’ if the norms of the indicator functions
at the vertices of the cell are all less than or equal to c, and other remaining cells
will be labeled as ‘boundary cells’. Then remove the remote and inner cells;

4. Refine the remaining sampling mesh;
5. Set k = k + 1 and if k ≤ L , go to Step 2.

It is remarked that in order to exclude the extreme case that the obstacle is trapped
into a single subsquare of the sampling mesh, the initial mesh should be chosen to
be mildly fine such that both ‘remote’ cells and ‘inner’ cells exist.

Next, wewill show that theMLSMalgorithm is asymptotically optimal in compu-
tational complexity. For the purpose, we first present some lemmas. In the following,
we denote by Γ a C2-smooth curve in R

2 which forms the boundary of a bounded
domain G. For any h > 0, we define two curves parallel to Γ :

Γ +
h :={x + hν(x); x ∈ Γ and ν(x) is the unit normal toΓ at x

directed to the exterior ofG}, (8.1.4)

Γ −
h :={x − hν(x); x ∈ Γ and ν(x) is the unit normal toΓ at x

directed to the exterior ofG}. (8.1.5)

Then we have

Lemma 8.1.1 There exist constants h+
0 > 0 and 0 < α+

0 ≤ 1 such that

dist(Γ, Γ +
h ) ≥ α+

0 h whenever 0 < h < h+
0 . (8.1.6)

Proof Assume contrarily that there are no constants h+
0 and α+

0 such that (8.1.6)
holds. Then, for ĥ1 = 1/2, there must exist a h1 such that 0 < h1 < ĥ1 and dist(Γ,

Γ +
h1

) < h1/2, otherwise Lemma 8.1.1 is true with h+
0 = ĥ1 and α+

0 = 1/2. Next, for

ĥ2 = min{h1, 1/22}, there must exist a h2 such that 0 < h2 < ĥ2 and dist(Γ, Γ +
h2

) <

h2/22, otherwise Lemma 8.1.1 is true with h+
0 = ĥ2 and α+

0 = 1/22. Continuingwith
this procedure, we have by induction that for ĥk = min{hk−1, 1/2k} (k ≥ 3), there
exists a hk such that 0 < hk < ĥk and dist(Γ, Γ +

hk
) < hk/2k . So we obtain a positive

sequence {hk}∞k=1 such that

lim
k→∞ hk = 0 and lim

k→∞
dist(Γ, Γ +

hk
)

hk
= 0. (8.1.7)
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Since both Γ and Γ +
hk

are compact sets in R
2, there exists xk ∈ Γ and y+

k ∈ Γ +
hk

for
any k ∈ N such that

dist(Γ, Γ +
hk

) = |xk − y+
k |. (8.1.8)

Set
yk = y+

k − hkν(y+
k ) ∈ Γ for k ∈ N, (8.1.9)

where ν(y+
k ) is the unit outward normal to Γ +

hk
at y+

k . By extracting subsequences if
necessary, we may assume that

lim
k→∞ xk = x0 and lim

k→∞ yk = y0. (8.1.10)

By (8.1.9), (8.1.10),we see that limk→∞ y+
k = y0, which togetherwith (8.1.7), (8.1.8)

implies that
x0 = y0 = x∗ (8.1.11)

for some x∗ ∈ Γ . Noting that ν(x) is continuous, for an arbitrary ε > 0 there exists
δ > 0 such that

|ν(x) − ν(x∗)| < ε ∀ x ∈ Bδ(x
∗) ∩ Γ , (8.1.12)

where Bδ(x∗) = {x ∈ R
2; |x − x∗| < δ}. By (8.1.10) and (8.1.11), we know that

there exists kε ∈ N such that

xk ∈ Bδ(x
∗), yk ∈ Bδ(x

∗) for all k > kε.

Furthermore, by (8.1.7), we can assume that kε is chosen such that

dist(Γ, Γ +
hk

)

hk
<

1

2
for all k > kε, (8.1.13)

namely,

|xk − y+
k | <

1

2
hk for all k > kε. (8.1.14)

It is noted that by (8.1.14) we must have xk �= yk for all k > kε, since otherwise we
would have |xk − y+

k | = |yk − y+
k | = hk . Let τ(x) be the tangential to Γ at x , and

we know from (8.1.12) that

|τ(x) − τ(x∗)| < ε ∀ x ∈ Bδ(x
∗) ∩ Γ . (8.1.15)

Next, we investigate the angle ∠(
−−→xk yk, τ (yk))(∈ [0, π/2]) between the two vectors−−→xk yk and τ(yk) for k > kε . From the geometric interpretation of Lagrange’s theorem,

we know that there exists ξk ∈ Bδ(x∗) ∩ Γ such that τ(ξk) is parallel to
−−→xk yk . By

(8.1.15), we know that
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λk :=< τ(ξk), τ (yk) >=< τ(x∗) − O(ε), τ (x∗) − O(ε) >= 1 − O(ε) as ε → +0,
(8.1.16)

where < ·, · > is the inner product in R2. Hence,

θk := ∠(
−−→xk yk, τ (yk)) = arccos λk = O(

√
ε) as ε → +0. (8.1.17)

Now, let �xk yk y
+
k denote the triangle with vertices xk, yk and y+

k . It is easily seen

that the interior angle of �xk yk y
+
k at yk , namely, ∠(

−−→xk yk,
−−→
y+
k yk) is either π/2 + θk

or π/2 − θk . Then, by (8.1.13) and (8.1.17), we take ε0 > 0 to be sufficiently small
and kε0 ∈ N be sufficiently large such that for all k > kε0 ,

|xk − y+
k |

hk
<

1

2
and sin(

π

2
− θk) >

1

2
. (8.1.18)

Then, in the case that ∠(
−−→xk yk,

−−→
y+
k yk) = π/2 + θk > π/2,

|xk − y+
k | > |yk − y+

k | = hk,

and in the case that ∠(
−−→xk yk,

−−→
y+
k yk) = π/2 − θk ,

|xk − y+
k |

hk
= |xk − y+

k |
|yk − y+

k | ≥ sin(π/2 − θk) >
1

2
.

In both cases, we have contradiction with the first inequality in (8.1.18). This com-
pletes the proof of the Lemma 8.1.1. �

Lemma 8.1.2 There exist constants h−
0 > 0 and 0 < α−

0 ≤ 1 such that

dist(Γ, Γ −
h ) ≥ α−

0 h whenever 0 < h < h−
0 . (8.1.19)

Proof The lemma can be proved in a completely similar way to that of
Lemma 8.1.1. �

Lemma 8.1.3 There exists constants h0 > 0 and α0 > 0 such that

dist(Γ, Γ ±
α0h

) ≥ √
2h whenever 0 < h < h0.

Proof Set

α0 =
√
2

min(α+
0 , α−

0 )
and h0 = min(h+

0 , h−
0 )

α0
,

where α±
0 and h±

0 are constants given in Lemmas 8.1.1 and 8.1.2. Then, it is easy to
verify that when h < h0, namely, α0h < min(h+

0 , h−
0 ),
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dist(Γ, Γ +
α0h

) ≥ α+
0 α0h ≥ √

2h (8.1.20)

and
dist(Γ, Γ −

α0h
) ≥ α−

0 α0h ≥ √
2h. (8.1.21)

�

The following theorem is crucial to our subsequent investigation.

Theorem 8.1.2 LetT be an n × n mesh on the sampling region Ω . There exist two
constants κ0 > 0 and n0 ∈ N such that ∂D lies on at most κ0n subsquares of T for
all n ≥ n0.

Proof To ease the discussion, we assume that the scatterer D is composed of a
single component obstacle. That is, D is a bounded domain. But we remark that
our subsequent proof can be easily modified to the case that D has finitely many
connected components.

Let Γ := ∂D in Lemma 8.1.3. Take n ∈ N be sufficiently large such that the mesh
length h of T satisfies h < h0. Suppose that ∂D lies on m subsquares of T . By
(8.1.20) and (8.1.21), it is easily seen that these m subsquares must lie in the ring-
shaped region formed by Γ +

α0h
and Γ −

α0h
. Let s0 denote the area occupied by this

ring-shaped region, ω0 = |Ω| be the area of Ω and η0 = |∂D| be the length of the
boundary curve ∂D. Then, we have

mh2 ≤ s0 ≤ 2η0α0h,

hence

m ≤ 2η0α0

h
.

By noting n2h2 = ω0, we further have

m ≤ 2η0α0√
ω0

n.

Now, the theorem is seen to be held with

κ0 =
⌈
2η0α0√

ω0

⌉
,

where for a positive number a, �a� denotes the smallest integer not less than a. �

The above theorem shows that for a sufficient fine n × n mesh, ∂D lies on at most
O(n) subsquares. We next show that ∂D also lies on at least O(n) subsquares.

Theorem 8.1.3 LetT be an n × n mesh on the sampling region Ω . There exist two
constants β0 > 0 and m0 ∈ N such that ∂D lies on at least β0n subsquares of T for
all n ≥ m0.
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Fig. 8.2 Illustration of the
proof of Theorem 8.1.3

Proof As in Theorem 8.1.2, we need only to consider the simple case that D is a
connected bounded domain. And the subsequent proof is easily modified to the case
that D has finitely many connected components.

By our assumption on the sampling mesh, we may choose T to be fine enough
such that there is at least one inner cell. Take one of the edges of this cell and denote
its connected extension in D by AB with the two endpoints A and B lying on ∂D
(see Fig. 8.2). We suppose that AB lies on m subsquares of T . Let A0, A1, . . . , Am

be the vertices of those subsquares, all lying on the extended line of AB and ordered
in the direction from A to B (see Fig. 8.2). By our organization, A is either A0 or lies
between A0 and A1, and B is either Am or lies between Am−1 and Am , whereas
A j , j = 1, 2, . . . ,m − 1, all lie inside of D. We denote by l0, l1, . . . , lm those line
segments of T in Ω which respectively passes through A0, A1, . . . , Am . Not-
ing that D is connected and by the fundamental property of connected set, we
know that l j , j = 1, 2, . . . ,m − 1 must have intersection with ∂D. We denote by
A′

1, A′
2, . . . , A′

m−1 those intersection points which lie on one side of AB. It is
remarked that A j for j = 1, . . . ,m − 1 is not necessarily unique. Now, by the
connectedness of ∂D, we know that between A and A′

1, B and A′
m−1, A′

j and
A′

j+1 for j = 1, . . . ,m − 2, there must be a connected part of ∂D which lies in the
stripped region, respectively, formed by l0 and l1, lm−1 and lm , and l j and l j+1 for
j = 1, . . . ,m − 2. Therefore, if we suppose that ∂D lies onm ′ subsquares ofT , then
there must be at least one from those subsquares which lies in the stripped region
formed by l j and l j+1 for j = 0, 1, . . . ,m − 1. Hence, we have m ′ ≤ m. Next, we
set A0 = A and Am = B, and by noting |A j A j+1| ≤ h for j = 0, 1, . . . ,m − 1, we
have

m−1∑
j=0

|A j A j+1| ≤ mh, i.e., |AB| ≤ mh.

Finally, we have by noting n2h2 = |Ω| that
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checked point unexplored point

Fig. 8.3 Illustration of the proof of Theorem 8.1.4

m ′ ≥ m ≥ |AB|1
h

≥ β0n, (8.1.22)

with β0 = |AB|/√|Ω|. The theorem is completed. �

Theorems 8.1.2 and 8.1.3 reveal that in order to achieve a good reconstruction
of the scatterer D, we need at least to solve O(n) far-field equations (8.1.2) with
a fine n × n sampling mesh. Now, we are ready to present the main result that the
algorithm MLSM possesses the asymptotically optimal computational complexity.

Theorem 8.1.4 Consider an L-level MLSM algorithm with a nested sequence of
sampling mesh {Tk}Lk=1. Suppose for each k, Tk is of size nk × nk with mesh length
hk such that 0 < h1 < h0, where h0 is given in Lemma 8.1.3 corresponding to ∂D.
Then by using the MLSM to reconstruct ∂D, the far-field equation (8.1.2) is solved
O(nL) times in total.

Proof We denote by Ck, k = 1, 2, . . . , L the points to be investigated on the k-th
level. By Theorem 8.1.1, we know that ∂D lies on at most κ0nk subsquares of Tk .
Next, when we turn to the k + 1th level, by our description of the MLSM, we only
need to investigate the mesh points on those subsquares ofTk+1 which have not been
examined before, which can be easily seen to be at most 5κ0nk mesh points as shown
in Fig. 8.3. Hence, we have

Ck ≤ Ck−1 + 5κ0nk−1, k = 2, . . . , L , (8.1.23)

where nk−1 = (nk + 1)/2. Recursively, we can obtain
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CL ≤ CL−1 + 5κ0nL−1,

CL−1 ≤ CL−2 + 5κ0nL−2,

· · · · · · · · · · · ·
C2 ≤ C1 + 5κ0n1.

By summing up the above inequalities we get

CL ≤ C1 + 5κ0[nL−1 + nL−2 + · · · + n1].

Since it is easy to deduce that nL−k = nL/2k + ∑k
j=1 1/2

j for k = 1, 2, . . . , L − 1,
we see that

CL ≤ C1 + 5κ0(L + nL),

i.e.,
CL ≤ O(nL) for sufficiently large nL ∈ N.

This means that the MLSM has the asymptotically optimal computational
complexity. The proof is completed. �

Remark 8.1.1 As we have pointed out earlier that all the results in this section can
be modified to the R

3 case, where the MLSM algorithm needs to solve far-field
equations (8.1.2) O(n2L) times.

8.1.2 Numerical Experiments and Some Discussions

In this section, we perform three tests to illustrate the effectiveness and efficiency
of the MLSM algorithm. All the programs in our experiments are written in Matlab
and run on a Pentium 3GHz PC.

The scatterer in system will be chosen to be the kite-shaped object which has
been widely tested in the inverse scattering problems (see, e.g., [10, 28]). There are
totally three tests to be considered, and they are respectively referred to as SK, SKn
and DKn. For experiments SK and SKn, the scattererD is composed of a single kite.
But in experiment SK, we would not add noise to the synthetic far-field data, and
in experiment SKn, we add random noise. For experiment DKn, the scatterer D is
composed of two kites, and the synthetic far-field data are noise-bound. The other
parameters chosen for these experiments are listed in Table 8.1.

It is noted that for experiment DKn, we have taken two cut-off values c1 and c2,
c1 < c2, instead of only one cut-off value c. Since in DKn, the scatterer is composed
of two kites, it is better to take a range of cut-off values, i.e., [c1, c2], which enables
us to get a buffer region of locating the boundary of the underlying object. Like in
the original LSM, we label as inner points those points with the norm of distributed
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Table 8.1 Experimental parameters for the tests

Test 1 (SK) Test 2 (SKn) Test 3 (DKn)

Sampling domain Ω [−3, 3] × [−3, 3] [−3, 3] × [−3, 3] [−4, 8] × [−4, 8]
Incident wave number k 1 1 1

Finest level nL 129 129 129

Upper threshold c1 0.03 0.032 0.03

Lower threshold c2 0.03 0.032 0.02

Noise level δ 0 0.10 0.05

No. of incident directions 32

No. of observation directions 32

density g less than c1, and remote points those points with the norm of distributed
density g greater than c2.

The synthetic far-field data are generated by solving the layer potential operator
equation with the Nyström’s method (see Sect. 3.5, Chap. 3 in [13]). We compute
the far-field patterns at 32 equidistantly distributed observation points (cos t j , sin t j ),
t j = 2 jπ/32, j = 0, 1, . . . , 31, and 32 equidistantly distributed incident directions
(cos τ j , sin τ j ), τ j = 2 jπ/32, j = 0, 1, . . . , 31. The far-field patterns we obtain are
subjected pointwise to uniform random noise. The uniform random noise is added
according to the following formula,

u∞ = u∞ + δr1|u∞| exp(iπr2)

where r1 and r2 are two uniform random numbers, both ranging from −1 to 1, and δ

is the noise level. For each mesh point z, the corresponding far-field equation (8.1.2)
is solved by using Tikhonov regularization method.

In Tests 1 and 2, the kite-shaped object D is shown in Fig. 8.4 with the boundary
∂D given by the following parametric form:

x(t) = (cos t + 0.65 cos 2t − 0.65, 1.5 sin t), 0 ≤ t ≤ 2π. (8.1.24)

For Test 3, the two kite-shaped objects are shown in Fig. 8.5 which are derived
from the kite in Fig. 8.4 by rigid motions: the bottom-left one is given by the one in
Fig. 8.4 after counterclockwise π/2 rotation, and the top-right one is given by the
one in Fig. 8.4 after counterclockwise π/4 rotation and 5-unit displacement in both
longitude and latitude directions.

We now turn to experiment SK. First, we solve the far-field equation (8.1.2) on the
finest mesh (129 × 129) to find gz with z being a sampling mesh point. In order to
have a view of the behavior of this gz over the sampling mesh, we plot the logarithm
of its L2-norm, namely log ‖gz‖L2(S1), in a 3D graph (see Fig. 8.6), but such scalings
are not needed in our MLSM procedure for those tests. The corresponding contours
for log ‖gz‖L2(S1) is also given in Fig. 8.7 for a 2D view. Then, we can use the cut-off
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Fig. 8.4 Kite-shaped obstacle

value principle to detect the kite and this gives the original LSM. We remark that
the regularization is crucial in the numerical procedure. Even in this noise-free case
when δ = 0, regularization is still necessary since the far-field data u∞ are computed
approximately using Nyström’s method, and thus there are some approximate errors
besides the round-off errors in the various computations involved. We have also
plotted the logarithm of the L2-norm of gz obtained by solving the far-field equation
without regularization, from which it can be seen that the reconstruction would be
rather unsatisfactory; see the 3D display and 2D contour curves in Figs. 8.8 and 8.9,
respectively.

Next we apply our (6-level) MLSM to this problem with nL := n6 = 129 and
plot the evolution of the detected boundary of the underlying object level-by-level.
It must be emphasized in the implementation of MLSM that if some cell labelled as
‘remote’ or ‘inner’ is determined to be trimmed, we set all sampling points in this
cell, including all its boundary points, to be exploited. Figure 8.10 demonstrates that
the boundary of the kite-shaped object can be approximated in a clearly improving
manner as we go from coarse to fine meshes, but the points examined are kept within
the order O(nL).
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Fig. 8.5 Two kite-shaped objects

This first experiment SK suggests that the MLSM performs as well as the original
LSMmethod but the computational costs have reduced significantly. In fact, we have
counted the number of points examined in the MLSM which is listed in Table 8.2;
and for Test 1, it is 483 and this is roughly one thirtieth of that for LSM which is
16641 (= 129 × 129). It is worth remarking in the Table 8.2 that for the Test 1, the
number 8 in the second level of grid comes from exploiting the eight second-level
fine points around the origin as shown in the left subfigure of level 2 in Fig. 8.10,
which does not include the other eight second-level fine grid on the boundary who
has been set to be exploited at level 1. The same way applies to interpret the numbers
at the finer level and the other tests.
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Fig. 8.6 Test 1 (SK): the logarithm of the L2-norm of gz plotted in 3D
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Fig. 8.7 Test 1 (SK): contours of the logarithm of the L2-norm of gz
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Fig. 8.8 Test 1 (SK): the logarithm of the L2-norm of gz plotted in 3D without regularization in
deriving gz
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Fig. 8.9 Test 1 (SK): contours of the logarithm of the L2-norm of gz without regularization in
deriving gz
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level 1

level 2

level 3

Fig. 8.10 MLSM iteration for Test 1 (SK). Figures on the left: refinement of the previous coarse
grid; Figures on the right: the remote and inner cells are removed
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level 4

level 5

level 6

Fig. 8.10 (continued)

Table 8.2 Number of points checked by theMLSMat each level and total number of points checked
by MLSM and LSM in the tests

Level of grid

1 2 3 4 5 6 MLSM LSM

Test 1. 25 8 25 56 121 248 483 16641

Test 2. 25 8 34 61 129 260 517 16641

Test 3. 25 24 36 71 163 375 694 16641

Next we add 10% uniform random noise to the far-field data and rerun theMLSM
for the SKn case. The evolution of the boundary of the kite is illustrated in Fig. 8.11.
We see the total number of the points examined to locate the boundary is 517, almost
the same as the previous SK case (see Table 8.2).
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level 1

level 2

level 3

Fig. 8.11 MLSM iteration for Test 2 (SKn). Figures on the left: refinement of the previous coarse
grid; Figures on the right: the remote and inner cells are removed
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level 4
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level 6

Fig. 8.11 (continued)

Then, we test our MLSM for the DKn case with 5% uniform random noise to the
far-field data and plot the evolution of the boundary of these two kites in Fig. 8.12.
Note that there is a slight increase for the number of exploited points which is due
to a buffer range of cut-off values used in this test.

Finally, we plot all the subsquares that have been checked in theMLSMprocedure
in a single figure for all the above experiments; see Fig. 8.13 for Test 1 (SK), Fig. 8.14
for Test 2 (SKn) and Fig. 8.15 for Test 3 (DKn). From those figures, we can have a
concrete feeling about howMLSMworks to identify the boundary of the underlying
object.

For comparison, we list in Table 8.2 the number of points examined at each level in
theMLSMprocedure and the total numbers points examined byMLSMand LSM for
all the three tests. It can be seen from the table that the number of points examined at
each level is about σ0nk with σ0 ≈ 2, which is consistent with our theoretical analysis
in Sect. 8.1.1.



8.1 Multilevel Linear Sampling Methods 289

To consolidate the asymptotically optimal computational complexity, we perform
the three tests again with the mesh size nL in the finest level being 33, 65, 129 and
257, respectively. But for all those experiments, we start with the coarsest mesh
given by n1 = 5. Furthermore, we let the cut-off value c be the average of c1 and c2
in Table 8.1, and this is to eliminate the possible deterioration due to the additional
points checked in the buffer region. The total number of points examined and the time

level 1

level 2

level 3

Fig. 8.12 MLSM iteration for Test 3 (DKn)
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level 4

level 5

level 6

Fig. 8.12 (continued)

for each test are listed in Table 8.3. Moreover, we compare the time cost between
MLSM and LSM only for Test 2, since the computational cost for investigating one
point is relatively fixed, the time cost for Test 1 and 3 is of slight difference compared
with that for Test 2 by using the LSM. As shown in Table 8.3, the computational cost
for MLSM grows up linearly as nL increases, compared with the quadratic increase
of the time consumption of the traditional LSM. It can be seen that the number of
the far-field equations that have been solved in each test is around ζ0nL with ζ0 ≈ 4
and this further verify our results in Sect. 8.1.1.
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Fig. 8.13 One kite-shaped
object (SK)

Fig. 8.14 One kite-shaped
object (SKn)
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Fig. 8.15 Two kite-shaped
objects (DKn)

Table 8.3 Comparison of different nL in the tests

MLSM LSM

Test 1 Test 2 Test 3 Test 2

nL Pts. Time (s.) Pts. Time (s.) Pts. Time (s.) Pts. Time (s.)

33 114 0.61 128 0.67 138 0.72 1089 5.98

65 235 1.29 257 1.40 266 1.43 4225 24.07

129 483 2.77 517 2.96 516 2.95 16641 99.16

257 989 5.60 1037 5.81 1016 5.75 66049 396.90

8.2 EMLSM

In this section, we consider the enhanced techniques of the linear sampling method
(LSM) for ISPs. The LSM was originated in [12] by Colton and Kirsch. It makes
use of the blowup behavior of an indicator function that can be solved from a linear
far-field integral equation. The method is computationally faster than the nonlinear
optimization approach since only linear inversions would be involved. Moreover,
the LSM requires no a priori knowledge of the physical properties of the underly-
ing target object, which possibly includes, at the same time, sound-soft, sound-hard
or impedance-type impenetrable obstacles, or penetrable inhomogeneous mediums.
The method has also been shown to work for both inverse acoustic and electromag-
netic scattering problems. In [4, 11], strategies on how to choose the critical cut-off
values and how to avoid the interior eigenvalues for the LSMhave been developed. In
[25], a multilevel technique was developed for the LSM, which was shown to possess
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the optimal computational complexity. Indeed, for an n × n sampling mesh in R2 or
an n × n × n sampling mesh in R3, the multilevel linear sampling method (MLSM)
requires to solve only O(nN−1) far-field equations for an R

N problem (N = 2, 3).
This is in sharp contrast to the original LSM which requires to solve nN far-field
equations.

However, the MLSM is shown to suffer some “breakage cells” problem in the
present paper. That is, some cells on the sampling mesh which lie on the boundary
of the scatterer would be trimmed down undesirably in the MLSM processing. This
happens particularly at the boundary of a scatterer where the curvature is very large
and at the later stage of the MLSM. The major goal of this section is to discuss
two enhanced techniques to avoid the “breakage cells”. Specifically, we discuss the
“searching” and “expanding” strategies which are shown to effectively defeat the
undesirable “breakage cells” problem, even in some extreme situations. On the other
hand, the enhanced MLSMs (EMLSMs) are shown to possess the same optimal
computational complexity as the original MLSM. Hence, the discussed methods
significantly improve the robustness of the MLSM, and meanwhile they bring no
extra computational complexity.

We present our EMLSMs based on a model inverse scattering problem of recon-
structing the shapes of acoustic obstacles. However, we would like to emphasize
that since our discussed techniques are mainly some computational strategies, they
can be straightforwardly extended to the LSM for reconstructing the supports of
inhomogeneous mediums, and for inverse electromagnetic scattering problems as
well.

The rest of the section is organized as follows. In Sect. 8.2.1, we introduce the
inverse acoustic obstacle scattering problem that we shall take as the model problem
for our subsequent study. Section 8.2.2 is devoted to a brief review of the LSM and
MLSM. In Sect. 8.2.3, we present the EMLSMs, together with the computational
complexity analysis. Section 8.2.4 contains the numerical results, which illustrate
the effectiveness of the discussed EMLSMs.

8.2.1 Inverse Acoustic Obstacle Scattering Problem

In this section, we briefly introduce the time harmonic inverse acoustic obstacle
scattering problem that we shall use as a model problem for our subsequent study on
the EMLSMs.

Define the operator F , which maps the boundary of the obstacle to the corre-
sponding far-field pattern. Then the inverse problem can be expressed as the follow-
ing operator equation,

F (∂D) = u∞(x̂, d), (8.2.1)

where x̂, d ∈ S
N−1. It is easily seen thatF is nonlinear, and moreover, the operator

equation (8.2.1) is widely known to be severely ill-posed in the sense of Hadamard
(see, e.g., [13]).



294 8 Miscellaneous Topics

8.2.2 Review of LSM and MLSM

In this subsection, we will give a brief account of the LSM andMLSM for the inverse
obstacle scattering problem (8.2.1).

8.2.2.1 LSM

First, we introduce the far-field operator F : L2(SN−1) → L2(SN−1) defined by

(Fg)
(
x̂
) :=

∫
SN−1

u∞
(
x̂, d

)
g(d)ds(d) for x̂ ∈ S

N−1,

and a function Φ∞ induced by the fundamental solution,

Φ∞
(
x̂, z

) = γ exp
{−ikx̂ · z} ,

with γ = 1/4π in R3 and γ = eiπ/4/
√
8πk in R2. The LSM is to find the solution g

to the following far-field equation

(Fg)
(
x̂
) = Φ∞

(
x̂, z

)
, x̂ ∈ S

n−1, z ∈ R
n, (8.2.2)

and use the L2-norm of the solution as an indicator function. As the far-field operator
F has a smooth kernel, it is compact in L2(Sn−1), and (8.2.2) does not have a solution
in general. But under appropriate assumptions, one can use a density argument to
solve the equation approximately to find an approximate function g̃ whose behavior
can be used to characterize the boundary of the underlying obstacle. The assumption
is that k2 is not a Laplacian eigenvalue for D, namely, k2 is not a Dirichlet eigenvalue
for −� in H 1

0 (D) when D is sound-soft and is not a Neumann eigenvalue for −� in
H 1(D) when D is sound-hard. The following theorem forms the basis of the LSM
(see [13]).

Theorem 8.2.1 Assume that k2 is not a Dirichlet eigenvalue for−� in H 1
0 (D)when

D is sound-soft and is not a Neumann eigenvalue for−� in H 1(D)whenD is sound-
hard. Then the following holds:

1. For z ∈ D and a fixed ε > 0 there exists a gzε ∈ L2(SN−1) such that

‖Fgzε − Φ∞(·, z)‖L2(SN−1) < ε,

and
lim
z→∂D

‖gzε‖L2(SN−1) = ∞.

2. For z ∈ R
N\D and any given ε > 0, every gzε ∈ L2(SN−1) satisfying
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‖Fgzε − Φ∞ (·, z) ‖L2(SN−1) < ε,

ensures
lim
ε→0

‖gzε‖L2(SN−1) = ∞.

Here, we would like to remark again that the blow-up behavior of gzε in Theo-
rem8.2.1would occur disregarding the physical properties of the underlyingobstacle.
The LSM turns elegantly the reconstruction of the shape of the obstacle D into the
process of numerically determining the indicator function gzε in Theorem 8.2.1. The
general procedure can be stated as Algorithm 8.1.

Algorithm 8.1 LSM
1. Select a mesh Th of sampling points in a region Ω which contains D.
2. Use the Tikhonov regularization and the Morozov discrepancy principle to compute an approxi-
mate solution gz to the far-field equation (8.2.2) for each mesh point z in Th .
3. Select a cut-off value c; then count z ∈ D if log ‖gz‖L2(SN−1) ≤ c and z /∈ D if log ‖gz‖L2(SN−1) >

c.

The LSMworks to reconstruct the shape of the obstacle, provided one could solve
(8.2.2) approximately for a “valid” indicator function gz; we refer to [12, 25], for
numerous numerical illustrations. It is emphasized that the LSM remains valid for
noisy far-field data. In view of practical applications, the far-field data is measured
and thus the noise is inevitable. Hence it is of crucial importance that the LSM should
be robust with respect to noise, and this is guaranteed by intensive theoretical and
numerical analysis in existing work mentioned earlier.

8.2.2.2 MLSM

In this subsection, theMLSMwill be presented togetherwith some theoretical results,
and we refer interested readers to [25] for more details. Following [25], we would
carry out our discussion in R2, but all of the subsequent results could be straightfor-
wardly extended to the three-dimensional case.

First, we recall the intuition of the MLSM. Let D ⊂ R
2 be a bounded domain as

shown in Fig. 8.16a and suppose that we are going to use an n × n mesh for the LSM
with (n − 1)2 cells of equal size. In order to get some satisfactory reconstruction
for the profile of D, the mesh must be moderately fine in some sense. Hence, when
implementing LSM, considerable computational costs would be spent in finding the
indicator functions in those “remote” cells which are far away from the scatterer D,
or in those “inner” cells which lie deeply inside D; e.g., see the red and blue colored
regions in Fig. 8.16b. Therefore, it would be advantageous if one could get rid of the
remote and inner cells in our computations. It was proposed in [25] that this can be
realized by doing the labeling and removing technique in a multilevel manner (See
Fig. 8.16c).
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Fig. 8.16 Remote cells and inner cells

We are in a position to present the MLSM. First, we assume Ω is a square in
R

2. Let {Tk}Lk=1 be a nested sequence of meshes on the sampling domain Ω such
that Tk+1 is a refinement of Tk for k = 1, . . . , L − 1. Throughout, we assume
that Tk+1 is an nk+1 × nk+1 mesh while Tk is an nk × nk mesh, where nk+1 =
2nk − 1 for k = 1, . . . , L − 1. That is, we refine themeshTk by equally subdividing
every subsquare in Tk into four subsquares of Tk+1. Then if the mesh length of
Tk is hk for k = 1, . . . , L − 1, then hk+1 = hk/2. The MLSM is formulated as
Algorithm 8.2.

Algorithm 8.2MLSM
1. Set k = 0 and choose an initial mesh for the sampling region Ω .
2. Apply the LSM scheme on the kth-level mesh to investigate those mesh points which have not
been examined previously.
3. For a given cut-off value c, independent of the level k, classify and label the kth-level subsquares
(cells) into three sets, namely, remote cells, boundary cells, and inner cells (based on the cut-off
value principle in the LSM). A cell is labeled as remote if the norms of the indicator functions at
the vertices of the cell are larger than c, while a cell is labeled as inner if the norms of the indicator
functions at the vertices of the cell are all less than or equal to c, and other remaining cells will be
labeled as boundary cells. Then remove the remote and inner cells.
4. Refine the remaining sampling mesh.
5. Set k = k + 1, and if k ≤ L , go to Step 2.
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At the end of this subsection, we present the related results on the computational
complexity analysis of MLSM. To that end, we denote by Γ a C2-smooth curve in
R

2 which forms the boundary of a bounded domain G. For any h > 0, we define two
curves parallel to Γ as follows

Γ +
h : = {x + hν(x), x ∈ Γ, and ν(x) is the unit normal toΓ at x

directed to the exterior of G},
Γ −
h : = {x − hν(x), x ∈ Γ, and ν(x) is the unit normal toΓ at x

directed to the exterior of G}.

Then we have (cf. [25]),

Lemma 8.2.1 There exist constants h0 > 0 and α0 > 0 such that dist (Γ, Γ ±
α0h

) ≥√
2h whenever 0 < h < h0.

With Lemma 8.2.1, the following Theorem could be readily proved by following the
proof of Theorem 2.6 in [25],

Theorem 8.2.2 Consider an L-level MLSM algorithm with a nested sequence of
sampling mesh {Tk}Lk=1. Suppose that for each k, Tk is of size nk × nk with mesh
length hk such that 0 < h1 < h0, where h0 is given in Lemma 8.2.1 corresponding
to ∂D. Then, by using the MLSM to reconstruct ∂D, the far-field equation is solved
O(nL) times in total.

8.2.3 Enhanced Multilevel-LSMs

The MLSM is remarkable in that it reduces the computational complexity from
solving O(nN ) far-field equations to only solving O(nN−1) far-field equations for
an N -dimensional inverse scattering problem. This is certainly of great significance
in the implementation of the LSM. However, it is occasionally observed that the
MLSMmight fail in some practical situations. In this section, we first give a detailed
description about when the MLSM fails and then present the EMLSMs to improve
the performance.

First, we introduce the definition of breakage cells.

Definition 8.2.1 Breakage cells are the cells that one removes during the process of
MLSM, but they are actually on the boundary of the obstacles.

The breakage cells often occur when the curvature of the obstacles are large or the
background grid is not fine enough,which are related to the intrinsic nature ofMLSM.
As is known that the LSM and MLSM are “point sampling”, and this means that we
approximate the boundary of scatterers by values of indicator function only on nodes
of sampling mesh. If the value of the indicator function on boundary nodes of a cell
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Fig. 8.17 Illustration of a failed case by the MLSM

could not correctly indicate the properties of the whole cell, then the MLSM process
would make wrong decisions on the labeling process, and the reconstructed image
breaks up. It is numerically observed that such breakage cell phenomenon happens
in particular on the fine mesh levels at the later stage of the MSLM algorithm.

For illustration of the breakage problem,wegive an example in the sequel.Assume
the scatterer are composed of two disk-shaped obstacles andwe call the larger diskD1

and the smaller disk D2. The computational region has been divided into a relatively
fine grid (see Fig. 8.17a). Then by a careful inspection of the top-right circle in our
example, we note that there are two “disputed” cells on the boundary of D2 (see
blue marked cell in Fig. 8.17b). On the one hand, these cells are definitely on the
boundary of the scatterer at a first glance, so we should keep these cells for finer
level reconstruction in MLSM. On the other hand, the four boundary nodes of both
the two square cells are all outside the scatterer, and hence the values of the indicator
function on these nodes are all larger than the cut-off value, so the two cells would
be removed undesirably during the MLSM process and they are breakage cells (see
Fig. 8.17 c and d).

To avoid breakage cells, we discuss two solutions. The first idea is to avoid
the emergence of breakage cells. This could be realized by adding “sampling
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Fig. 8.18 A finer initial grid

Fig. 8.19 The use of more sampling points in a cell

points”. For example, we could set the initial grid relatively finer. As one can see in
Fig. 8.18 a and b, the breakage cells in our examplewould change into four finer cells,
all of which are not breakage cells anymore. Alternatively, we could also increase
sampling points in a particular cell. For example, we could compute the values of the
indicator function on five points or nine points in a cell (see Fig. 8.19a and b). With
the information from more points, we could naturally approximate the boundary
more precisely.

However, we have to emphasize that, “adding sampling points” might not be
an optimal solution in curing the breakage cells. Since the MLSM is discussed for
computing values of indicator function on fewer nodes, this kind of “adding sampling
points” violates its “spirit”. In fact, when adding sampling points, we increase the
computational complexity on the whole sampling region. At the same time, it is also
a problem on where one should place the “added points”. Since the shapes of the
scatterers differ sharply in different cases, without sufficient a prior information, we
may introduce useless points. A simple example for this is that the “five sampling
solution” in Fig. 8.19, which apparently doesn’t work in our failed case in Fig. 8.17.
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Our second solution is to retrieve the wrongly removed breakage cells. In this
method, wewould like to follow the intrinsic idea hidden behindMLSM, that is, all of
our operations are taken only on or around boundary cells, but not on inner or remote
cells. For the second method, we make the following two important observations.
First, the breakage cells are actually boundary cells, and they only appear around
the boundary of an obstacle. Second, by operating only around the boundary cells, it
would keep the optimal computational complexity of the MLSM since the number
of the boundary cells is within O(nN−1) for an N -dimensional problem.

Next, we present two kinds of enhanced MLSMs following the idea of the second
solution mentioned above, and they will be referred to as “expanding MLSM” and
“searching MLSM”, respectively.

8.2.3.1 Expanding MLSM

The basic idea of the “expanding” technique is to expand the “boundary cells” on
a finer grid after the process of “remove” in MLSM. In fact, as the breakage cells
appear only around the boundary of a scatterer, it is possible that we could retrieve
the breakage cells after expanding the boundary layers.

We present the method with more details by following an example. In Fig. 8.20a
and b, after one removes the remote cells and inner cells, we obtain our “coarse-level”
reconstruction image. Clearly, it is unsatisfactory to us since we have removed some
breakage cells around the boundary of D2. As a remedy, we first refine the current
grid (see Fig. 8.20c and d), and then expand the “boundary cell layer” (i.e., the layer
formed by boundary cells) of the scatterer. Finally, we get a grid, which is composed
of two kinds of cells, namely the cells coming from the refining process, and the
other cells coming from the expanding process. The resultant images are contained
in Fig. 8.20e and f, where we have marked the “expanded layer”, which is composed
of “inner expanded layer” and “outer expanded layer”, in blue color. It is easily seen
that, the breakage cells on D2 are retrieved with the “outer expanded layer” on a finer
grid.

We formulate the expanding MLSM as Algorithm 8.3. The notations in our algo-
rithm are kept consistent with Algorithm 8.2.

Algorithm 8.3 Expanding MLSM
1. Set k = 0 and choose an initial mesh for the sampling region Ω .
2. Apply the LSM scheme on the kth-level mesh to investigate those mesh points which have not
been examined previously.
3. For a given cut-off value c, independent of the level k, classify and label the kth-level subsquares
(cells) into three sets, namely, remote cells, boundary cells, and inner cells (based on the cut-off
value principle in the LSM). Then remove the remote and inner cells.
4. Refine the remaining sampling mesh.
5. Implement the “expanding process”. Expand the sampling mesh in both interior and outer direc-
tions along the boundary layer.
6. Set k = k + 1, and if k ≤ L , go to Step 4.
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Fig. 8.20 Illustration of the expanding MLSM algorithm
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8.2.3.2 Searching MLSM

Since breakage cells appear at certain particular portion of the boundary of the
underlying scatterer, the expanding process may bring in excessive computational
cost on some “remote” or “inner” cells.Our second strategy is to incorporate a process
of retrieving the lost breakage cells. In doing this, we could focus ourMLSMprocess
on the cells that should be concerned with. We take failure reconstruction of the two
circle obstacles in Section 3 as an example to present our searching MLSM. As
shown in Fig. 8.21a and b, we have removed two breakage cells in a coarse sampling
mesh. Then after refining the grid (see Fig. 8.21c and d), we would like to retrieve
them into the finer grid. To that end, we add a “checking process” together with the
“expanding process”, and we call these two processes as the “searching process”.
The searching process is proceeded as follows. First, for every boundary cell on the
outer (inner) boundary of a specific level of sampling grid, we locate the adjacent
cells that are exterior (interior) to it. This step is actually the expanding process
discussed in Sect. 8.2.3.1. Then, we further check the indicator function on the four
nodes to find out whether we need retrieve some of them or not. We formulate the
proposed technique into Algorithm 8.4.

Algorithm 8.4 Searching MLSM
1. Set k = 0 and choose an initial mesh for the sampling region Ω .
2. Apply the LSM scheme on the kth-level mesh to investigate those mesh points which have not
been examined previously.
3. For a given cut-off value c, independent of the level k, classify and label the kth-level subsquares
(cells) into three sets, namely, remote cells, boundary cells, and inner cells based on the cut-off
value principle in the LSM. Then remove the remote and inner cells.
4. Refine the remaining sampling mesh.
5. Implement the “searching process”. For every boundary cell, check the adjacent cells to see
whether there is the necessity to retrieve into the next level according to the cut-off principle of
LSM: if the values of the indicator function on four nodes of an adjacent cell are all larger or smaller
than the cut-off value, we need not retrive it, otherwise, we include it into the sampling grid of the
next level.
5. Set k = k + 1, and if k ≤ L , go to Step 4.

In the rest of this section, we present a theorem on the computational complexity
of the discussed EMLSMs. As we have mentioned earlier, the enhanced operations
in EMLSMs are performed only on the cells around the boundary of the underlying
scatterer, and therefore one can readily see that the computational complexity of
EMLSMs is the same as that of the LSM, namely O(nN−1) for an N -dimensional
problem. In conclusion, we have

Theorem 8.2.3 Consider an L-level EMLSM algorithm with a nested sequence of
sampling mesh {Tk}Lk=1. Suppose that for each k, Tk is of size nk × nk with mesh
length hk such that 0 < h1 < h0, where h0 is given in Lemma 8.2.1 corresponding to
∂D. Then, the EMLSM is of the same computational complexity as the MLSM; that
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Fig. 8.21 Illustration of the searching MLSM algorithm
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is, by using the EMLSM to reconstruct ∂D, the far-field equation is solved O(nL)

times in total.

Proof Theorem8.2.3 canbeproved following a similarmanner as that forTheorem3,
which we would only sketch in the following. We first note that the only difference
between EMLSM andMLSM is the “retrieving procedure” following the “removing
procedure”. Following [25], we could first assume that the two adjacent parallel
curves Γ1 and Γ2 lie away from the boundary of the unknown scatterer with certain
distances. Then by estimating the bandwidth of the boundary layer, which is actually
the distance between Γ1 and Γ2, one could find an upper bound of the number of
cells that lie on the boundary of the scatterer. Finally, by analyzing the computational
cost between the two adjacent levels, we could get the computational complexity of
the EMLSM. �

8.2.4 Numerical Experiments

In this section, we conduct some numerical experiments to illustrate the effectiveness
of the proposed enhanced methods to crack the problem of “breakage cells”. To
evaluate and compare the performance of the methods, we denote by EMLSM(e)
the enhanced MLSM with expanding technique, and by EMLSM(s) the one with
searching technique. The obstacle in our experiments is chosen to be of kite shape.
The kite-shaped scatterer has been widely used in the numerical study of inverse
scattering problems as shown in Fig. 8.22a, where the red curve is parametrized by

x(t) = (cos(t) + 0.65 cos 2t − 0.65, 1.5 sin t), 0 ≤ t ≤ 2π.

Fig. 8.22 One kite-shaped scatterer a and the initial mesh b in Example SK
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Two groups of numerical tests will be given and they will be referred to as Single
Kite (SK) and Double Kites (DK), respectively. The exact far-field data of the direct
problems are synthesized by solving the combined-layer potential operator equation
with Nyströmmethod (see [13]). One may refer to an adaptive finite element method
using the DtN map [18] for the truncation of the unbounded domain. We compute
the far-field patterns at 64 equidistantly distributed observation points

(
cos t j , sin t j

)
,

t j = 2 jπ/64, j = 0, 1, . . . , 63, corresponding to 64 equidistantly distributed inci-
dent directions

(
cos τ j , sin τ j

)
, τ j = 2 jπ/64, j = 0, 1, . . . , 63, around the unit cir-

cle. Then the data corrupted by a uniform random noise of 5% noise level are used as
our measurement data. For each mesh point z, the corresponding far-field equation
(8.2.2) is solved by using the Tikhonov regularization method (cf. [13]), with the
regularization parameter determined by the L-curve method.

Example SK

In this test, the scatterer consists of a single kite-shaped component as shown in
Fig. 8.22a. The initial mesh is chosen to be fixed for all schemes and coarse enough,
but it also ensures that there are some grid points inside the scatterer, see Fig. 8.22b.

The far-field equation (8.2.2) is solved with resort to the Tikhonov regularization
approach and applying the MLSM, EMLSM(e) and EMLSM(s), respectively. With-
out the multilevel idea, the finest mesh (129 × 129 grid points) will lead to over ten
thousands solutions of the integral equation, which is formidable compared with a
few hundreds of solutions by multilevel LSM of all three versions.

First, we apply a 5-level MLSM to obtain a reconstructed image. One could see
from Fig. 8.23 that after a removing process in the third level, breakage cells indeed
occur there. Hence, the final reconstructed image in the bottom right plot of Fig. 8.23
is degenerated into two broken chains of small cells.

Next, we implement the EMLSM(e) and EMLSM(s) to the same example. Once
the expanding or searching procedure is triggered, some additional cells are appended
andmarked in blue on each level of the samplingmesh.Wecan see that bothEMLSMs
successfully avoid the breakage cells and produce very satisfactory reconstructions.

It can be pointed out that from Fig. 8.24 that two layers of refined cells are
appended at each level to guarantee no breakage cells. Moreover, it is emphasized
from Fig. 8.25 that only four additional cells are appended on the two rear wings
of large curvature after the first refinement step, there are no more cells are intro-
duced to keep the continuity of the boundary. This interesting observation suggests
that the number of appended cells by the EMLSM(s) is much less than that by the
EMLSM(e), which holds true for multiple scatterers.
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Fig. 8.23 MLSM for Example SK. (Left column) Initial mesh/Refinement of the previous level.
(Right column) Reconstructed image after removing process on the current level
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Fig. 8.24 EMLSM(e) for Example SK. (Left column) Reconstructed image after removing process
of the initial/previous level. (Middle column) Refinement process. (Right column) Appended cells
(in blue) after “expanding process”
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Fig. 8.25 EMLSM(s) for Example SK. (Left column) Reconstructed image after removing process
of the initial/previous level. (Middle column) Refinement process. (Right column) Appended cells
(in blue) after “expanding process”
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Fig. 8.26 Double kite-shaped scatterers a and the initial mesh b in Example DK

Example DK

In this test, we try a scatterer with multiple component of kite-shaped obstacles; One
of them is the original kite displaced at (−2, −2), and the other is displaced at (2, 2)
after a clockwise rotation byπ/2 radian as shown in Fig. 8.26a. The sampling domain
is (−6, 6) × (−6, 6) with an initial grid of 8 × 8 square cells, see Fig. 8.26b.

Weperform the comparisonbetweenMLSM,EMLSM(e) andEMLSM(s), respec-
tively, as those for the Example SK. As seen from Fig. 8.27, the “breakage cell”
phenomenon occurs first on the third level of the removing step, and then happens
again on the four level, which ends up with four detached chains of cells on the final
level. The final reconstructed results of the EMLSM(e) and EMLSM(s) for Exam-
ple DK are shown in the bottom left plots of Figs. 8.28 and 8.29, respectively. Both
EMLSM(e) and EMLSM(s) keep the continuity of the boundary chain of cells and
yield pretty good approximation of the exact boundary. The significant reduction of
the appended cells in blue by the EMLSM(s) in Fig. 8.29 is observed again, compared
with those appended ones in Fig. 8.28.
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Fig. 8.27 MLSM for Example DK. (Left column) Initial mesh/Refinement of the previous level.
(Right column) Reconstructed image after removing process on the current level
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Fig. 8.28 EMLSM(e) for ExampleDK. (Left column)Reconstructed image after removing process
of the initial/previous level. (Middle column) Refinement process. (Right column) Appended cells
(in blue) after “expanding process”
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Fig. 8.29 EMLSM(s) for ExampleDK. (Left column)Reconstructed image after removing process
of the initial/previous level. (Middle column) Refinement process. (Right column) Appended cells
(in blue) after “expanding process”
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Chapter 9
Others

We consider detecting objects on a flat ground by using the electromagnetic (EM)
measurement made from a height. We conduct the study in a very general and practi-
cal setting. The number of the target scatterers is not required to be known in advance,
and each scatterer could be either an inhomogeneousmedium or an impenetrable per-
fectly conducting (PEC) obstacle. Moreover, there might be multiscale components
of small-size and extended-size (compared to the detecting wavelength) presented
simultaneously. Some a priori information is required on scatterers of extended-size.
The inverse problem is nonlinear and ill-conditioned. We propose a “direct” locating
method by using a single EM far-field measurement. Our discussion in this chapter
follows the treatment in [30, 32].

9.1 Ground Detection by a Single Electromagnetic
Far-Field Measurement

This section concerns locating objects on a ground by using the electromagnetic
(EM) scattering measurement made from a height. In Fig. 9.1, we give a schematic
illustration of our study, where one wants to detect the multiple objects on the ground
G . To that end, one sends certain detectingwavefields and thenmeasures the scattered
wave fields from a height, from which to infer knowledge about the target objects.
A practical scenario for our study is the scoutplane detection in the battlefield.

In what follows, we present the mathematical formulation for the current study.
The detectingwaves are chosen to be the time-harmonic electromagnetic planewaves
of the following form

Ei (x) = peiωx ·d , Hi (x) = 1

iω
∇ ∧ Ei (x), x ∈ R

3 (9.1)
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Fig. 9.1 Schematic illustration of locating multiscale ground objects

where i = √−1, ω ∈ R+ denotes the frequency, d ∈ S
2 := {x ∈ R

3; |x | = 1}
denotes the impinging direction, and p ∈ R

3 denotes the polarization with p · d = 0.
Ei and Hi are entire solutions to the Maxwell equations in the free space

∇ ∧ Ei − iωHi = 0, ∇ ∧ Hi + iωEi = 0.

The ground G is assumed to be perfectly electric conducting (PEC). The EM waves
cannot penetrate inside the ground and propagate only in the space above the ground.
If there is no object presented on the ground, one would have a reflected wave field
Ei
G such that the total wave field E = Ei − Ei

G satisfies the following PEC boundary
condition

ν ∧ E = ν ∧ (Ei − Ei
G ) = 0 on G , (9.2)

where ν is the unit upward normal vector to G . If G is flat, the reflected wave field
Ei
G is well-understood through the work [38, 39], and if G is non-flat/rough, the

reflection would be much more complex. Throughout the present section, we assume
that G is flat. Furthermore, without loss of generality, we assume that G := {x :=
(x1, x2, x3) ∈ R

3; x ′ := (x1, x2) ∈ R
2, x3 = 0}. Denote R3± := {x := (x1, x2, x3) ∈

R
3; x ′ := (x1, x2) ∈ R

2, x3 ≶ 0} and S
2± := R

3± ∩ S
2. Moreover, we let � denote

the usual reflection with respect to G , i.e.,�v = (v1, v2,−v3) for a generic 3-vector
v = (v1, v2, v3). Then, we have that (cf. [39, 40])

Ei
G = � ◦ Ei ◦�. (9.3)

Next, we consider that there are EM objects presented on the ground. Let ψ(x ′),
x ′ ∈ R

2, be a non-negative Lipschitz continuous function such that ψ(x ′) = 0 for
|x ′| > R, where R is a large enough positive constant. Let�′ := {x ′ ∈ R

2;ψ(x ′) >
0}′ := ∪l

j=1�
′
j , where�

′
j , j = 1, 2, . . . , l denote the simply connected components

of �′. Define
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�+
j := {(x ′, x3) ∈ R

3
+; x ′ ∈ �′

j , 0 < x3 < ψ(x
′)}, 1 ≤ j ≤ l; �+ :=

l⋃

j=1

�+
j .

(9.4)
Each �+

j , 1 ≤ j ≤ l, represents an EM object on the ground, and will be referred
to as a scatterer in the sequel. Let ε j , μ j and σ j be the EM parameters for the
object supported in� j , respectively, representing the electric permittivity, magnetic
permeability and electric conductivity. It is assumed that ε j , μ j and σ j are all con-
stants, satisfying 0 < ε j < +∞, 0 < μ j < +∞ and 0 ≤ σ j ≤ +∞. Furthermore,
it is assumed that |ε j − 1| + |μ j − 1| + |σ j | > 0 for j = 1, 2, . . . , l. If σ j = +∞,
then �+

j is taken to be a PEC obstacle, disregarding ε j and μ j . In the free space,
ε = μ = 1 and σ = 0. We set

(ε(x), μ(x), σ (x)) :=

⎧
⎪⎨

⎪⎩

(ε j , μ j , σ j ) when x ∈ �+
j , j = 1, 2, . . . , l;

(1, 1, 0) when x ∈ R
3+\�+.

(9.5)

The presence of the scatterer (�; ε, μ, σ ) on the ground would further perturb the
propagation of the EM field Ei − Ei

G , inducing the so-called scattered wave field
Es inR3+. The scattered wave field is radiating in nature, characterized by the Silver-
Müller radiation condition

lim|x |→+∞ |x |
∣∣∣∣(∇ ∧ Es)(x) ∧ x

|x | − iωEs(x)

∣∣∣∣ = 0, (9.6)

which holds uniformly for all directions x̂ := x/|x | ∈ S
2+. The total electric wave

field E := Ei − Ei
G + Es , together with the corresponding magnetic wave field H ,

is governed by the following Maxwell system

∇ ∧ E − iωμH = 0, ∇ ∧ H + iω
(
ε + i

σ

ω

)
E = 0 in R

3+, (9.7)

where ε, μ and σ are given in (9.5). Similar to (9.2), we have that

ν ∧ E = ν ∧ (Ei − Ei
G + Es) = 0 on G . (9.8)

We seek a pair of solutions (E, H) ∈ Hloc(curl,R3+) ∧ Hloc(curl,R3+) to the scatter-
ing system (9.6)–(9.8). Particularly, the radiating wave field Es(x) has the following
asymptotic expansion as |x | → +∞,

Es(x) = eiω|x |

|x | A

(
x

|x | ; d, p, ω
)

+ O

(
1

|x |2
)
. (9.9)

A(x̂; d, p, ω) with x̂ := x/|x | ∈ S
2+ is known as the electric far-field pattern, which

encodes the scattering measurement illustrated in Fig. 9.1.
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The ground detection problem can be abstractly formulated as

F ((�+; ε, μ, σ )) = A(x̂; d, p, ω), (9.10)

whereF is the operator sending the scatterer to the corresponding far-field pattern,
defined by the Maxwell system (9.6)–(9.8). It is easily verified that F is nonlinear
and moreover it is ill-conditioned since F is completely continuous (cf. [19]). In
what follows, A(x̂; d, p, ω) is always assumed to be given with all x̂ ∈ S

2+. Fur-
thermore, if d ∈ S

2+, p ∈ R
3 and ω ∈ R+ are all fixed, then A(x̂; d, p, ω) is called

a single EM measurement; otherwise, it is called multiple EM measurements. In
practice, a single EM measurement can be obtained by sending a single incident
plane wave, and then collecting the scattered electric wave in all the observation
angles. Throughout the present study, we shall take a single EM measurement for
the ground detection. Moreover, our study shall be conducted in a very general and
practical setting. The number of the target scatterers is not required to be known in
advance, and each scatterer could be either an inhomogeneous medium or an impen-
etrable perfectly conducting (PEC) obstacle. Furthermore, there might be multiscale
components of small-size and extended-size (compared to the detecting wavelength)
presented simultaneously. Some realistic a priori information is required on scatter-
ers of extended-size. We discuss a “direct” locating method without any inversion
involved. To our best knowledge, both the direct scattering model and the inverse
scattering schemes are new to the literature. The results extend those obtained in
[31, 33] for locating multiscale EM scatterers located in a homogeneous space. The
present study is closely related to the inverse electromagnetic scattering problems
from rough surfaces; see, e.g., [4–6, 12, 13, 29]. We also refer to [6–9, 19, 21, 23,
34–36, 45–47] for the recent progress on the inverse scattering theory and numerical
study. It remarked that for highly conductive objects with large σ (9.7) reduces to
the eddy current model, which is justified in [1]. A similar asymptotic formalism
for detecting and characterizing small conductive inclusions from electromagnetic
induction data is developed in [3]. The mechanisms discussed in this section could
be migrated to the eddy current model to detect complicated settings, e.g., multiple
regular-size or even multiscale conductive inclusions.

The rest of the section is organized as follows. In Sect. 9.1.1, we present some
results concerning the direct scattering problem for our subsequent use. Section 9.1.2
is devoted to the inverse scattering scheme. Numerical results and discussion are
presented in Sect. 9.1.3.

9.1.1 Scattering from Multiscale Ground Objects

In this section, we consider the scattering from multiscale ground objects. In order
to ease the exposition, throughout the rest of the section, we assume that ω ∼ 1, and
hence the size of an EM object can be interpreted in terms of its Euclidean diameter.
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Let �+ and ∪l
j=1(�

+
j ; ε j , μ j , σ j ) be as introduced in (9.4) and (9.5). We further

assume that there exists ls, lr ∈ N ∪ {0} such that ls + lr = l. Let

(�+; ε, μ, σ ) = (�+
s ; ε, μ, σ ) ∪ (�+

r ; ε, μ, σ ), (9.11)

where by reordering if necessary, we assume that

(�+
r ; ε, μ, σ ) =

lr⋃

j=1

(�+
j ; ε j , μ j , σ j ) and (�+

s ; ε, μ, σ ) =
l⋃

j=lr+1

(�+
j ; ε j , μ j , σ j )

(9.12)
Furthermore, we assume that diam(�+

j ) ∼ 1 for 1 ≤ j ≤ lr , whereas �
+
j ∼ ρ � 1

for lr + 1 ≤ j ≤ l.�+
r contains all the extended-size scatterer components, whereas

�+
s contains all the small-size scatterer components. For the subsequent discussion,

we also classify the target scatterer (�+; ε, μ, σ ) in terms of physical properties as
follows

(�+; ε, μ, σ ) = (�+
M ; ε, μ, σ ) ∪ (�+

P ; ε, μ, σ ), (9.13)

where σ(x) < +∞ when x ∈ �+
M , and σ(x) = +∞ when x ∈ �+

P . That is, �
+
M

contains all the inhomogeneous medium components, whereas �+
P contains all the

PEC obstacle components of the target scatterer. We remark that it may happen
that �+

M = ∅ or �+
P = ∅. The EM scattering corresponding to the target scatterer

described in (9.13) is governed by the following Maxwell system

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∇ ∧ E − iωμH = 0, ∇ ∧ H + iω
(
ε + i

σ

ω

)
E = 0 in R

3+\�+
P ,

E(x) = Ei (x)− Ei
G (x)+ Es(x) x ∈ R

3
+\�+

P ,

ν ∧ E = 0 on ∂(R3+\�+
P ),

lim|x |→+∞ |x |
∣∣∣∣(∇ ∧ Es)(x) ∧ x

|x | − iωEs(x)

∣∣∣∣ = 0.

(9.14)
Next,we introduce an auxiliary scattering systemdefined over thewhole spaceR3.

Starting from now on, for an EM scatterer (O+; ε0, μ0, σ0), where O+ ⊂ R
3+, ε0, μ0

and σ0 are all constants with σ0 possibly being +∞, we define (O−; ε0, μ0, σ0) =
(�O+; ε0, μ0, σ0) and (O; ε0, μ0, σ0) = (O+; ε0, μ0, σ0) ∪ (O−; ε0, μ0, σ0).Here,
�O+ denotes the reflected domain of O+ with respect to G . For the ground
scatterer (�+; ε, μ, σ ) in (9.13), we consider the following scattering system in
the whole space R

3 corresponding to the scatterer (�; ε, μ, σ ) = (�M ; ε, μ, σ ) ∪
(�P ; ε, μ, σ ),
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⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∇ ∧ E − iωμH = 0, ∇ ∧ H + iω
(
ε + i

σ

ω

)
E = 0 in R

3\�P ,

E (x) = Ei (x)− Ei
G + E s(x) x ∈ R

3\�P ,

ν ∧ E = 0 on ∂�P ,

lim|x |→+∞ |x |
∣∣∣∣(∇ ∧ E s)(x) ∧ x

|x | − iωE s(x)

∣∣∣∣ = 0.

(9.15)
We refer to [44] for the well-posedness of the Maxwell system (9.15).

We are in a position to establish an important relationship between the two scat-
tering systems (9.14) and (9.15).

Theorem 9.1.1 Let (E, H) ∈ Hloc(curl;R3+\�+
P ) ∧ Hloc(curl;R3+\�+

P ), and
(E ,H ) ∈ H(curl;R3\�P) ∧ H(curl;R3\�P) be, respectively, solutions to the
scattering systems (9.14) and (9.15). Then we have that

E = −� ◦ E ◦�, H = � ◦ H ◦�, (9.16)

and
E = E |R3+ , H = H |R3+ . (9.17)

Proof Set
Ẽ = −� ◦ E ◦�, H̃ = � ◦ H ◦�,

Since (E ,H ) ∈ H(curl;R3\�P) ∧ H(curl;R3\�P), it is easily seen that (Ẽ , H̃ ) ∈
H(curl;R3\�P) ∧ H(curl;R3\�P). Moreover, since E andH satisfy theMaxwell
equations,

∇ ∧ E − iωμH = 0, ∇ ∧ H + iω
(
ε + i

σ

ω

)
E = 0 in R

3\�P , (9.18)

one can verify by straightforward computations that

∇ ∧ Ẽ − iωμH̃ = 0, ∇ ∧ H̃ + iω
(
ε + i

σ

ω

)
Ẽ = 0 in R

3\�P . (9.19)

Next, by the geometric interpretation of vector product, we note the following fact
for any two vectors a and b,

a ∧ b = �a ∧�b. (9.20)

Hence, for any x ∈ ∂�P and the corresponding normal vector ν(x), by using (9.20),
we have

ν(x) ∧ (� ◦ E ◦�) (x) = (�−1ν)(x) ∧ (E ◦�)(x). (9.21)

On the other hand, by noting��p = �p, we see that�−1ν(x) = (ν ◦�)(x), which
together with (9.21) further implies that
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(ν ∧ Ẽ )(x) = −ν(x) ∧ (� ◦ E ◦�) (x) = −(ν ∧ E )(�x) = 0, x ∈ ∂�p.

(9.22)
Now, we set

E := E +� ◦ E ◦� and H := H −� ◦ H ◦�. (9.23)

By (9.19)–(9.22), we readily see that

∇ ∧ E − iωμH = 0, ∇ ∧ H + iω
(
ε + i

σ

ω

)
E = 0 in R

3\�P , ν ∧ E = 0 on ∂�p.

(9.24)
On the other hand, by (9.14),

E (x) = Ei (x)− Ei
G + E s(x), x ∈ R

3\�P . (9.25)

It is directly verified that

E = E +� ◦ E ◦� = E s +� ◦ E s ◦�. (9.26)

Since E s satisfies the Silver-Müller radiation condition, (9.26) clearly implies that
E satisfies the Silver-Müller radiation condition, namely,

lim|x |→+∞ |x |
∣∣∣∣(∇ ∧ E)(x) ∧ x

|x | − iωE(x)

∣∣∣∣ = 0. (9.27)

By the well-posedness of the Maxwell system (9.26)–(9.27), we immediately have
that

E = H = 0, (9.28)

which in turn implies (9.16).
Finally, let ν0 = (0, 0, 1) be the unit upward normal vector to G \�p. By using

(9.16) and straightforward calculation, one can show that

ν0 ∧ E = 0 on G \�p, (9.29)

which together with the fact that ν ∧ G = 0 on ∂�p in (9.15) that

ν ∧ E = 0 on ∂(R3+\�+
P ). (9.30)

By using (9.30), and comparing the Maxwell systems (9.14) and (9.15), one easily
seen that E and H in (9.14) are actually the restrictions of E andH in (9.15) in the
upper half space.

The proof is completed.

By Theorem 9.1.1, one readily has
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Corollary 9.1.1 Let A(x̂; d, p, ω), x̂ ∈ S
2+, andA (x̂; d, p, ω), x̂ ∈ S

2, be the scat-
tering amplitudes corresponding to the Maxwell systems (9.14) and (9.15), respec-
tively. Then we have

A = −� ◦ A ◦� and A = A |S2+ . (9.31)

Next, we consider the scattering from multiple small and extended scatterers,
respectively. We first consider the scattering from multiple small scatterers of the
form (�+

s ; ε, μ, σ ) in (9.12) by taking lr = 0. Let the small scatterer components be
given as

�+
j = z j + ρD+

j , j = 1, 2, . . . , ls, (9.32)

where z j ∈ G , and D+
j , j = 1, 2, . . . , ls , are simply-connected C2 domains in R

3+
that contain the origin and

Ls := min
1≤ j, j ′≤ls , j �= j ′

dist(z j , z j ′) � 1. (9.33)

We have

Lemma 9.1.1 Let (�+
s ; ε, μ, σ ) be described as above and A(x̂) := A(x̂; d, p, ω,

(�+
s ; ε, μ, σ )), x̂ ∈ S

2+. Set

A(x̂) =
{
A(x̂) when x̂ ∈ S

2+,
−�A(�x̂) when x̂ ∈ S

2−.
(9.34)

Then we have

A(x̂) =
ls∑

j=1

eiω(d−x̂)·z j
⎡

⎣(ωρ)3
⎛

⎝
∑

m=−1,0,1

a j
1,mU

m
1 (x̂)+ b j

1,mV
m
1 (x̂)

⎞

⎠ + O((ωρ)4)

⎤

⎦ + O(L−1
s ),

(9.35)
where Um

1 and Vm
1 are the vectorial spherical harmonics (cf. [19])

⎧
⎨

⎩
Um

n (x̂) := 1√
n(n + 1)

Grad Ym
n (x̂)

Vm
n (x̂) := θ ∧Um

n (x̂),
n ∈ N, m = −n, · · · , n, (9.36)

and a j
1,m and b j

1,m (m = −1, 0, 1, j = 1, 2, . . . , ls), are constants independent ofωρ,
z j and Ls.

Proof By Corrollary 9.1.1, we clearly have that

A(x̂) = A (x̂; d, p, ω, (�s; ε, μ, σ )), x̂ ∈ S
2.

Hence, Lemma 9.1.1 follows directly from Lemmas 3.1 and 3.3 in [31].
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In the rest of this section, we consider the scattering from multiple extended
scatterers of the form (�+

r ; ε, μ, σ ) in (9.12) by taking ls = 0. Let �+ be a simply-
connected domain in R

3+ that touches G at the origin. Henceforth, we denote by
R+ := R(θ) ∈ SO(3) the 3D rotation matrix around the x3-axis. Here, θ ∈ [0, 2π ]
denotes the corresponding Euler angle. Moreover, we define a dilation/scaling oper-
ator as follows

�r�
+ := {r x; x ∈ �+}, r ∈ R+.

Next, we introduce

D := {�+
j }l ′j=1, l ′ ∈ N (9.37)

where �+
j ⊂ R

3+ and �+
j is a bounded simply-connected Lipschitz domain that con-

tains the origin. D is called a base scatterer class, and each base scatterer �+
j ,

1 ≤ j ≤ l ′, could be an inhomogeneous medium or a PEC obstacle. Next, we intro-
duce the multiple extended scatterers for our study via the base class D in (9.37).
Set r j ∈ R+ such that

r j ∈ [R0, R1], 0 < R0 < R1 < +∞, R0, R1 ∼ O(1),

and moreover, let θ j ∈ [0, 2π ], j = 1, 2 . . . , lr , be lr Euler angles. For z j ∈ R
3, we

let

�+
r =

lr⋃

j=1

�+
j , �+

j := z j + R+
j �r j �

+
j , �

+
j ∈ D, R+

j := R(θ j ). (9.38)

The EM parameters of �+
j is inherited from those of the base scatterer �+

j . For
technical purpose, we impose the following sparsity assumption on the extended
scatterer �+

r introduced in (9.38),

Le = min
j �= j ′,1≤ j, j ′≤lr

dist(�+
j , �

+
j ′ ) � 1. (9.39)

Lemma 9.1.2 Let (�+
r ; ε, μ, σ ) be described as above. Then we have

A(x̂; d, p, ω,
lr⋃

j=1

(�+
j ; ε j , μ j , σ j ))

=
lr∑

j=1

eiω(d−x̂)·z j r j A((R+
j )

T x̂; (R+
j )

T d, (R+
j )

T p, r jω,
lr⋃

j=1

(�+
j ; ε j , μ j , σ j )).

(9.40)
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Proof The proof follows from a similar argument to that for Proposition 3.1 in [33]
by using change of variables for the corresponding Maxwell equations. The only
point one should note with attention is that for z ∈ G , one clearly has z = �z.

9.1.2 Locating Multiscale Ground Objects

With the preparations made earlier, we are ready to present the inverse scattering
scheme of detecting the multiscale ground objects introduced in (9.11). Our result
extends those developed in [31, 33] for locating multiscale space objects to this
interesting case of ground detection.

We first consider locating multiple small ground objects of (�+
s ; ε, μ, σ ) as

described in (9.32)–(9.33). Let A(x̂) := A(x̂; d, p, ω, (�+
s ; ε, μ, σ )), x̂ ∈ S

2+. The
next theorem underlies the foundation for our first locating scheme.

Theorem 9.1.2 For z ∈ G , we define

Is (z) := 1

‖A(x̂)‖2
L2(S2)3

∑

T=U,V

∑

m=−1,0,1

(∣∣∣∣
〈
A(x̂), eiω(d−x̂)·zTm

1 (x̂)
〉

L2(S2+)3

∣∣∣∣
2

+
∣∣∣∣
〈
�A(�x̂), eiω(d−x̂)·zTm

1 (x̂)
〉

L2(S2−)3

∣∣∣∣
2)
,

(9.41)

whereA(x̂) is given in (9.34). Then, z j , j = 1, . . . , ls , are local maximizers for Is(z).

Proof By using Lemma 9.1.1, the proof follows from a similar argument to that of
Theorem 2.1 in [31].

Based on Theorem 9.1.2 we can formulate Scheme S to locate the multiple small
scatterer components of (�+

s ; ε, μ, σ ) in (9.32)–(9.33).

Scheme S Locating small scatterers of (�+
s ; ε, μ, σ ) in (9.32)–(9.33).

Step 1 For an unknown scatterer (�+
s ; ε, μ, σ ), collect the far-field pattern A(x̂) by send-

ing a single pair of detecting plane waves (9.1).

Step 2 Select a sampling region with a mesh Th containing G ∩�+
s .

Step 3 For each sampling point z ∈ Th , calculate Is(z) in (9.41).
Step 4 Locate all the local maximizers of Is(z) on Th , which represent the locations of

the scatterer components.

Next, we consider the locating of multiple extended scatterers of (�+
r ; ε, μ, σ )

in (9.38)–(9.39). To that end, we need assume that the base scatterer class D in
(9.37) is known in advance. Let D ′ denote the set consisting of the scatterers of the
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formR+�r�
+
j with all possibleR+ ∈ SO(3) around the x3-axis, r ∈ [R0, R1] and

�+
j ∈ D . Then, we introduce D̃ with

D̃ := {�̃+
j }l ′′j=1, l ′′ ∈ N (9.42)

such that D̃ is an ε-net of D ′, where ε ∈ R+ is sufficiently small. Moreover, it is
assumed that D̃ is admissible in the following sense:

1. ‖A(x̂; d, p, ω, �̃+
j )‖L2(S2+)3 ≥ ‖A(x̂; d, p, ω, �̃+

j+1)‖L2(S2+)3 , 1 ≤ j ≤ l ′′ − 1;
2. A(x̂; d, p, ω, �̃+

j ) �= A(x̂; d, p, ω, �̃+
j ′ ), 1 ≤ j, j ′ ≤ l ′′.

The first condition above can be fulfilled by reordering if necessary, whereas the sec-
ond condition is the related to the uniqueness in the corresponding inverse problem.
However, the uniqueness result is not available in the literature. Nevertheless, even
if two base scatterers �̃+

j and �̃+
j ′ produce the same the far-field pattern, the locating

scheme developed in the sequel would still work, and the only problem one would
encounter is that if both of them are presented as the target ground objects, then the
locating scheme cannot distinguish them.

Theorem 9.1.3 For z ∈ G , we define

I je (z) := 1

‖A(x̂; �̃+
j )‖2L2(S2+)3

∣∣∣∣

〈
A(x̂;�+

r ), e
iω(d−x̂)·z A(x̂; �̃+

j )

〉

L2(S2+)3

∣∣∣∣, j = 1, 2, . . . , l ′′.

(9.43)
Consider the indicator function I 1e introduced above. If for some scatterer component,
say �+

j0
, 1 ≤ j0 ≤ lr , of (�+

r ; ε, μ, σ ), one has that

dH (�
+
j0
, �̃+

1 ) ≤ ε, (9.44)

where dH denotes the Hausdorff distance. Then

I 1e (z j0) = 1 + O(ε + L−1
e ), (9.45)

and moreover, z j0 is a local maximizer for I
1
e (z).

Proof By using Lemma 9.1.2, the proof follows from a similar argument to that for
Theorem 3.1 in [33].

Based on Theorem 9.1.3 we can formulate Scheme R to locate the multiple
extended scatterer components of (�+

r ; ε, μ, σ ) in (9.38)–(9.39).
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Scheme R Locating extended scatterers of (�+
r ; ε, μ, σ ) in (9.38)–(9.39).

Step 1 For the base scatterer class D in (9.37), augment it into D̃ and then collect the
far-field pattern A(x̂; �̃+

j ) for every scatterer �̃+
j in D̃ in advance.

Step 2 For an unknown scatterer (�+
r ; ε, μ, σ ), collect the far-field pattern A(x̂;�+

r ) by
sending a single pair of detecting plane waves (9.1).

Step 3 Set j = 1.

Step 4 Select a sampling region with a mesh Th containing G ∩�+
r .

Step 5 For each sampling point z ∈ Th , calculate I je (z) in (9.43).

Step 6 Locate all the local maximizers of I je (z) on Th with values around 1, which rep-
resent the locations of the scatterer components.

Step 7 End if j = l ′′, otherwise j = j + 1 and go to Step 4.

Finally, we consider the locating of the general multiscale scatterers of
(�+; ε, μ, σ ) in (9.11), by concatenating Schemes S and R through the local tun-
ing technique introduced in [33], which we briefly describe in the following. Let
A(x̂;�+) be the far-field pattern of (�+; ε, μ, σ ) collected corresponding to a sin-
gle pair of incident plane waves (9.1). Then, we apply A(x̂;�+) as the far-field
pattern to Scheme R to approximately locate the positions of the extended scat-
terer components of (�+

r ; ε, μ, σ ). Suppose that z̃ j + �̃+
j , j = 1, 2, . . . , lr , are the

approximate scatterers found above. We next refine the mesh Th around each z̃ j ,
and the ε-net D̃ around each �̃+

j . After that, for each set of sampling points from the
refined mesh made above, say ẑ j , j = 1, 2, . . . , lr , and each set of base scatterers
from the refined ε-net, say �̂+

j , j = 1, 2, . . . , lr , one calculates

Â(x̂) := A(x̂;�+
r )−

lr∑

j=1

eiω(d−x̂)·̂z j A(x̂; �̂+
j ). (9.46)

By using Â(x̂) as the far-field pattern for Scheme S, and by running through all the
possible sampling points and base scatterers from the refined sampling mesh and ε-
net, one can locate the clustered local maximizers, which represent the locations of
the small scatterer components of (�+

s ; ε, μ, σ ). We refer to the locating procedure
sketched above as Scheme M.

9.1.3 Numerical Experiments and Discussions

We present extensive numerical experiments in this section to illustrate the salient
features of the locating schemes (Scheme S, R and M) for the inverse EM scattering
problem with locally perturbed ground objects in three dimensions. An oblique EM
plane wave with the incident direction of polar angle π/6 radian and azimuthal
angle π/3 radian is employed as the detecting wave field incident on the ground
objects and it yields a perturbed EM wave scattering off from ground objects to the
infinity. In the examples below, we set ε0 = μ0 = 1 and σ0 = 0 outside the scatterer
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and above the ground, and hence the wavelength is unitary (namely λ = 1) in the
homogeneous background. Unless otherwise specified, all the ground objects are
either PEC conductors or inhomogeneous media with all other parameters the same
as those in the homogeneous background except ε = 4.

In the sequel, the exact EM far field data are synthesized in the following way. The
scattered field is obtained by solving the Maxwell system (9.14) by a forward solver
using H(curl)-conforming quadratic edge finite elements of Nedéléc’s first kind on a
truncated domain. The computational domain is an upper semi-sphere centered at the
origin, and enclosed by a semi-spherical PML layer to damp the reflection and a PEC
boundary on the ground, namely the x − y plane. Local adaptive refinement scheme
within the inhomogeneous scatterer or around the PEC components is adopted to
enhance the accuracy of the scatteredwave. The far-field data are approximated by the
Stratton-Chu integral equation representation using the spherical Lebedev quadrature
(cf. [28, 45]). The computation is carried out on a sequence of successively refined
meshes till the relative maximum error of successive groups of far-field data is below
0.1%. The synthetic far field data on the finest mesh are taken as the exact one.

The electric far-field patterns A(x̂,�),� = �(r) or�(m), are observed at Lebedev
quadrature points distributed on the unit upper half-sphere S2+ with sufficient order
of accuracy (cf. [28] and references therein). The exact far-field data A(x̂,�) are
corrupted point-wise by the formula

Aδ(x̂,�) = A(x̂,�)+ δζ1max
x̂

|A(x̂,�)| exp(i2πζ2) , (9.47)

where δ refers to the relative noise level, and both ζ1 and ζ2 follow the uniform
distribution ranging from −1 to 1. The values of the indicator functions have been
normalized between 0 and 1 to highlight the positions identified.

In the following, we demonstrate the effectiveness and efficiency of Schemes S,R
and M by three groups of experiments. The first group of experiments is on locating
small-size, or partially-small ground objects in various scenarios by Scheme S, and
the second group of experiments on testing Scheme R for locating extended-size
ground objects. In the third group of experiments, we shall test the performance of
Scheme M on locating multi-scale multiple ground objects.

9.1.3.1 Scheme S

Example 9.1.1 (A mini-rocket on the ground) In this example, we consider a mini-
rocket of height 0.1λ and located at the origin, with the EM parameters given by
ε = 4, μ = 1 and σ = 0, see Fig. 9.2a by zooming-in around the origin. The orthog-
onal slices of the contours of the indicator function I (z) for Scheme S are given in
Fig. 9.2b. It can be seen that the position of the mini-rocket is highlighted as pre-
dicted. Scheme S can locate the small scatterer in a very accurate and stable manner
even if 20% random noise is attached to the measurement data.
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(a) Mini-rocket at the origin (zoomed in). (b) Slice plots of indicator function.

Fig. 9.2 Example 1

Example 9.1.2 (A mini-rocket and a mini-tank on the ground) In this example, we
consider a scatterer of multiple components: a mini-rocket of height 0.1λ and located
at (−2λ, −2λ, 0)with the EM parameters given by ε = 4 , μ = 1 and σ = 0, and a
PEC mini-tank of height 0.075λ located at (2λ, 2λ, 0), see Fig. 9.3a–b by zooming
in around the respective ground object. For this example, the orthogonal slices of
the contours of the indicator function I (z) for Scheme S are shown in Fig. 9.3c.
Scheme S yields a very accurate identification of the location of both scatterers
even if the measurement data is significantly perturbed to a high-level noise of 20%.
This example also demonstrates that Scheme S can locate the multiple scatterer
components without knowing the physical property of each component in advance.

Example 9.1.3 (Two close small half-balls on the ground) The scatterer consists of
two small PEC half-balls of radius 0.1, located at (−0.35, 0, 0) and (0.35, 0, 0),
respectively, as shown in Fig. 9.4a. We shall investigate the lower resolution limit
between the ground objects for Scheme S. The results are shown in Fig. 9.4b. It
can be seen in this case, namely the distance between the two components is of a
half wavelength, Scheme S can locate both scatterer components and separate them
very well. If we further reduce the distance between the two components (less than
a half wavelength), Scheme S can no longer separate the two scatterer components,
although it can still roughly locate their average position.

In the next three examples, we test some partially-small ground objects, which
are only small in certain but not all dimensions.

Example 9.1.4 (A half-cylinder crack bar) The scatterer consists of a half-cylinder
crack bar over the x − y plane with axial direction along the x-axis, located at origin
with height 2λ and bottom radius 0.1λ, respectively, see Fig. 9.5a. A single impinging
EM wave is enough to provides us all important information of the scatterer, e.g.,
the rough position and approximate length as shown in Fig. 9.5b.
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(a) Mini-rocket at (−2,−2, 0) (zoomed in). (b) Mini-tank at (2, 2, 0) (zoomed in).

(c) Slice plots of the indicator function of two ground components.

Fig. 9.3 Example 2

(b) Slice plots of indicator function.(a) Two half-balls.

Fig. 9.4 Example 3
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Fig. 9.5 Example 4

Fig. 9.6 Example 5

Example 9.1.5 (A half Torus on the ground) The ground scatterer consists of a
torus with major radius 1λ and minor radius 0.2λ shown in Fig. 9.6a. Its geometric
information can be extracted by sending EM incident wave fields with a fixed polar
angleπ/6 and eight azimuthal angle 0, π/4, · · · , 7π/4.We take themaximum value
of eight indicator functions associated with eight incident angles using Scheme S
and plot the contour plot in Fig. 9.6b, which clearly shows the trace of the thin torus
on the ground.

Example 9.1.6 (A thin-aircraft) In this example we consider a PEC thin aircraft
of height 0.1, see Fig. 9.7a. Following the same multi-static data of up to eight
incident angles, the position and its geometric information can be extracted from the
indicating behavior in Fig. 9.7b.
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Fig. 9.7 Example 6

9.1.3.2 Scheme R

In this subsection,we consider two examples to demonstrate the capability of Scheme
R for locating extended-size ground objects. The synthesized far field data are cor-
rupted by a noise level of 5%.

Example 9.1.7 (A extended-size tank on the ground) As shown in Fig. 9.8a, we
consider an extended-size PEC tank of length 1.5, width 1, height 0.5 displaced at
(, 0, 0). The far field data are collected in advance associated with the augmented
reference set, namely four different orientations with azimuthal angles 0, π/2, π
and 3π/2 (see Fig. 9.8b–e). Reconstruction results using Scheme R are illustrated in
Fig. 9.8(f)-(i). It is found that only Fig. 9.8(i) gives a significantly highlighted region
(achieving the maximum magnitude of unit) around the exact position (, 0, 0), it
further tells us what orientation the tank takes with the information carried in the
augmented shape set.

Example 9.1.8 (Extended-size ellipsoid and peanut) In this example, we consider
a ground scatterer consists of two PEC components as shown in Fig. 9.9: (1) an
extended semi-ellipsoid with the ground center chosen at (−2.5, −2.5, 0) with
semi-axis radius (2, , ) along x-, y− and z−axes, which is further rotated by
π/2; and (2) an extended peanut parametrized by x(t) = √

3 cos2(t)+ 1 cos(t),
y(t) = √

3 cos2(t)+ 1 sin(t) in the x − y plane and revolved around x-axis, which
is then displaced at (2.5λ, 2.5λ, 0). The reference shape set is further augmented by
four different orientations as shown in Fig. 9.10. Using the far field data associated
with those a priori augmented admissible shapes, Scheme R is then implemented for
imaging purpose.
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Fig. 9.8 Example 7

Fig. 9.9 Example 8. A two-component ground scatterer
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Fig. 9.10 Augmented reference shape set in Example 8

Fig. 9.11 Example 8: Locating the first component

Fig. 9.12 Example 8: Locating the second component

By the magnitude of the far field pattern, those associated with the half peanut are
first examined. The slice plots of the indicator function using Scheme R are shown
in Fig. 9.11a–d. For noisy far-field data, Scheme R can successfully determine the
location of the peanut with the right configuration by the dark red part as shown in
Fig. 9.11a. After the peanut is determined and trimmed from the sampling domain,
if one continues Scheme R by a dictionary match of the augmented far field data
associated with the reference half ellipsoid component, the significant peak value in
Fig. 9.12c indicates the position and orientation of the second component.
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9.1.3.3 Scheme M

Example 9.1.9 (A small kite and an extended peanut) This example is the most
challenging one. The true scatterer consists of two components of different scales in
terms of the detecting wavelength: a small half kite and an extended half peanut on
the ground (see Fig. 9.13).

The small half kite component is parametrized by x(t) = 0.2(cos(t)+
0.65 cos(2t)− 0.65), y(t) = 0.2(1.5 sin(t)), revolved along the x-axis, displaced at
(−2.5λ, −2.5λ, 0), and further rotated by π/2 on the ground. While the extended
half peanut is specified as in Example 8, and then displaced at (2.5λ, 2.5λ, 0).

The reference shape of the extended scatterer (half-peanut) in the admissible set
is augmented by four different orientations as shown in Fig. 9.10a–d, and then the
far field data set are collected with respect to the augmented admissible set for a
dictionary search of the extended components.

Firstly, we employ the reference far-field data in the augmented admissible data
set to find the location and shape of the half-peanut using Scheme R. Up to this
stage, we obtain an initial guess that the rough position of the extended component is
distributed on a region around (2.5λ, 2.5λ, 0) as indicated in Fig. 9.14a. However,
the orientation angle can be correctly identified to be 0 by comparing the peak of the
indicator function in Fig. 9.14 with the reference set in Fig. 9.10a–d.

Next, we define a locally finer sampling mesh around (2.5, 2.5, 0) shown in
Fig. 9.15. For every sampling point z j on this local fine mesh, we subtract the corre-
sponding far-field pattern associated with the reference half peanut component by the
updating formula (9.46) from the total far field data, and then use Scheme S to detect
the small-size components. It can be seen from Fig. 9.16a–c that, as the sampling
point of the half peanut moves from (2.3, 2.5, 0) to (2.5, 2.5, 0), the peak value

Fig. 9.13 Example 9. A multiscale scatterer
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Fig. 9.14 Example 9: (Step 1) Locating the extended component

Fig. 9.15 Example 9. A local fine mesh around the rough position of the half peanut

Fig. 9.16 Example 9: (Step 2) Local fine tuning and locating the small-size component

and focused highlighted region are centered at (−2.5, −2.5, 0), which indicates the
existence of a small-size component lying at the position (−2.5, −2.5, 0).
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9.2 Recovering Multiscale Buried Anomalies
in a Two-Layered Medium

In this section,we consider the recovery of anomalies buried in a two-layeredmedium
for a schematic illustration. Suppose the space is delimited by a flat plane�0 into two
half-spaces: the upper one and the lower one. The twohalf-spaces are occupied by two
different (homogeneous) mediums. It is further supposed that some inhomogeneous
anomalies are buried or immersed in the lower half-space. We are interested in
recovering the anomalies by wave detection made in the upper half-space, which
is proceeded as follows. One sends a certain wave field from the upper half-space,
and then measures the perturbed wave field caused by the anomalies together with
the ambient lower-space medium. The detecting wave field is referred to as the
incident wave field and the perturbed wave field is referred to as the scattered wave
filed. The inverse problem that we are concerned with is to recover the anomalies
by knowledge of the scattered wave field. Practical scenarios of our current study
include the underground mineral prospection, mines locating in the battlefield, and
anti-submarine detection.

The inverse scattering problem described above can be abstractly formulated as
an operator equation,

F(O) = M , (9.48)

where O denotes the anomalous object, and M denotes the wave measurement
data. F is an operator which sends the anomaly to the corresponding measurement,
defined by the forwardwave scattering system.As a typical feature for various inverse
scattering problems, (9.48) is nonlinear by noting that generally one has F(O1 ∪
O1) �= F(O1)+ F(O2), where O1 andO2 are two different anomalies. This ismainly
due to the multiple wave scattering interaction between O1 and O2. Moreover, it is
easily seen that the inverse problem (9.48) is ill-posed in the sense of Hadamard.

Following a similar spirit to the study in [31, 33, 37], we discuss the recovery
scheme in three steps. First, we consider the recovery of anomalies with small size
compared to the detecting wavelength. This is based on linearizing the inverse prob-
lem (9.48). To that end, we derive the asymptotic expansion of scattered wave field in
terms of the small diameter parameter of the underlying anomalies. Second, we con-
sider the recovery of multiple regular-size anomalies. In this case, we need require
that the anomalies are from an admissible class, which is known in advance. The
recovery is based on projecting the measured far-field pattern into a space of far-field
patterns generated by the admissible scatterers. Finally, by concatenating the above
two procedures via a local tuning technique, one can recover multiple multiscale
buried anomalies. We would like to mention in passing that similar inverse problems
of recovering buried objects were also considered in [9, 18] with different methods.
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9.2.1 Mathematical Formulation

For x = (x1, x2, · · · , xn) ∈ R
n, (n = 2, 3), we let

R
n
+ := {x ∈ R

n : xn > 0} and R
n
− := {x ∈ R

n : xn < 0},

be, respectively, the upper and lower half-spaces. The interface between the two lay-
ers, namely {x ∈ R

n; xn = 0}, is denoted by Rn
0. Let k+ and k− be the wavenumbers

inRn+ andRn−, respectively. Denote by� an impenetrable obstacle that is completely
buried in the lower half-space. It is assumed that � is a bounded Lipschitz domain
with connected complement. In what follows, we let ν denote the unit outward nor-
mal vector to ∂�, as well as the unit upward normal vector to R

n
0, which should be

clear from the context.
Let ui be a time-harmonic incident plane wave given by

ui (x) = eik+x ·di ,

where di ∈ S
n−1 := {x ∈ R

n; |x | = 1} denotes the incident direction. In what fol-
lows, we set Sn−1

± := S
n−1 ∩ R

n± and, let (r, θ) and (r, θ, ϕ) denote the standard polar
coordinates in R

2 and R
3, respectively. Denote by θc ∈ (−π, 0] the critical incident

angle which is defined by cos θc = k−/k+ if k− < k+ and θc = 0 if k− ≥ k+. We
take the incident direction

di :=
{
(cos θ0 cosϕ0, cos θ0 sin ϕ0, sin θ0), n = 3;
(cos θ0, sin θ0), n = 2,

(9.49)

where θ0 ∈ (−π − θc, θc) such that di ∈ S
n−1
− , and ϕ0 ∈ (0, 2π). The interface Rn

0
generates the reflected and transmitted wave fields, which shall be denoted as ur and
ut , respectively. By the Fresnel formula, we have

ur (x) = R(θ0)e
ik+x ·dr , x ∈ R

n
+ ut (x) = T (θ0)e

ik−x ·dt
, x ∈ R

n
−, (9.50)

where dr is the reflected direction and dt is the transmitted direction, while R(θ0)
and T (θ0) are the reflection and transmission coefficients, respectively. The corre-
sponding reflected direction is given by

dr =
{
(cos θ0 cosϕ0, cos θ0 sin ϕ0, − sin θ0), n = 3
(cos θ0,− sin θ0), n = 2,

(9.51)

and the transmitted direction is given by

dt =
{
(cosχ0 cosϕ0, cosχ0 sin ϕ0, sin χ0), n = 3
(cosχ0, sin χ0), n = 2.

(9.52)



338 9 Others

In (9.52), χ0 ∈ (−π, 0) stands for the transmitted angle into R
n−, and is implicitly

given by the Snell relation

k+ cos θ0 = k− cosχ0. (9.53)

Set

u0(x) =
{
ui (x)+ ur (x), xn > 0
ut (x), xn < 0.

It is required that both u0 and ∂u0/∂ν are continuous across the interface R0. That
is, ui + ur − ut = 0 and ∂(ui + ur )/∂ν − ∂(ut )/∂ν = 0 on Rn

0. By using such con-
tinuities, one can deduce that the coefficients R(θ0) and T (θ0) are given according
to the following formulas:

R(θ) = k+ sin θ − k− sin χ

k+ sin θ + k− sin χ
and T (θ) = 2k+ sin θ

k+ sin θ + k− sin χ
. (9.54)

In particular, we note that if k+ = k−, then R(θ0) = 0, T (θ0) = 1 and u0 = ui .
With above preparations, the forward problem of the scattering due to the buried

impenetrable anomalies in a two-layered medium can be described as finding the
scattered wave field us ∈ H 1

loc(R
n\�) such that

�us + (k±)2us = 0 in R
n
±\�,

[us] = 0,

[
∂us

∂ν

]
= 0 on R0,

B(us) = −B(u0) on ∂�,

lim
r→∞

∫

Sr,±

∣∣∣∣
∂us

∂r
− ik±us

∣∣∣∣
2

ds = 0,

(9.55)

where [·] denotes the jump in its argument across the interface R
n
0, Sr,± = {x ∈

R
n±; |x | = r} is the half sphere/circle of radius r centered at the origin in Rn± andB

denotes one of the following three boundary conditions:

B(us) = us on ∂�; B(us) = ∂us

∂ν
on ∂�; B(us) = ∂us

∂ν
+ iλus on ∂�

(9.56)
corresponding, respectively, to the case when the anomaly � is sound-soft, sound-
hard, andof impedance type. In (9.56),λ ∈ C(∂�), (λ ≥ 0), is the surface impedance.
By a variational approach and following essentially a similar argument as in [17] or
[43, Sect. 12.4], one can establish the well-posedness of the scattering problem
(9.49)–(9.56). For x ∈ R

n+, us(x) admits the following asymptotic expansion
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us(x) = γn
eik+r

r
n−1
2

{
u∞(x̂)+ O

(1
r

)}
as r = |x | → ∞ (9.57)

with

γn = 1

4π
, n = 3; ei

π
4√

8k+π
, n = 2,

uniformly for all directions x̂ := x/|x |. In (9.57), u∞(x̂) defined on the upper half
unit sphere/circle Sn−1

+ is known as the scattering amplitude or far-field pattern with
x̂ ∈ S

n−1
+ denoting the observation direction.

The inverse scattering problem that we are concerned with is to recover � by
knowledge of u∞(x̂). In terms of the abstract operator equation (9.48), � is the
unknown O, u∞ is the measurement data set M , and F is defined by the direct
scattering system as described in (9.49)–(9.57). Throughout the current study, we
shall take di fixed. That is, the measurement u∞(x̂) is obtained by sending a single
incident plane wave, and we call it a single far-field measurement.

9.2.2 Results on Direct Scattering Problem

9.2.2.1 Green’s Function and Its Asymptotic Behaviour at Infinity

For the subsequent use, we briefly present the Green function G(x, y) of the two-
layered scattering problem, i.e., the fundamental solution of the unperturbed problem
(9.49)–(9.55) with � = ∅, and discuss its asymptotic behaviour at infinity.

For an observation point x = (x1, x2, · · · , xn) ∈ R
n± and a source point y =

(y1, · · · , yn) ∈ R
n−, define x ′ := (x1, x2, · · · , xn−1) and y′ := (y1, y2, · · · , yn−1).

Let ξ = (ξ 1, · · · , ξ n−1)∈ R
n−1.Defineη± :=

√
k2± − |ξ |2 with�(η±) ≥ 0.Byusing

the transmission conditions acrossRn
0 and the Fourier transformation technique, one

can derive that the Green function for yn < 0 is given by (see e.g., [10])

G(x, y) =
{
Gt (x, y), x ∈ R

n+
Gi (x, y)+ Gr (x, y), x ∈ R

n−, x �= y
(9.58)

with

Gi (x, y) :=
{

eik−|x−y|
4π |x−y| , n = 3;
i
4H

(1)
0 (k−|x − y|), n = 2,

(9.59)

Gt (x, y) := i

2π

∫

Rn−1

ei(η+xn−η− yn)

η+ + η−
eiξ ·(x

′−y′)dξ (9.60)
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and

Gr (x, y) := i

4π

∫

Rn−1

η− − η+
η−(η+ + η−)

e−iη−(xn+yn)eiξ ·(x
′−y′)dξ, (9.61)

where H (1)
0 is the Hankel function of the first kind and order zero.

Denote by θ̂c ∈ [0, π) the critical observation angle which is defined by
cos θ̂c = k−/k+ if k− < k+ and θ̂c = 0 if k− ≥ k+. Since the observation for the
inverse problem shall be made in the upper half-space Rn+, we are mainly interested
in the asymptotic formula of Gt (x, y), which is given by (cf. [10])

Gt (x, y) = γn
eik+r

r
n−1
2

{
T (θx̂ )e

−ik− x̂ t ·y + O

(
1

r

)}
, x = r x̂ (9.62)

with

x̂ :=
{
(cos θx̂ cosφx̂ , cos θx̂ sin φx̂ , sin θx̂ ), n = 3;
(cos θx̂ , sin θx̂ ), n = 2,

(9.63)

where θx̂ ∈ (θ̂c, π − θ̂c), φx̂ ∈ (0, 2π) and

x̂ t :=
{
(cosχx̂ cosφx̂ , cosχx̂ sin φx̂ , sin χx̂ ), n = 3;
(cosχx̂ , sin χx̂ ), n = 2,

(9.64)

with χx̂ ∈ (0, π) uniquely determined by the relation

k+ cos θx̂ = k− cosχx̂ . (9.65)

9.2.2.2 Translation Relation

We first fix some notations that shall be used throughout the rest of the subsection.
Let D be a bounded simply connected Lipschitz domain in R

n−. For any z ∈ R
n−

and ρ ∈ R+, we define z + D := {z + x; x ∈ D} and ρD := {ρx; x ∈ D}. More-
over, for a unitary rotation matrix U ∈ SO(n), we define UD := {Ux; x ∈ D}. Let
� = z + ρUD. We write the quaternion (D; z, ρ,U ) to represent the scatterer�. D
is referred to as a base, and z, ρ andU are respectively referred to as the location, size
and orientation of the scatterer � with respect to the base scatterer D. Throughout,
we assume that � ⊂ R

n−. Furthermore, it is assumed that the physical property of
the scatterer � is inherited from the base scatterer D. That is, if D is sound-soft
(resp. sound-hard or of impedance type), then � is also sound-soft (resp. sound-
hard or of impedance type). We write Ds , Dh and Di to indicate that the scatterer
is sound-soft, sound-hard and of impedance type, respectively. In the case that D
is of impedance type with the surface impedance parameter λ(x) for x ∈ ∂D, then
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the surface impedance parameter for � = (D; z, ρ,U ) is given by λ( 1
ρ
UT (x − z)).

Without the superscript indication, D could be a scatter of any of the three types.
In this section, we consider the scattering due to a translated obstacle

� = (D; z) := (D; z, 1, I ). In the sequel, we write the scattered wave as us(·;�) in
order to indicate its dependence on the underlying scatterer�. We need make use of
the following Green formula,

us(x;�) =
∫

∂�

{
us(y;�)∂G(x, y)

∂ν(y)
− G(x, y)

∂us(y;�)
∂ν(y)

}
ds(y), x ∈ R

n\Rn
0 ∪�,

(9.66)
whose proof follows from a similar argument to that of Theorem2.5 in [16]. Applying
the asymptotic formula (9.62) ofGt (x, y) to the Green formula (9.66), one can show
by straightforward calculations that the scattering amplitude of us(·;�) on S

n−1
+ is

given by

u∞(̂x;�) = T (θx̂ )
∫

∂�

{
us(y;�)∂e

−ik− x̂ t ·y
∂ν(y)

− e−ik− x̂ t ·y ∂us(y;�)
∂ν(y)

}
ds(y), x̂ ∈ S

n−1+ .

(9.67)

Next, we present a relation of the scattering amplitude due to the translation of
the underlying scatterer.

Lemma 9.2.1 Let � = (D; z) ⊂ R
n−. Then we have

u∞(̂x;�) = eik−(dt−x̂ t )·zu∞(̂x; D), (9.68)

where dt , x̂ and x̂ t are given by (9.52), (9.63) and (9.64), respectively, satisfying the
relations (9.53) and (9.65).

Proof Since eik−dt ·z is a constant, the boundary condition (9.56) implies that, for
y ∈ ∂�,

Bus(y;�) = −But (y;�) = −eik−dt ·zBut (x; D) = eik−dt ·zBus(x; D),

where x = y − z ∈ ∂D. By the uniqueness of the direct scattering problem one has

us(y;�) = eik−dt ·zus(x; D), ∀ y ∈ R
n\�.

Therefore, we have for y ∈ ∂�

us(y;�) = eik−dt ·zus(x; D) and
∂us(y;�)
∂ν(y)

= eik−dt ·z ∂u
s(x; D)
∂ν(x)

,
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which implies that

u∞(̂x;�)
= T (θx̂ )

∫

∂�

{
us(y;�)∂e

−ik− x̂ t ·y

∂ν(y)
− e−ik− x̂ t ·y ∂u

s(y;�)
∂ν(y)

}
ds(y)

= eik−(dt−x̂ t )·zT (θx̂ )
∫

∂D

{
us(y; D)∂e

−ik− x̂ t ·y

∂ν(y)
− e−ik− x̂ t ·y ∂u

s(y; D)
∂ν(y)

}
ds(y)

= eik−(dt−x̂ t )·zu∞(̂x; D).

The proof is complete.

9.2.2.3 Scattering From Sparse Scatterers

In this section, we consider the scattering from sparse scatterers. Let �1 and �2 be
two scatterers contained in Rn− with

L := dist(�1,�2) � 1. (9.69)

In order to ease the exposition, we assume that both �1 and �2 are bounded C2

domains with connected complements. For any a ∈ C(∂�), we introduce the single-
and double-layer operators S� : C(∂�) → C(∂�) and K� : C(∂�) → C(∂�),
defined respectively by

(S�a)(x) =
∫

∂�
G(x, y)a(y) ds(y), (K�a)(x) =

∫

∂�

∂G(x, y)

∂ν(y)
a(y) ds(y), x ∈ ∂�.

(9.70)
Moreover, by changing the integration domain in (9.70) to ∂�1, we denote the result-
ing operators by S1 and K1, respectively; and by changing the integration domain to
∂�2, we denote the resulting operators by S2 and K2, respectively. We refer to [16]
for related mapping properties of these operators.

Lemma 9.2.2 Let �1 and �2 be two scatterers buried in R
n− as described above.

Then we have

u∞(̂x;�1 ∪�2) = u∞(̂x;�1)+ u∞(̂x;�2)+ O(L
1−n
2 ). (9.71)

Proof We first consider the case that both �1 and �2 are sound-soft. The scattered
field us(x;�1 ∪�2) can be represented in the form

us(x;�1 ∪�2) =
∫

∂�1

{
∂G(x, y)

∂ν(y)
− iG(x, y)

}
a1(y) ds(y)

+
∫

∂�2

{
∂G(x, y)

∂ν(y)
− iG(x, y)

}
a2(y) ds(y), x ∈ R

n\�1 ∪�2,
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with two densities a1 ∈ C(∂�1) and a2 ∈ C(∂�2). By using the homogeneous
Dirichlet boundary condition, the densities a1 and a2 satisfy the following system of
integral equations

1

2
a1 + K1a1 − i S1a1 + K2a2 − i S2a2 = f1 on ∂�1, (9.72)

1

2
a2 + K2a2 − i S2a2 + K1a1 − i S1a1 = f2 on ∂�2, (9.73)

where f1 := −u0 on ∂�1 and f2 := −u0 on ∂�2. Since the distance L � 1, by
straightforward calculations, it is easily verified that (see e.g., [22])

|G(x, y)| = O(L
1−n
2 ) and

∣∣∣∣
G(x, y)

ν(y)

∣∣∣∣ = O(L
1−n
2 ).

and therefore

‖K2 − i S2‖L (C(∂�2),C(∂�1)) = O(L
1−n
2 ). (9.74)

It is noted that the operator 1
2 I + K1 − i S1 : C(∂�1) → C(∂�1) is bijective and the

inverse ( 12 I + K1 − i S1)−1 is bounded (see e.g.,[16]). Then from (9.72), using the
behaviour (9.74), one has

a1 =
(
1

2
I + K1 − i S1

)−1

[ f1 − (K2 − i S2)a2] = ã1 + O(L
1−n
2 ), (9.75)

with ã1 = ( 12 I + K1 − iηS1)−1 f1. Similarly, one can show that

a2 = ã2 + O(L
1−n
2 ), (9.76)

with ã2 = ( 12 I + K2 − iηS2)−1 f2. Therefore, we have

u∞(̂x;�1 ∪�2) =T (θx̂ )
∫

∂�1

{
∂e−ik− x̂ t ·y

∂ν(y)
− e−ik− x̂ t ·y

}
a1(y) ds(y)

+ T (θx̂ )
∫

∂�2

{
∂e−ik− x̂ t ·y

∂ν(y)
− e−ik− x̂ t ·y

}
a2(y) ds(y)

=u∞(̂x;�1)+ u∞(̂x;�2)+ O(L
1−n
2 ),

where we have used the estimates (9.75)-(9.76) and the fact that

u∞(̂x;� j ) = T (θx̂ )
∫

∂�1

{
∂e−ik− x̂ t ·y

∂ν(y)
− e−ik− x̂ t ·y

}
ã j (y) ds(y), j = 1, 2.
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For the other cases that if �1 and �2 are obstacles of other types, we seek the
solution in the form

us(x;�1 ∪�2) =
∫

∂�1

G(x, y)a1(y)+
∫

∂�2

G(x, y)a2(y) ds(y), x ∈ R
n\�1 ∪�2,

if we assume that k2− is not a Dirichlet eigenvalue of −� in�1 ∪�1. To remove the
additional assumption, one may consider some more complex form, see e.g., (3.29)
in [16]. Then (9.71) follows from similar the arguments as in the sound-soft case.

The proof is complete. �

Finally, we would like to remark that by using the mapping properties of the
single- and double-layer boundary integral operators in [42], one can show that
similar results to Lemma 9.2.2 hold when �1 and �2 are Lipschitz domains.

9.2.2.4 Scattering From Multiple Small Scatterers

Starting from now and throughout the rest of the subsection, we assume that the
wave number k = O(1). Hence, the size of a scatterer � can be characterized by
its Euclidean diameter. Let Dj ⊂ R

n−, j = 1, 2, . . . , l be a family of base scatterers.
For technical reasons, we assume that ∂Dj , j = 1, 2, . . . , l areC2 continuous in this
section. Let ρ ∈ R+ with ρ � 1, and

�
p
j = (Dp

j ; z j , ρ) := z j + ρDp
j , j = 1, 2, . . . , l, (9.77)

where z j ∈ R
n− and p = s, h or i , representing the type of the scatterer. It is assumed

that �p
j ⊂ R

n−. Set

�p =
l⋃

j=1

�
p
j , (9.78)

which represents the multiple small scatterers for our inverse scattering reconstruc-
tion. For the scatterer �p introduced in (9.78), we further assume that

L := min
1≤ j, j ′≤l, j �= j ′

dist(z j , z j ′) � 1. (9.79)

This means, the obstacle components of �p in (9.78) are sparsely distributed.
Let Y βα (·) for α ∈ N ∪ {0} and β = −α, . . . , α be the spherical harmonics which

form a complete orthonormal system in L2(Sn−1) (cf. [16]). In particular, we recall
the spherical harmonics Y βα (x̂) of order α = 0, 1, for x̂ = (x̂ l)nl=1 ∈ S

n−1. In the
three-dimensional case,

Y 0
0 (x̂) =

√
1

4π
, Y−1

1 (x̂) =
√

3

8π
(x̂1 − i x̂2), Y 0

1 (x̂) =
√

3

4π
x̂3, Y 1

1 (x̂) =
√

3

8π
(x̂1 + i x̂2).
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In the two-dimensional case, Y 0
1 does not exist and

Y 0
0 (x̂) =

√
1

2π
, Y−1

1 (x̂) =
√

1

2π
(x̂1 − i x̂2), Y 1

1 (x̂) =
√

1

2π
(x̂1 + i x̂2).

We are in a position to present the main result of this section on the scattering
from multiple small scatterers.

Theorem 9.2.1 Let �p be the multiple small scatterers as described in (9.77)–
(9.79). Let u∞(̂x;�p) ∈ L2(Sn−1

+ ) be the scattering amplitude corresponding to a
single incident plane wave ui (x) = eik+x ·di . Then, for sufficiently large L, as ρ →
+0, the scattering amplitude corresponding to the sound-soft case satisfies

u∞(̂x;�s) =ρn−2(ln ρ)n−3T (θx̂ )Y
0
0 (x̂

t )

l∑

j=1

csj e
ik−(dt−x̂ t )·z j

+ O
(
ρ2n−4(ln ρ)2n−6 + L

1−n
2

)
,

(9.80)

where csj are constants depending on Dj , k− and di , but independent of ρ. In the
case when p = i , we have

u∞(̂x;�i ) =ρn−1T (θx̂ )Y
0
0 (x̂

t )

l∑

j=1

cejλ j e
ik−(dt−x̂ t )·z j

+ O
(
ρn(ln ρ)3−n + L

1−n
2

)
,

(9.81)

where λ̂ j :=
∫

∂� j

λ j ds/|∂� j | and cej are constants depending on Dj , k− and di , but

independent of ρ. In the case when p = h, the scattering amplitude satisfies

u∞(̂x;�h) =ρnT (θx̂ )
l∑

j=1

1∑

α=0

α∑

β=−α
chα,β, j e

ik−(dt−x̂ t )·z j Y βα (x̂ t )

+ O
(
ρn+1(ln ρ)3−n + L

1−n
2

)
,

(9.82)

where chα,β, j are constants depending on Dj , k− and di , but independent of ρ, and
Y 0
1 should be removed from the summation in (9.82) for the two-dimensional case.

Proof By Lemma 9.2.2, it is sufficient to prove the case with a single scatterer
of the form � = z + ρD. We present the proof mainly for the sound-soft case,
namely (9.80), and remark the major modifications required for the sound-hard and
impedance cases, namely (9.81) and (9.82), after the proof of Lemma 9.2.3.
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We first derive the asymptotic expansion of theGreen functionG(x, y) introduced
in Section 9.2.2.1 as |x − y| → +0. Using the series expansions of the Hankel func-
tions and the exponential function we find that for |x − y| → +0,

G(x, y) =G0(x, y)+ Gr (x, y)

+
{ ik−

4π + O(|x − y|), n = 3;
i
4 − 1

2π ln k−
2 − CE

2 + O(|x − y|2 ln |x − y|), n = 2,

(9.83)

and

∇yG(x, y) =∇yG0(x, y)+ ∇yG
r (x, y)

+
{
O(|x − y|2), n = 3;
−k2−
4π (x − y) ln(|x − y|)+ O(|x − y|), n = 2,

(9.84)

whereCE := lim p→∞
{
�

p
m=1

1
m − ln p

} ≈ 0.57721566denotesEuler’s constant and

G0(x, y) := 1

4π |x − y| , n = 3; 1

2π
ln

1

|x − y| , n = 2,

represents the fundamental solution of the Laplace equation. In the above derivation,
we have used the fact that Gr (·, y) is an analytic function in Rn±.

Next, for any a ∈ C(∂B), (B = D,�), we introduce the boundary integral oper-
ators SB : C(∂B) → C(∂B), KB : C(∂B) → C(∂B) and K ′

B : C(∂B) → C(∂B)
defined by

(SBa)(x) =
∫

∂B
a(y)G(x, y) ds(y), x ∈ ∂B,

(KBa)(x) =
∫

∂B
a(y)

∂G(x, y)

∂ν(y)
ds(y), x ∈ ∂B,

(K ′
Ba)(x) =

∫

∂B
a(y)

∂G(x, y)

∂ν(x)
ds(y), x ∈ ∂B,

(9.85)

respectively. Similarly, we let S0B, K
0
B and K 0,′

B be the corresponding operators intro-
duced in (9.85) when the integral kernel G(x, y) is replaced by G0(x, y). Finally,
we define M0

B : C(∂B) → C(∂B) by

(M0
Ba)(x) =

∫

∂B
a(y) ds(y), x ∈ ∂B.

In the following, for any x ∈ ∂� we define the one-to-one corresponding point ξx ∈
∂D by ξx := (x − z)/ρ. Accordingly, for any aD ∈ C(∂D), we define a� ∈ C(∂�)
as

a�(x) := aD(ξx), x ∈ ∂�. (9.86)
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With the above preparations, we let us(x;�s) denote the scattered wave field
corresponding to �s , and make use of the following ansatz

us(x;�s) =
∫

∂�

{
∂G(x, y)

∂ν(y)
− i�G(x, y)

}
a�(y) ds(y), x ∈ R

n\�, (9.87)

where the coupling parameter � is chosen to be

� := ρ−1(ln ρ)n−3. (9.88)

By using the homogeneous Dirichlet boundary condition and the jumping properties
of the integral operators, we see that a� ∈ C(∂�) satisfies

(
1

2
I + K� − i�S�

)
a� = −ut on ∂�, (9.89)

where I denotes the identity operator. Note that the operator 1
2 I + K� − i�S� :

C(∂�) → C(∂�) is bijective and hence we have for x ∈ R
n\�

us(x;�s) = −
∫

∂�

(
∂G(x, y)

∂ν(y)
− i�G(x, y)

)[(1
2
I + K� − i�S�

)−1
ut
]
(y) ds(y),

which further implies by using (9.62) that the corresponding scattering amplitude
u∞
ρ (̂x, d

i ) for x̂ ∈ S
n−1
+ is given by

u∞(x̂;�s)

= − T (θx̂ )
∫

∂�

(
∂e−ik− x̂ t ·y
∂ν(y)

− i�e−ik− x̂ t ·y
)[(1

2
I + K� − i�S�

)−1
ut (·, di )

]
(y) ds(y)

=iT (θx̂ )
∫

∂�
(k− x̂ t · ν(y)+ �)e−ik− x̂ t ·y

[(1
2
I + K� − i�S�

)−1
ut (·, di )

]
(y) ds(y).

(9.90)

Next, we introduce an operator AD : C(∂D) → C(∂D) by

AD := 1

2
I + K 0

D − i S0D, n = 3; 1

2
I + K 0

D + iM0
D, n = 2. (9.91)

Then by applying Lemma 9.2.3 in the following and Theorem 10.1 in [27] to (9.90),
we have by direct calculations that
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u∞(̂x;�s)

= iT (θx̂ )
∫

∂�

(k− x̂ t · ν(y)+ �)e−ik− x̂ t ·y
[(1

2
I + K� − i�S�

)−1
ut (·, di )

]
(y) ds(y)

= iT (θx̂ )
∫

∂D
(k− x̂ t · ν(ξy)+ �)[e−ik− x̂ t ·z + O(ρ)]

{
A−1
D [ut (z, di )+ O(ρ)] + O(ρn−2(ln ρ)n−3)

}
ρn−1 ds(ξy),

which readily implies (9.80).
The proof is complete. �
The following lemma was required in the proof of Theorem 9.2.1.

Lemma 9.2.3 Let � = z + ρD and let AD be defined in (9.91). For aD ∈ C(∂D),
we let a� ∈ C(∂�) be defined as in (9.86). Let � be given in (9.88). Then there holds

(
1

2
I + K� − i�S�

)
a� = ADaD + O(ρn−2(ln ρ)n−3) (9.92)

uniformly on ∂�.

Proof Using change of variables in the integrals, we have by direct computations
that

(S0�a�)(x) =
∫

∂�

G0(x, y)a�(y)ds(y)

= 1

4π

∫

∂�

1

|x − y|a�(y) ds(y), n = 3; − 1

2π

∫

∂�

ln(|x − y|)a�(y) ds(y), n = 2

= 1

4π

∫

∂D

1

ρ|ξx − ξy |aD(ξy)ρ
2 ds(ξy), n = 3; − 1

2π

∫

∂D
ln(ρ|ξx − ξy |)a�(y)ρ ds(ξy),n = 2

=ρ(S0DaD)(ξx ), n = 3; −ρ ln ρ(M0
DaD)(ξx )+ O(ρ), n = 2.

(9.93)
and

(K 0
�a�)(x) =

∫

∂�

∂G0(x, y)

∂ν(y)
a�(y) ds(y) = 1

2n−1π

∫

∂�

ν(y) · (x − y)

|x − y|n a�(y) ds(y)

= 1

2n−1π

∫

∂D

ν(ξy) · (ξx − ξy)
ρn−1|ξx − ξy |n φ�(ξy)ρ

n−1 ds(ξy) = (K 0
DaD)(ξx ).

(9.94)
Since Gr (·, y) is an analytic function in Rn−, we see

Gr (x, y) = O(1) and |∇yG
r (x, y)| = O(1) as |x − y| → +0
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and hence by (9.83) and (9.84) we can show that

G(x, y)− G0(x, y) = O(1) and |∇y[G(x, y)− G0(x, y)]| = O(1) as |x − y| → 0.

This further implies that as ρ → +0

(
(S� − S0�)a�

)
(x) =

∫

∂�

[G(x, y)− G0(x, y)]a�(y)ds(y)

=
∫

∂D
O(1)aD(ξy)ρ

n−1 ds(ξy) = O(ρn−1),

(9.95)

and

(
(K� − K 0

�)a�
)
(x) =

∫

∂�

(
∂[G(x, y)− G0(x, y)]

ν(y)

)
a�(y) ds(y)

=
∫

∂D
O(1)aD(ξy)ρ

n−1 ds(ξy) = O(ρn−1).

(9.96)

Finally, by combining (9.93)–(9.96), we readily have (9.92).
The proof is complete. �

In the rest of this section, we give the necessarymodifications required for proving
Theorem 9.2.1 in the sound-hard and impedance cases, namely (9.81) and (9.82). In
doing so, we take the Neumann boundary condition in (9.56) a special impedance
boundary condition with λ ≡ 0 on ∂�. We make use of the following asantz for the
scattered wave field

us(x;�i ) =
∫

∂�

G(x, y)a�(y)ds(y), x ∈ R
n\�, (9.97)

where a� ∈ C(∂�) can be shown to satisfy the following integral equation

(
−1

2
I + K ′

� + iλS�

)
a� = − f� := −∂u

t

∂ν
− iλut on ∂�. (9.98)

Similar to the sound-soft case, we define fD ∈ C(∂D) by fD(ξx ) := f�(x) for all
ξx ∈ ∂D. The operator − 1

2 I + K ′
� + iλS� : C(∂�) → C(∂�) is bijective and the

inverse (− 1
2 I + K ′

� + iλS�)−1 : C(∂�) → C(∂�) is bounded provided that k2− is
not a Dirichlet eigenvalue of −� in �. Such an assumption on k2− can always be
fulfilled by noting that we are only interested in the asymptotic behaviour of usρ as
ρ → +0, and hence we may choose that ρ < π/(2k−) which ensures that k2− is not
a Dirichlet eigenvalue of −� in � (see Sect. 5.1 in [16]). The next lemma is an
important ingredient and is a counterpart to Lemma 9.2.3, whose proof follows from
a similar argument to that of Lemma 9.2.3.
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Lemma 9.2.4 For aD ∈ C(∂D), we let a� ∈ C(∂�) be defined as in (9.86). Then
there holds

(
−1

2
I + K ′

� + iλS�

)
a�

=
(

−1

2
I + K 0,′

D

)
aD + O(ρ2−τλ (ln ρ)3−n) (9.99)

uniformly on ∂�. In (9.99), τλ := 0 if λ ≡ 0, otherwise τλ := 1.

The operator − 1
2 I + K 0,′

D : C(∂D) → C(∂D) is bijective and its inverse is
bounded (see Theorem 6.26 in [27]). Using Theorem 10.1 in [27], Lemma 9.2.4
implies that for any aD ∈ C(∂D),

(
−1

2
I + K ′

� + iλS�

)−1

a�

=
(

−1

2
I + K 0,′

D

)−1

aD + O(ρ2−τλ (ln ρ)3−n).

(9.100)

By (9.97)–(9.100), the scattering amplitude of the scattered field usρ on S
n−1
+ is given

by

u∞(̂x;�i ) = − T (θx̂ )
∫

∂�

e−ik− x̂ t ·y
[(

− 1

2
I + K ′

� + iλS�
)−1

f�

]
(y) ds(y)

= − T (θx̂ )
∫

∂D
e−ik− x̂ t ·y

[(
− 1

2
I + K 0,′

D

)−1
fD

+ O(ρ2−τλ (ln ρ)3−n)
]
(ξy)ρ

n−1 ds(ξy).

(9.101)
Using the series expansion, one has

e−ik− x̂ t ·y =e−ik− x̂ t ·(z+ρξy ) = e−ik− x̂ t ·z [1 − ρik− x̂ t · ξy + O(ρ2)
]
,

ut (y) =T (θ)eik−(z+ρξy)·dt = T (θ)eik−z·dt
[1 + O(ρ)] ,

and

∂ut

∂ν
(y) = T (θ)ik−(ν(ξy) · dt )eik−z·dt [

1 + ρik−(ξy · dt )+ O(ρ2)
]

as ρ → +0. Inserting these asymptotic estimates into (9.101), we finally have by
straightforward calculations that
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u∞
ρ (̂x;�i ) =ρn−1T (θx̂ )e

ik−z·(dt−x̂ t )̂λc1 + ρnT (θx̂ )eik−z·(dt−x̂ t )
(
c2 + x̂ t · C3

)

+ O
(
ρn+1−τλ (ln ρ)3−n

)
,

(9.102)
where λ̂ := ∫

∂�
λ(y)ds(y)/|∂�|, c1, c2 are constants and C3 is a constant vector

depending on D, k− and di , but independent of ρ. (9.102) readily implies (9.81) and
(9.82).

9.2.3 Recovery Scheme

The present section is devoted to our study on recovering multiple multiscale anoma-
lies buried in a two layered medium. The general structure is described as follows.
First, we present Scheme S to recover multiple small scatterers buried in a two lay-
ered medium. Then, we discuss Scheme R to recover multiple buried anomalies
of regular size. Finally, using a local tuning technique to combine Schemes S and
R, we obtain the final Scheme M to recover multiple multiscale buried anomalies.
With the preparations in the previous section, the general strategy follows from those
developed in [31, 33, 37] for recovering scatterers located in a homogeneous space.
Hence, we shall focus on the necessary modifications and be sketchy at certain points
by referring to [31, 33, 37] for more details.

Let �p be the multiple small scatterers as described in (9.77)–(9.79). Let
u∞(̂x;�p) ∈ L2(Sn−1

+ ) be the scattering amplitude corresponding to a single incident
plane wave ui (x) = eik+x ·di . We next show Scheme S to recover �p by knowledge
of u∞(̂x;�p). To that end, we introduce the following imaging functional

J p
S (z) := 1

‖u∞ (̂x;�p)‖2
L2(Sn−1+ )

κ(p)∑

α=0

α∑

β=−α

∣∣∣∣

〈
u∞ (̂x;�p), T (θx̂ )e

ik−(dt−x̂ t )·zY βα (x̂ t )
〉

L2(Sn−1+ )

∣∣∣∣
2

,

(9.103)

where 〈u, v〉L2(Sn−1+ ) =
∫

S
n−1+

u · v ds (̂x), and κ(p) = 0 if p = s, i , and κ(p) = 1

if p = h. It is emphasized that there is no harmonic function Y 0
1 (̂x) in the two-

dimensional case, so it should be removed from the summation in (9.103) in defining
J p
S (z). Clearly, J

p
S (z) is a nonnegative function for z ∈ R

n−.
The next theorem about the local maximum behaviour of J p

S (z), p = s, i , is the
core of our Scheme S.

Theorem 9.2.2 Let�p and J p
S (z)bedescribedas in (9.78)and (9.103), respectively.

Set

�
p
j :=

‖u∞(̂x;�p
j )‖2L2(Sn−1+ )

‖u∞(̂x;�p)‖2
L2(Sn−1+ )

, j = 1, . . . , l.

Then we have for p = s, i,
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�
p
j = �

0,p
j + O

(
1

L
+ ρn−2(ln ρ)n−3

)
, j = 1, . . . , l, (9.104)

where �0,p
j is a positive number independent of L and ρ. Moreover, there exists an

open neighborhood of z j , neigh(z j ), 1 ≤ j ≤ l, such that

J p
S (z) ≤ �

0,p
j + O

(
1

L
+ ρn−2(ln ρ)n−3

)
for z ∈ neigh(z j ), (9.105)

where the equality holds only at z = z j . That is, z j is a local maximizer of J
p
S (z) in

neigh(z j ).

Proof Without loss of generality, we only consider the local maximum behaviour of
J s
S (z) in Bρ(z1), a ball of radius ρ centered at z1. Clearly, one has

|z j − z| ≥ L � 1 for z ∈ Bρ(z1) and j = 2, 3, . . . , l. (9.106)

Hence, by (9.106) and (9.80), and using the Riemann-Lebesgue Lemma about oscil-
latory integrals, we have by direct calculations that

J s
S (z) = �

p
1 + O

(
1

L

)
for z ∈ Bρ(z1). (9.107)

Next, by (9.80), we clearly have that

‖u∞(̂x;�s)‖2
L2(Sn−1+ )

= ρ2n−4(ln ρ)2n−6ϒ0 + O
(
L1−n + ρ4n−8(ln ρ)4n−12) ,

(9.108)
where ϒ0 is a positive constant independent of L and ρ. Using (9.80) again, we see
that for z ∈ Bρ(z1)

∣∣∣∣

〈
u∞(̂x;�s), T (θx̂ )e

ik−(dt−x̂ t )·zY 0
0 (x̂

t )

〉

L2(Sn−1+ )

∣∣∣∣

=ρn−2(ln ρ)n−3

∣∣∣∣

〈
ce1T (θx̂ )e

ik−(dt−x̂ t )·z1Y 0
0 (x̂

t ), T (θx̂ )e
ik−(dt−x̂ t )·zY 0

0 (x̂
t )

〉

L2(Sn−1+ )

+ O

(
1

L
+ ρn−2(ln ρ)n−3

)∣∣∣∣

≤ρn−2(ln ρ)n−3

(
|ce1|

∫

S
n−1+

[T (θx̂ )Y 0
0 (x̂

t )]2 ds (̂x)+ O

(
1

L
+ ρn−2(ln ρ)n−3

))
,

(9.109)
where the last relation was obtained by the fact that

|eik−(dt−x̂ t )·(z1−z)| ≤ 1 for all z ∈ Bρ(z1).
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Furthermore, the equality in the last estimate in (9.109) holds only at z = z1. Finally,
by combining (9.106)–(9.109), the proof can be completed by taking

�
0,s
1 = 1

ϒ0
|ce1|

∫

S
n−1+

[T (θx̂ )Y 0
0 (x̂

t )]2 ds (̂x).

Remark 9.2.1 By Theorem 9.2.1 and (9.103), we readily see that only the leading
order term of the scattered wave field u∞(̂x;�s) is used for the imaging functional
J p
S (z). This means, we have linearized the nonlinear inverse scattering problem

(9.48) in this case with small scatterers. In Theorem 9.2.2, we only justified the
indicating behaviours of J p

S (z) for p = s, i . The indicating behaviour of J h
S (z) for

the sound-hard case is not so evident as the sound-soft and impedance case. Indeed,
by following a completely similar argument as that for the proof of Theorem 9.2.2,
due to the integral terms involving the coupling of Y βα and Y β

′
α′ with α �= α′ and/or

β �= β ′, one does not have the local maximum behaviour in general. This is also
evidenced by our numerical examples in the following (see Fig. 9.19b), where the
reconstructions of sound-hard scatterers are in general not as good as those for the
sound-soft and impedance-type scatterers. This is mainly caused by the inhomoge-
neous background and in sharp difference from those considered in [31, 37] with a
homogeneous background space. The problematic issue can be remedied by making
use of multiple far-field measurements.

Using Theorem 9.2.2, we are now ready to formulate our first imaging scheme of
locating multiple small scatterer components.

Scheme S

1. For an unknown scatterer �p in (9.78), collect the far-field data by sending a
single incident plane wave ui (x) = eikx ·di with fixed k and di .

2. Select a sampling region in Rn− with a mesh Th containing �p.
3. For each sampling point z ∈ Th , compute the index value JS(z).
4. Locate all the significant local maxima of JS(z) on Th , which represent the loca-

tions of the scatterer components.

We proceed to discuss Scheme R of recovering multiple regular-size anomalies.
Themultiple regular-size anomalies buried in the lower half-space are first introduced
as follows. Let � j , j = 1, 2, . . . ,m ′ be bounded simply connected C2 domains in
R

n− that form the class of base scatterers. Set

A := {� j }m ′
j=1. (9.110)

In the sequel, A is referred to as the admissible class, and it is noted that since we
do not specify the type of each base scatterer � j with the superscription, it could
be either sound-soft, sound-hard of of impedance type. Let R0 and R1 be two fixed
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positive constants with R0 < R1, and r j ∈ [R0, R1], j = 1, 2, . . . , l. Let � j ∈ A ,
y j ∈ R

n− and Uj ∈ SO(n), j = 1, 2, . . . ,m and set

� j := (� j ; y j , r j ,Uj ), j = 1, 2, . . . ,m. (9.111)

It is assumed that � j ⊂ R
n−. We define

� :=
m⋃

j=1

� j , (9.112)

which represents the multiple regular-size anomalies for our study. The sparsity
condition is also imposed as that

L = min
1≤ j, j ′≤m, j �= j ′

dist(y j , y j ′) � 1. (9.113)

We emphasize again that since the type of each component obstacle of� is not spec-
ified with the superscription, it could be either sound-soft, sound-hard, of impedance
type, or consisting of mixed-type scatterers. Scheme R discussed in the following
shall work to recover the scatterers in�. In doing so, we need further require that the
admissible class A is known in advance. Loosely speaking, the discussed Scheme
R could only be used to (approximately) recover the location, scale and orientation
of each scatterer component � j . It is pointed out that, in the recovery process, one
needs not know exactly the base scatterer � j as long as it is from the admissible class
A , and its exact information will also be recovered. Moreover, we note that it is
not necessary for m ′ = m. This means that certain admissible base scatterers might
appear more than once or do not appear in �. The scenario described above cov-
ers some important applications from practice. For example, in the anti-submarine
detection, the possible models of the hostile submarines are known in advance which
provide the admissible class A .

We are in a position to present SchemeR. It beginswith augmenting the admissible
class A as follows. Let τ ∈ R+ and τ � 1. Let I1 be a suitably chosen finite
index set, such that {Uj } j∈I1 is a τ -net of SO(n). That is, for any rotation matrix
U ∈ SO(n), there exists j ∈ I1 such that ‖Uj −U‖ ≤ τ . In a similar manner, let
I2 be a finite index set such that {r j } j∈I2 is a τ -net of [R0, R1]. We define

Ã =
m ′⋃

j=1

⋃

j1∈I1

⋃

j2∈I2

(� j ; r j2 ,Uj1) := {�̃ j }m ′′
j=1. (9.114)

The following two assumptions shall be imposed on the augmented admissible class
Ã ,

1. u∞(̂x; �̃ j ) �= u∞(̂x; �̃ j ′) for j �= j ′ and 1 ≤ j, j ′ ≤ m ′′, x̂ ∈ S
n−1
+ ;

2. ‖u∞(̂x; �̃ j )‖L2(Sn−1+ ) ≥ ‖u∞(̂x; �̃ j ′)‖L2(Sn−1+ ) for j < j ′ and 1 ≤ j, j ′ ≤ m ′′.
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Assumption (ii) can be fulfilled by reordering if necessary. For assumption (i), we
recall the following conjecture in the theory of the inverse acoustic scattering prob-
lem: Assumption (ii) can be fulfilled by reordering if necessary. For assumption (i),
we recall the following conjecture in the theory of the inverse acoustic scattering
problem:

u∞(̂x;�) �= u∞(̂x; �̃) if and only if � = �̃, (9.115)

where � and �̃ are two obstacles. The formula (9.115) states that a single far-field
measurement can uniquely determine an acoustic obstacle. There is a widespread
belief that (9.115) holds true, but there is no progress in the literature. A closely
related uniqueness result can be found in [41].

For Scheme R, we introduce the following m ′′ imaging functionals

J j
R(z) =

∣∣∣∣
〈
u∞(̂x;�), eik−(dt−x̂ t )·zu∞(̂x; �̃ j )

〉

L2(Sn−1+ )

∣∣∣∣

‖u∞ (̂x; �̃ j )‖2L2(Sn−1+ )

, �̃ j ∈ Ã , j = 1, 2, . . . ,m′′.

(9.116)
The following theorem contains the indicating behaviours of the imaging functionals
introduced above.

Theorem 9.2.3 Suppose that �̃1 ∈ Ã is of the following form

�̃1 = (� j0; rα0 ,Uβ0) � j0 ∈ A , β0 ∈ I1, α0 ∈ I2.

Suppose that in�, there exists I0 ⊂ {1, 2, . . . ,m} such that for j ∈ I0, the component
� j = (� j ; y j , r j ,Uj ) satisfies

(i) � j = � j0; (i i) ‖Uj −Uβ0‖ ≤ τ ; (i i i) ‖r j − rα0‖ ≤ τ ; (9.117)

whereas for j ∈ {1, 2, . . . ,m}\I0, at least one of the conditions in (9.117) is not
fulfilled by the scatterer component � j . Then for each y j , j = 1, 2, . . . ,m, there
exists an open neighborhood of y j , neigh(y j ), such that

(i) if j ∈ I0, then

J 1
R(z) ≤ 1 + O

(
1

L
+ τ

)
∀ z ∈ neigh(y j ). (9.118)

Moreover, the equality holds in the above relation only when z = y j . That is, y j
is a local maximum point for J 1

R(z).
(ii) if j ∈ {1, 2, . . . ,m}\I0, then there exists ε0 > 0 such that

J 1
R(z) ≤ 1 − ε0 + O

(
1

L
+ τ

)
∀ z ∈ neigh(y j ). (9.119)
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Proof By using the translation relation provided in Lemma 9.2.1, the proof follows
from a similar argument to that for Theorem 3.1 in [37]

Based on Theorem 9.2.3, Scheme R for successively recovering the multiple
regular-size anomalous components in � is formulated as follows.

Scheme R

1. For the admissible scatterer classA in (9.110), formulate the augmented admis-
sible class Ã as that given in (9.114).

2. Collect in advance the scattering amplitudes associated with the admissible scat-
terer class Ã corresponding to a single incident plane wave eik+x ·di with a fixed
di , and reorder Ã if necessary so that assumptions (i) and (ii) are satisfied.

3. For an unknown scatterer � in (9.112), collect the scattering amplitude corre-
sponding to the single incident plane wave as specified in 2).

4. Select a sampling region with a mesh Th in Rn− containing �.
5. Set j = 1 and u∞

1 (̂x) = u∞(̂x;�)
6. If j �= 1, then update u∞(̂x;�) to be u∞

j (̂x).
7. For each sampling point z ∈ Th , compute the value of the imaging functional

J j
R(z).

8. Locate all those significant local maxima of J j
R(z) satisfying J j

R(z) ≈ 1 for the
scatterer components of the form y + �̃ j .

9. Remove all the sampling points inside those identified components y + �̃ j ,
say j = 1, 2, . . . , N j , found in 7) from Th . Subtract the individual scattering
amplitudes associated with those already recovered components in 7) and their
respective identified locations y j from the total scattering amplitude according
to the following formula,

u∞
j (̂x) := u∞

j (̂x)−
N j∑

j=1

eik+(di−x̂ t )·y j u∞(̂x; �̃ j ) (9.120)

10. If Th = ∅ or j = m ′′, then stop the reconstruction; otherwise, set j := j + 1,
and go to 6).

Finally, we consider the recovery of multiple multiscale anomalies of the form

M = �p ∪�, (9.121)

where �p is the scatterer in (9.78) and � is the one in (9.112). Additionally, we
assume that

L = dist(�p, �) � 1. (9.122)

The corresponding recovery scheme is based on combining Schemes S and R by
using a local tuning technique and shall be referred to as Scheme M. With Schemes
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S and R discussed above, the combination can be down by following a completely
similar manner as that in [33, 37] and we skip it here.

9.2.4 Numerical Experiments

In this section, some numerical tests are presented to demonstrate and verify the
applicability of the three schemes (S, R and M) discussed for locating anomalies in
a two-layered medium in both two and three dimensions. In all the tests, the exact
far-field data are obtained by solving the Helmholtz system within a two-layered
medium (9.49)–(9.57) using the quadratic finite elements on a truncated circular
(2D) or spherical (3D) domain enclosed by a PML layer. The forward equation is
solved on a sequence of successively refined meshes till the relative error of two
successive finite element solutions between the two adjacent meshes is below 0.1%.
Then the scattered data are transformed into the far-field data on Sn−1

+ by employing
the integral representation formula using (9.67) on a closed circle (2D) or surface
(3D) enclosing the scatterer. For scatterers of small and regular size, we always add
to the exact far-field data a uniform noise of 5% and 1%, respectively, and use them
as the measurement data in our numerical tests.

It is pointed out that the ratio between k− and k+ is implicitly fixed due to that
of the squared refractive indices in physics and has nothing to do with the inherent
frequency of the detecting wave. In the sequel, we always set k− = 2k+. When there
exist no anomalies, our forward solver shows the periodic structure of the transmitted
wave in the lower half-space and superimposed patterns of the incident and reflected
waves in the upper half-space in two and three dimensions in Fig. 9.17. In this case,
the scattered wave is solely due to the two-layered medium.

Example 1: Scheme S for Locating Multiple Small Anomalies
The anomalies buried underground are multiple small sound-soft obstacles lying
in the lower half-space. In the first 2D test, three little ball anomalies with radius
0.1 (in red) are laid at (−2, −2), (0, −1) and (2, −1.5), respectively, as shown in
Fig. 9.18a.

We set the detecting wave number k+ = π and choose the incident direction
downward with π/4 radian below the horizon y = 0. The detecting wave length is
significantly larger than the sizes of all the components. Figure 9.18b shows the
indicating behaviour using the indicator function (9.103) of Scheme S. The three
components of the unknown scatterer are reasonably located using a single detecting
plane wave field. Since refraction and reflection take place at the same time on
the interface, the crucial issue is that we could only collect far-field pattern in some
limited aperture, which leads to the incomplete resolution of the depth information of
the scatterer in the vertical direction, which explains the slender unfocused images of
the positions of those anomalies in Fig. 9.18b. But this side effect could be overcome
by increasing the frequency of the detectingwave, whichwill yield sharper resolution



358 9 Others

Fig. 9.17 Plane wave scattering with no anomalies by a two-layered medium with k+ = π and
k− = 2π . Total wave plots in 2D (left) and in 3D (right)

Fig. 9.18 plane wave scattering by interface: a True anomalies in 2D; b Imaging of anomalies with
(k+ = π); c Imaging of anomalies with k+ = 5π

of the positions. This observation holds true for the remaining tests. By further
increasing the wave number k+ = 5π , we find that each component of the scatterer is
nowwell captured as a local maximum highlighted as red dots as shown in Fig. 9.18c.

In the second 3D test, The underground anomalies consist of a impedance-type
sphere with impedance coefficient λ = 5 with radius 0.1 located at (−2, 0, −1.5),
and a sound-hard square with sidelength 0.2 located at (2, 0, −1). The incident wave
is pointing downward with π/4 radian within the x − z plane below the horizontal
ground z = 0.

The resulting indicator function value distribution is plotted on a pair of orthogonal
slice planes x = ±2 and y = 0 in Fig. 9.19b. Clearly, the positions of the respective
detected components match reasonably well with the ones of the exact components.
As one can see, the spherical anomaly is well located, while the position of the sound-
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Fig. 9.19 a True small anomalies in 3D; b Imaging of anomalies by Scheme S with
(
k+ = π

)

Fig. 9.20 True regular-size anomalies: one triangular component lying at (3, 0, −2), and an
elliptic component at (−3, 0, −3)

hard square is much dimer compared with its counterpart, though both are visualized
in the highlighted part (local maxima). This verifies our theoretical observations
made in Remark 9.2.1.

Example 2: Scheme R for Locating Multiple Regular-Size Anomalies
We adopt two regular-size anomalies as shown in Fig. 9.20, one is a triangular plate
and the other is an elliptic one, both are of thickness 0.2. These two reference anoma-
lies have six orientations as shown in Fig. 9.21.
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Fig. 9.21 Reference set: a–d Triangular plate with rotation 0, 90, 180 and 270 degrees; (e)-(f)
Elliptic screen with rotation 0 and 90 degrees

Nowwe follow Scheme R to locate all the components, one by one, by computing
an indicator function for each reference object in the augmented admissible class,
which tells the shapes and orientations of all potential components.

In the first stage, the reference triangular anomaly is first chosen to be located,
based on the reordering of the magnitudes of the far-field patterns of all the reference
scatterer components.Weplot inFig. 9.22a–d the indicator functionvalue distribution
by testing reference data associated with four different orientations in Fig. 9.21a–d. It
clearly indicates the right position of the triangular plate when the orientation angle
is 90 degrees (see the superimposed slice plots at x = 3 and y = 0 in Fig. 9.22b) and
there is a local maximum point, which implicitly gives hints about the anomaly’s
shape, orientation and scale by incorporating the relevant message carried in the
reference data.

Once the triangular plate anomaly is found, then we proceed by subtracting the
far-field contribution of the detected triangular plate anomaly from the total far-field
pattern. We can then find the elliptic plate position reasonably well by showing the
superimposed slice plots at x = −3 and y = 0; see Fig. 9.21(e)-(f) and 9.22(e)-(f),
respectively.We see that only the configurationwith 0 degreemaximizes the indicator
function to achieve the maximum and indicates the position of the detected elliptic
plate anomaly very clearly.

Example 3: Scheme M for Locating Multiple Multiscale Anomalies
We now consider a scenario of multiple 3D multiscale buried anomalies consisting
of two components: a small spherical anomaly with radius 0.1 and a large triangular
plate; see Fig. 9.23.

In the first stage, we extract the information of the regular-size component using
the indicator function of Scheme R by computing the inner product between the
collected far-field data and a priori known far-field patterns associated with those
reference scatterer components with different orientations and sizes. We can find the
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Fig. 9.22 Results of locating two regular-sized scatterer

Fig. 9.23 Underground scenario of multiple multiscale anomalies: one triangular plate anomaly
lying at (−3, 0, −3), and a small spherical anomaly lying at (3, 0, −2)

approximate position of the larger triangular component of regular size when the
reference scatterer is its orientation of 0 degree as shown in Fig. 9.24a.

In the next stage, the location of the small spherical component can be obtained
by performing a local tuning technique via searching grid points in some local cubic
mesh around covering the local maximum in Fig. 9.24a.

In Fig. 9.24e–g, as the searching grid-points approach gradually from
(−3 , 0 ,−2.95) to (−3 , 0 ,−3.05) (from left to right), the value distribution of
the indicator function in Scheme S displays an interesting change of the highlighted
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Fig. 9.24 a–d: Slice plots of the indicator function value distribution of Scheme R associated with
triangular plate reference data with orientations 0, 90, 180 and 270 degrees. e–g: Slice plots of the
indicator function value distribution of Scheme S in the fine tuning stage by subtracting far-field
data of the reference triangular plate component displaced at local mesh points (−3, 0, −2.95),
(−3, 0, −3), and (−3, 0, −3.05), respectively

position. In the middle plot in Fig. 9.24(f), the red dot indicates an approximate
position of the small spherical anomaly, which agrees with the exact one (3 , 0 ,−3)
very well. In such a way, the small spherical component could be positioned, and
it helps us finely tune the position of the triangular component and update it to be
around (−3 , 0 ,−3).
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