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Preface

Fifth-generation (5G) wireless networks are now commercialized, and the research
focus has shifted toward sixth-generation (6G) wireless systems. The integration of
sensor nodes and massive devices (MDs) in ubiquitous 5G networks has facilitated
the design of critical enabling technologies to support billions of data-hungry
applications. By leveraging sensor nodes in wireless sensor networks (WSNs),
sensitive users’ information can be harvested and transmitted to receivers via
WSN-assisted channels, which are often not secured adequately. Consequently,
sensitive user information can be intercepted and used unlawfully. The measures
used for the security and confidentiality of data transmitted over existing 5G WSN-
assisted channels are grossly limited. 6G systems are envisaged to face fiercer
security challenges. In 6G wireless networks, a new set of sensing and precise
localization techniques are predicted. Thus, the need to secure the sensed user
information against adversarial attacks is not negotiable.

This book highlights the proliferating security and privacy issues in commercia-
lized 5G wireless networks. It discusses critical promising security frameworks and
architectures to support the massive devices and enabling technologies for 6G wireless
networks. We propose efficient, robust, and secure schemes to support the transmission
of critical user data over unsecured wireless channels. We discuss the sensing traits
envisioned in dense 6G devices that could be gainfully harnessed to create a new breed
of context-aware security protocols to leverage the quality of the security paradigm.
Additionally, we propose the implementation of low-cost security architectures to
mitigate sophisticated attacks on the wireless edge. We also introduce artificial intel-
ligence (AI) and machine learning to design cutting-edge security schemes to protect
future wireless systems from malicious attacks and exploitation. Also, we present a
good overview of emerging security and privacy issues in 6G wireless networks and
viable solutions to address them appropriately. Additionally, we discuss extensively
the prospects and societal benefits envisioned in security systems for next-generation
wireless networks. Finally, we present case studies, highlight critical lessons, and
provide recommendations for designing future security systems.

The key highlights of the book are as follows:

● Proposes solutions to revamp the traditional security architecture toward
addressing critical security challenges in commercialized 5G and envisioned
6G wireless communication systems.

● Provides new insights into real-world scenarios of the deployment, applica-
tions, management, and associated benefits of robust, provably secure, and
efficient security schemes for massive devices in 6G wireless networks.



● Discusses critical security and privacy issues affecting all parties in the wire-
less ecosystem and provide practical AI-based solutions to address these pro-
blems appropriately.

Specifically, the book is structured into 20 chapters outlined as follows:

Chapter 1 introduces emerging security and privacy schemes for dense 6G wireless
communication networks. The chapter presents a glimpse into the future of 6G
wireless networks, which promises to facilitate a higher data transmission rate
incorporating space, undersea communication, and other novel technologies and
applications. Additionally, it emphasized that security and privacy concerns had
been raised due to the numerous data-intensive use cases and applications the 6G
network is expected to support. Although there are existing reviews conducted on
6G security and privacy issues, not all considered the possible solutions to these
proliferating issues. Thus, the chapter extensively reviews the emerging security
and privacy schemes for dense 6G wireless networks. Specifically, the chapter
presents the security and privacy challenges in the 6G enabling technologies and
reviews possible solutions to show the trends and proffer probable research direc-
tions for ameliorating security and privacy concerns in 6G wireless networks.

Chapter 2 focuses on the history of security and privacy in wireless com-
munication systems. The authors noted that wireless communication is one of the
most successful technologies that have found application in various sectors of our
daily lives. However, it was noted that one of the significant issues and challenges
of wireless communication is security. In order to provide a holistic view of this
crucial issue, the chapter presents a historical description of the evolution of
cellular networks. Specifically, it provides a general overview of different attacks
and vulnerabilities in the wireless network based on the open system inter-
connection layered protocol. The chapter further briefly reviews the security and
privacy issues for each cellular network generation. The various emerging wire-
less communication systems and the application of artificial intelligence and
machine learning to wireless security system design are broached. The security
issues and challenges in the key technologies of 6G wireless networks were
identified and discussed extensively. Finally, open research issues were identi-
fied, and discussions provided a path for further research on security in 6G
wireless networks and beyond.

Chapter 3 discusses the potential of artificial intelligence (AI) enabling
security systems for 6G wireless networks, with a laser focus on algorithms, stra-
tegies, and applications. The authors noted that considering the incredibly complex
and diverse requirements, 6G is anticipated to support the extraordinary Internet of
Things advances and to effectively satisfy a wide range of requirements; space-
aerial-terrestrial-ocean, interconnected three-dimensional networks are envisioned
in 6G wireless networks. The chapter emphasized that big data processing methods,
computing capacity, and rich data availability have progressed. However, security
is still a significant concern, and the application of AI to address complicated
security issues in the envisioned 6G networks is only natural. The chapter com-
prehensively reviews AI-based security for 6G wireless networks. The concept of
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an AI-enabled 6G system, the motivations behind integrating AI-based security
systems into 6G networks, and state of the art in AI-assisted security system models
in wireless communication systems are discussed extensively.

Chapter 4 focuses on the vision of 6G security and privacy. The authors
remarked that the fifth-generation (5G) network is yet to be utilized fully, espe-
cially in developing countries. 5G being at its underlying stage in commercial
usage, various identified limitations have invoked research into the sixth-genera-
tion (6G) wireless networks. The deployment of 5G networks in several parts of the
world has revealed the limitations of these networks, which undoubtedly supports
the exploratory study of 6G networks. The fundamental privacy and security con-
cerns envisioned in 6G technology are highlighted in the chapter. The critical
security concerns with the envisioned 6G networks comprising issues with tactile
communications, resources as services, variable radio access constraints, varied
high-frequency bands, and other security-related issues in the 6G ecosystem are
broached. Last, the potential security attacks on 6G wireless networks were high-
lighted, and the probable countermeasures to mitigate these attacks were suggested.

Chapter 5 explores the potential benefits of using reconfigurable intelligent
surfaces (RISs) to enhance the physical layer security of promising sixth-generation
(6G) wireless systems relying on non-orthogonal multiple access (NOMA) sys-
tems. RISs are a new technology that can dynamically modify the propagation
environment of wireless signals, allowing for increased efficiency and security. By
leveraging RISs in NOMA systems, this chapter demonstrates that it is possible to
enhance the secrecy performance of the system while simultaneously improving the
overall spectral efficiency. First, the chapter comprehensively overviews the phy-
sical layer security theoretical foundations for 6G systems. Then, the chapter con-
siders a case study of RIS-aided NOMA systems, including the optimization of the
RIS reflection coefficients and performance analysis of security concerns.
Simulation results demonstrate that RIS-aided NOMA systems can significantly
improve secrecy performance, particularly in scenarios with a high number of
meta-surface of RIS. The chapter concludes that RIS-aided NOMA has the poten-
tial to be an effective solution for enhancing the physical layer security of wireless
communication systems.

Chapter 6 considers dynamic optical beam transmitters of secure visible light
communication systems. The chapter posits that due to the broadcast nature of
visible light communications (VLC) channels, physical layer security (PLS) tech-
niques have been considered to improve the transmission confidentiality of VLC
links. However, it was remarked that almost all current schemes merely work with
multiple distributed transmitters and fail to serve the scenarios with centralized
transmitters, even single transmitters. In order to address this issue, the authors
proposed the dynamic inclined optical beam-based PLS enhancement scheme.
Unlike the conventional Lambertian beam-based technique paradigm, the projected
scheme utilizes the commercially available typical non-Lambertian beams to form
the secure VLC links. Numerical results show that, compared with the conventional
static Lambertian configuration, up to 5.52 bps/Hz average secrecy capacity gain
was derived via the proposed dynamic scheme using two inclined candidate beams.
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Furthermore, it was noted that this potential gain would be further elevated to about
6.63 bps/Hz when up to four candidate beams are available at the transmitter.

Chapter 7 presents a new machine learning-based scheme for physical layer
security. The work emphasized that massive MIMO is a possible physical layer
security technique to meet the 6G security requirements. Massive MIMO systems
are naturally immune to passive eavesdroppers, but active eavesdroppers dramati-
cally degrade existing security architectures. The book chapter describes the use of
massive MIMO enhanced through artificial intelligence to improve security on the
physical layer. The authors describe several machine learning-based algorithms and
a deep neural network (DNN) model capable of detecting the presence of an active
eavesdropper by exploiting the particular properties and features of massive
MIMO. Also, the work describes a machine learning model, and DNN applied to a
realistic scenario where the Channel State Information (CSI) of the channels (i.e.,
legitimate users and eavesdroppers) is unknown. A set of different algorithms
showing varying performances are compared. The prediction complexity of the
different algorithms is discussed elaborately. The chapter explains the design issues
for DNN and new machine learning-based secure transmission schemes in massive
MIMO-based communication systems. Simulations prove the robustness of
machine learning-based algorithms and DNN without the need for feedback over-
head and when the CSI of all channels is unknown. Finally, the chapter showed that
higher security of communication systems could be achieved on the physical level.

Chapter 8 covers ad hoc vehicular networks employing intelligent, reflective
surfaces for physical layer security. The authors noted that a significant amount of
personal data is shared by smart vehicles that are a part of vehicular ad hoc net-
works (VANET). As a result, security needs to be improved to stop eavesdropping
and intruder attacks. The traditional encryption protocols are more complicated
computationally and are intended for upper layers, and are not appropriate for
applications requiring lightweight infrastructure, such as the Internet of Things
(IoT). Physical layer security (PLS) was identified as the ideal solution to address
these issues. Intelligent reflecting surfaces (IRS), one of several PLS solutions, are
explored. Two different IRS configurations were considered: the smart reflector
(SR) and the access point (AP). Analytical expressions for secrecy outage prob-
ability (SOP) and secrecy rate are developed for these arrangements. Simulations
show that the IRS-assisted system outperforms the system without IRS. In addition,
the results show that adding more IRS components increases the secrecy rate.
Although relaying provides comparable benefits, the hardware and signal proces-
sing complexity associated with it makes IRS a better choice for PLS. The chapter
concludes that one of the viable components to preserve security in vehicular
applications could be IRS-assisted transmission.

Chapter 9 explores core physical layer security solutions and technologies for
6G networks. The chapter emphasized that ensuring the confidentiality of wireless
communications systems requires effective encryption under computational
security using hard mathematical problems to build ciphers that apparently cannot
be cracked in a useful time. However, as these constructions are not agnostic to
technological advances, some problems may be solved efficiently with future
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technologies, e.g., quantum computing. In wireless networks, physical layer
security emerges as a post-quantum security solution that promises to mitigate
these threats. This concept of secrecy exploits the physical properties of the wire-
less channel to encode information so that the eavesdropper observes a certain
degree of statistical independence between the message and the ciphertext. This
notion of secrecy allows building cryptosystems that are agnostic to the computing
capabilities of the attacker, being widely accepted as one of the strongest notions of
secrecy created so far. The objective of the chapter is to overview the concept of
physical layer security and understand how its integration could be done in future
wireless networks. The information-theoretical framework grounding the concept is
introduced for that purpose, and some basic design approaches are presented. These
include PHY key generation methods, secure beamforming techniques, and coop-
erative jamming constructions. The mechanisms to enable the integration of these
technologies in future 6G and beyond networks are discussed elaborately.

Chapter 10 captures steganography-based secure communication via single-
carrier frequency division multiple access (SC-FDMA) transceivers. The authors
noted that in the past few decades, wireless communications have empowered
communication between people across the globe. The communication has been
achieved through various transmission systems, of which the SC-FDMA is pro-
minently featured. It is an enhanced version of Orthogonal Frequency Division
Multiple Access (OFDMA) systems with low PAPR and high-power capabilities.
Despite SC-FDMA being one of the best means for transmission, it requires
inalienable safety efforts from intruders. Information that is imparted remotely is
less safe than wired communication. Thus, the security of SC-FDMA turns into
vitality. The modified-least significant bit (MLSB) algorithm has been proposed to
incorporate security in the SC-FDMA system. The data is first embedded in the
proposed algorithm and transmitted through the SC-FDMA system over an
Additive White Gaussian Noise (AWGN) Channel. Then using the same algorithm,
the information is rooted at the receiver end of the SC-FDMA system. The per-
formance of the proposed algorithm is analyzed through various parameters of
image quality assessment and Bit Error Rate (BER). The proposed method boasts
higher PSNR and SSIM values of 68.9102 and 0.9995, respectively. The MSE, AD,
and NAE were observed to be lesser, with the metrics 0.0084, 0.00021, and
0.000060, respectively.

Chapter 11 presents a lightweight algorithm for detecting fake incident reports
in wireless communication systems. The authors remarked that sensor devices in
6G technology are an affordable method of identifying target incidents within large
wireless communication systems (WCSs). However, these devices face potential
compromise or capture by compromised actors. For instance, fake incident reports
in a compromised device can result in congested networks that hinder the passage
of valid incident data. Nevertheless, fake incident reports can be identified.
However, this approach can prove very complex because of the requirement for
certification tokens, which only sometimes offer a workable solution to congested
networks. One suggested strategy is creating space-efficient Bloom filters. Their
creation would result from correctly combining the correct devices and placing
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them in each device in advance. The next stage would see an incident report fea-
turing an XOR of the tokens (XT), with all devices confirming the information
according to its Bloom filter. Illegally acquiring a device can prove costly because
it would compromise the Bloom filter data and the XT allocated to the correct
incident report. Thus, the study suggests using a secure algorithm to update the
data. Unlike existing studies, detecting a fake incident report would only increase
by approximately one hop. However, the amount of traffic a compromised device
creates would decrease by around 60%. Thus, the suggested method would lessen
the traffic resulting from attacks featuring file incident reports, which would, in
turn, make the network less congested.

Chapter 12 presents a real-time intrusion detection system for service avail-
ability in a cloud computing environment. The authors noted that the spike in
Internet usage and outsourcing of computing needs, such as databases, networking,
and storage, among others, to third parties poses a significant security threat to
cloud users due to the cloud deployment medium, the Internet. The Internet exposes
data confidentiality, integrity, and availability of cloud users to cybercriminals,
who gather cloud users’ personal information for illicit activities or sometimes
make the cloud service unavailable for legitimate users. The Intrusion Detection
System (IDS) is a prominent second-line approach for monitoring illicit activities
like distributed denial of service attacks (DDoS) over cloud communication net-
works. However, it faces challenges in areas of false alarm, detection time, and
accuracy, primarily attributed to the enormous amount of attributes the machine
learning (ML) algorithm needs to process within a short period. Feature selection
(FS) using statistical and metaheuristic algorithms is a promising method to over-
come the IDS challenges. The chapter explores the binarization of user information,
leveraging the UNSW_NB15 network attack dataset to enhance the efficiency of
the ML algorithms. The work optimizes the statistical FS method, maximum rele-
vance, and minimum redundancy (MrMr) with a nature-inspired algorithm known
as Cuckoo search. The experimental evaluation of the proposed algorithms was
conducted using Python IDLE 3.7.1. Various performance metrics, like detection
time, false alarm, and accuracy, using the confusion matrix obtained from four
selected algorithms, K-Nearest Neighbor (KNN), Logistic Regression (LR),
Decision Tree (DT), Multi-Layer perceptron (MLP), are presented. Among the
contending algorithms, the DT produced the best result with an accuracy of 96%,
precision of 96% and 97% (training and testing), and recall scores of 96% and 97%
(training and testing). A detection time of 1.60 s was obtained, making the model
the most suitable among the four algorithms for real-time IDS.

Chapter 13 proposed a study addressing the security challenges of IoT-enabled
frameworks using artificial intelligence, machine learning, and blockchain tech-
nology. The Internet of Things (IoT) is one of the most trending and rapidly
growing domains which is being amalgamated with lots of new technologies like
machine learning, deep learning, and blockchain. Intelligent devices are improving
various parameters like efficiency, complexity, and reliability. IoT facilitates
the monitoring and processing of wireless communication systems to address
various security challenges. Implementing these technologies comes with many
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heterogeneous challenges that require specific protocols to overcome. Therefore,
the chapter addresses the significant challenges in implementing and deploying
these IoT-enabled frameworks. Various attacks that can take place in any IoT-
enabled platform were discussed. The challenges related to security have been
highlighted, and the corresponding solutions are discussed.

Chapter 14 focuses on alleviating 6G security and privacy issues using artifi-
cial intelligence. The authors remarked that the emergence of sixth-generation (6G)
networks has brought about new security and privacy concerns, emphasizing the
need to address these issues promptly and comprehensively. This book chapter
thoroughly examines the flaws and potential solutions in 6G networks, focusing on
a multi-objective optimization problem that considers the deployment of mobile
users and prioritizes energy efficiency, data integrity, and end-to-end encryption. A
genetic algorithm scheme is employed to solve the optimization problem. Several
machine learning algorithms’ performance is evaluated using metrics such as mean
absolute error, mean square error, root mean square, and R2 score. It is important to
note that all methods for the R2 score produced exact unity results for the LR, RF,
KNN, and SVM with 1.000, 0.999, 0.993, and 0.993, respectively. However, the
study uses artificially generated data to overcome the lack of available data on the
energy efficiency, throughput, latency, and spectral efficiency of 6G networks.
Additionally, the study highlights the security and privacy challenges posed by 6G
networks and draws insights from previous technological advancements to identify
potential solutions and prospects. This work is a comprehensive guide for
researchers, practitioners, and policymakers to navigate the emerging landscape of
6G networks while ensuring security, privacy, and optimal performance.

Chapter 15 covers interference and phase noise in millimeter wave MIMO-
NOMA and OFDM systems for 5G networks. The fifth-generation mobile com-
munication (5G) is designed to support huge connectivity, high data rates, and
excellent dependability as the number of wireless devices linked to the network
approaches billions. Mobile users generate most of their data traffic from video
streaming, which demands a higher bandwidth and lower latency. Therefore, cur-
rent mobile communication networks must be upgraded to meet these criteria. A
multiuser environment will require multiple access methods, such as NOMA and
OFDM. The use of mmWave spectrum and NOMA could alleviate inefficient
power allocation phase noise issues and hybrid beamforming complications to meet
the lowest rate needs of each user. At the transmitter base station, the user data are
superimposed in the power domain NOMA, after which the user end is subjected to
phase noise cancellation. Due to insufficient elimination of the unwanted inter-
ference in the multiuser downlink, the desirable user’s information is vulnerable to
unsatisfactory Successive Interference Cancellation (SIC). The key goal of the
chapter is how to decrease interference, i.e., phase noise in millimeter wave 5G and
beyond 5G systems using the parametric phase noise filtering method.

Chapter 16 presents a generative adversarial network-based approach for
mitigating inference attacks in IoT wireless networks. The authors noted that the
proliferation of smart, connected, always-listening devices had introduced sig-
nificant privacy risks to users in home-based wireless networks. Beyond the
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significant risk of eavesdropping, intruders can adopt machine learning techniques
to infer sensitive information from audio recordings on these devices, resulting in a
new dimension of privacy concerns and attack variables for smart home users.
However, sound masking and microphone jamming have effectively prevented
eavesdroppers from listening to private conversations. The study investigated the
problem of adversaries spying on smart home users to infer sensitive information
with machine learning techniques. The role of randomness in the effectiveness of
sound masking for mitigating sensitive information leakage was analyzed rigor-
ously. Finally, a generative adversarial network (GAN)-based approach for privacy
preservation in smart homes, which generates random noise to distort the unwanted
machine learning-based inference, was proposed. The experimental results
demonstrate that GANs can be used to generate more effective sound masking
noise signals which exhibit more randomness and effectively mitigate deep learn-
ing-based inference attacks while preserving the semantics of the audio samples.
The presented GANs would find useful applications in addressing the increasing
privacy and security concerns in 5G and the envisioned 6G wireless networks.

Chapter 17 discusses the adversarial resilience of self-normalizing convolu-
tional neural networks for deep learning-based intrusion detection systems. The
presence of adversarial examples can easily fool deep learning-based intrusion
detection systems, thus, limiting their usefulness in security-critical applications
such as in 5G and 6G wireless networks. The cause for the adversarial vulnerability
of the neural network is still unknown. Still, some researchers have proposed that
regularization and normalization techniques applied to the neural network models
play a significant role. This chapter examines the role of self-normalization in the
adversarial vulnerability of neural network models within the context of intrusion
detection systems for application in the envisioned 6G wireless networks. The
authors propose designing and implementing a deep learning-based intrusion
detection system for botnet traffic and subjecting it to various adversarial attacks.
The impact of self-normalization on the adversarial resilience of the deep learning-
based intrusion detection system was investigated and compared with that of image
classification neural network models. Finally, the study proposes a customized
convolutional neural network (CNN) model that utilizes self-normalizing activation
in the fully connected layers. The results show that self-normalization of the deep
learning-based intrusion detection system using scaled exponential linear unit
(SELU) results in greater resilience to various adversarial examples. The projected
adversarial resilience of self-normalizing convolutional neural networks for deep
learning-based intrusion detection systems would be useful in future wireless
communication systems such as 6G networks.

Chapter 18 discusses the legal frameworks for security schemes in wireless
communication systems. The author opines that wireless communication is one of
the most successful technologies that has found applications in our daily lives. It
has drawn the attention of researchers, standard bodies, and organizations con-
tinuously proposing and developing different standards and regulations to advance
the existing wireless communication systems. However, one of the major issues
and concerns raised in wireless communication is the security aspect and its legal

xxxii Security and privacy schemes



frameworks. Security and privacy are crucial issues in wireless communication due
to the transmission of signals over unprotected media, thus exposing signals to
security and privacy attacks such as eavesdropping, modification, and data theft,
among others. Depending on the type of data being transmitted, security, privacy,
and legal frameworks become even more critical, especially with the adoption of
new technologies such as cloud computing in healthcare and other sectors. While a
framework is a structure that collects different but relevant areas together in the
form of a single hybrid conceptual solution, legal frameworks are simply standards
that can be utilized to deal with a challenge or decide what to do. Over the years,
some legal frameworks have been developed, particularly in healthcare, the
Internet of Things (IoT), and Artificial Intelligence (AI). However, there need to be
more legal frameworks for the security and privacy of wireless networks, particu-
larly for the envisioned 6G networks. Thus, this chapter presents the fundamental
factors of legal frameworks for security and privacy in a wireless communication
network, focusing on the 6G networks.

Chapter 19 discusses the design of a quantum true random number generator
using quantum gates and benchmarking its performance on an IBM quantum
computer. The authors noted that random numbers are used in various domains,
including quantum communication and cryptography applications such as key
generation and authentication. Quantum mechanics has the intrinsic ability to
generate truly random numbers, making it the ideal alternative for scientific
applications that require randomness. For example, quantum wireless commu-
nication is proposed as safe, secure, and efficient for the envisioned 6G wireless
networks. The chapter explored the 24-qubit random number and employed the
source rotation gate for random number generation. The simplicity of the source
rotation gate, combined with its independently verifiable solitary unpredict-
ability, is essential to obtain quantum random number generators at the least
cost. The worst-case entropy value for such randomly produced integers is
0.999445, with the min-entropy of such numbers being 0.0008. Additionally,
steering restart tests were used to validate and verify true randomness. Finally,
the True Random Number Generation (TRNG) statistical characteristics were
assessed using an autocorrelation study, and the statistical test showed
impressive results.

Chapter 20 presents the proliferating security challenges and prospects of 6G
networks in cloud environments. The authors noted that global technological and
industrial development is advancing alarmingly. The development of the 6G
communication system has been facilitated by the pervasive adoption of the latest
generation information and communication technologies (ICTs), such as artificial
intelligence (AI), virtual reality (VR), augmented reality (AR), extended reality
(XR), the Internet of things (IoT), blockchain technology, among others.
Exploratory research into 6G networks as the next wave of solutions is likely
motivated by the limits of 5G networks observed as more 5G wireless networks are
deployed. These analyses cover the fundamental privacy and security concerns in
the ubiquitous 5G technology. The chapter discusses 6G security problems as a
foundation for future research directions. In addition, the prevalent security issues
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in cloud computing platforms were explored. Last, the chapter delves into the
potential application of cloud computing in 6G wireless systems.

Gelsenkirchen, North Rhine-Westphalia, Germany
Agbotiname Lucky Imoize

xxxiv Security and privacy schemes



Chapter 1

Introduction to emerging security and
privacy schemes for dense 6G wireless

communication networks

Emmanuel Alozie1, Agbotiname Lucky Imoize2,3,
Hawau I. Olagunju1 and Nasir Faruk4,5

Abstract

A glimpse into the future presents the 6G wireless network, which promises to facil-
itate a higher data transmission rate incorporating space, undersea communication, and
other novel technologies and applications. However, due to the numerous data-inten-
sive use cases and applications the 6G network is expected to support, security and
privacy concerns have been raised. Although there are existing reviews conducted on
6G security and privacy issues, not all considered the possible solutions to these issues.
Thus, this chapter aims to extensively review the emerging security and privacy
schemes for the dense 6G network. Specifically, this chapter presented the security and
privacy challenges in the 6G enabling technologies and reviewed their possible solu-
tions, to show the trends and proffer further research directions for improving security
and privacy in 6G networks and beyond.

Keywords: 6G security; 6G privacy; 6G enabling technologies; blockchain-
based security; quantum security

1.1 Introduction

Wireless communication is one of the most utilized forms of communication today,
which is the communication between two or more wireless devices without any
physical connection. Over the last few decades, wireless communication networks
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2Department of Electrical and Electronics Engineering, Faculty of Engineering, University of Lagos, Nigeria
3Department of Electrical Engineering and Information Technology, Institute of Digital Communication,
Ruhr University, Germany
4Department of Information Technology, Sule Lamido University, Nigeria
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have experienced a substantial evolution from 1G up to 5G, with each one
addressing the major limitations of its predecessor in terms of speed, capacity,
security, privacy, etc. The 5G implementation phase began in 2019, and further
adoptions facilitated massive connections. The deployment phase of the 5G net-
work began in the year 2019, and further adoptions facilitated massive connections,
extreme reliability, and reduced latency [1]. Although the 5G network has not been
fully deployed, researchers and other stakeholders are already envisioning the 6G
wireless network, which is expected to be an intelligent, reliable, scalable, and
secure wireless network that would also combine both space and the undersea
communication to form a ubiquitous network [2]. The 6G network is expected to
provide a faster data rate in Tbps, 10 times lower latency, 100 folds enhanced
connection density, and significantly higher spectrum, energy, and cost efficiency
[3]. These requirements can be met using several novel technologies and applica-
tions, including visible light communication (VLC), Artificial Intelligence (AI),
machine learning (ML), enhanced cloud computing, molecular communication
(MC), quantum computing, terahertz (THz) communication, blockchain technolo-
gies, etc. [2,4,5]. However, two of the major challenges of the 6G wireless network
that has been identified are security and privacy.

Security and privacy are two critical concerns in wireless communication
because wireless signals are transmitted over unprotected media from the sender to
the receiver over a distance, either short or long. Security and privacy are often
used interchangeably but are quite different. Security is simply preventing or
restricting unauthorized access to a particular resource, while privacy is a subset of
security primarily concerned with upholding confidentiality. Over the years,
authors have exposed the security and privacy challenges in the earlier cellular
generations, including the recently developed 5G wireless network, and also prof-
fered some countermeasures to defend against them [6,7]. Furthermore, other
research works have been conducted to review the security and privacy challenges
in 6G wireless networks. However, very few reviews exist on emerging solutions to
defend against these challenges. Therefore, this chapter aims to show the trends of
the emerging schemes that can be utilized to defend against these vulnerabilities in
a dense 6G wireless communication network.

1.1.1 Key contributions
This section presents the noteworthy contributions of this chapter which includes
the following:

● An exhaustive review of previous reviews on security and privacy in the 6G
network is presented.

● The security and privacy challenges in the 6G enabling technologies are pre-
sented and reviewed.

● An extensive review of the emerging solutions proffered to defend against the
various threats and attacks in the 6G network is provided.

● Further research directions for security and privacy in the 6G and beyond
networks are identified and elaborated.
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1.1.2 Chapter organization
The remaining part of this chapter is organized as follows: Section 1.2 presents the
review of previous review work on the 6G-based security and privacy challenges.
Section 1.3 presents an overview of the security and privacy in the 6G network.
Section 1.4 briefly introduces the 6G enabling technologies and the various security
and privacy threats/attacks in these technologies. Section 1.5 presents the emerging
security and privacy solutions for the 6G wireless network. Section 1.6 highlights
and discusses the lessons learned from the review, and finally, Section 1.7 con-
cludes the chapters and provides recommendations for further research directions.

1.2 Related work

This section reviews previous studies on the security and privacy challenges as well
as countermeasures in the envisioned 6G wireless networks.

Insights on the critical problems and difficulties in 6G wireless networks based
on security, privacy, and trust are presented in [1], where the standard technologies
and security challenges are clarified and elaborated. The work examined security
concerns in developed networks ranging from 1G to 5G before critically analyzing
the envisaged 6G network and the security needs and project security architecture.
Furthermore, the work analyzed the security challenges in the 6G enabling tech-
nologies and applications. The review emphasized that the technologies and
applications supported in the envisioned 6G network are not secure. However,
solutions to these several attacks were not considered in the work. Similarly, the
authors in [8] also investigated five major security and privacy challenges in the 6G
network, including authentication, communication, access control, malicious
behaviors, and encryption. The work also reviewed the security challenges in the
developed networks, 1G to 5G, and then discussed the key areas in the 6G wireless
network. The security and privacy challenges in the 6G enabling technologies were
elaborated, showing that all of these technologies are vulnerable to several different
threats and attacks. However, solutions to these attacks were not considered in the
work. In order to further the work, a systematic review of security and privacy
issues in 6G wireless networks was presented in [9] based on the prospective
technologies in the three different layers, including the physical, network, and
application layers. The security and privacy challenges of the developed technol-
ogies, including the 5G network, were reviewed. Extensive analysis and review of
the security vulnerabilities/attacks in the 6G network were also conducted based on
the supported applications. The work showed that the three layers are vulnerable to
different attacks as well as the impact of artificial intelligence on the 6G network.

Furthermore, the work proffered some solutions to these security and privacy
issues. However, only three layers were considered. The security and privacy
challenges in the 6G network and the possible challenges with different key tech-
nologies and potential solutions are presented in [10]. A brief evolution of mobile
security, from 1G to 5G, and an investigation of security requirements and chal-
lenges was provided. The threat landscapes of the various 6G applications, such as
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AI/ML, blockchain technology, quantum computing, VLC, and terahertz commu-
nication, were analyzed, including the possible solutions to these threats. However,
only four key technologies domain that significantly impacts the security and
privacy challenges in the 6G network were identified and investigated. With a
focus on the potential privacy challenges and their potential countermeasures
beyond 5G and 6G (B5G/6G), the authors in [11] conducted a privacy-based
comprehensive review. The research provided various taxonomies defined for
privacy to obtain an overview, then investigated and discussed the privacy issues in
the B5G/6G network.

Furthermore, several privacy solutions were discussed, as well as 6G privacy
projects and standardization. The conclusion drawn in the work indicated that these
solutions had many gaps that must be resolved based on a variety of characteristics
such as maturity, application, and costs. However, the research was strictly limited
to privacy in B5G/6G networks. The authors in [12] surveyed the potential security
and privacy challenges in 6G networks based on their requirements, network
architecture, applications, and the major enabling technologies. Furthermore, the
research discussed possible countermeasures for these identified threats and
attacks. However, the work only considered five key enabling technologies for the
envisioned 6G wireless network.

Table 1.1 presents the limitations of the existing review on security and priv-
acy challenges for the envisioned 6G network in terms of the enabling technologies
considered and the proffered countermeasures.

From this review, it is obvious that there are only a few existing reviews on the
security and privacy challenges and countermeasures in the 6G network. The
review also showed that the envisioned 6G network is vulnerable to several security
and privacy threats and attacks; however, as seen in Table 1.1, most of these
reviews did not elaborate on the potential solutions that can be utilized to defend
against these security and privacy issues.

1.3 6G security and privacy

This section presents an overview of the security and privacy in the 6G network.
Specifically, the section presents the key architectural components and the security
and privacy requirements of the envisioned 6G network.

Each successive generation of cellular networks aims to establish or update at
least one of the security architectural components, such as new authentication and
key management, to address security and privacy challenges posed by new appli-
cations and business models [9]. The 6G network security architecture was pro-
posed with transparency in perspective. Because the 6G network will be designed
to be more open than 5G, the distinction between within and outside the network
will become increasingly hazy. As a result, existing network security solutions such
as IPsec and firewalls will be ineffective in protecting the network from intruders.
The tremendous proliferation of connections in the envisioned 6G network will
raise security and privacy concerns. The envisaged 6G network is expected to bring
about the advent of the Internet of Everything (IoE), a network of billions of
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Table 1.1 Limitations of existing works
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cation
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artificial
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different devices [1,9,13]. The core device security architecture based on SIM cards
is not a realistic deployment for IoE in 6G, especially with small form factor
devices like in-body sensors. In such a large network, key distribution and
administration operations are exceedingly inefficient [13].

Furthermore, data collection via hyper-connected IoE to service 6G applica-
tions poses privacy concerns. Data theft through resource-constrained Internet of
Things (IoT) devices will affect data privacy, location privacy, and identity privacy
[13]. Security concerns must include all aspects of cyber-security, including
robustness against attacks, privacy protection, and the ethical, appropriate use of
automation technologies, particularly AI, to network functions and applications.
Security also depends on active threat area control, which includes proactive
actions such as threat prevention and protection and reactive actions such as attack
detection and mitigation [14]. Figure 1.1 shows the architectural components of the
6G security and privacy [14].

Several 6G security and privacy requirements have been identified in the lit-
erature, which include the following.

1.3.1 Automated management system
The essential thing to do when addressing open-source security issues is the man-
agement of vulnerabilities caused by the updates, use, and disposal of open sources,
which thus re-emphasized the urgent need for an automated management system to
discover vulnerabilities and apply patches. Furthermore, an additional measure
needs to be put in place using the Over-The-Air (OTA) technique to ensure the
patched software is applied quickly and securely. Furthermore, a security govern-
ance framework must be established to handle the deployment of security solutions,
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Figure 1.1 Key 6G security and privacy architectural components
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changes in the developer perception, and open-source vulnerabilities from a long-
term view [1].

1.3.2 Virtualization security solution
This necessitates using a system with a secured virtualization layer and security
software that recognizes hidden malicious software. The emulator must allow total
separation of processing, storage, and network services using secure protocols such
as Transport Layer Security (TLS), Secure Shell (SSH), and Virtual Private
Network (VPN). Virtual Machine Introspection (VMI) is a part of the emulator that
analyses and identifies security risks by evaluating each virtual machine vCPU
register information, communication packets, and file IO to prevent infiltration.
The operating system should use containerization to appropriately set the privileges
of various containers and prohibit mounting essential system directories and direct
access to the host file container [1].

1.3.3 Data security using AI
AI systems require transparency on how their users and mobile communication
system are safeguarded to ensure they are protected against Anti-Money
Laundering (AML). First, the AI models must be developed in a reliable system.
Then the digital signature technique would be utilized to verify if the AI models
operating on the radio access network and user equipment and the core have been
improperly updated or modified as a result of an aggressive attack. A system must
perform a restoration procedure when a detrimental AI model is discovered and
allow only reliable network components for AI training in the data collection for
the system [1].

1.3.4 Post quantum cryptography (PQC)
Due to the known fact that asymmetric key encryption would be rendered insecure
with the quantum computers making it unusable for 6G, most researchers have
focused on PQC solutions such as code-based cryptography, lattice-based crypto-
graphy, hash-based signature, and multivariate polynomial cryptography. As part of
its study, the US National Institute of Standards and Technology (NIST) will
choose the best PQC solution between the years 2022 and 2024. However, com-
pared to the existing Rivest-Shamir-Adleman (RSA) method, the PQC is antici-
pated to have a higher computational cost and longer key length. Hence, the PQC
must be appropriately incorporated Hardware (HW)/Software (SW) performance
and service requirements of the 6G network [1].

1.3.5 Preserving user privacy
Users’ personal information should be handled and maintained according to the
rules laid down between the service provider, subscriber, and mobile network
operator to ensure their safety. The 6G system minimizes or encrypts the amount of
publicly available information when it is used, preserving personal information
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securely in a trusted execution environment (TEE) and a reliable SW. Prior to
sharing of personal information by the MNO, authentication, and authorization
must be validated. Another alternative when dealing with user information is to
utilize homomorphic encryption to encrypt the data. In addition, AI-based solu-
tions, such as learning-based privacy-aware offloading systems, can be used to
protect the user’s location and usage pattern [1].

1.4 6G security and privacy challenges

This section briefly reviews the security and privacy challenges of the 6G network
to comprehend the emerging schemes utilized to defend against these security
difficulties. It is critical to examine the challenges based on the core enabling
technologies.

The envisioned 6G network would support numerous core enabling technolo-
gies. These include, but are not limited to, unmanned aerial vehicle (UAV) or
Satellite communication, pervasive AI, reconfigurable intelligent surfaces (RISs),
ultra-massive MIMO, terahertz communication, molecular communication, block-
chain and distributed ledger technology, quantum communication (QC), ambient
backscatter communication, cell-free MIMO, etc. [4,15] as depicted in Figure 1.2.

1.4.1 UAV/satellite communication
An UAV is an autonomous as well as a remotely controlled aircraft or drone by a
human pilot, and due to its high aerial movability, superior battery technology,
cost-effectiveness, cameras, GPS, and gyroscopes, among other features, it has
been extensively applied in both military and civilian fields for various purposes,
which include weather monitoring, forest fire detections, emergency search and
rescue, remote surveillance, traffic control, movie making, extensive coverage as
well as for the provision of wireless communication services [4,16–18]. UAVs have
been extensively reviewed in literature as part of the core enabling technologies of
the envisioned 6G wireless network [16,19,20]. This technology has great useful-
ness and applicability such as in acquiring and disseminating data, agriculture,
aerial photography, surveillance, search and rescue, and healthcare systems [21].
However, it has significant challenges in terms of security and privacy based on
four levels: the sensor, hardware, software, and communication [22,23], as shown
in Table 1.2.

Some privacy issues have been identified in UAV/satellite communication,
such as the unsolicited taking of photos or videos and the disclosure of such photos
or videos without expressed permission [23].

1.4.2 Molecular communication (MC)
MC is also one of the major 6G enabling technologies and was proposed as a
solution for the limitations of the conventional electromagnetic wave-based trans-
mission in extreme environments such as inside a human body, very small envir-
onments that require nanotechnology, as well as unsecured environments [24,25].
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Although the potential of molecular communication has not been fully actualized,
before transmission, information is encoded with concentration, release time, and
type of molecules and then transmitted using chemical signals [24]. In essence,
signals in molecular communication are biocompatible and consume very small
energy particles. Various benefits and challenges of this technology have been

Table 1.2 Various attacks in UAV/satellite communication

Levels Threats/attacks

Sensor-based GPS data spoofing and jamming, sensory channels attack, fake data
injection attacks

Hardware-based Physical collisions, battery depletion attacks, hijacking, hardware failure,
RF module attacks

Software-based Malicious software, system ID spoofing, fabrication of captured videos,
operating system attacks

Communication-
based

Eavesdropping, Man in the Middle (MITM), fabrication,
Denial-of-Service (DoS), replay attacks
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Figure 1.2 6G enabling technologies
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reviewed, one of which is in terms of security and privacy. Molecular commu-
nication is vulnerable to several attacks classified based on the different layers
[1,26], as shown in Table 1.3.

1.4.3 Terahertz communication (THzCom)
The 5G wireless network was developed based on frequency ranges, Frequency
Range 1 (FR1) and Frequency Range 2 (FR2), enabling the network to support
several novel technologies and applications. However, transmission rates in the 6G
network are expected to be 100–1,000 times greater than those for the 5G network;
thus, these FR1 and FR2 frequencies would be insufficient for the 6G and beyond
networks. THzCom was proposed to solve this problem, also referred to as the
ultra-wide THz band communication ranging from 0.1 to 10 THz band, to be used
for the 6G network and beyond [27]. THzCom would be critical in realizing
numerous ultra-high-throughput technologies and applications such as the Internet
of Nano-Things (IoNT), extremely dense networks, Extended and Augmented
Reality (XR/AR), and tactile Internet [28].

Furthermore, due to the low coverage and penetration power, THzCom is
inherently secure and can defend against attacks, including jamming and eaves-
dropping [9,28]. However, despite its resilience, THzCom can still be attacked in
special cases [9]. Furthermore, THzCom is vulnerable to access control attacks, in
which an attacker can bypass access permissions to capture sensitive data or user
identities to obtain unapproved access to allowed resources or modify system
parameters [12]. For privacy issues, THzCom can be utilized for centimeter-level
localization applications where attackers can expose and exploit users’ locations for
malicious intentions [9].

1.4.4 Visible light communication (VLC)
VLC is a type of optical wireless communication in which data is transmitted from
source to destination using visible spectrum light waves at unlicensed frequencies
ranging from 400 to 800 THz [3,29,30]. This technology has several benefits over
conventional radio frequency, including, but not limited to, the provision of faster
data transmission via laser beams both in free space and underwater [31], and the
utilization of unlicensed and free-of-charge bandwidth [32]. VLC also has various
applications, such as intelligent transport systems, smart cities, telemedicine, and

Table 1.3 Various attacks in molecular communication

Layers Attacks

Molecular-based transport layer Desynchronization, unfairness
Molecular-based network layer Flooding, packet storage exhaustion
Molecular-based link layer Collision, unfairness
Signaling sublayer Jamming, replication misusing
Bio-nanomachine sublayer Jamming, fabrication
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underwater communications [30]. Furthermore, because VLC is limited to devices
that are exposed to light, it is thought to be more secure than standard radio fre-
quency technologies [30]. However, because of its broadcast nature, VLC is still
susceptible to several attacks, such as jamming, eavesdropping, data modification,
access control, and authentication attacks [1,12].

1.4.5 Blockchain/distributed ledger technology
This is another promising technology that has been considered as part of the 6G
core enabling technologies. It is frequently recognized as a vital technology for
establishing trust in the future wireless network, as well as providing other benefits
and advancements such as (i) elimination of a single point of failure, (ii) immut-
ability and fabrication-proof of distributed ledger’s content, (iii) decentralization,
that is removing the need for intermediaries or third party, (iv) authenticity and
non-repudiation of completed transactions, (v) significantly reduced processing
fees and delays, and (vi) transparency with anonymity [33].

Blockchain technology has several applications, such as cryptocurrency,
Hyperledger, and smart contracts. It can be utilized to defend against some threats/
attacks, such as distributed DoS (DDoS), because of its decentralized nature.
However, blockchain technology is susceptible to different threats/attacks, includ-
ing 51% attacks, forking issues, eclipse attacks, application bugs, short address
attacks, timestamp dependence, regulatory issues, scalability issues, integration
issues, selfish attacks, and Sybil attacks [34,35]. Other privacy issues in blockchain
technology include various leakages of (i) transaction data, (ii) smart contract logic,
and (iii) user privacy during smart contract execution.

1.4.6 RIS
A RIS, also known as intelligent reflecting surface (IRS) is a flat surface made up of
several passive reflecting components, each of which can cause an incoming signal to
achieve the desired phase shift [36]. It has also been identified as part of the 6G core
enabling technologies [37] for extending coverage area, reducing power consump-
tion, and enhancing data transmission rates [38]. Because of their passive nature, RISs
can be easily placed on buildings and other structures, minimizing the interference
challenge in an extremely dense network [4]. Additionally, RIS has several applica-
tions such as in mobile edge computing (MEC) networks, millimeter wave systems,
multicell networks, simultaneous wireless information and power transfer (SWIPT)
networks, cognitive radio networks, non-orthogonal multiple access, multicast net-
works, and physical layer security (PLS) networks as it can be set up to offer pro-
tection at the physical layer by concurrently enhancing the signal beam at the
authorized user and dampening the beam at the unauthorized user, thereby preventing
eavesdropping [4,36,39]. Although this technology can be applied as a counter-
measure to some security and privacy challenges in the 6G network, it is also sus-
ceptible to several threats/attacks such as signal cancellation attacks, pilot sequence
poisoning, beam management poisoning, RIS-adding jamming attack, channel
equalization poisoning, PHY key generation, and PHY authentication [40].
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1.4.7 Ambient backscatter communication (AmBC)
AmBC enables the communication between batteryless devices through the use of
available radio frequencies, for instance, cellular communication and ambient tel-
evision, among others [4,41]. The primary advantage of this technology over tra-
ditional backscatter systems is that it can achieve both information transmission
and energy harvesting via pervasive ambient radio frequency (RF) sources such as
cellular, Wi-Fi, broadcast, or TV signals [42]. AmBC is suitable for large inter-
connectivity in the 6G network and beyond due to the battery-free nodes. It has
several benefits, which include (i) addressing energy efficiency in sensor networks
and other low-power consumption devices, (ii) lower device costs with low-power
components and less infrastructure, (iii) improving spectrum resource utilization,
and (iv) improving mobile device battery life [4]. However, AmBC is vulnerable to
eavesdropping attacks due to the simple coding and modulation schemes used [42].

1.4.8 Cell-free massive MIMO (CF-mMIMO)
communication

CF-mMIMO communication is another cutting-edge technology that can be
regarded as part of the core enabling technologies of the envisioned 6G network.
The concept behind this technology is simple to deploy a significant number of
access points (APs) that are networked to a central processing unit (CPU) to con-
nect all users across a wide geographical area [43,44].

CF-mMIMO utilizes the concepts of small cells (SCs), massive MIMO, and
user-based joint transmission coordinated multi-point (JT-CoMP) to deal with
inter-cell interference [44,45]. Furthermore, CF-mMIMO provides a high level of
macro-diversity to compensate for path loss by lowering the negative effects
of spatially correlated fading and shadowing [44]. Cell-free massive MIMO com-
munication has various advantages over traditional cellular massive MIMO com-
munication, including high energy efficiency, flexibility and cost-effective
deployment, channel hardening and optimal propagation characteristics, reliable
quality of service (QoS) [46], as well as mitigation of significant pathloss variations
and cell-edge performance issues common in traditional cellular networks [47].
However, CF-mMIMO is vulnerable to active eavesdropping, which can lead to
other attacks, such as piloting spoofing attacks, jamming, and eavesdropping [48].

1.4.9 QC
Quantum systems are especially beneficial for addressing challenging optimization
problems that require a large number of interconnected quantum bits and cannot be
solved on a single quantum processor [2,49]. As a result, the requirement to
interconnect numerous of these chips led to the advent of QC [2]. QC is the transfer
of information with respect to the principles of quantum mechanics. It has several
significant benefits, including the capacity for massively parallel computation,
transfer of data in a tamper-free mode, and encoding and sending multiple data
streams simultaneously [2]. QC can be applied as a high-security solution for the
6G network because it utilizes the quantum key approach based on the Heisenberg
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uncertainty principle and the quantum theorem of no-cloning [49]. In essence, QC
can significantly enhance the detection of unauthorized eavesdropping where if an
attacker tries to interfere, interrupt, or manipulate the data, the quantum state is
affected; hence, the receiver is aware of any interference.

Furthermore, QC can provide tremendously high data rates as well as sig-
nificant protection against various possible attacks [49]. Other potential benefits of
QC include increasing the accuracy and effectiveness of AI systems that require
enormous amounts of data and extensive training. However, it is faced with some
attacks, such as quantum cloning and collision attacks [12].

1.4.10 Internet of BioNanoThings (IoBNT)
The IoBNT are made up of biological nanonetworks that can identify biological
and chemical changes in an environment, such as the human body, and then
transmit the gathered information to data centers for additional processing through
the Internet [50]. It is a type of molecular communication where several molecules
can communicate. This technology includes artificial cells that act as translators
between distinct molecule types and a bio-cyber interface that can convert chemical
signals to electrical signals and communicate them with other devices for further
processing [2].

The IoBNT provides various advantages and applications, notably in the
healthcare sector, including sustained health monitoring, personalized drug deliv-
ery, tissue engineering, as well as tumor detection [50]. However, this technology is
susceptible to several threats/attacks, including DoS, eavesdropping, device tam-
pering, data fabrication, Man-in-the-Middle, and resource depletion attacks [50].
Privacy risks in IoBNT include the exploitation of users’ data and data theft, which
can harm users’ health.

Figure 1.3 shows the eavesdropping attack in UAV communication, RIS, VLC,
CF-mMIMO communication, and IoBNT.
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1.4.11 Internet of NanoThings (IoNT)
A nano network is made up of numerous nanoscale devices that perform specific
activities such as sensing, actuation, monitoring, and control [51]. IoNT refers to the
integration of nanoscale devices with established telecommunication networks and
the Internet. It adds novel dimensions to the IoT by embedding nano-sensors into the
objects, allowing them to communicate and interact via nanonetworks connected to
the Internet [52]. IoNT has a wide range of applications in several sectors, including
Oil and Gas, Military, Agriculture, Smart Cities, Multimedia, Health monitoring, and
Industry [52]. However, IoNT is susceptible to various threats/attacks, whether phy-
sical or via wireless technology, because these devices are not constantly monitored.
These attacks can occur to steal private data from sensors, disrupt computer
controlled applications, or manipulate communication lines in nanonetworks [53]. An
invasion vector is a path or technique that allows an attacker to gain unauthorized
access to a network to deliver a payload or malicious effect.

In contrast, attack vectors allow attackers to exploit system faults, install var-
ious types of malware and carry out cyber-attacks. IoNT has several attack vectors,
which include Internet exposure, no encryption, DoS attacks, and wearable mal-
ware [53]. Similar to the IoBNT, privacy issues in IoNT include the misuse of
users’ data as well as data theft.

1.4.12 Pervasive AI
AI has expanded rapidly in recent years, resulting in its use in a diverse range of
sectors in both research and business. It is a broad concept with numerous subfields
that investigate related but distinct research areas such as robotics, speech recogni-
tion, ML, machine vision [2]. The 6G network is envisioned as a self-configuring,
self-monitoring, self-healing, and self-optimizing network that requires minimal or no
human intervention [12,54]. AI would enable seamless interconnection between the
space–air–ground–underwater integrated network nodes via extensive learning and
enormous multivariate data training, including network, service, and user data [55].

AI can also optimize the network, identify network state in real-time, and
enhance users’ experience. Thus, threat/attack on AI, particularly on the ML sys-
tem, would also affect the 6G network. These threats/attacks include the infiltration
of AI frameworks, physical attacks on infrastructure, evasion attacks, ML API-
based attacks, and communication manipulation [55,56]. AI also has certain priv-
acy concerns because the envisioned 6G network will extensively use user data
gathered by a plethora of devices, removing the users’ authority over how other
systems would handle their data. Additionally, data thieves may use vulnerable IoT
devices, such as inadequate sensors, to feed AI algorithms with private and sensi-
tive data. The privacy of users may also be violated by attacks leveraging model
inversion to retrieve training data [13].

The brief review showed that all the enabling technologies of the envisioned
6G network are exposed and vulnerable to several security and privacy challenges.
Interestingly, eavesdropping attacks, the passive or active unauthorized listening in
on the conversation between two communicating nodes without their knowledge,
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are one of the most common security threats/attacks in most of these technologies.
In terms of privacy, it was seen that the theft of users’ data is one of the most
pronounced issues.

1.5 Addressing 6G security and privacy challenges

Several techniques and algorithms have been offered to solve the future require-
ment for security and privacy in the envisioned 6G network. As a result, this section
describes and examines the emerging schemes that are being used to defend against
the security and privacy vulnerabilities mentioned in the previous section.

1.5.1 PLS schemes
The 6G physical layer will be critical in supporting larger bandwidths, higher
carriers, and reduced latencies while consuming less energy. The two main attacks
in the physical layer are interception, jamming, and DoS attacks, and interruption,
active and passive eavesdropping. Unlike traditional security techniques such as
public key cryptography, PLS does not require private keys or complex encryption
computation to provide security and privacy at the first layer, thereby acting as a
first line of defense to make attackers’ jobs more difficult [57]. It provides security
protections and precautions at the most basic level of communication, which aids in
overcoming bandwidth, reliability, and transmission rate constraints [58].

PLS can be considered a confidentiality enabler in the envisioned 6G network
because its features, when combined with new developments in artificial intelli-
gence algorithms and the trend of distributed computing frameworks, can either be
used to improve traditional encryption methods or satisfy security requirements
when interacting with simple but delicate devices that are not able to incorporate
cryptography techniques, such as nano-devices of the IoT [59]. It has been
proposed as a security and privacy solution scheme for most core enabling
technologies in the 6G network, which are reviewed as follows.

To secure VLC against eavesdropping, replay, message injection, and
modification attacks, Soderi and Nicola [60] proposed a watermark blind PLS
(WB-PLS) scheme which combines an RGB LED jamming and watermarking.
Results obtained suggested that it is possible to create a protected area surrounding
the legitimate receiver by using jamming optical power. Similarly, Soderi et al.
[61] also proposed WB-PLS to protect VLC at the physical layer. However, unlike
in [60], a RIS was utilized to enhance the security properties of the communication.
The result obtained showed that the secured communication area is broadened by
integrating RIS.

Further review of the potential application as well as the challenges of PLS for
the security and privacy challenges in VLC was provided in [62–64]. CF-mMIMO
is currently one of the strongest candidates for PLS [59]. To secure the
CF-mMIMO in the presence of a single-antenna active eavesdropper, Timilsina
et al. [65] conducted a performance evaluation of PLS for CF-mMIMO and com-
pared it with that of co-located MIMO. The results obtained showed that the rate
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leaked into the eavesdropper can be significant in the presence of active pilot
attacks for CF-mMIMO. To further secure CF-mMIMO from eavesdropping, Park
et al. [66] proposed a keyless PLS scheme known as the artificial noise (AN)-aided
secure power control scheme for CF-mMIMO in the presence of passive eaves-
dropping to achieve a higher secrecy rate as well as guarantee security.

The efficacy of the proposed scheme was evaluated against other power con-
trol schemes, where results obtained showed the supremacy of the proposed scheme
over the others. Reconfigurable intelligent surface (RIS) is another strong candidate
for PLS [59] and has been utilized to improve PLS as in [67], where a novel
reconfigurable intelligent system based channel randomization scheme was pro-
posed for improving PLS for a downlink time-division duplex (TDD) cellular wire-
tap network made up of a base station (BS) with numerous antennas, a large
number of authorized user equipment (UE), a large number of eavesdroppers, and a
large number of reconfigurable intelligent systems, where each reconfigurable
intelligent system generates a large number of reflection matrices pseudo-randomly
and utilizes them for both pilot signal duration (PSD) and data transmission dura-
tion (DTD) in uplink and downlink, respectively.

The proposed scheme was evaluated against a conventional scheme, where
results showed that the proposed scheme performed better based on achievable
secrecy rates. To further show how reconfigurable intelligent system can contribute to
the security improvement of the PLS for 6G network, Lipps et al. [68] presented and
discussed five use cases which include reconfigurable intelligent system support
context information addition, reconfigurable intelligent system personalized finger-
prints, reconfigurable intelligent system manipulated channel profiles, reconfigurable
intelligent system beamforming, and splitting, and, finally, reconfigurable intelligent
system based anti-jamming. PLS for reconfigurable intelligent system aided non-
orthogonal multiple access (NOMA) 6G networks were investigated in [69] to secure
against eavesdropping attacks. Two scenarios were considered where a joint beam-
forming and power allocation scheme was proposed for the first scenario to improve
PLS, which considered only internal eavesdropping. For the second scenario, an
optimal power allocation scheme was proposed for both internal and external
eavesdropping to enhance the system’s PLS simulations further. The results showed
that the proposed schemes performed better. It was also proved that a higher number
of BS broadcast antennas or reconfigurable intelligent system reflecting elements
improves the system’s secrecy performance.

PLS has also been considered as a security solution against eavesdropping attacks
for AmBC, for example, to distinguish between the reception effect of the authorized
receiver and that of an eavesdropper under the condition of receiving a symmetrical
signal backscattered by the tag due to the broadcast nature of the wireless channel, Hou
et al. [70] proposed a scheme that involved injecting AN from the tag end. The pro-
posed scheme enhanced the PLS of the AmBC system while improving the system’s
secrecy rate. Results from simulations and evaluations indicated that the proposed
scheme could significantly enhance the PLS for the AmBC system.

Similarly, PLS can be applied to defend against active and passive eaves-
dropping in UAV communication as reviewed in [71] where the various security
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attacks in UAV systems were highlighted and discussed. Based on the review, it
was noted that to defend against active and passive eavesdropping, techniques such
as joint trajectory and resource allocation design, robust joint design, and AN were
proposed. Furthermore, to protect against jamming attacks, the cooperative multi-
point (CoMP) technique can be utilized.

Other approaches that can be utilized to enhance the PLS of the system further
were also discussed in terms of NOMA, multi-antenna technology, and millimeter
wave. To protect terahertz communication from eavesdropping, He et al. [72]
investigated the secured transmission of THz waves in an enclosed area against
stochastically placed eavesdroppers and developed a PLS model for this system.
The investigation and results demonstrated that eavesdroppers could compromise
the system’s secrecy performance by employing various tactics. As an appropriate
strategy to protect against numerous eavesdroppers, an AN-beamforming system
with a well-designed power allocation was proposed.

Furthermore, in [10,12,58], PLS was considered a potential solution to security
and privacy challenges in VLC, THzCom, RIS, and molecular communication in the
6G network. To provide privacy with ultra-low latency for emerging B5G/6G wire-
less networks, Yerrapragada et al. [73] proposed a key-based PLS to protect infor-
mation against eavesdroppers by mapping to reference signals that are intelligently
rotated. The research demonstrated that the shortest possible latency for two-way
secret sharing and synchronization is only four symbol times. Furthermore, the
simulation results obtained showed that the revised protocol achieved sub-1 ms two-
way latency, including retransmissions. Further reviews of the operations and
potential applications of PLS in 6G networks and beyond are provided in [57,74,75].

1.5.2 Distributed AI/ML schemes
AI/ML, as explained earlier, are the major drivers of the 6G network to achieve the
envisioned network automation; remarkably, it can also be utilized to defend
against some security and privacy challenges in the 6G network. However, as
mentioned earlier, AI/ML is susceptible to several attacks of which a variety of
countermeasures have been proposed. For instance, to defend against AI-based
poisonous attacks, the proposed solutions can be categorized into two [13,56]: input
validation and robust learning. Input validation is concerned with cleaning the
training data of malicious and anomalous samples, such as outliers, before sup-
plying it to the ML algorithm. The reject on negative impact (RONI) technique can
be considered suitable for such a task.

On the other hand, robust learning is concerned with developing learning
techniques that are resistant to training data compromises through robust statistics
methodologies. Several strategies have also been proposed as potential solutions to
AI-based evasive attacks, including protective generative adversarial networks
(GANs), defensive distillation, ensemble methods, adversarial training, and
adversarial concept drifting handling techniques [56]. Some other countermeasures
recommended to defend against ML API-based attacks include adding noise to
the ML model’s execution time, implementing differential privacy, employing
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homomorphic encryption, and finally, restricting critical information offered by the
ML APIs [56]. Other reviews on AI/ML being proposed as a solution for security
and privacy challenges as well as to establish trust in the 6G network are as follows.

Bandi and Yalamarthi [76] conducted an extensive review of the security and
privacy challenges in the various application in the envisioned 6G network, such as
access control attacks, ML API attacks, denial-of-service attacks, evasion attacks,
malicious behavior, jamming attacks, and access control attacks. The research
further reviewed AI-enabled technologies that can be utilized as a solution scheme
for these attacks. It was concluded that the explainable AI, trustworthy AI, and
super-intelligent AI could enhance the deep learning-based intelligent protection
mechanisms for the 6G network.

Siriwardhana et al. [13] reviewed the security and privacy challenges in 6G as
well as the AI-based countermeasures. The research reviewed the application of AI
to identify and mitigate the security and privacy challenges in pre-6G, 6G archi-
tecture, and 6G technologies, where it was mentioned that AI can predict the
occurrence of attacks such as the 51% attack in blockchain technology. AI can also
detect jamming attacks and provide optimal beamforming policy against beam-
forming in VLC systems using intelligent beamforming techniques that are based
on reinforcement learning. Furthermore, AI can defend node compromise attacks
again via AI-based authentication and authorization systems. To solve the AI-based
privacy issues mentioned earlier, techniques such as homomorphic encryption,
edge-based federated learning as well as differential privacy techniques can be
utilized to preserve privacy.

1.5.3 Quantum cryptography schemes
Quantum cryptography, one of the security schemes under the umbrella of quantum
security, was developed to compensate for the drawbacks of some of the conven-
tional asymmetric cryptographic algorithms, such as RSA algorithms, particularly
when it comes to providing high-rated security [77]. Quantum cryptography can
provide uncompromising security regardless of the current processing capacity and
has drawn attention to quantum key distribution (QKD) usage. The QKD can the-
oretically provide a secured key agreement between multiple communication
devices [77,78]. It can be used to improve communication flexibility and efficiency
since it is based on two major principles: the principle of uncertainty (Heisenberg
uncertainty) and the quantum no-cloning theorem.

The principle of uncertainty precludes an eavesdropper from measuring quantum
entanglement without interfering with the network, whereas the no-cloning theorem
argues that it is impossible to replicate an existing quantum state [78]. Thus, this
prevents an eavesdropper in a quantum channel from copying or even tampering with
the information without alerting the communicating nodes of their presence [49,77].
QC can be combined with AI/ML to improve 6G network security, particularly for
IoT devices with low processing power and computation ability.

Wang and Rahman [78] extensively investigated how quantum information
technology (QIT) may enhance and strengthen the 6G network. The QIT was
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subdivided into four major areas: quantum computing, QC, quantum mechanics,
and, finally, quantum sensing and metrology. Several protocols and security
schemes were highlighted and discussed under each sub-division for QC protocols
such as quantum key distribution (QKD), quantum secure direct communication
(QSDC), and quantum secret sharing (QSS), where it was seen that unlike the QKD
only secures key establishments and neglects the remaining aspect of the commu-
nication, QSDC provides direct secure communication between nodes based on
quantum mechanics and does not rely on secret key sharing and management.

For the QSS, only part of the secret key would be shared among multiple
communicating nodes to prevent a single node from having full knowledge of the
secret key. In addition, other schemes were discussed, such as blind quantum
computing (BQC), which was proposed to provide privacy in the 6G network. The
research concluded that the QIT is a viable technology that can be used to guar-
antee security and privacy in the 6G network and can be combined with other
enabling technologies; however, the technology is not without challenges.

Detailed analysis and reviews of QC, ML, and the integration of both for the
potential application for the further improvement of the security and privacy in the
6G network and future wireless communication network were provided in [79,80].

1.5.4 Blockchain-based security schemes
Blockchain, one of the most prominent distributed ledger technologies (DLT), has
previously been highlighted as one of the enabling technologies of the envisaged
6G network. Because of its decentralized and tamper-proof character, it has also
been widely touted as a potential security solution for 6G networks and beyond.
Blockchain is also a good solution for maintaining privacy in content-centric 6G
networks because having a common communication channel in blockchain enables
network users to be differentiated by pseudo names instead of direct and personal
identities or geographical information [12]. It can help with the implementation of
Internet of Everything (IoE) applications by establishing trust between connected
devices, hence bypassing the demand for trusted third parties [35].

Blockchain technology has numerous uses in different sectors, particularly in
the security of IoT networks. For example, Pajooh et al. [81] reviewed the con-
vergence of 6G-enabled IoT and blockchain for a variety of areas, such as health-
care, smart cities, smart homes, intelligent manufacturing, and vehicle automation,
where it was discovered that the blockchain could provide novel solutions to
effectively address security and privacy concerns as well as advance the 6G-
enabled IoT networks. Jahid et al. [82] presented a more in-depth examination of
the combination of blockchain and IoT.

Manogaran et al. [83] presented a blockchain-based scheme to provide access
control to resources and privacy of users in the 6G network, which, when evaluated
using metrics such as true positives, access rejection and success proportion, access
time and alteration, and finally, memory usage and time consumption, demonstrated
that the proposed measure is credible for both access control and user privacy. Gupta
et al. [84] presented an interplanetary file system and blockchain-based secured UAV
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scheme to assure data confidentiality and privacy while lowering data storage costs,
hence improving UAV communication performance over the envisaged 6G network.

According to the study, combining blockchain with UAVs can protect against
eavesdropping, fabrication, jamming, DDoS, and connection attacks common in UAV
communication. To ensure user data privacy in UAV communication, Saraswat et al.
[85] proposed the use of blockchain-based federated learning (FL) in UAVs for the
B5G network. Blockchain technology in 6G network was reviewed in [35] in terms of
security and privacy, where it was noted that although several 6G use cases can rely on
blockchain’s trust and security robustness, such as edge computing, federated learning,
and energy trading, there are still some issues faced by the blockchain technology itself
which include the security and privacy risks, scalability and quantum computing.
Solutions were also provided where it was mentioned that a transaction fee could
defend against DDoS attacks while to defend against the potential disclosure of users’
private information due to the default transparent nature of blockchain, several solu-
tions were proposed, including ring signatures, zero-knowledge arguments, and proofs,
and coin mixers. However, these solutions are not without challenges.

1.5.5 Other security schemes
Several other methods have been proposed for security and privacy challenges in
the 6G network. Zafar et al. [50] addressed numerous schemes and methods for
providing security and privacy for IoBNT, including elliptic curve cryptography
(ECC). This lightweight encryption scheme is suitable for devices with minimal
resources and can be used to protect against eavesdropping attacks. Intrusion
detection and external device authentication methods are proposed to protect
against DoS, replay, and injection attacks. ZeroPower defense can be used to
counter resource depletion attacks. Device tampering and malware attacks can be
mitigated through access control, device strengthening, and system monitoring
systems. Finally, firmware attacks can be mitigated by encrypting firmware, per-
forming periodic upgrades, and detecting malicious firmware. These systems and
procedures, however, are not without challenges.

1.6 Lessons learned

This section highlights and elaborates on noteworthy points that can be used for
further research in 6G network security and privacy.

Lesson 1: Eavesdropping attack is the most common security attack
Eavesdropping is simply the unauthorized listening or interfering with data trans-
mission or conversation between two or more communicating parties. It is con-
sidered the mother of all attacks because an attacker must first eavesdrop on a
conversation before committing malicious intentions. It can be either passive or
active. Passive eavesdropping is where the eavesdropper monitors the conversation
without interfering with the communication channel, while active eavesdropping is
where the eavesdropper takes control of the communication channel and starts
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acting as a relay between the communicating parties. The review shows that most
of the enabling technologies of the envisioned 6G network, particularly in VLC,
CF-mMIMO, molecular communication, RIS, etc., are vulnerable to eavesdropping
attacks. Although the proposed solution schemes discussed earlier can be utilized to
potentially defend against this attack, especially the PLS schemes, further
enhancement is still needed as these schemes are at the theoretical stage.

Lesson 2: Data theft attack is the most common privacy attack
The 6G network is expected to be autonomous and data-based, where a very large
amount of data would be collected from several devices, particularly IoT devices.
Review of the privacy issues in the enabling technologies has shown that most of
the privacy issues were centered on the users’ data exploitation or simply data theft.
Data theft is the unauthorized exchange or retention of one’s personal or con-
fidential information. It is one of the most common forms of privacy attack, which
has raised concerns, as users would not have control or knowledge of how their data
have been used in the network. Users’ data, in this context, include health-based
data, username and password, transaction data, location data, and other confidential
data, which can be exploited if there are loopholes found in the network, such as a
compromised IoT device collecting data and feeding an algorithm or central server.
Although some schemes have been proposed to defend against this privacy attack
in the envisioned 6G network, such as homomorphic encryption, edge-based fed-
erated learning, differential privacy techniques, BQC, ring signatures, zero-
knowledge arguments, and proofs, coin mixers, and so on, there are still need for
further improvement and the evaluation of their efficacy.

Lesson 3: AI can be utilized to enhance other security schemes
As mentioned earlier, the 6G network is envisioned to be an autonomous network,
and this can only be actualized using AI due to its robustness and versatility, among
others features. Therefore, AI would be a major enabler of the 6G network and can
also be used as a potential security and privacy scheme to defend against several
attacks. Furthermore, from the review, it can be seen that AI can be integrated with
other security and privacy schemes, for example, quantum security schemes, to
speed up and further improve the efficacy of the scheme and thus improve the
security and privacy of the envisioned 6G network. Furthermore, AI can also be
combined with blockchain to improve security [86]. However, AI has not been
integrated with the PLS schemes.

Lessons 4: Proposed security schemes are still in theoretical stage
The majority of the proposed security and privacy schemes for the 6G network
are still theoretical and have not yet been implemented. This is to be expected
because the 6G network is still in the works, and there are no official standards in
place to demonstrate the exact frequency ranges, specifications, and other
requirements, even though researchers are still providing their perspectives on
how the network should look. As a result, a detailed examination and evaluation
of these proposed solutions for improving the security and privacy of the 6G
network are crucial.
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Lesson 5: Existing security and privacy schemes cannot meet the requirement of
the envisioned 6G network
Several security and privacy schemes have been proposed and utilized to defend
against various types of threats/attacks in the past cellular generations, including
the recently developed 5G network. However, due to the robustness and ultra-high-
speed nature of the envisioned 6G network, these schemes have failed to meet these
requirements. For instance, conventional cryptographic schemes such as public key
cryptography (PKC) failed to defend against security and privacy threats/attacks in
the 6G network due to the complex encryption and the dependency on secret keys
as a result, the PLS was incorporated [57]. Other schemes as discussed in [50] can
also be utilized particularly for the IoBNT. However, these are without challenges.
Therefore, there is a need to improve the existing security and privacy schemes to
make them efficient and effective against several emerging threats/attacks. This can
be achieved by combining these with other emerging schemes, thus making the 6G
network more secure.

1.7 Conclusion and recommendations

Security and privacy are the two most crucial issues that have been identified in the
envisioned 6G network, particularly with the advent of novel technologies and the
support of several applications. This chapter has reviewed the security and privacy
challenges in the 6G core enabling technologies as well as the emerging schemes
that can be used to defend against these attacks. Specifically, this chapter reviewed
the PLS, distributed AI, quantum cryptography, and blockchain-based security,
where it was seen that these have the potential to secure some of the enabling
technologies of the envisioned 6G network. Although notable efforts have been
made to propose security and privacy schemes for the envisioned 6G network, most
of these schemes are still in the theoretical stage, and schemes have not been pro-
posed for some 6G enabling technologies such as the IoNT. Also, the improvement
of the PLS using AI. Therefore, for future work, the following are recommended:

● The convergence of PLS with AI for improving 6G network security and
privacy at the physical layer.

● The efficacy of these security and privacy schemes should be evaluated and
used as a benchmark in developing and evaluating other novel security and
privacy schemes.

● Improving the efficiency and effectiveness of existing security and privacy
schemes to meet the requirements of the 6G network.
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Chapter 2

History of security and privacy in wireless
communication systems: open research issues

and future directions

Abdulwaheed Musa1,2

Abstract

Wireless communication is one of the most successful technologies that have found
application in various sectors of our daily lives. However, one of the major issues and
challenges of wireless communication is security. To provide a holistic view of this
crucial issue, this chapter presents a historical description of the evolution of the
cellular network and provides a general overview of different attacks and vulner-
abilities in the wireless network based on the Open System Interconnection (OSI)
layered protocol architecture. The chapter further presents a brief review of the
security and privacy issues for each cellular generation. The various emerging wire-
less communication systems as well as the application of artificial intelligence (AI)
and machine learning (ML) to wireless security system design. The security issues
and challenges in the key technology of 6G wireless network were identified and
discussed. Finally, open research issues have been identified and discussed, giving a
path for further research direction for security in 5G wireless networks and beyond.

Keywords: Wireless communication; Cellular network; Open System
Interconnection; Security; Privacy

2.1 Introduction

Communication is the exchange of information between people or nodes separated by a
short or long distance. Wireless communication is simply the communication between
one or more devices without any physical connection between them. It utilizes radio
frequency transmission to transmit information from source to destination [1]. It is one
of the most popular modes of communication today due to its numerous advantages
such as its cost-effectiveness, minimal power consumption, flexibility, lack of physical
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infrastructure, and ease of deployment, among others, over its wired counterpart [2].
This has led to an exponential increase in the number of wireless users, especially with
the provision and implementation of wireless networks systems and telecommunication
services, including cordless, cellular, and satellite phones as well as wireless local area
networks (WLANs), which have found extensive applications in various sectors such as
in business, government, and military. Over the past few decades, wireless commu-
nication systems have evolved progressively from the first to the fifth generation which
has benefitted various stakeholders, including standard bodies, end-users, commercial
service providers, academic research groups, etc. [3]. The recent 5G network included
several novel technologies such as ultra-densification, network function virtualization,
the adoption of small cells, referred to as heterogenous network (HetNet) as well as the
utilization of new frequency bands (millimeter wave bands) which enabled the devel-
opment of the different emerging applications such as machine to machine (M2M)
communication, enhanced mobile broadband (eMBB), and virtual and augmented
reality (VAR). This thus has demonstrated the vast potential of the 5G wireless network
and beyond [3]. However, security is one of the major issues faced by these develop-
ments and applications of wireless communication systems.

Security is a critical issue in every aspect of our daily lives, such as in banking,
finance, e-commerce, and medical data, especially with the increased number of
hackers and hacking tools that could be used to break into networks and systems to
steal users’ data [4]. Similarly, security is a crucial concern in wireless commu-
nication networks due to their dynamic nature and the utilization of radio frequency
for the transmission of signals over unprotected media, referred to as open-air
transmission, where any attacker that is in proximity to the signal can easily attack
and steal confidential information by eavesdropping, modifying, tracking or per-
form any other malicious attacks on the information. This has drawn the interest
and attention of researchers over the years, and there have been various developed
algorithms to combat these security threats and vulnerabilities. However, these
techniques and algorithms, for example, cryptographic algorithms, failed to meet
up with the requirements of the future wireless communication systems challenges
[5]. Hence, the need for new, dynamic, and robust security algorithms that would
meet the requirements of the 5G and beyond networks. This chapter aims to present
the security issues and challenges in wireless communication across all the devel-
oped cellular technologies (1G to 5G), as well as to review these security chal-
lenges in the 6G wireless network showing the trends and recommendations for
further research directions. The key contributions of this chapter are as follows:

● The historical description as well as a comparison between the developed
cellular generations is presented.

● General security issues in wireless communication based on the OSI reference
model and a tabular summary of these attacks are provided.

● The security and privacy challenges across all cellular generations are pre-
sented, including a taxonomy of these attacks.

● The security issues in 5G technology, URLLC, eMBB, and mMTC are pre-
sented and discussed.
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● The contributions of artificial intelligence (AI) and machine learning (ML) to
security system design in wireless communication are also reviewed.

● The security issues and challenges of future wireless communication, parti-
cularly the 6G network, are presented and reviewed.

● Critical open research issues for security in 5G networks and beyond have been
identified and elaborated.

The rest of the chapter is organized as follows: Section 2.2 presents the history
and evolution of wireless communication. The general security issues are provided in
Section 2.3. Section 2.4 presents and discusses security and privacy in wireless
communication from the first to the fifth generation. The emerging wireless com-
munication system is discussed in Section 2.5. Section 2.6 presents the application of
AI and ML to wireless security system design. The security issues and challenges in
future wireless communication system are presented and discussed in Section 2.7.
Finally, Section 2.8 concludes the chapter and provides some recommendations.

2.2 History and evolution of wireless communication

This section presents a historical description of wireless communication with a
binocular focus on cellular technologies from the first generation (1G) to the fifth
generation (5G) and compares these different technologies.

Wireless communication can be historically classified into three eras which
include the following: the Pioneer era, which lasted till 1920, the pre-Cellular era
which spanned between 1920 and 1979, and the Cellular era which started beyond
1979. In the Pioneer era, information was transmitted using smoke, torches, flares,
mirrors, semaphore flags, etc., categorized under the first wireless networks, all of
which were superseded by the first telegraph network developed by Samuel Morse
in 1838 and thereafter, by telephones. A few decades after, Guglielmo Marconi, in
1895, demonstrated the first radio transmission which led to the advent of the
wireless communication network [6]. The cellular system has advanced from the
first to the fifth generation over the past few decades.

First generation (1G): the first generation of cellular network, launched by
Nippon Telephone and Telegraph (NTT) in Tokyo, Japan in 1979, utilized analog
transmission and operated at 800 MHz frequency band for speech services. Two
years after the successful implementation of the network in Japan, two cellular
networks were developed and deployed in Europe: Nordic Mobile Telephone
(NMT) and Total Access Communication System (TACS). Afterward, another 1G
network was developed and deployed in the United States of America (USA) in
1983 which was called the Advanced Mobile Phone System (AMPS). Although
these systems were implemented differently, they still have similar disadvantages
such as incompatibility issues, limitation to only voice communication, limited
roaming services, limited coverage area, and low capacity. In addition, it is fre-
quency modulation (FM)-based and used frequency division multiple access
(FDMA) multiplexing scheme, which reduced the capacity of the network [7].
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Second generation (2G): This cellular network, based on the Global System for
Mobile Communication (GSM) standard, was developed in Finland in 1991 and
utilized digital transmission. As an improvement over 1G, the 2G network was based
on both the FDMA and time division multiple access (TDMA). This enhanced the
system capacity. The GSM system employed a 25 MHz frequency spectrum in a
900 MHz range with a speed of 14.4 kbps. In 2G, circuit switching was used, and the
core network was known as the public switched telephone network (PSTN). The
general packet radio service (GPRS) was then developed as the demand to transmit
data on air interface increased where an optimal speed of up to 150 kbps was
achieved [8]. As the demand further increased, the Enhanced Data GSM Environment
was developed which can be considered as 2.5G. This also increased the data rate
amount to increase further up to 500 kbps. The major aim of this cellular network was
to use digital signals for transmission and to provide several services such as web
access facilities, digital voice calling, and short message services [9]. However, there
are still some deficiencies experienced with the network such as the inability to
support video communication and the dependency on strong digital signals. This
means there is usually no network coverage if the digital signal is weak.

Third generation (3G): This cellular network was launched by the NTT DoCoMo
in Japan in 2001 and was based on the International Mobile Telecommunication
standard, precisely the IMT-2000 standard. The system utilized both the Code
Division Multiple Access (CDMA) and WideBand Code Division Multiple Access
(WCDMA) multiplexing schemes. Compared to the FDMA and TDMA utilized in
the previous networks, the CDMA is a multiplexing scheme where each user utilizing
the channel at a particular period is given a different code. This allowed for a sig-
nificant number of users to utilize the network simultaneously. The 3G system uti-
lized a 15–20 MHz frequency spectrum with 1,800–2,500 MHz, with a speed of up to
2 Mbps. WCDMA, the air interface for the Universal Mobile Telecommunication
System (UMTS), utilized larger carrier frequency due to the increased number of
users it can support as compared to the CDMA. The core network for the 3G system
was a combination of circuit and packet switching [8]. The 3G system was known as
the UMTS in Europe, CDMA2000 in America and the time division-synchronous
code multiple access (TD-SCDMA) in China. As an advancement from the 3G net-
work, the 3.5G and 3.75G networks were developed and deployed in the form of
high-speed packet access (HSPA) and HSPA+, respectively to further increase the
data rate. The HSPA+ enabled the first introduction of the multiple input multiple
output (MIMO) technology where an optimal speed of up to 42 Mbps was achieved
using a modulation scheme of 64-bit quadrature amplitude modulation (QAM) [7].
This system has numerous advantages such as supporting both voice and video
communication. However, it also has some notable disadvantages such as expensive
terminals, and high power consumption.

Fourth generation (4G): The cellular network, sometimes called the long-term
evolution (LTE) was first launched in Oslo, Norway and Stockholm, Sweden in
2009. It was based on the ITU-defined capabilities in the IMT-advanced standard.
The 4G network uses orthogonal frequency division multiplexing (OFDM) tech-
nique and utilized 5–20 MHz in a frequency band of 2,000–8,000 MHz where a
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speed of up to 100 Mbps and 500 Mbps was achieved for downlink and uplink,
respectively. This allowed the system to support high data rate applications such as
online gaming, voice as well as video over IP, and high-quality online streaming.
The 4G core network was IP-based and has low latency as well as wider channel
and carrier aggregation of up to 100 MHz. The 4G network operates in both fre-
quency division duplex and time division duplex (TDD) modes and also supports
the TD-SCDMA evolution. Although the LTE had numerous advantages such as
high throughput and simpler architecture, it is however limited in terms of security
threats, cost, battery life of mobile phones, etc. [10].

Fifth generation (5G): This is the latest developed and deployed cellular network
that was first largely adopted by South Korea in 2018. Unlike 4G which depends on
high-power cell towers to transfer data over long distances, 5G wireless signals are
provided by a vast number of small cell stations placed on light poles or building roofs
[7]. Many small cell stations are required because the 5G frequency band (millimeter
wave bands) is suitable only for short-distance transmission. The 5G is completely
wireless making it suitable for the World Wide Wireless Web (WWWW) and to be
supported by different technologies such as large area synchronized code-division
multiple access (LAS-CDMA), multi-carrier code division multiple access (MC-
CDMA), OFDM, ultrawideband (UWB), network-local multipoint distribution service
(NLMDS) and Internet Protocol version 6 (IPv6) [11]. The 5G wireless network would
operate in two primary categories of frequencies: Frequency Range 1 (FR1) or simply
sub-6 GHz and Frequency Range (FR2) or simply millimeter wave (mmWave) band.
Unlike the previous, this network offers many advantageous benefits, but it is quite
limited in terms of cost of deployment since small cells are required.

A summary of the evolution of cellular communication technology showing
the years of the initial launch and key characteristics is given in Figure 2.1 and a
comparison of the generation in terms of their features is given in Table 2.1.

5G

2019

10 Gbps4G

2011

100 Mbps
3G

1998

2 Mbps
2G

1990s

64 Kbps

1G

1984

2.4 Kbps

. Basic voice service

. Low latency

. Fast speed
. IP-based protocols

. True mobile broadband
. Voice and Data

. Mobile broadband

. Designed for voice

. Digital standards

. Analog based

Figure 2.1 Evolution of cellular communication [12]
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Table 2.1 Comparative analysis of cellular generations

Generations 1G 2G 3G 4G 5G

Deployment 1979 1991 2001 2009 2018
Switching
techniques

Circuit switching Circuit switching Circuit and packet
switching

Packet switching Packet switching

Access
techniques

FDMA GSM, TDMA, CDMA WCDMA, UMTS, CDMA
2000, HSUPA/HSDPA

LTEA, OFDMA,
SC-FDMA,
WiMAX

BDMA, NOMA FBMC

Application Voice Voice and data Voice, data, and video
calling

Voice, data, video
calling, HD
television, etc.

Voice, data, video calling,
ultra HD video, VR
application

Core network PSTN PSTN & packet Internet Internet Internet
Data rate 2.4 kbps 14.4 kbps 384 kbps to 2 Mbps 100 Mbps to

500 Mbps
10 Gbps to 50 Gbps

Frequency
band

800 MHz 800 MHz, 900 MHz,
1,800 MHz, 1,900 MHz

800 MHz, 900 MHz,
1,800 MHz, 1,900 MHz,
2,100 MHz

2–8 GHz 1.8 GHz, 2.6 GHz,
30–300 GHz

Advantages Mobility Digital voice calling, mass
adoption, low power
consumption

Better internet experience,
support of both voice and
video calling

High data rate, body
area network

Low latency, higher data
rate, wider coverage

Disadvantages Poor security, low
capacity, low
coverage

Low data rate, inability to
support video transmission

Expensive terminals and
high-power consumption

Expensive and
high-power
consumption

Requires many small cell
antennas



2.3 General security issues

This section provides a general overview of various security threats and attacks in
wireless networks. Network security, either wireless or wired, refers to the pre-
vention of unauthorized access, modification, destruction, or disclosure of infor-
mation to ensure that the network’s critical functions are executed properly and that
there are no detrimental impacts.

Wireless and wired communication networks have some similarities, not-
withstanding their differences. For instance, both utilize the open system inter-
connection (OSI) layered protocol architecture for their transmission, consisting of
seven layers. However, this section would focus on five layers namely: the
Physical, the Media Access Control (MAC), the Network, the Transport, and
finally, the Application layers. Figure 2.2 shows how the data transmission from
Node A to Node B occurs based on the OSI layers over a wireless medium.

Different protocols exist in the different layers of the OSI model. For instance,
the application layer includes protocols such as hypertext transfer protocol (HTTP)
and file transfer protocol (FTP) for providing web services and transporting large
data files, respectively. The transport layer includes protocols such as the trans-
mission control protocol (TCP) and user datagram protocol (UDP). Because each
layer of the OSI model supports different protocols, they are vulnerable to various
threats and attacks discussed below.

Node A

Application Layer

Transport Layer

Network Layer

Media Access Control
(MAC) Layer

Physical Layer

Node B

Application Layer

Transport Layer

Network Layer

Media Access Control
(MAC) Layer

Physical Layer

Wireless Medium

Figure 2.2 OSI-layered protocol architecture [13]
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2.3.1 Physical layer attacks
The first layer of the OSI model architecture is known as the physical layer and it
determines the physical characteristics of signal transmission. Signals sent through
a wireless network are broadcast over the open air, making the physical layer of a
wireless network susceptible to two major types of attacks which include eaves-
dropping attacks and jamming attacks [13]. An eavesdropping attack is a form of
passive attack and it refers to an unauthorized interception of transmitted signal
between the source and destination. It is a major threat to the wireless network as it
is the prerequisite to all other attacks [14]. An eavesdropper situated within the
coverage of the transmitter of a wireless network can overhear the communication
sessions. To prevent this and maintain confidential communication, various meth-
ods have been developed, but one of the oldest of them all is known as crypto-
graphy, that is, the art and science of concealing meaning through the means of
encryption. In that case, the receiver has a private key which would be utilized to
decrypt the transmitted encrypted message. This will prevent the eavesdropper
from understanding the message even after the interception. Jamming, on the other
hand, is a type of denial of service (DoS) attack where a malicious node in the
wireless network sends a large amount of radio signal to flood the channel with the
intent of preventing legitimate users from utilizing the resources of the network,
thus causing reduction in the network availability [15]. Jamming attacks are clas-
sified into four major types which include: deceptive, random, constant, and reac-
tive jammers [16]. The constant jammers launch an attack by sending a continuous
high-powered noise sweep from one communication channel to another based on a
predetermined approach and then repeating this procedure over and over. For the
random jammers, they work at random and switches from one communication
channel to the other without any precise plan. The deceptive jammers transmit
unauthorized packets via wireless networks making them busy. Finally, the reactive
jammers consistently monitor the status of frequency channels and attack only
those utilized for communication [16]. Various techniques have been developed to
prevent jamming attacks. Among all of them, spread spectrum techniques have
been widely utilized where the transmitted signal would be spread over a wider
spectral bandwidth. The spread spectrum techniques include the direct-sequence
spread spectrum (DSSS), frequency-hopping spread spectrum (FHSS), and time-
hopping spread spectrum (THSS) [17].

2.3.2 MAC layer attacks
This is the second layer after the physical layer that allows the intelligent allocation
of the shared medium using intelligent control mechanisms which include carrier
sense multiple access/congestion detection (CSMA/CD), carrier sense multiple
access/congestion avoidance (CSMA/CA), orthogonal FDMA (OFDMA), CDMA,
and so on. In the wireless-MAC layer, there are four main types of attacks that can
occur. They include MAC spoofing, man-in-the-middle (MITM), identity theft, and
network injection [18]. Every node in the network is typically equipped with a
network interface card (NIC) and a distinct MAC address, which is used for user
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identification. A MAC spoofing attack happens when an attacker alters its assigned
MAC address to conceal its identity or impersonates another node on the network
to eavesdrop traffic and carry out illegal activities such as stealing private infor-
mation; this is referred to as identity theft. The MITM attack involves the attackers
first sniffing the network to capture the MAC addresses of the authorized com-
municating nodes, after which the attacker impersonates the two nodes and estab-
lishes a connection with them to act as a relay between the victims, giving them the
impression that they are communicating directly with one another over a private
connection. Network injection, on the other hand, attempts to prevent networking
equipment such as routers, switches, and access points from functioning by the
injection of fraudulent re-configurable network commands. This is done to shut
down the entire network, necessitating resetting or reprogramming of all net-
working equipment.

2.3.3 Network layer attacks
The Internet protocol (IP) is the major protocol utilized in this layer for the delivery
of packets from the sender to the receiver through a relay router based on IP
address. In this layer, the attacks are focused on exploiting the IP weaknesses and
can be classified into three types namely: IP spoofing, IP hijacking, and Smurf
attacks [13,19]. Similar to MAC address spoofing, IP spoofing is when an attacker
generates a fabricated IP address to conceal their identity or impersonates another
node on the network to conduct illicit activities. This can also waste network
capacity and potentially bring the network down since the network node that
receives packets with a faked source IP address will interact with the same faked
address. IP hijacking is another attack conducted by hijackers to obtain the IP
address of an authorized user to disconnect the authorized user and then imperso-
nate them on the network to access and steal confidential information. Prefix, route,
and border gateway protocol hijacking are the three major types of IP hijacking
attack [20]. A Smurf attack is a type of DoS attack where a significant number of
Internet Control Message Protocol (ICMP) packets are sent to a target or group of
targets from a faked source IP broadcast address with the intention of bringing
down the target’s network upon the receipt of the ICMP packets. The target would
be required to respond which would lead to a substantial amount of traffic in the
network. Firewalls are widely utilized to prevent this attack. It can be utilized to
reject any malicious packets from a fabricated IP address. Another solution,
although not scalable, is to configure each node in the network to not respond to
ICMP requests.

2.3.4 Transport layer attacks
This is the fourth layer and the heart of the OSI model. As mentioned earlier, TCP
and UDP are the two major protocols in this layer. The TCP is a connection-based
protocol that supports the seamless and reliable delivery of segments from one node
to another, such as email delivery and file transfer. UDP is the opposite of the TCP
as it is not a connection-based protocol and does not guarantee the reliable delivery
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of segments from one node to the other, but it has lower overhead and latency. It is
typically used for time-dependent applications which do not demand reliable delivery
of segments, such as IP television, Voice and Video over IP (VoIP). Attacks such as
TCP flooding, UDP flooding, and TCP sequence number predictions are the major
attacks faced in this layer [19]. TCP flooding or Ping flooding is another type of DoS
attack where the attacker sends a significant number of ping requests to a target or
group of targets such as Address Resolution Protocol (ARP) echo requests, and the
target responds by sending ping replies. This will eventually cause flooding for
the target node’s input and output buffers, as well as connection delay, especially if
the ping requests are of a substantial amount. To perform a TCP sequence number
prediction attack, the attacker tries to estimate the TCP segment sequence index of
the source node, fabricates the segment, and then sends it to the target receiver. This
has thus infringed on the integrity of the packet. UDP flooding is similar to TCP
flooding; however, instead of sending ping queries, malicious UDP packets are
delivered to the target node, forcing it to respond to these multiple packets, rendering
the node unreachable to other authorized nodes in the network. A firewall can be used
to defend against this attack as well as to limit the response rate of UDP segments.

2.3.5 Application layer attacks
This is the last layer of the OSI model, but the first layer that the users interact with.
It comprises various protocols such as HTTP, FTP, and SMTP. However, these
protocols expose this layer to several security vulnerabilities. There are five major
application-layer attacks which include malware attacks, SQL injection, SMTP
attack, FTP bounce, Cross-site scripting that can be categorized under HTTP
attacks, FTP attacks, and SMTP attacks [17]. The malware attack is an example of
attacks categorized under the HTTP attacks that include key loggers, backdoors,
worms, viruses, and Trojan horse. A malware refers to any damaging software in
the form of code or script developed by an attacker to interrupt the authorized
transmission or steal confidential data. SQL injection is another type of HTTP
attack commonly used to exploit data-driven systems by inserting malicious SQL
statements to gain unauthorized access to a website. Cross-site scripting is also
another type of HTTP attack where the attacker inserts client-side script into a web
page causing the browser to automatically download malicious scripts when the
user loads the web page, thus allowing the attacker to easily bypass security
restrictions and steal sensitive information such as cookies information and perform
other series of malicious activity [21]. An FTP bounce attack is when an attacker
exploits the vulnerabilities of the FTP protocol using the PORT command to
request port access using a victim’s IP address, acting as a middleman. The SMTP
is the protocol utilized to send emails over the Internet, but lacks encryption for
sensitive information such as user credentials or the original message contained in
the email, which has raised severe privacy issues. The SMTP attack includes
password sniffers, SMTP viruses, worms, and email spoofing [18].

Table 2.2 presents the summary and taxonomy of the major attacks in each
layer of the OSI reference model.
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2.4 Security and privacy in wireless communication

This section presents the various security and privacy issues and vulnerabilities of
the different cellular generations from 1G to 5G.

2.4.1 1G
There are several limitations in the 1G network as mentioned earlier, one of which
is in terms of security. Both the AMPS and TACS did not have authentication and
data encryption because 1G was analog, making it relatively simple for the inter-
ception of calls and the retrieval of the two unique identities, which include the
mobile identity number (MIN) and the electronic serial number (ESN), which can
be utilized to impersonate a device on the network. This can thus lead to an
impersonation attack [22]. However, the first security measure implemented in 1G
to defend against eavesdropping is known as voice scrambling which was used in
Nordic Mobile Telephone (NMT) for both the mobile station (MS) and the base
station (BS). Although, it was not a particularly strong encryption technique, it did
prevent call interception by attackers [23].

2.4.2 2G – GSM
The digital nature of the 2G wireless network enabled the security limitations of the
1G network to be adequately addressed, particularly with the introduction of
cryptography for authentication and the subscriber identity module (SIM) for ver-
ifying user’s identity. However, the 2G network also has security and privacy
issues. For example, spamming is one of the major security issues where attackers
send unwanted messages to victims. Furthermore, the Abis interface, which is the
interface between the BS and BS controller (BSC), is not encrypted. As a result,
audio and signaling signals can be easily intercepted by attackers who can intercept
E1-based communication. Another vulnerability is that the only method operators
can authenticate the MS is through a unilateral process, which leaves the MS with
no way to verify the operator, allowing an attacker to pose as the actual operator
and launch an MITM attack [24]. A fabricated BS can be erected with a higher
transmitting power than the other, making it the most preferred BS for several MSs
to interact with. This can result in session hijacking, which is an attack on network

Table 2.2 Attacks in the OSI layers

OSI layers Major attacks

Physical layer Eavesdropping and Jamming attacks
MAC layer MAC spoofing, MITM, identity theft, and network injection
Network layer IP spoofing, IP hijacking, and Smurf attacks
Transport layer TCP flooding, UDP flooding, and TCP sequence number
Application layer Malware attacks, SQL injection, SMTP attack, FTP bounce,

cross-site scripting
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authentication in 2G, where an attacker may be able to obtain the international
mobile subscriber identity (IMSI) information from the MS [22]. Furthermore,
some of the security solutions deployed in the 2G network were shown to have
serious weaknesses, such as the COMP128 and A5 cryptographic algorithms,
which were used to provide radio-path encryption and user authentication,
respectively [25].

2.4.3 3G – UMTS
The 3G mobile system was developed to overcome the limitations in the 2G mobile
systems including the security issues identified. In the 3G network, security mea-
sure implemented can be classified into five as follows: Network Access Security,
User Domain Security, Application Security, Network Domain Security, and,
finally, Visibility and Configurability Security. This thus provided flexibility and
possible scalability to accommodate new threats. However, with the significant
number of users, the network vulnerabilities were exposed and easily exploited.
They include eavesdropping, access to confidential information, MITM, DoS,
location update spoofing, as well as identity theft attacks [23].

2.4.4 4G – LTE
The 4G network provided security solutions to the security flaws identified in the
previous generation as well as new cryptographic algorithms. The evolved packet
system (EPS) encryption and EPS integrity algorithms as well as the use of 256 bits
were the major security measure that was introduced and implemented in 4G net-
work. Further significant improvement seen in the 4G network as regard to security
includes the utilization of different algorithms and key sizes for the user and control
plane traffic. However, the 4G network is IP-based and utilizes diameter signaling
which made it less secure and very vulnerable against various attacks which include
eavesdropping attacks, TCP flooding attacks, user identity theft, DoS attack,
intrusion attack, address spoofing, GPRS tunneling protocol (GTP)-based attacks,
particularly the backhaul traffic in 4G network. It also has many entry points
including compromised smart mobile devices and access networks [26].
Furthermore, authentication in the 4G network was provided by the EPS-
Authentication and Key Agreement (EPS-AKA). However, it was still susceptible
to various vulnerabilities such as user identity theft and impersonation, computa-
tional overhead, MITM attack, malware spreading, and authentication delay [27].

2.4.5 5G
The 5G network addresses most of the crucial limitations of the earlier generations
while facilitating requirements such as increased data rate and capacity, enhanced
device connectivity, reduced cost and latency, and guaranteed quality of service
(QoS) [28]. However, the 5G network is also faced with security issues due to the
numerous applications and technologies it supports. To evaluate these security
issues, it is imperative to analyze the threats and vulnerabilities of the enabling
technologies.
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2.4.5.1 Device-to-device (D2D) communication
D2D communication allows users to connect directly without the usage of BSs or
access points (APs) [29]. It offers various benefits in terms of spectrum efficiency,
expansion of coverage, increase in capacity, radio resource reusing, management of
power, etc. It is regarded to be the fundamental technology for developing point-to-
point communications to obtain improved coverage and higher data speeds for 5G
user devices [30]. D2D communication is similar to vehicle to everything (V2X)
communication and M2M communication which are also enabling technologies in
5G wireless network. Some of the characteristics of D2D communication include
the following: the utilization of the open-air transmission which is freely acces-
sible, the network comprising mobile phones, exposure of the network architecture,
and the limited resources (bands and channels). These characteristics make the 5G
technology vulnerable to several attacks including eavesdropping, jamming, DoS
attacks, and injection attacks. Although different solutions have been utilized to
combat these attacks. For instance, movement from the eavesdropper was a pro-
posed solution for an eavesdropping attack [29].

2.4.5.2 Network function virtualization (NFV)
NFV is another essential enabling technology in 5G wireless networks, allowing for
customized network slicing across distributed clouds to build programmable net-
works for 5G applications. In other words, it is one of the solutions for 5G auto-
mation in the service provider production environment because it enables service
providers to design network functions such as firewall, Intrusion Detection,
Network Address Translation (NAT), Domain Name Service (DNS), dynamic that
meets Service Level Agreements (SLAs) and service models by implementation in
software running on clouds accessible from a centralized repository [31,32].
Although the NFV technology has numerous benefits, it has security issues which
makes it vulnerable to attacks such as configuration attack, DoS attack, hijacking
attack, penetration attacks, and resource (network slice) theft attacks [33].

2.4.5.3 Software-defined network (SDN)
The SDN, similar to the NFV, allows for a centralized and programmable network
management function in a software-oriented network management platform while
the infrastructure of the network deals with the applications and network service
[34]. This simplifies network control, management, and operation while also
accelerating the development and deployment of network features. However, due to
the fact that the network control is centralized, it makes the controller a bottleneck
for the entire network which can be vulnerable to several attacks including eaves-
dropping, DoS, hijacking, configuration, MITM, and saturation attacks. Saturation
attack also known as malware spreading attack, where if a malicious application is
to be granted access, it can easily spread throughout the network [33].

2.4.5.4 Massive MIMO
Massive MIMO (mMIMO) is also known as an extensive antenna system where a
base station is equipped with more than 100 antennas’ elements that would be
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utilized to service a significant number of users simultaneously with a frequency
band. It is one of the core enabling technologies of the 5G wireless network,
improving its data speed and bandwidth efficiency while servicing a significant
number of users [35]. Some advantages of this technology include lower latency
and energy usage, simplified MAC layer, and increased capacity because of spatial
multiplexing. mMIMO is vulnerable to majorly eavesdropping attack which can be
either passive or active [24].

2.4.5.5 HetNet
HetNet is one of the solutions proposed to enhance the 5G network and it encom-
passes key elements such as small cells, mMIMO, mmWaves, and D2D commu-
nication [36]. The deployment of low-power base stations or small cells was
proposed as a method to densify the network due to the increasing need for high
data rates to operate applications. This would result in higher spectral efficiency as
well as reduce the power consumption of mobile phones due to its communication
with nearby small cells. Modern methods of data transmission used by small cells
in 5G wireless network include beamforming, millimeter wave, and MIMO. HetNet
is vulnerable to several attacks including eavesdropping, DoS, jamming, MITM,
and hacking attacks [37].

From this brief review of the key enabling technologies in 5G wireless net-
work, it can be seen that they are all vulnerable to different attacks, particularly
eavesdropping attacks, based on their features, thus making the 5G network itself to
be vulnerable. The taxonomy of these various attacks in cellular communication
across the generations are presented in Table 2.3.

Table 2.3 Taxonomy of attacks in cellular communication

Attacks 1G 2G 3G 4G 5G

Eavesdropping � � � � �
Jamming � � � � �
Identity theft & impersonation � � � � �
Spamming � � � � �
Fabricated BS � � � � �
MITM � � � � �
DoS/DDoS � � � � �
Spoofing � � � � �
TCP or UDP flooding � � � � �
Malware � � � � �
Injection � � � � �
Sniffing � � � � �
Hijacking � � � � �
Configuration � � � � �
Network slice theft � � � � �
Penetration � � � � �
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2.5 Emerging wireless communication systems

This section presents and discusses the different emerging wireless communication
system as well as provides a brief review of different research works that have
considered these technologies and systems.

2.5.1 Low-cost IoT devices
Internet of Things (IoT) simply refers to a connection of physical objects, such as
microwaves, doors, fans, and lighting integrated with electronic sensors and soft-
ware to allow collection and sharing of data using a communication protocol. The
collected data are sent to the server or microcontroller for further analysis which
then processes the information to derive knowledge and translate them into a par-
ticular action [38]. One of the requirements of an IoT system is low cost which can
be met using boards based on Alf and Vegard’s RISC (AVR) processors including
the Arduino as well as the ESP8266 board. These boards widely utilized several
applications and systems including GPS trackers, home assistants, inventory man-
agement system, and can be configured with the Arduino Integrated Design
Environment (IDE) [39]. The Arduino microcontroller, however, was seen to be the
least expensive when compared with other latest existing microcontrollers [40]. The
different types of Arduino boards as well as the working principle have been
reviewed in [41]. To fully comprehend the potential of IoT, it is imperative to
examine its convergence with the 5G wireless network which among other things,
offers to manage the complexities of IoT such as scalability, wider coverage, back-
haul connectivity, cost, and installation, accomplished using the 5G enabling tech-
nologies [42]. It is estimated that there would be a significant number of connected
IoT devices that would produce enormous amounts of data and this has led to the
development of an architecture known as the 5G I-IoT model, that is, the convergence
of 5G, AI, and IoT [43]. This has found application in critical services such as remote
healthcare, VAR, drones, security surveillance, and autonomous cars as shown in
Figure 2.3. However, security is the major challenge faced by the 5G I-IoT envir-
onment due to the openness of the network and the lack of robust security schemes
[43]. As a result, the 5G I-IoT environment is vulnerable to several attacks including
eavesdropping, replay, MITM, impersonating, and malware attacks [43].

2.5.2 Ultra-reliable and low latency communications
(URLLC)

The URLLC is one of the key application scenarios in the 5G New Radio (NR)
defined by the International Telecommunication Union (ITU-R) along with eMBB
and massive machine-type communication (mMTC) to satisfy the requirements of
several mission-critical applications, such as remote healthcare, drone-based
logistics, factory automation, smart grid, autonomous cars, VAR, and AI-based
personal assistants, among others, that require low latency, better reliability, high
connection density, higher throughput, and scalability [44,45]. Figure 2.4 shows the
various applications as well as the key requirements of URLLC.
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Ultra-reliability and reduced latency are the two key requirements of the
URLLC. Where reliability is the capability to transmit a specific volume of packet
with high success rate within a particular period, latency refers to the delay in an
accurate transmission from the source to the destination [47]. In other words,
latency is the time required for a packet to make a round-trip across the network. It
is classified into User Plane Latency (UPL) and Control Plane latency (CPL). The
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UPL is the required time taken between when the sender transmits the packet to
when the receiver receives it and according to the ITU-R, the minimum require-
ment of UPL in URLLC is 1 ms, assuming unloaded conditions with small packets
for both uplink and downlink [47]. The CPL, on the other hand, is the time taken
between when the user equipment (UE) changes status from idle state to active
state. According to the ITU-R, the minimum requirement of the CPL is 20 ms, but
less than 10 ms is most preferred [47].

Security challenges associated with most URLLC applications are also critical,
as an attack can have disastrous consequences. For example, if a remote surgeon’s
communication is hijacked by an attacker, the entire communication will not only
slow down but the patient’s life is also endangered. The major attack in the URLLC
application scenario is the eavesdropping attack which is an attack on con-
fidentiality and privacy. To ensure confidentiality and protection against eaves-
dropping attacks, cryptography algorithms have been widely used in traditional
networks. For URLLC, however, these cryptography algorithms are not efficient
and may affect the two key requirements of URLLC due to the high-intricacy signal
processing used for encrypting and decrypting. Key distribution may cause an
additional delay in some application scenarios [5]. The physical layer security
(PLS) has been proposed and demonstrated to be a potential solution for protecting
against attacks in 5G URLLC network such as eavesdropping attacks because
unlike cryptography, PLS does not require a key exchange for encryption and
decryption [5].

2.5.3 eMBB
The eMBB is another key application scenario in 5G NR and an extension of the
4G broadband service. eMBB is concerned with the provision of increased data
rate, enhanced connectivity and mobility. High throughput is the key requirement
of eMBB which is to increase data rate while ensuring reasonable accuracy with a
packet error rate (PER) of around 10�3 [48,49]. Throughput is generally referred to
as the rate at which information is successfully delivered over a channel. It is
affected by various factors such as channel type, network protocol, user density,
packet loss, power, latency, and bandwidth [48]. Different techniques have been
utilized to improve mobile broadband [50]; however, three strategies – broadband
expansion, cell density expansion, and spectral efficiency increase – were utilized
to increase the throughput of the 5G network [48]. To increase the bandwidth, the
5G network utilized the millimeter wave band and adopted flexible TDD as well as
full duplex schemes. To increase the cell density, increased cell density was
adopted as well as a heterogeneous network which include small cells. To enhance
the efficiency of the spectrum, low-density parity-check (LDPC) codes as well as
mMIMO were adopted. Figure 2.5 shows the various applications as well as the key
requirement of eMBB.

For eMBB, two major security issues are associated with it. They lack ade-
quate monitoring system and user privacy leakage [51]. The eMBB applications
such as 4K/8K high-definition video streaming, and VAR-based mobile roaming
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immersive services produce an enormous amount of traffic which makes it difficult
to monitor using security nodes including Firewalls and Intrusion Detection sys-
tems [51]. Furthermore, user privacy leakage can occur due to the openness of the
network as these services and applications supported contain users-sensitive
information including device identification and address identification.

2.5.4 Massive machine-type communication (mMTC)
mMTC, another key application scenario defined by the ITU-R, is also known as
massive M2M (mM2M) communication that supports a significant number of
devices to directly communicate with one another or to access the Internet with or
without any human inputs [48]. Connection density and network energy efficiency
are the two key requirements of the mMTC with the aim of connecting a significant
number of low-rate energy-saving devices, also known as machine-type devices, to
cellular network [46,52]. Figure 2.6 shows the various applications as well as the
key requirements of mMTC.

Connection density, in this context, is concerned with the capability of the 5G
network to support a very large number of device connections to the Internet,
particularly IoT devices while network energy efficiency is the capability of the
radio access technology (RAT) to reduce the consumption of energy of the radio
access network (RAN) in respect to the generated amount of traffic. Various
techniques have been proposed and developed to satisfy these requirements.
However, similar to the other scenarios, the mMTC is also vulnerable to various
threats and attacks which include fake terminals, modification attacks, eavesdrop-
ping attacks, and remote control due to the simplicity of the IoT devices and weak
security protection capabilities [51].
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2.6 Application of AI and ML to wireless security
system design

In this section, AI and ML are introduced and a brief review of the application of
AI and ML to the security aspect of wireless communication is carried out. As
illustrated in Figure 2.7, AI is a vast field that covers both ML and deep learning
(DL). AI is a general phrase that refers to computer intelligence that may replicate
human intelligence and abilities including learning, reasoning, decision-making,
perception, and problem-solving [48].

ML, on the other hand, is a subset of AI with a focus on extracting knowledge
from a significant amount of data. It refers to the capability of machines to learn
without being explicitly programmed. AI and ML have proven their effectiveness
in various fields including medicine, education, engineering, transportation,
industrial robotics, agriculture, etc., for their high accuracy in terms of classifica-
tion, identification, and automation. Similarly, AI and ML have been utilized to
develop, simulate, and implement several efficient and effective security algo-
rithms to defend against various threats and attacks [53].

ML was applied for detecting jamming attack in [54] for wireless IoT networks
using the received signal strength indication (RSSI) data from both simulation and
real networks where the results obtained after analysis showed that the proposed
model achieved high accuracy with no communication cost or overhead for nodes
in the network. Similarly, the work [55] used ML for the detection of distributed
DoS (DDoS) for consumer IoT devices where results showed that routers or other
intermediary nodes can detect sources of the DDoS attack automatically using the
proposed low-cost ML algorithm.

Furthermore, the work [56] proposed an ML-based antenna design scheme to
enhance the security of IoT network where the simulation results obtained showed
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that the proposed scheme is suitable to be applied in PLS communication in which
signal-to-noise ratio (SNR) of wiretap channels is decreased while ensuring reliable
communication on the major channel thus preventing the leakage of information.
The work [57] proposed a model that can detect abnormalities in an IoT network
using deep neural network (DNN) with chicken swarm optimization (CSO) where
results showed that the proposed model is highly accurate with better detection rate
compared to other models. An ML-based security approach was proposed in [58]
for autonomous IoT systems to achieve optimal energy efficiency and better reli-
able transmission. Results showed that the proposed model optimized the network
performance, achieved fault–tolerant data transmission, and accomplished network
confidentiality against adversaries using a cryptography-based deterministic algo-
rithm. Further reviews of AI- and ML-based techniques for the security of IoT
systems were presented in [59,60] against various threats and attacks including the
future challenges when employing these techniques.

A generative adversarial network (GAN), an unsupervised learning scheme,
was utilized in [61] to secure wireless sensor network middleware. Results obtained
showed that the algorithm improves the data accuracy and ensures protection from
adversaries with less energy, and throughput compared to other conventional
schemes. Similarly, the work [62] reviewed the AI applications for intrusions
detection in software-defined wireless sensor network (SDWSN) where it was
shown that AI techniques are effective techniques that can be used in SDWSNs to
defend against malicious attacks. Further reviews of the security of IoT and WSNs
against various threats and attacks using ML techniques are presented in [63].

In [64], the constraints of traditional cryptographic and physical layer
authentication solutions, such as low dependability, increased latencies, and
security overheads, led to the application of ML for intelligent authentication in 5G
and beyond wireless networks. Similarly, the work in [46] investigated the ML
contributions to satisfying each target requirement of the 5G network, particularly
the 5G use cases. The research showed that ML can be utilized as a solution
mechanism to solve some of the impending issues in the 5G-and-beyond network.
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Furthermore, the work [53] presented the AI- and ML-driven applications for the
security of the 5G network, their challenges as well as future research
recommendations.

From the brief review, it can be seen that both AI and ML have been proven to
be effective solutions to the security issues in wireless communication, particularly
in IoT, WSNs, and mobile communication systems, against adversaries such as
eavesdropping attacks, DDoS attacks, intrusion attacks, and jamming attacks. It
was also seen that these learning-based techniques are energy-efficient while
ensuring confidentiality without security overheads and can be applied to the
security of future wireless communication systems. However, there are gaps to fill
in this research area.

2.7 Security issues and challenges in future wireless
communication systems

The future wireless communication system, that is, the 5G-and-beyond network or
simply 6G wireless network, is faced with different security threats and attacks.
This section presents these issues and challenges as well as proffers further research
directions.

The 5G wireless network addressed the limitations of the previous network
generations by facilitating increased reliability, ultra-low latency, connection den-
sity, increased throughput, network energy efficiency, and low IoT devices using
the key application scenarios as discussed in Section 2.2. However, the 5G wireless
network is also insecure due to the numerous applications and enabling technolo-
gies such as NFV, SDN, HetNet, M2M, and D2D communication, that it supports.
They are vulnerable to different attacks including eavesdropping, MITM, imper-
sonation, hijacking, malware, and sniffing attacks to mention a few. This motivated
the interest of researchers and other stakeholders who have tried to propose algo-
rithms to defend against these attacks. This include the use of the PLS technique to
protect against eavesdropping attacks instead of cryptographic algorithms which
are not efficient. However, there are still gaps to fill in this research area.

A glimpse into the future presents the 6G wireless network which promises to
have a radio latency as low as 0.1 ms, one-tenth of the 5G network, and supports
both underwater and space communication [65]. There is a plethora of advantages
that the 6G wireless network has over the existing 5G network. Figure 2.8 shows
the emerging use cases for the 6G wireless network.

The 6G network has numerous security issues and challenges as a result of the
key-supported technologies and applications that are discussed as follows.

2.7.1 AI
AI, as discussed earlier, is a very broad field that has so many applications in
various aspects of our daily lives. Specifically, AI is commonly regarded as one of
the important technologies in the future wireless networks [65]. For a complete
autonomous network, the 6G network depends on AI. Therefore, threats and attacks
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against AI systems, especially ML-based systems such as a poisonous attack,
model manipulation, data manipulation, data injection, membership inference, and
logic corruption attacks, would also affect 6G [66].

2.7.2 Molecular communication (MC)
MC is one of the key technologies in 6G network that enables information trans-
mission using biochemical signals which is a solution to allow introduction of human
in-body nano-networks under the scope of Internet of nano-things [67,68]. In MC,
information is encoded using the concentration, release time, and type of molecules.
Also, the propagation from the source to the destination can be passive, involving
only molecular diffusion, or active, involving diffusion–advection and molecular
motors [68]. Various threats and attacks have been identified at several levels of MC
which include Jamming, flooding, and desynchronization attacks [66].

2.7.3 Quantum communication (QC)
QC is one of the technologies with promising applications in the 6G wireless net-
work. Enhancement of security as well as the accurate delivery of transmitted data
is one of most significant advantages of QC where if an attacker tries to interfere,
interrupt, or modify the data, the quantum state would be affected; thus the receiver
would be aware if interference has occurred [66]. QC offers a lot of solutions and is
suitable for long-distance communication. However, it is not a universal remedy to
all security threats and attacks as it is vulnerable to quantum cloning attacks and
quantum collision attacks [69].

2.7.4 Blockchain
Blockchain technology is another technology that will unveil the potential of 6G
network. It has a wide range of possible applications, some of which include
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spectrum sharing, distributed ledger technology, and network decentralization [66].
The blockchain technology is regarded as an essential technology for establishing
trust in future wireless networks, and it has found applications in smart contracts,
national ID systems, censorship resistance systems, bitcoins, healthcare systems,
and other areas [70]. However, the blockchain technology also has several security
issues, which include 51% attacks, forking issues, eclipse attacks, application bugs,
short address, timestamp dependence, scalability issues, regulatory issues, and
integration issue related to network access management, communication proce-
dures, and authentication [71].

2.7.5 Terahertz (THz) technology
mmWave bands have been extensively used to satisfy the demands of the 5G net-
work, but they are insufficient for the 6G network due to increased transmission
rate demand. Additionally, the radio frequency is nearly exhausted and cannot be
used for future wireless networks. As a result, the terahertz communication, which
operates in the 0.1–10 THz band, has been proposed to be used for future wireless
communication. Due to numerous benefits of the 6G wireless network which
include supporting data rate of up to 100 Gbps or higher, minimized attenuation
through certain materials and because of its narrow beam and short pulse duration,
THz can be utilized to minimize the probability of eavesdropping. However, there
are other security challenges in THz wireless communication as the technology is
susceptible to access management attacks [69].

2.7.6 Visible light communication (VLC)
The VLC, a technology that utilizes visible spectrum light waves to transmit signals
with wavelength range of 380–750 nm, is another emerging technology that can be
employed to address the ever-increasing demand for wireless connectivity in future
wireless communication systems [72]. The benefits of the technology include the use
of unlicensed frequency with free-of-charge optical bandwidth, cost effectiveness,
longevity, and energy-saving. VLC is thought to be more secure than other wireless
technologies since its coverage is restricted to devices that are open to light, implying
that it has fewer security weaknesses than radio frequency [72]. The VLC is also
facing some security and privacy challenges which include eavesdropping attacks and
jamming or data modification attacks [69]. Further reviews of the security issues and
challenges in the 6G wireless network can be seen in [65,69].

2.8 Conclusions and recommendations

Wireless communication is one of the most successful technologies that has
impacted our daily lives. This chapter has presented the historical description of
wireless communication focusing on the mobile generations from 1G to 5G as well
as the various security and privacy issues and vulnerabilities. The emerging wire-
less communication systems in the 5G wireless network have also been discussed
and the application of AI and ML to wireless security design has been reviewed.
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The various security issues and challenges in the 6G wireless network based on the
key technologies have been briefly reviewed. The review on the security issues and
challenges has shown that both 5G and 6G are vulnerable to threats and attacks.
Although some key highlighted technologies such as AI, THz, and QC have been
utilized to defend against some security threats and attacks such as eavesdropping
attacks, however, these technologies are also vulnerable to several attacks.

In the future work, further research issues which can assist the global com-
munities to achieve improved security for the 5G wireless network and beyond
have been identified and elaborated. Some efforts on potential solutions to these
several attacks are yet to meet the requirements of future wireless communication
networks as the current security protocols are limited in terms of efficiency, over-
head information, robustness, and would be unable to handle massive connections
and large amount of data as the authentication mechanisms requires a longer period
to complete preliminary authentication. Further research especially in the following
areas is therefore recommended:

1. The development of novel delay-sensitive and robust protocols for security and
privacy against different attacks across all the OSI layers of the 5G-and-beyond
network.

2. The modification and optimization of existing security protocols to meet the
fast pace requirement of the 5G-and-beyond wireless network as well as
dynamic nature of the attacks across all the OSI layers.
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Chapter 3

Artificial intelligence-enabled security
systems for 6G wireless networks: algorithms,

strategies, and applications
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Abstract

With incredibly complex and diverse requirements, 6G is anticipated to support the
extraordinary Internet of Things advances. To effectively satisfy a wide range of
requirements, space–aerial–terrestrial–ocean, interconnected three-dimension net-
works are what 6G intended to utilize various slices. This made it possible by new
technologies and paradigms to increase the system’s flexibility and intelligence.
Because 6G networks are getting more sophisticated, varied, and dynamic, it is
incredibly challenging to accomplish good resource utilization, a seamless user
experience, autonomous administration, and orchestration. In addition, big data
processing methods, computing capacity, and rich data availability have all pro-
gressed. Hence, applying artificial intelligence (AI) to address complicated 6G
network difficulties is natural. Therefore, this chapter comprehensively reviews
AI-based enabled security for 6G wireless networks. The chapter begins by out-
lining the concept of an AI-enabled 6G system, the motivations behind integrating
AI-enabled security systems into 6G, and state of the art in AI-based security systems
models in the 6G network. It then fully explored how to apply AI-enabled security
solutions to important 6G network concerns such as smart traffic regulation,
cybersecurity, administration and orchestration, and network optimization are all
examples of network optimization. Lastly, we highlight major outstanding issues to
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spur continued research toward a 6G network that is sophisticated, efficient, and
secured.

Keywords: 6G wireless communication technology; Artificial intelligence;
Internet of Things; 3-dimensional network; Security; Privacy

3.1 Introduction

Worldwide technology and industrial transformation are advancing in the modern
world. The increasing use of the latest generation current expertise, such as the
Internet of Things (IoT), artificial intelligence (AI), blockchain technology,
extended reality (XR), augmented reality (AR), and virtual reality (VR), has
resulted in the creation of the 6G technological system [1]. The growth of 6G will
greatly influence communications cleverness progress, building on the foundation
of 5G [2]. This consists of deep connectedness, holographic connectivity, intelli-
gent connectivity, and universal connectivity.

Without being constrained by current network models or technology, 6G will
investigate novel communication techniques. It incorporates compatible new ideas,
architectures, protocols, and fresh approaches to support current and next
generation challenges. The 6G system specifically entails smart connectedness,
deep interconnection, holographic, and pervasive connectivity [3]. All commu-
nication system intelligence is reflected in intelligent connectivity: the intelligence
of the connected object, the intelligence of the network components and archi-
tecture (the terminal device), and the data transmitted to enable the smart facility.
Deep sensing, knowledge, and thinking are all correlated with deep connection.
Holographic communication is one of the traits of holographic connectedness (and
whenever), continuous, high-fidelity coverage of AR, VR, and XR. A link with
ubiquitous connectivity covers all surfaces and the space in several dimensions
[4,5]. Local, mobile cellular, ocean, satellite, and other undefinable networks will
all be merged to form the 6G network [6].

Even though 5G commercialization remains in its early phases, relevant
technological elements still need to be improved. Additionally, issues involving the
implementation of the IoT and vertical industries should be considered. It must also
proactively anticipate the communication requirements of the coming information
society and begin researching the concept and technology for the upcoming mobile
communication system [7]. A 6G wireless service infrastructure must give
incredibly high speed, increasing capacity, non-proximity, computer disaster fore-
casting, VR, and persuasive medication to enable new applications. Given the prior
control of mobile networks primarily based on the present 5G structure, the first 6G
links leverage the features of 5G. For example, the increase in permissible fre-
quency ranges improved the layout of a decentralized system and altered how we
play and do our activities [8,9]. Furthermore, most audiences will likely be
impacted by data around 2030, enabling instantaneous and unrestricted wireless
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connectivity [10]. Hence, 6G should advance present wireless expertise and
achieve scheme enforcement.

Conventional AI methods, particularly machine learning (ML) and deep learning
(DL), have gained traction as a result of successful deployments in sectors such as
computer vision, automated speech synthesis, and natural-language processing (NLP)
have recently attracted significant attention from academia and business [11].
Numerous academics aim to integrate AI into mobile network systems in response to
the enormous success. As an indication, ML/DL has been applied to radio interfaces,
such as the physical layer and upper layers of cognitive radio, resource management
[12], link adaptation [13], and modulation mode identification [14,15].

Implementing ML at the physical layer can make radio parameterization,
resource management, and interference reduction easier. A thorough examination
of AI-based models in wireless networks was conducted, highlighting how well
suited conventional mathematical model-based design methodologies are too data-
driven AI-based methods. Additionally, AI-based models have increased network
intelligence and can lessen the difficulty of managing and optimizing networks
[16,17]. Contrary to the widely used traditional optimization techniques in message
systems, AI-based solutions can automatically get better at what they do through
data-based training. According to earlier research, ML technologies can strengthen
mobile networks from a variety of angles, including network optimization [18],
reasoning radio systems [19], and sensor networks [20,21].

The works recently made clear the idea of AI-based models allowing a 6G sys-
tem [22]. However, neither of the two studies comprehensively analyzes the common
network problems that AI can solve. Furthermore, most available research does not
provide precise directions on how, when, and where to use various AI approaches to
tackle typical mobile system challenges. No comprehensive study explains how to
apply AI-based frameworks to boost mobile networks and attain 6G ambitions.
Moreover, various review studies have not comprehensively explored the problems of
AI-based models enabled by 6G technology. Therefore, this study examines how AI
is being applied to mobile carriers as they progress toward 6G. The study attempt to
evaluate the importance of launching concept and technology development for the
6G mobile communication technology straightaway.

3.1.1 Contribution
The study has the following contributions:

(i) The present study provides the latest and cutting-edge information on AI
integration-based models enabled with 6G technology.

(ii) The study examines the benefits and drawbacks of common AI-based strate-
gies to enhance network performance by analyzing the most recent literature
and resolving numerous complicated network issues in dynamic situations.

(iii) The study concludes by identifying AI-based security and privacy challenges
in 6G wireless communication technology.

(iv) The future directions in AI-based models enabled 6G mobile communication
was also discussed.
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3.1.2 Chapter organization
Section 3.2 presents an overview of the 6G of the wireless communication network.
Section 3.3 discusses the security and privacy issues with 6G wireless commu-
nication and prospective attacks. Section 3.4 presents AI-based security and priv-
acy for 6G wireless communication technology. Section 3.5 discusses the future
directions of AI-based security and privacy for 6G wireless communication tech-
nology, and Section 3.6 finishes the chapter by discussing research gaps.

3.2 Overview of 6G technology

The primary forces behind 6G come from more than just the difficulties and per-
formance constraints that 5G brings but also from the fundamental change brought
on by technology and the ongoing development of wireless networks. Fundamental
6G necessities created by industry revolutions and intelligent transportation net-
works include mobile ultra-broadband (uMUB) is prevalent, as are ultrahigh-speed
with low latency connectivity (uHSLLC) and extreme high traffic capacity carriers
(uHDD). The existing 5G network is facing significant difficulties as a result of the
network features of virtual world system services, such as the mixing of virtual and
real worlds and real-time interaction. Research on generic information theory and
tailored transmission technologies must be done to fulfill these 6G application
requirements and idea-driven network technology founded on underlying concepts
and enabling tools.

Emerging telecommunication, sensing, and computing end-to-end codesign are
necessary for uMUB, uHSLLC, and uHDD services. They stimulate the fusion of
photonics and AI, giving rise to two 6G-enabling technology contenders: cognitive
radio based on photonics and computational holographic radio. There are now two
potential 6G system architectures: (1) the full-spectral, all-photonic, integrated, and
multipurpose radio access networks (RAN) and (2) laser-millimeter wave
(mm-wave) converging at 100 Gb/s, hyperspectral, space-terrestrial integrated
network. Although 5G was launched commercially around the end of 2019, several
nations and organizations are conducting 6G research at the moment. For example,
the Telecommunication Standardization Union launched the Network 2030 focus
group in July 2018 to explore the advancement of techniques and plans for 2030
and beyond. New holographic multimedia, operations, system architectures, and
Internet Protocol (IP) are being developed for some of the 6G concepts proposed by
Network 2030 [23,24].

5G has issues in a variety of areas. While URLLC is supported by the 5G
wireless technology, short packet, sensing-based URLLC functions, which are a
disadvantage, restrict the provision of elevated, reduced solutions at huge data
volumes speeds like in AR, XR, and VR. Applications for the IoT will need to
converge on functions for communication, sensing, control, and computing, which
5G has generally failed to consider. A recent study by Rethink Technology
Research of 74 mobile providers found that the unpredictability of the pricing and
management of the virtual network function is one of the barriers to the commercial
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implementation of superior technologies. The price of fresh development in RAN
hardware resources, a lack of faith in the platform’s durability, and so on.

More so than many industry analysts, the implementation of virtualized RAN
(vRAN), as anticipated a few years ago, is significantly later than other networking
devices. The primary challenges to widespread vRAN deployment have been vendor
hesitation and the fronthaul problem. Beginning with 4G, supervisors sought to link the
baseline and distant radio units. However, the transition from the traditional upgraded
radio broadcast platform appears to fall well short of this expectation goal [25].
Therefore, a new 6G network architecture is necessary to satisfy the aims of low
latency with high data rates, connectivity, sensor convergence, and open engagements.

From 2030 forward, the health business will be dominated by the promised 6G
communication technology. It will rule a variety of industries in addition to the
health industry. Healthcare is one of the many industries that 6G is predicted to
transform. The future of healthcare will be AI-powered and relies on 6G con-
nectivity technology, transforming how we view lifestyle. The main obstacles to
health care today are time and distance, which 6G can remove. Additionally, 6G
will demonstrate its potential as a game-changing medical technology.

The authors in [26,27] reveal the problems and difficulties with 6G con-
nectivity technology. 6G communication technology has already been launched in
several nations for timely implementation. First, the 6G initiative began in Finland
in 2018 [28]. Second, the United States announced the 6G plan in 2019 in South
Korea and China [29]. Third, Japan started a 2020 6G innovation effort [30].
Numerous algorithms have also been created for 6G [31]. Launching the 6G project
is now crucial to prevent slipping below competitors’ nations [32]. B5G, on the
other hand, has yet to be created, and 5G technological advancement is yet to be
developed and completely adopted internationally. To alter current lifestyles,
society, and industry, 5G and B5G will have several downsides. For instance, the
decreased data rate prevents it from allowing holographic communication.
Therefore, now is the greatest time to think about the possible applications of 6G
communications technologies in the future.

Sixth-sense communication is the foundation of 6G communication. The
technology will be three-dimensional, especially in terms of time, space, and fre-
quency. A communication system powered by AI-based models will be 6G. High
data rate (about 1 Tbps), high working recurrence (around 1 THz), short start-to-
finish delay (around 1 ms), and low latency are requirements for 6G communica-
tion technology, and consistently good quality (10–9), high portability (1,000 km/
h), and a frequency of 300 mm [33]. Additionally, enhanced augmented simulation
and holographic communication will benefit intelligent communications networks.

With the aid of developing innovation, 6G will provide 3D forms of assistance;
blockchain, AI, distributed computing, and edge innovation, for instance [34]. The
6G communications system will be all-encompassing and interconnected. Using
device-to-device, LEO, and satellite technology connectivity, 6G will provide further
and more widespread integration [35]. The five major designing future 6G networks
technology under spectrum management is carrier aggregation (CA), CR, small cell,
high-spectrum access, and M-MIMO [7], as shown in Figure 3.1.
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The communication corporation will receive a combined calculation, route, and
detection from 6G. 6G will handle the privacy, secrecy, and preservation of the huge
amounts of data created in the safety domain by billions of smart technologies. The
phrase “smart devices” will be replaced with “smart devices.” Intelligent gadgets
require rapid URLLC connections. The operational speed is 1 THz, the data rate is
1 Tbps, the frequency is 300 m, and the flexibility range is 1,000 km are essential
components of 6G technology [32]. For time, frequency, space, and oscillation, the
6G configuration is 3D. For 6G communication, the end-to-end latency, radio-only
delay, and processing delay are each � 1 ms, � 10 ns, and � 10 ns, respectively
[36]. Since AI drives 6G communication technology, it necessitates massively broad
bandwidth machines (mBBMT), massively low latency machines (mLLMT), and
broad mobile bandwidth and low latency (MBBLL) [37]. Ten developments in 6G
communication are the main emphasis of the authors in [38]. The authors of [39]
presented their concept for AI in 6G communication. The authors of [24] similarly
concentrate on further-enhanced portable broadband (FeMBB), exceptionally trust-
worthy and low-latency connections (ERLLC), ultra-massive machine-type con-
nectivity (umMTC), lengthy and elevated communication systems, and very minimal
connectivity.

3.2.1 6G technology requirements
The peak data speed, data transfer rate received by users, region traffic availability,
and frequency and energy efficiency are the main performance parameters for
assessing 6G wireless networks (or traffic capacity in space), mobility, latency, and
connectivity density [24]. The specific technological objectives comprise the
following:

● An ultimate data throughput that is at least 1 Tb/s [40], or one hundred times
faster than 5G. For some unique situations, such as THz wireless front- and
backhaul (x-haul) [40], up to 10 Tb/s of peak data rate is anticipated.
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Figure 3.1 Challenges with spectrum management
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● 1 Gb/s user-experienced data rate is 10 times quicker than 5G. A data rate of up
to 10 Gb/s as perceived by the user is also anticipated in specific circum-
stances, for example, indoor hotspots.

● Over-the-air latency of 10–100 s and rapid mobility ($1,000 km/h). This will
offer a satisfactory QoE in the circumstances such as hyper-HSR and aircraft
systems.

● Ten times the connection rate of 5G. For instances such as hotspots, this will
reach up to 10 devices/k 7 2 m and an area traffic ability of up to 1/Gb/s m2.

● 5–10 times the measures of the effectiveness of 5G and 10–100 times the
energy performance.

6G will provide expanded network features to address common scenarios and
services in the advanced information environment of 2030. The Terahertz (THz)
band, AI, 3D connectivity, unmanned aerial vehicles (UAV), and wireless trans-
mission are all examples of optical wireless communication (OWC) and are the
most critical innovations that will power 6G. Many fascinating technologies have
the potential to make 6G possible. Here, the emphasis is on a few 6G technological
solutions that could materially improve mobile carriers’ businesses in terms of
revenue generation and business expansion. To fulfill all of these demands and the
long-term goal, the combination of societal needs and mobile communication
systems would be the primary drivers surpassing present mobile communication as
a result of the revolutionary change technologies and the advancements in tech-
nology that enable those demands. When taken as a whole, these elements present a
compelling case for future wireless network borders. Cognition, reliability, flex-
ibility, and protection are all attributes of terrestrial mobile networks and are not the
only benefits of 6G mobile technology. They will enable the incorporation of
satellite telecommunications to create a global mobile network, in keeping with
the requirement for a genuinely international wireless network presence [41].
Therefore, several important solutions have been researched in terms of the 6G
technology vision, specifications, criteria, and anticipated technology [42,43].

To achieve the 6G goals, move past 5G restrictions, and support new chal-
lenges, mobile communication systems need to be improved with cutting-edge
features for 5G and beyond. The 6G system will reduce the 5G scheme lag by
adding a unique set of technologies. Future mobile networks are also anticipated to
evolve as a result of three planned characteristics. However, they would not be
prepared for 6G. Examples of these characteristics include the Internet of Nano
Things (IoNT), the Internet of Bio-Nano Things (IoBNT), and quantum con-
nectivity [5,44]. Unfortunately, most recent articles also lack consideration of
technologies exceeding 6G (such as IoNT, IoBNT, and quantum connectivity). The
most recent research that examines advancements in several 6G domains is shown
in Table 3.1.

Although various studies have thoroughly evaluated the domain 6G, despite
the limited investigations that have been undertaken, little or no former study has
comprehensively surveyed the security and privacy of advances in 6G technology
research. As a complement to earlier research, this study systematically reviews the
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Table 3.1 Research that examines advancements in 6G technology

Authors Research area Significant contributions and future
directions for research

Nayak and Patgiri (2020) [27] Key problems
and constraints

The problems and difficulties that 6G
technology may confront in the future
are highlighted.

Chowdhury et al. (2020) [45] A few challenging problems are intro-
duced together with the anticipated 6G
coming technology. Moreover, the
prerequisites, prospective technologies,
and projected applications are
discussed.

Yaacoub and Alouini (2020)
[46]

Networks for
access,
fronthaul, and
backhaul

It conducted a survey of technology for
connecting rural communities. Techni-
ques for access/fronthaul and backhaul
are also explored. The evaluated tech-
nologies’ energy needs and cost
effectiveness are also looked at.

Tomkos et al. (2020) [47] Vision of 6G for
edge computing

Investigations are conducted on the
development in addition to the inte-
gration of 5G and IoT advancements
toward 6G networks. Attempts to make
the case that 6G must be human-
centric, with safety, confidentiality, and
privacy as top priorities components. A
structured framework, necessary tech-
nology, and difficulties are described to
accomplish this vision.

Giordani et al. (2020) [4] Use-cases Outlines several possible use case
scenarios and important technological
developments that have been identified
as allowing 6G usage scenarios.

Chen et al. (2020) [48] Literature
review

This paper aims to emphasize the ways of
solving 6G communications network
range, scalability, data rate, and mobility
challenges through a complete 6G debate
based on an examination of SG advances.

Liu et al. (2020) [49] Literature
review

The article offers a logical mobile
network architecture while defining
vision, novel application situations, and
critical functionality criteria.

Gui et al. (2020) [37] Literature
review

An outline of the main 6G concerns,
such as essential services, use cases,
demands, novel approaches, designs,
and typical application situations,
obstacles, and future paths.

Saad et al. (2019) [5] Literature
review

Regarding use applications, technolo-
gical breakthroughs, service kinds,
requirements, and the naming of spe-
cific supporting technologies and open

(Continues)
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Table 3.1 (Continued)

Authors Research area Significant contributions and future
directions for research

research, the 6G vision is detailed
below problems.

Tariq et al. (2020) [50] Literature
Review

The article speculates on potential
innovative solutions that might offer
the enormous breakthroughs required to
enable 6G, expanding the 5G concept
to more ambitious potential trends.

Bariah et al. (2020) [51] Systematic
review

A detailed analysis of the 6G require-
ments, visions, obstacles, and unre-
solved research questions, highlighting
seven (7) disruptive technologies: the
Tactile Internet, back-scatter optical
wireless connectivity, customizable
conceptual, drone-based connectivity,
millimeter wave (mmWave)
communications, and others.

Wang et al. (2020) [52] Channel The article examines measurements and
models for 6G wireless channels that
span all signal frequencies, applica-
tions, and global coverage.

Chi et al. (2020) [53] VLC The authors talk about the potential and
difficulties of VLC in 6G, its improve-
ments in communications at high
speeds, and research findings pursuits
like novel components and tools,
sophisticated modulation, and undersea
VLC.

Strinati et al., (2019) [44]; Chi
et al. (2020) [53]; Kishk et al.
(2020) [54]; Jiang et al. (2021)
[55]

UAV This study offers a network architecture
centered on tethering UAVs and
focuses on the benefits of UAVs in
increasing network capacity and
coverage.

Jiang et al. (2021) [55] Literature
review

An in-depth examination of the drivers,
use cases, use situations, needs, and key
performance factors (KPIs), architec-
tural and infrastructure networks for the
6G system is offered.

De Alwis et al. (2021) [56] Systematic
review

A thorough analysis of current 6G
developments is conducted.

Zhao et al. (2020) [57] Systematic
review

This survey offers a thorough 6G
wireless technology overview by
presenting needs, features, important
technologies, difficulties, and
applications.

De Lima et al. (2021) [58] Systematic
review

This research engrossed convergent 6G
communication, navigation, and sensor
technology, finding key scientific

(Continues)
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Table 3.1 (Continued)

Authors Research area Significant contributions and future
directions for research

drivers, attempting to understand fun-
damental concerns and probable im-
pending issues, and proposing viable
solutions.

Mahmoud et al. (2021) [59] Systematic
review

This article covers the system needs,
possible trends, innovations, applica-
tions, deployments, and recent research
developments.

Abdel Hakeem et al. (2022) [60] Review The examination of the significant
issues and critical circumstances with
6G information security, confidential-
ity, and trust issues is presented in this
paper.

El Mettiti and Oumsis (2022)
[61]

Systematic
review

This report undertakes a relevant study
in terms of the idea, needs, and
anticipated application situations for
the 6G network. Additionally, it defines
the combination of networks in space,
the air, the ground, and the sea.
Additionally, it highlights and assesses
the most significant prospective critical
technologies needed for 6G in the
future.

Alraih et al. (2022) [62] Review This paper discusses the 6G mobile
technology vision, objectives, net-
working technologies, and obstacles. It
also contrasts essential technology,
allowing communication methods and
5G and 6G services.

Banafaa et al. (2022) [63] Systematic
review

This broadly classified into the follow-
ing analyses: the recent news in 6G
investigation offers a wide conversation
in regard to necessities, goals, evalu-
ated ideas, key performance indicators
(KPIs), structures, software, difficul-
ties, and prospects for facilitating
technological advances that 6G systems
will convey into our lives.

Imoize et al. (2021) [3] Systematic
review

A thorough examination of UAVs and
CubeSats and how they will support 6G
requirements is offered. Clear descrip-
tions of 6G applications are provided,
along with a comparison of the restric-
tions of the current 5G network.
Finally, there is a clear outline of Open
Research Issues and Future Research
Directions.
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latest 6G safety and privacy research, delivers AI-based 6G security and wireless
confidentiality communication, and gives future directions of AI-based models for
supporting innovative technologies for 6G networks.

3.3 The security and privacy issues with 6G wireless
communication and prospective attacks

A few fundamental innovations have already been demonstrated to be effective in
vital parts of the 6G technology. They support 6G systems that offer high security,
low latency resilience, and effective communication services. However, the vulner-
abilities to privacy and security are higher with the majority of new 6G technologies.
This segment analyses the basic refuge and secrecy in 6G wireless technologies and
the specifications for these technologies’ security and privacy. Business and society’s
reliance on networks and Information Technology (IT) will grow during the 6G era.
A continuation of what we see in 5G, the significance of channels and information
technology in national security is expanding. In 6G networks, the transition to edge
and cloud-native architectures is anticipated to continue.

Additionally, the preparation for the design of the 6G network security is
necessary. Security automation raises new issues: Can AI be utilized to create safer
systems? But with potentially more lethal assaults. Techniques for physical layer
security can also be effective first lines of defense for safeguarding less explored
network parts.

There is no clear means to tell when connected, deidentified datasets have
crossed the line into becoming individually identifiable. This is a significant, unre-
solved issue for many digital technologies in various industries. Without explicit
measurements of the amount of personal information, courts in various world regions
decide if privacy is being violated. At the same time, businesses are looking for new
methods to profit from the use of private data. We could consider solutions for dis-
tributed ledger technology, blockchain, and various privacy strategies.

Since the introduction of 2G for digital mobile communication, mobile networks
rely on a SIM card, which stands for Subscriber Identification Module, to physically
store symmetric keys. International standards for encryption techniques were adop-
ted, and additional cryptographic mechanisms for mutual authentication were
implemented. However, the SIM card remains the foundation of the 5G security
model [16]. Although SIM cards shrank (currently at “nano” size), they still need to
be connected to devices, which restricts their suitability for IoT. The introduction of
eSIMs somewhat resolves this problem, but physical size problems remain. Future
gadgets may include the currently under development iSIM as part of their System-
on-Chip, despite the resistance from operators who fear a loss of control.

Traditional SIM cards use symmetric key encryption that has been successfully
scaled to billions of users. The IoT, privacy, bogus base stations, and Internet ver-
ification are a few of its drawbacks. Will the transition transitioning from symmetrical
crypto to asymmetrical shared key be fundamental? Such a large-scale deployment has
never before occurred. 5G intends to provide authentication via a public-key
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infrastructure in addition to SIM (PKI). A collection of microservices interacting over
HTTPS make up the central component of 5G. TLS, which uses Elliptic Curve
Encryption (ECC), enables such communications’ authentication, secrecy, and con-
sistency. However, as this has not been implemented, it can wait until 6G. Figure 3.2
displays the analysis of the 6G networks security threat background.

THz technology and molecular communication both support intelligent radio. As
it relates to communication, authentication, and encryption, molecular communica-
tion technology raises security and privacy concerns, whereas malevolent activity
and weak authentication security are particularly problematic for THz technology.
Blockchain and quantum communication technologies are related to distributed AI
and intelligent radio. The major areas of privacy and protection include authorization,
access control, data transport, and cryptography concerns in this situation.
Additionally, 6G applications have certain weaknesses. AI is generally used by
linked robotics and autonomous systems, as well as visible range transmission (VLC)
technologies, where issues with data transmission, encryption, and criminal activity
can arise. Molecular communication technology is used in multimodal XR applica-
tions, and quantum information technologies using THz equipment imply that they
are data transmission leaks, malicious behavior, and access control risks. The multi-
sensory XR application techniques are also used in wireless brain–computer
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Figure 3.2 Overview of the security threat scenario for 6G
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communications but have particular security and privacy problems. The most serious
issues are malevolent behavior and cryptography. Distributed ledger technology and
blockchain are the final 6G network applications (built primarily on the blockchain)
and are generally secure. However, they might still be the object of bad actions. The
five key security and privacy issues that can arise in these new domains are
authentication, access control, malevolent behavior, encryption, and data transit.

As indicated in the preceding section, some critical innovations have already
been shown to be beneficial in critical sections of the 6G network. They provide
high dependability, low latency, secure, and effective transmission services for 6G
networks [64]. But as was also said in the preceding section, these technologies
raise fresh privacy and security issues. Table 3.2 provides a synopsis of the privacy
and security issues related to important 6G wireless communication technology.

Table 3.2 An overview of the main 6G technology-related security and privacy issues

Technology Authors Security and
privacy
concerns

Important technological
contribution

AI Lovén et al.
(2019) [65]

Access control Processes for fine-grained control

Dang et al.
(2020) [29]

Malicious
behavior

Find network abnormalities and send
out early alerts

Sattiraju et al.
(2019) [66]

Authentication A technique for unsupervised learning
that could be applied to the verification
procedure to strengthen the protection
of the different layers

Hong et al.
(2019) [67]

Communication An ML-based antenna design that
might be applied to PHY layer com-
munication to stop data leaks

Nawaz et al.
(2019) [42]

Encryption Systems for quantum encryption and
ML based

Molecular
communication

Farsad et al.
(2016) [68]

Malicious
behavior

An enemy that interferes with mole-
cular communication or its procedures

Lu et al. (2015)
[69]

Encryption An encoding scheme capable of
increasing data confidentiality and
security

Loscri et al.
(2014) [70]

Authentication Gives guidance for creating new
authentication methods

Quantum
communication

Nawaz et al.
(2019) [42]

Encryption Protection techniques for quantum
encryption keys

Hu et al. (2016)
[71]

Communication Various quantum communication
techniques

Blockchain Kiyomoto et al.
(2017) [72]

Authentication A novel theoretical framework for
authorization of mobile services

Kotobi and
Bilen (2018)
[73]

Access control A technique for enhancing access
protocols

Ferraro et al.
(2018) [74]

Communication Hashing power is used to verify
transactions.

(Continues)
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In conjunction with the network infrastructure and physical layers, AI is ben-
eficial in various ways, such as network optimization, decentralized AI, resource
management, and big data analysis. According to authors in [29], AI may be able to
identify network abnormalities and offers early warning systems to boost 6G net-
work security. According to authors in [47], dispersed and regulated AI can help a
6G network. Network security is further increased by the edge devices’ lack of
data-sharing requirements. Additionally, authors in [79] highlight that some ML
based algorithms’ use of data correlation may increase privacy leaks. In [80], the
authors proposed various differential privacy-based techniques that might be useful
for resolving some of the 6G privacy problems.

A common occurrence among living things with nanoscale structures is mole-
cular communication [81]. Microscale and nanoscale technologies are becoming a
common place due to the advancements made in the last 10 years in nanotechnology,
bioengineering, and synthetic biology [68]. Additionally, the synthesis and transmis-
sion of a molecular transmission medium consume extremely little energy. Although
these phenomena have been studied for a long time in biology, communication
researchers have only begun to explore them. A particularly promising technique for
6G communications is molecular communication. Since it is still in its infancy, it is a
multidisciplinary technique. The essential standard of molecular communication is
communication transfer via biological signals. A portable molecular message method
permits the source, according to [82], the linked nodes, and the receiver to commu-
nicate while traveling. But some communication, identification, and encryption
methods already have security and privacy flaws [83].

Theoretically, the quantum transmission may provide total security, and given the
necessary technological advancements, it ought to be ideal for long-distance corre-
spondence. It provides a wide range of novel solutions and raises communication to a
level above what is possible with conventional communications technologies [84].
However, the quantum message is not yet a solution to every safekeeping and secrecy
problem. Long-distance quantum transmission is a promising technology substantial
barrier despite significant advancements in the development of quantum cryptography

Table 3.2 (Continued)

Technology Authors Security and
privacy
concerns

Important technological
contribution

THz Akyildiz et al.
(2014) [75]

Authentication The use of magnetic signatures for
authentication

Ma et al. (2018)
[76]

Malicious
behavior

A signal can still be intercepted by an
observer even if it is sent via a narrow
beam

VLC Ucar et al.
(2016) [77]

Communication A communication method that uses a
secure protocol

Cho et al.
(2019) [78]

Malicious
behavior

Security can be compromised by
compliant eavesdroppers
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for the quantum message. These issues include fiber weakening and procedure mis-
takes. Authors in [71] hypothesize that multiple alternative forms of quantum
encryption and other approaches may be necessary to guarantee entirely secure quan-
tum communications. The quantum public key, quantum information exchange,
quantum protection through interaction, quantum teleportation, and quantum dense
coding are all examples of quantum technologies are only a few examples.

3.4 AI-based security and privacy for 6G wireless
communication technology

Due to the development of DL-based models and their application’s simplicity, advance-
ments in AI have accelerated over the past 10 years [85,86]. These developments, com-
bined with AI’s ability to analyze data and make decisions, have made it a common tool in
a variety of industries, including wireless communication. The ability to link billions of
heterogeneous systems to the network is one of the main goals of 6G. This requirement
necessitates using sophisticated, ML-based techniques based on data in place of conven-
tional mathematical models and algorithms [87]. It is possible to use transfer learning [88]
and generating networks [89] in the absence of a large amount of training data.

Additionally, classical theories are less able to adapt optimally to non-linearities,
defects, and real-time operating state variations [90], which are better addressed by
DL and reinforcement learning techniques [91]. Hence, AI is considered one of the
most important scientific solutions to address the unresolved issues with the 6G
communication infrastructure. In this section, we summarize the research on the use
of AI-based assisted 6G wireless communication security and privacy.

The 6G wireless transmission network is anticipated to provide interconnected
global intelligent and autonomous solutions by utilizing AI expertise. FL stands for
federated learning, recommended in particular to encourage the adoption of per-
vasive AI applications in 6G, where huge, distributed data is used to jointly train AI
models, safeguard privacy, and conserve resources. However, given the volume of
contacts between infrastructures or mobile devices in FL, there are numerous
possible privacy and security hazards associated with AI. Authors in [92] investi-
gate the security and privacy of AI-enabled 6G. The paper specifically presents the
design of the space-air-ground-ocean integrated network (SAGOIN) and two dis-
tinct FL-based AI model building environments in 6G as the first AI-enabled 6G
architecture. Additionally, we detail the challenges to privacy and security,
including attacks that steal privacy, use low-quality local models, and cheat.

In contrast to every other technology anticipated to be utilized in 6G networks, AI
is commonly believed to be one of the indispensable mechanisms of the upcoming
network design. To say that AI has received a lot of responsiveness in the network
space would be an understatement. And as a result of this focus, more and more fresh
security and privacy concerns are surfacing [93]. Although AI in the 5G network is
purportedly run in remote locations with access to enormous training data and potent
but private computer hubs, the 6G network will increasingly prioritize AI [94]. Once
more, the architectural layers that AI technology provides can be separated [95]: the
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physical layers, which comprise elements like network infrastructure and data lines,
and the computing layers, among other things, software-defined networking, system
purpose virtualization, and cloud computing, edge, and fog computing, among other.

THz spectrum, which has a substantially larger bandwidth, is being adopted by
6G by connecting billions of devices and nodes with a worldwide reach for ter-
restrial, oceanic, and space. Further densification and cloudification are needed for
a hyperconnected society. Automated security using virtualization, ML, and
security function softwarization will become necessary [96]. To remove obstacles
to the security of 5G networks, both current and future, and to meet the require-
ments of 6G security, security solutions utilizing the current ideas of SDN and NFV
must be improved dynamically with smart sensors. To enforce policies, and iden-
tify, contain, mitigate, and prevent threats or active assaults, intelligent security
functions in containerized VNF boxes will watch over 6G traffic residing in gate-
ways. They will scan the data using continuous DL on a packet/byte level.

Utilizing container technology for security operations results in higher usage
rates, reduced storage needs, improved security, and quicker reboot times. Pods
will be created from groups of containers containing many containers on a single
system with security service features. By scaling up or down, availability is pro-
vided. To maintain and implement security functions, cloud computing innovations
like edge and fog computing will be deployed (safety VNFs) as needed in various
network perimeters by proactive decision-making utilizing ML. Using SDN, global
resource visibility, event monitoring as a foundation, configurable APIs, and
coordinated network security policies amongst several parties, end-to-end network
security will be achieved using network abstractions. In an integrated context, 6G
networks will reconcile the ideas of SDN, NFV, and AI to secure end-to-end net-
work security as well as essential service [97].

With the use of ML and DL models, 6G is expected to be a very intelligent
network that will enable intelligent and effective data monitoring, allocation of
resources, and network monitoring [98]. The intelligent 6G can enable various AI
uses, including unmanned factories, self-directed cars, intelligent healthcare, and
smart homes. AI applications strive to create fully autonomous services to enhance
industrial productivity and convenience for people. To complete these applications,
a high-precision AI algorithm must be built in advance, which needs to be trained
using a lot of data about the particular duty and goal. Conversely, the training of
conventional AI models typically relies on a base station, for example, a cloud
server, which raises many privacy and security issues. This is unsolvable to enable
widespread and protected AI for 6G. Antagonists who gain access to the central
node can specifically evaluate learning data from users’ portable devices to infer
their anonymity for prospective uses [92]. Additionally, because the central node
must receive a substantial volume of raw data for processing and aggregation, the
standard centralized AI model training takes a lot of resources, including proces-
sing power, bandwidth, and electricity. It makes it more difficult for 6G to integrate
AI applications on a broad scale. 6G can make AI omnipresent if the personal
details may be securely kept and utilized to train AI models. FL is recommended to
be used as a distributed training usually forming for emerging AI in 6G [99].
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In FL, distributed mobile devices are used to locally and cooperatively train the
AI model, and the model is updated (such as weight, gradient, and others) and
subsequently uploaded for convergence to the network nodes in place of raw data
[100]. Smartphone anonymity may be securely protected, and the overhead for
training AI systems is considerably reduced because only the AI parameter esti-
mates need to be supplied. FL still faces some sophisticated privacy and security
issues despite being able to take advantage of 6G AI service provisions [92].

First, the third-party-created shown is fascinating and might be taken advantage
of by enemies who want to use AI model upgrades to infer mobile device private
information illegally. Second, malicious actors may take control of nearby mobile
devices and use them to deliver the central node updates for fake and forged AI
models. As a result, FL regular operation is compromised, which causes the AI model
to converge slowly or possibly not at all. Third, using local training models impacts
scarce resources like electricity, processing, storage, and so on. Mobile gadgets are
self-centered and could offer better training services (less training data samples, for
instance) with adequate compensation, significantly reducing the AI model accuracy.

3.5 The future directions of AI-based security and
privacy for 6G wireless communication technology

The use of AI in wireless networks has provided several issues. First, obtaining
training data takes time and effort. Therefore, training data is seldom available,
unlike in other disciplines like computer vision and NLP. These data demand
processing and calculation resources, which raise the cost of communication [101].
The various data characteristics, with fluctuating values, pose a hurdle because it is
difficult to operate with increased dimensionality [102]. Fourth, high computational
complexity is required for DL-based systems, which may not be compatible with
modern mobile phones [103,104]. Except for the intricacy, AI-based algorithms
must be carefully constructed to minimize the number of computational resources
needed on these devices [105]. A potential solution to the problem of constrained
computational power and energy efficiency is quantum communication [106].
Accuracy and computational/energy needs present a trade-off dilemma when
applying AI to the IoT [107]. Therefore, selecting the appropriate use cases for AI-
based applications should take precedence over fine-tuning neural networks and
network operations [108].

Cloud-based VR/AR deployment makes it more portable and accessible, but
images must be compressed for 5G bandwidths. Therefore, real-time transmission
of massive volumes of uncompressed images or films will have to delay till the 6G
system is ready. In 6G technology, the realistic VR/AR experiences will be much
greater. Numerous devices will be employed to assemble sensual data and offer an
opinion to customers. Therefore, the XR in 6G networks is anticipated to combine
conventional URLLC with improved Mobile BroadBand (eMBB). This is also
denoted as Mobile Broad Bandwidth and Low Latency (MBBLL) [37]. Further
research in this area will enhance the 6G wireless communication technology.
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The second use of application for the 6G system is automation and automated
vehicles. In 5G networks, self-sufficient driving is a crucial application. However,
6G networks and autonomous cars are insufficient; a more inclusive driverless
system is necessary. A multi-dimensional network should be included in the
autonomous system in addition to the driving procedure. Additionally, this system
should include intelligence throughout the entire network and the integration of AI
logic into the network architecture [109]. This would allow us to connect and
control all internal components using AI automatically. Future work can look in
this direction to explore how 6G technology can increase the potential of autono-
mous systems. Due to the limits of 5G networks, installing a self-directed drone
scheme completely has not yet been conceivable. The full potential of these tech-
nologies might be realized with 6G networks. However, these systems are equally
subject to some attacks.

The UAV communicates global AI model parameters to smartphones on the
landscape in FL for the AI-enabled 6G for local model training. However, model
parameters and testing datasets may be disclosed via portable device enemies when
interacting with other mobile devices or infrastructural facilities. The opponents
can deduce the AI model applications to get the prospective benefits. As a result, it
is difficult to implement a trusted confined ideal exercise to stop the disclosure of
AI model knowledge.

The aggregating UAV for FL AI-enabled 6G is not always accessible; mobile
gadgets, for instance, are not inside any UAV range of operation. Hence, a network
of mobile devices can work together to disseminate training of an AI model.
However, it is simple for privacy to be compromised when local AI model updates
are shared around mobile devices, where the adversary can determine how other
mobile devices’ training data is distributed by comparing their local model updates
with their own. Therefore, it is important to discuss safeguarding mobile device
privacy for FL in distributed networks.

Discussing how to protect mobile device privacy in distributed networks is
crucial for FL. However, as the malicious attackers’ actions are typically docu-
mented on a central server, replacing and removing the misconduct records is
simple, causing the FL to hire the malicious attackers once more. To prevent hostile
attackers from entering FL, it is crucial to record the inappropriate activities for
finding immutably.

3.6 Conclusion and future directions

Many scholars are currently focused on 6G networks because the study time for 5G
technology is coming to an end, and it will be adopted soon. Using the 6G network,
network service will undoubtedly increase over prior generations. Therefore, this
study looks into the security and privacy challenges of AI-based enabled 6G
technology architectures. The study presents the most recent and cutting-edge
research on integrating AI-based models enabled with 6G technology. The main
benefits and drawbacks of common AI-based approaches to enhance 6G network
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technology were discussed. The future directions in AI-based models enabled 6G
mobile communication were also discussed. Finally, the study identifies AI-based
security and privacy challenges in 6G wireless communication technology. We
anticipate that the literature reviews of this study will pique researchers’ interest
and stimulate more research on AI-powered 6G network security and privacy
challenges.
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Chapter 4

The vision of 6G security and privacy

Promise Elechi1, Robinson Tombari Sibe2, Kingsley
Eyiogwu Onu1 and Agbotiname Lucky Imoize3,4

Abstract

While the fifth-generation (5G) network has not been fully utilized globally, being
at its underlying stage in terms of commercial stage, various identified limitations
have invoked research into the next-generation network called the sixth-generation
(6G) network. The deployment of more and more 5G networks has revealed the
limitations of these networks, which undoubtedly supports the exploratory study of
6G networks as the next-generation solutions. The fundamental privacy and
security concerns raised by 6G technology are covered in these evaluations. The
following concerns with the projected 6G network were explored in this work:
issues with tactile communications, resources as services, variable radio access
constraints, and varied high-frequency bands are all security-related problems with
the network. The 6G spectrum was analyzed, which ranged between 0.1 and
10 THz and a wavelength of 30–3,000 mm. Also, the various attacks on 6G were
highlighted, the countermeasures to mitigate the attacks were also proposed, and
the recent trends and future direction for 6G.

Keywords: 6G; Security and privacy; Network availability; Connectivity;
Artificial Intelligence; Edge intelligence

4.1 Introduction

While the fifth-generation (5G) network has not been fully utilized globally, being at
its underlying stage in terms of commercial stage, various identified limitations have
invoked research into the next-generation network called the sixth-generation (6G)
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network. Championing this research are those in academia and in the industry.
The research is intended to find basic requirements for adequate system perfor-
mance, basic drivers, the innovations related to 6G network in terms of technol-
ogy, etc.; therefore, in Finland, a summit was held in 2019 by telecommunications
experts across the world where a 6G white paper was drafted. Following this
summit in Finland on the 6G network, many countries have encouraged research
into the 6G network.

Currently, the 5G network for cellular communication is the latest standard in
use in some countries of the world. The next-generation that is expected to succeed
in the 5G network is the 6G network. The 6G network, when finally deployed, is
expected to have more capacity, speed, and better latency compared to the 5G
network [1]. Many experts are of the view that if the 6G network is finally
deployed, it will create connectivity expansion for applications in conventional
coverage zones within the 5G network as well as space-to-air-to-ground-to-sea [2].
Services like applications of telepresence are made possible by network cap-
ability and coverage. Other services enabled by 6G include autonomous driving
[3,4], mixed reality, implantable devices with artificially made joints, intraocular
lenses, etc.

As research into the possibility of the 6G network began, the 6G network only
has many possibilities but no specifications and standard functions. The improve-
ment required for the 5G network that will give rise to the current 6G technology
that is being canvassed must go beyond the speed but an improvement of the 5G
technology in all ramifications. This higher speed means that coverage as we have
in the 5G network should not be limited to the ground level, which is the current
situation with the 5G network but even beneath the sea surface coverage. Another
area where improvement can be made is in the area of the capabilities of artificial
intelligence (AI). This means that if it is practically possible, the 6G network that
will succeed the 5G should have AI as the driver and most key feature, being a
network-empowered AI. Unlike the 5G, which merely uses AI as part of its
architecture, the 6G network should be driven by AI.

In this research, the following will be undertaken:

(a) Reasons for migration from 5G to 6G.
(b) Review of emerging issues in the 6G network.
(c) Evolution of security and private schemes in wireless systems from 1G to 5G.
(d) Technical overview of the 6G network.

4.1.1 Why the migration from 5G to 6G
The 5G network standard is a new technology that began to be deployed worldwide
by companies dealing with cellular phones barely 3 years ago, in 2019. It is planned
to succeed in the fourth-generation (4G) network. Despite being deployed a few
years ago, 5G networks have been predicted to attract beyond 1.7 billion users
worldwide by 2025 [5,6].

Being cellular networks, the 5G networks have the service areas split into smaller
geographical areas. Like other cellular networks, these smaller geographical areas are
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called cells. Some basic technologies of the 5G network are getting outdated despite
the fact that the technology was deployed only recently [7]. Examining these tech-
nologies and the issues peculiar to each will be undertaken to provide clear reasons for
migration from 5G to 6G.

4.1.2 Carrier aggregation
Carrier aggregation is the technology in 5G that enables the use of one lone
component carrier to serve different subscribers to provide much higher bandwidth,
as was pointed out in [8]. This technology has some serious effects on the side of
subscribers’ hardware to allow the use of different frequency bands. Though 5G has
the C-RAN, that is, the Cloud Radio Access Network, that is designed to address
any limitations of the hardware end devices, and this is not possible again when the
network size grows exponentially [9]. Cloud alone becomes incapable of mitigating
such limitations unless edge and fog node computations are integrated [9].

4.1.3 Security
Fifth-generation (5G) network does not have highly advanced technology that
guarantees security when deployed on very large scales [9]. When employing
software-defined networks, 5G does not have the mechanisms required to ascertain
trust between the system controller and management apps [9]. Besides, when
software-level parts like the virtual infrastructure manager are targeted by attackers
such that there is a production of fake fogs that affect the operation of network
function visualization, 5G lacks the security to address such a situation [9].

4.1.4 Heterogeneity
At the core of the 5G, networks are network heterogeneity. However, outside ter-
restrial networks, heterogeneous networks in the generation system do not work
unless a 3-dimensional network includes space and aerial networks as part of the
main network [9].

4.1.5 Latency of links
5G networks have real-time services that are part of the overall network. One
example of these real-time services is creating smart cities like autonomous fac-
tories and vehicles. Most of these services are very time-sensitive and have strin-
gent latency requirements [9]. The latency requirement should be 10 ms and below
to ensure the operation mode is effective. It is also very clear that latency can be
degraded due to factors related to the technology. An example is the cyclic prefix
length in an orthogonal frequency division modulation system or the use of dedi-
cated channels in machine communication.

Several applications, like vehicle control, have latency requirements from
0.1 ms to 1 ms [10]. However, to realize autonomous operation as fully as possible
within the industrial circle, some applications need support for URLCC simulta-
neously [9]. Noted that latencies of 250 ms are required for operating factories when
virtual presence is used. As pointed out in [10], the latency improvement over the
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present 5G network requires 10-fold and 50-fold. However, 5G does not fully
consider the customization of latency and data rate for different applications.
Hence, in the next generation, improvements have to be made.

4.1.6 Network availability
5G network has no immunity against denial-of-service attacks, even any other attacks
that adversely affect network availability. This was the point made in [11]. The fact is
that since the capability of modern computers for data processing is yet to be enhanced
as 5G develops, the system becomes vulnerable to attacks designed to compromise the
server. This is usually done by transmitting huge data flow [11]. And because it is very
difficult to retrieve certain features between benign and malicious huge data flows, the
difficulties associated with the detection of denial of service (DoS) in a 5G network get
amplified. This significant deficiency of the 5G network can be improved.

4.1.7 Scalability and communication speed
The deployment of the 5G network brought about mobile broadband that is highly
enhanced, capable of offering a network speed of about 20 gigabytes per second (20
Gbps), according to [12]. In [13], it was noted that because of the machine–
machine (M–M) communication, the projection is that by 2030, mobile traffic
globally will rise to well above 670 times what it used to be back in 2010. However,
it is very much expected that the 5G network will get to its limit by the same 2030
[14]. Besides, the 5G network is designed to make use of the 20–100 GHz range,
which is the range of a millimeter wave, but realizing that level of speeds within
this millimeter wave range is practically impossible because of the limitations in
various digital modulation schemes as well as transceiver design limitations, as was
argued in [7]. In view of the above, it becomes appropriate for frequencies well
above 100 GHz to be considered in the next-generation network. Besides, there is a
strong expectation that certain services, like connected robotics, augmented reality,
autonomous systems, etc., will be adopted widely as soon as possible [7]. If this is
so, then there is a real justification for high data rates. It is also expected that
because of M–M communications, devices to be connected to the Internet will be
hundreds of billions [7]. In this instance, the 5G is deficient since its best perfor-
mance is within the range of a billion devices, as can be seen in [7]. Hence, there is
a need for future upgrades.

4.1.8 Link reliability
According to [7], the 5G network supports link reliability of about 0.00001.
meanwhile, some applications today require high-level connection reliability to
keep incident rates as low as possible in factory automation or other applications. It
was mentioned in [7] that the link reliability requirement in certain applications is
up to 0.000000001 in terms of frame error rate (FER). However, since the 5G
network cannot provide this level of link reliability, the current network needs to be
upgraded to enable the implementation of the smart cities concept and machine
operations that are fully dependable.
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The advanced points explain why there is an urgent need to shift from the 5G
to the 6G.

4.2 Review of emerging issues in 6G

Though the 6G network is yet to be deployed, some key issues have been identified
that could affect the smooth operation of the network when it is finally deployed.
Therefore, there is every reason to ensure that the issues are carefully weighed, and
the possible solutions to the issues are found so subscribers can easily enjoy the 6G
network when deployed. In this work, some such issues will be discussed:

(a) Security issues associated with the network
(b) Tactile communications issue
(c) Resources as a service issued
(d) Flexible radio access limits
(e) Heterogeneous high-frequency bands

4.2.1 Quantum communication issue
Quantum communication has very great potential to be used in 6G networks. It is
believed to significantly improve the reliability and security of data transmission in
communication systems [15]. Theoretically, quantum communication can provide
high-level security and can be applied to long-distance communication. However, as
[15] pointed out, quantum communication, as it is currently seen, cannot be used as a
panacea for every privacy and security issue. Although true, notable progress has been
made in developing what is called quantum cryptography, which is applied to quan-
tum communication. Operation errors and fiber attenuation still exist, and they make
long-distance quantum communication a very serious challenge [15].

4.2.2 Molecular communication issue
It is well known that molecular communication occurs within living things, a natural
phenomenon. The development of certain technologies, such as synthetic biology,
bioengineering, and nanotechnology saw the appearance of nanoscale and microscale
devices in many parts of the world. The major idea in this molecular communication
is to rely on signals of biochemical nature in transmitting the information. Ref. [16]
gave a process of molecular communication that permeates the receiver, the sender,
and the relevant nodes while they are moving. However, as was argued in [17],
encryption processes, authentication, and even communication in molecular commu-
nication have many serious privacy and security issues that must not be ignored. The
works [15,18] reported attack methods at different molecular communication stages.

4.2.3 Visible light communication
The technology associated with visible light communication can be relied upon in
tackling the problem of increasing wireless connectivity demands. Compared with
radio frequency RF, which is known to have high latency and interference, visible
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light communication (VLC) is capable of resisting electromagnetic interference
and has much higher bandwidth. Visible light communication technology has fur-
ther advanced since solid-state lighting was developed. A system of visible light
communication that has the potential to give a huge number of mobile subscribers
needed high-speed services were devised by [19], and it was called LiFi. It is
believed that visible light communication technology can be fully utilized in the 6G
network. VLC has many security issues. These security issues include commu-
nication processes, malicious behavior, etc.

4.2.4 Distributed ledger technology issue
In distributed ledger technologies, blockchain technology has dragged the most
attention from the industrial sector of telecommunication [20]. Because of the
advantages that blockchain offers, such as immutability and disintermediation,
differing services in a secure and trusted manner can be enabled in the 6G network.
This was the point made by [21]. AI/ML, in addition to other technologies for data
analysis that can be used in the future 6G network, has the possibility of being a
source of certain attacks vectors [20], and these attacks can either be at the training
phase or testing phase or even at both phases. Because of the anticipated alliance of
the 6G and distributed ledger technology (DLT), the security of the 6G network
may be impacted due to the blockchain and smart contracts vulnerabilities [22].
Most of these attacks happen because of issues related to errors in software pro-
gramming, programming language restrictions, etc., and they occur both in private
and public blockchain platforms [23,24].

Among the most serious attacks in blockchain networks are majority attacks,
privacy leakages, double spending attacks, Sybil attacks, and reentrancy attacks.

4.2.4.1 Majority attacks
Most attacks occur when malicious users have captured 51% of the network modes.
In this case, the malicious users may begin to control the blockchain [20].
Maliciousness sometimes stops real transactions from being confirmed and even
changes the transaction history. The vulnerability of blockchain systems to
majority attacks is usually high [20]. The majority attack is often called a 51%
attack since 51% of the nodes or more in the blockchain are often attacked.

4.2.4.2 Privacy leakages
This is a serious threat. Organizations have some information that is not for the
public, very sensitive information. But because of privacy leakages in blockchains
and smart contracts, this sensitive information may be revealed to unauthorized
individuals [25]. Some authors identified these possible threats as leaking smart
contract logic privacy [25], leaking transaction data privacy [26], and leakage of
privacy in the process of executing smart contracts [27].

4.2.4.3 Double spending attack
This very attack occurs in blockchain platforms as one of the main aspects of
blockchain is to spend cryptographic tokens [20]. Now, there is a greater possibility
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that a user may end up using just one token many times, as physical notes are
lacking [28].

4.2.4.4 Sybil attacks
This attack in blockchain occurs when a group of attackers or a single attacker
attempts to take over the blockchain peer network. The attackers try to hide
their real identity [29]. This type of attack usually occurs in the blockchain
system [30].

4.2.4.5 Reentrancy attacks
Sometimes a smart contract invokes some other smart contracts iteratively. When
this happens, the vulnerability of reentrancy may occur. However, the smart con-
tract that invoked the other is secondary to the malicious one. Regarding the 6G
network, security is a key issue, particularly with the technique of terrestrial space
integrated network being employed, as argued by [31]. Tackling the security issue
requires a method or way of comprehensively identifying the issues, providing
minimal difficulty and a much higher level of security. However, this is not so easy
and simple.

Despite security issues, other issues also exist for the future 6G network. Issues
like flexible radio access limits, heterogenous high-frequency bands, resources as a
service issues, tactile communication issues, etc.

4.2.5 Flexible radio access limits
The orthogonal frequency division multiplexing numerology option can be limited
by the carrier frequency and the cell size. That was the case made by the authors in
[32]. Using numerology with a large subcarrier spacing is far better for small cell
sizes. A much larger subcarrier space is most appropriate when digital cells are
relatively large, though the performance may be low [31]. As pointed out in [33], in
the case of high-frequency carriers and high mobility, cell size is restricted due to
issues that border the route and Doppler propagation.

4.2.6 Heterogeneous high-frequency band (HHFB)
The future use of millimeter-wave and the terahertz frequency in the 6G networks
brings a number of issues. For instance, supporting higher movement at millimeter-
wave frequencies is a problem that [31] describes as ‘an open central problem’.

4.2.7 Tactile communication
Physical communication can be exchanged remotely via an Internet connection in
real time. Services that allow the use of random control throughout communication
networks are telecommunication services, interpersonal communication, etc. The
very strict requirements here mean that designing a communication system for
greater efficiency is necessary. An instance of this was cited by [31] as the estab-
lishment of new physical layer diagrams, which help design congestion waveforms,
signaling systems, and so forth to improve motivated protocol and transfer.
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4.3 Evolution of security and privacy schemes in wireless
systems: 1G to 5G

In this section, beginning with the first-generation (1G) network through the 5G
network, we will consider the evolution of these different networks with special
attention to the security and privacy schemes used by each of the five generations
of wireless systems. A comparison of these network generations will also be
included to provide an on-the-spot and clear understanding of the various wireless
network generations (1G, 2G, 3G, 4G, and 5G).

4.3.1 1G network
The 1G system was brought into existence in the 1980s and was purely an analogue
system designed specifically for voice services. Being an analogue, the 1G network
had a lot of disadvantages, including a clear lack of privacy and security guaran-
tees. There was no encryption of phone services. Hence, conversations over the
phone and data transmission were not secure and private. Ref. [16] gave examples
of the challenges, security, and privacy-wise, including eavesdropping, cloning,
and illegal access. As a result of these serious and worrisome challenges, experts in
academia and the industry worked hard to improve the 1G network. This effort
gave birth to the second-generation (2G) wireless network.

4.3.2 2G network
The 2G network was introduced barely 10 years after the launch of the 1G network.
Unlike 1G, which is an analogue system, 2G is a digital one that uses digital
modulation schemes like Code Division Multiple Access [16]. Still, unlike the 1G
system, the 2G system supports SMS services and voice calls. An example of a 2G
system is the widely used Global System for Mobile Communications, called GSM.

The 2G improved the security and privacy issues in the 1G network. To
improve the security issues in 1G, a few services were combined in 2G. These
services include authentication, anonymity, data protection for users, and signaling
protection. Unlike the 1G where there was no encryption of phone services, in 2G,
encryption plays a major part in providing security for the system. Encryption of
radio paths and the use of temporary mobile subscriber identity are methods that
protect users’ privacy.

Undoubtedly, the 2G network greatly improved the first-generation (1G) wireless
system. However, despite these improvements, 2G has its own limitations and short-
comings regarding security and privacy issues [16]. For example, while there is
authentication in the 2G system, the authentication is one-way: only the network
authenticates the users, while the users are not authorized to authenticate the network.
Therefore, malicious devices can easily disguise themselves as real network devices
and steal user information. Furthermore, because of the limitations of TMSI and the
encryption of the radio path, privacy issues are not guaranteed since the system can
still experience attacks like eavesdropping attacks [16]. Besides, there is no end-to-
end encryption; the fixed part of the network has no encryption.

96 Security and privacy schemes



4.3.3 3G network
The 3G network was introduced in the 2000s. 3G was launched to provide web
applications with high-level speed for data transmission. Despite using the security
system based on the 2G technology, the 3G network provides better security and
privacy than the 2G because of the addition of other security features to the 2G
network technology. Therefore, security is improved in 3G, where we have a two-
way authentication unlike the 2G. In addition to this, the Third Generation
Partnership Project (3GPP) provided a system that ensures the security of the air
interface and subscribers’ physical reliability.

Notwithstanding the improvements made by the 3G in terms of security and
privacy of the network and the users, 3G is not a perfect system with no issues.
Problems like Denial of Service (DoS), access to data without authorization, access
to services without authorization, integrity threats, etc. These threats are peculiar or
related to the wireless interface. Furthermore, privacy in 3G is also an issue because
of some attacks that destroy subscribers’ identities, including some sensitive
information. One such attack is the authentication and key agreement error mes-
sages [16,34].

4.3.4 4G network
The 4G network is known as the LTE network. The 4G network data rate in the
downlink and uplink is 1 Gb/s and 500 Mb/s, respectively. 4G network has low
latency compared to 3G network and enjoys far better spectrum efficiency than 3G.
The technology used in 4G system includes multiple input multiple outputs (MIMO),
multipoint transmission and reception, and orthogonal frequency division multi-
plexing. True, the 4G network is far better than 3G in terms of services and applica-
tion areas. However, there are still some security and privacy issues that are of serious
concern, emanating from eavesdropping, data deletion, security issues in the wireless
link, authentication problems in network entity, etc. It could be expected that in terms
of security and privacy, the 4G is better than the 3G but quite on the contrary [16]
noted that the 4G network is more vulnerable to privacy and security threats than all
the other generations before. This is because subscribers of 4G interact with mobile
terminals more closely. In addition, Denial of Service (DoS) attacks, tracking of MAC
layer location, attacks on data integrity, and illegal use of subscribers and mobile
devices are very common with 4G networks. There are also some defects in the basic
management protocols, which make the MAC layer of WiMAX (Worldwide
Interoperability for Microwave Access) have some vulnerabilities.

4.3.5 5G network
The 5G network is the latest network launched so far. It can provide connection to
far more devices than the previous generations. 5G supports different devices like
smartphones, Internet of Things (IoT) equipment, etc. In 5G technology, the key
techniques are the wireless network in the urban area, known as WLAN for short,
and the 802.11 wireless networks in local areas. In addition, artificial intelligent
capabilities are provided by 5G portable devices.
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Security and privacy issues in 5G can be split into three parts: the backhaul
network, the access network, and the core network. The backhaul network has some
issues that emanate from the elements of the core network that have been adjusted,
like the eNB, core networks MME, E-UTRAN, etc. On the other hand, when it
comes to access networks, the nodes’ diversity coupled with access mechanisms
make new security issues, such as handover between various access technologies,
add to attack risk.

The techniques adopted to enhance 5G’s network performance introduce
security holes. Farsad et al. [16] said that massive multiple input multiple output
help disguises active and passive eavesdropping. Also, there are new privacy issues
to battle with because of application scenarios and business types of diversity [16]
in 5G. Table 4.1 shows the security from 1G through 5G.

4.4 Technical overview of 6G network

There are high expectations for the 6G network, one of such is to provide the
required support for a network that connects about five hundred billion devices
[35], with a total capacity 1,000 times more than 5G’s capacity. In addition, since
the frequency spectrum to be used in 6G is much higher, subscribers can be sure of
higher speed and higher data transfer of up to 100–1,000 times more than 5G
currently offers [35]. 6G also has low latency compared to any previous generation,
and it can provide a data transfer rate of Gb/s to Tb/s.

The year in which the 6G network is expected to be launched is 2030, and that
will be the very first 6G commercializing system. As the 6G network is launched,
one particular feature is the frequency spectrum for transmission, as shown in
Figure 4.1. For bit rates that go up to Tb/s, it should be expected that operations at
much higher frequencies for the bandwidth and available spectrum will exist. The
visible light spectrum and terahertz spectrum are the two key sixth-generation
spectrum technologies.

Table 4.1 Security issues from 1G through 5G

1G 2G 3G 4G 5G

Year
Launched

1980s 1990s 2000s 2010s 2020

Main
Services
provided

Voice
calls

SMS and voice Web applica-
tions, video
services, TV
streaming

Mobile appli-
cation, HDTV,
DVB

IoT, smart city,
etc.

Security
issues

No guar-
antee of
security
and
privacy

Authentication
is one-way,
illegal devices

The encryp-
tion key,
vulnerabilities
in IP traffic

Vulnerabilities
in the MAC
layer, threats
from new
devices

Vulnerabilities
in SDN, NFV,
and cloud tech-
niques, the
openness of the
network
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Terahertz waves are purely electromagnetic (EM) waves, the wavelength range
being between 30 and 3,000 mm, while the spectrum range is between 0.1 THz and
10 THz. As mentioned in [35], the transmission region existing between micro-
phonics and macro-electrons is where the terahertz spectrum falls. There is a high
transmission rate and good spectrum resources that terahertz communication
shows, which makes the terahertz spectrum an excellent broadband wireless access
for future use. Terahertz communication makes interactions of objects at the
microscale possible because of the scale-down antennas that have a wavelength of
about one millimeter for 300 GHz [35].

For visible light, the spectrum has a range of 430 THz–790 THz. In optical
wireless communication (OWC), visible light shows the greatest potential because
of technological advancements and the wide use of light emitting diodes (LEDs).
Without any form of electromagnetic interference, visible light provides frequency
reuse, an ultra-high bandwidth in terahertz, and clear or unrestricted access to the
spectrum. Realizing good optical fiber performance necessary for the 6G network
requires using VLC and visible light technologies.

The technical aspects of 6G to be considered include intelligent reflecting
surfaces, AI, cell-free mMIMO, edge intelligence, holographic beamforming, and
terahertz communication.

4.4.1 Intelligent reflecting surface
The intelligent reflecting surface is anticipated to be one of the key technologies of
the 6G network when it is finally deployed. Benn [35] said that IRS has the capa-
city to minimize the utilization of energy in wireless networks. But what really is an
intelligent reflecting surface (IRS)? IRS is a material with a reasonably large sur-
face area mounted against any flat surface. It has a very reasonable quantity of
reflecting electronic parts with variables that can be reconfigured. It uses low
energy, and it is quite simple to install. Hence, intelligent-reflecting-surface-
assisted communications can be used in 6G networks to significantly increase
network coverage [34,36,37]. In cities with many telecommunication infra-
structures, much electromagnetic radiation is produced, but the use of IRS sig-
nificantly reduces such electromagnetic radiation [38]. Figure 4.2 shows the
illustration of an intelligent reflecting surface.

4.4.2 AI
AI is one of the key driving forces of the 6G network. Though this AI was never
part of the previous four generations, 1G to 4G, it became part of the 5G network

THz Spectrum 6G VL Spectrum

Figure 4.1 6G spectrum technology
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following the Release 18 specifications by 3GPP [2,39]. Therefore, AI will be a
basic part of the sixth generation (6G) network, bringing several interesting new
revolutions into the 6G network. At least AI will play a key role in network
selection, resource allocation, handover, etc., in the 6G network, leading to better
network performance [37,39].

4.4.3 Cell-free mMIMO
Broadband connectivity has been a serious problem when a better quality of service
is to be provided within a coverage area. To overcome this problem and ensure far
better network coverage, implementing cell-free mMIMO technology, as shown in
Figure 4.3, is seriously considered. In cell-free mMIMO, all the possible mMIMOs

User Equipment
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Drone

Figure 4.2 IRS

AP

MS

CPU

Figure 4.3 Cell-free mMIMO technology
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are distributed in such a way that they appear to be just a single physically collo-
cated mMIMO forming an ultra-mMIMO. Indeed, mMIMO technology is yet a
very new technology that is still being deployed in markets, as [37] noted. Still, it
can be a very important part of the 6G network because of the applications it can
provide in 6G [37]. The advantages of cell-free mMIMO technology include its
energy efficiency, the capability of serving many subscribers simultaneously over
the same radio resources, efficient time synchronization, interference mitigation,
reduction of radiation power consumption, etc.

4.4.4 Edge intelligence
Edge computing is a part of the 5G network, and it brings great benefits to the end
users of the network. Because of the capability of edge computing to have systems
that work at closer edges without the need to go global, end users of the network
can enjoy a more secure and private connection to the edge server. According to
many experts, using edge computing technology helps when data analysis and AI
workloads must be run [40]. But since edge computing ensures the provision of
connectivity to numerous end users at high communication speed through, the
millimeter wave used by the 5G network is only applicable to short-range com-
munication. Now that it is expected that in the 6G network, terahertz (THz) com-
munications will be employed to provide a far greater speed than the current 5G,
using the technology of edge computing used in 5G network will create more
limitations to the range of communication. Also, the use of edge computing
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Figure 4.4 Intelligence native 6G network
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technology in a 6G network will bring about speed mismatch due to the con-
nectivity involved in providing services to all devices under the access point [37].
To overcome all these challenges, edge computing technology currently in use is
expected to be improved upon to get another technology: edge intelligence
technology. Intelligence native 6G network is given in Figure 4.4.

4.4.5 Holographic beamforming
Beamforming is one of the key technologies used in a communication system to
provide better network coverage as well as throughput. In beamforming, antenna
arrays are used at both transmitting and receiving points to provide much better
gain. Holographic beamforming uses a software-defined antenna, thereby taking
beamforming to an advanced level. If the holographic beamforming technique is
used in a 6G network, IoT devices and 6G systems can effectively and efficiently
use radio frequencies.

4.4.6 Terahertz communication
Globally, there is greater demand for wireless communication, and that demand
keeps increasing daily. Hence, the radio frequency band lacks the required capacity
to provide what is needed to satisfy network users. Di Renae et al. [37] have
mentioned that a frequency band that goes beyond 0.1 THz is needed to provide a
higher data transfer rate. This is one of the reasons why many experts are
researching the use of terahertz communication in the future 6G network. No doubt
employing terahertz communication will bring about improvement in the speed,
security of the network, capacity, and even bandwidth. 6G with satellite network is
given in Figure 4.5.
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Figure 4.5 6G with satellite network
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4.5 Security concerns in 6G

Interestingly, 5G is not even fully exhaustively implemented, yet discussions have
started for 6G. The pace of technology has been blistering; therefore, researchers are
already looking ahead to 6G. Like every innovation, 6G is coming with a lot of
promises. Expectedly, 6G will also come with emerging challenges. 6G is still largely
envisioned, with no fixed standard – just concepts, prospects, and possibilities. It is
still largely driven by the possibilities to overcome some of the shortcomings of 5G.
Due to this fact, there is limited literature on the 6G technology [19,40,41]. However,
to understand the potential threat landscape of 6G, it will be well first to have an
outlook of the potential 6G network. This section will present the security challenges
of 6G, based on these prospective possibilities, in terms of 6G technologies.

4.5.1 An overview of 6G specification
The term 6G is the 6G standard for telecommunications [40]. 6G mobile network is
expected to deliver extremely fast speeds, at data throughput up to 100–1,000 times
faster than 5G. Advancements in virtual reality, autonomous vehicles, medicine,
computer-based disaster forecasting, the IoT, and other new applications suggest
even the extremely fast speed of 5G [42,43]. Therefore, researchers have begun to
look beyond 5G to an envisioned world of blistering possibilities.

For instance, Viswanathan and Mogensen [44] outlined the complex technical
and performance requirements expected for 6G communication. Some of these
include data speeds greater than or equal to 1 Tbps, high operating frequency at
1 THz and above, low end-to-end delays (� 1 ms), high reliability (10�9), high
mobility ( � 1,000 km/h) and wavelength of � 300 mm. 5G cannot deliver this
successfully, and the proposed 6GB is expected to meet these performance
expectations for intelligent healthcare.

Authors [45] outlined some of the future technological trends that will catalyze
the development of 6G. Wearable devices, skin patchable and bio-implants, and
textile-integrated devices may become more commonplace. Talking and gesturing
to control context-aware devices will be quite common. Self-driving cars will litter
busy roads. This and more complexities will mean that processing might be dele-
gated to remote devices, which will need speeds beyond what 5G can guarantee. 6G
can be that enabler for the future man–machine interface.

4.6 6G architecture

The envisioned 6G architecture is expected to be largely characterized by intelli-
gent radios, edge intelligence, and intelligent network management. These concepts
are discussed briefly below.

4.6.1 Intelligent radio
1G to 5G of networks had devices and transceivers integrated into one design. The
integrated design meant that the hardware capabilities, such as the decoder’s
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computational strength, the number of antennas, RF chains, phase shifters, and
others, were quasi-static through the generational evolutions [46]. The rapid evo-
lution in hardware design has catalyzed the possibility of separating the hardware
from transceiver algorithms. This possibility of having an intelligent radio that
operates as a unified framework and could allow for a dynamic and autonomous
upgrade and configuration holds great prospects for 6G. It is expected that trans-
ceiver algorithms will be able to calculate the transceiver capabilities dynamically
and use this to configure itself automatically based on the hardware capabilities
[41,47].

6G is expected to leverage this algorithm-hardware separation, allowing for
agile adaptation to diversified hardware that allows for upgrades. Huang et al. [46]
noted that to maximize the possibilities of this separated design, an operating sys-
tem will coordinate the handshake between the separated algorithm-hardware
architecture, where the transceiver algorithm is seen as software running on the
operating system. Plastiras et al. [48] highlighted the prospect of combining
software-defined radio (SDR) and networking techniques to leverage high
frequency bands and intelligently take advantage of different frequencies. Thus,
providing support for intelligent radios. 6G technology can dynamically use dif-
ferent frequencies to maximize the benefits of the shared architecture.

4.6.2 Real-time intelligent edge (RTIE)
The use of AI/ML to acquire, store, and process data at the network edge is referred
to as edge intelligence. In Edge Intelligence implementation, data generated from
multiple devices are aggregated by an edge server [49]. Furthermore, aggregated
data is shared among the edge servers associated with it for training models, which
is used for analysis and prediction [50]. All this happens at the edge and, expect-
edly, achieves faster feedback for devices and reduced latency.

Specifically, key advantages of edge intelligence are the improvement of time-
to-action, a significant reduction in latency, lower implementation cost, and mini-
mize bandwidth usage. In addition, it arguably offers greater privacy over cloud
computing since you have greater control over the data sent to the cloud [49]. That
is, some of the processing can be achieved at the edge rather than the cloud, which
could be resident in a different jurisdiction.

In its current implementation, 5G already offers some measure of support for
autonomous vehicles and unmanned aerial vehicles (UAVs). However, this is
limited and inefficient, given the obvious technical limitations. Achieving an effi-
cient implementation of driverless cars and UAVs requires very low network
latency, which the current network implementation cannot achieve [41].
Furthermore, it does not efficiently support network entities that are self-aware,
self-adaptive, and with predictive capabilities [51]. 6G network is expected to
handle complexities using real-time edge intelligence. For instance, the RTIE could
be leveraged to achieve autonomous driving even in an unfamiliar environment in
real-time [41]. Therefore, RTIE in 6G networks can be achieved for intelligent
prediction, inference, and decision using live data [47].
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However, from a security point of view, there are valid concerns. In RTIE
implementation, data is aggregated from multiple sources, influencing the outcome
of AI/ML algorithms. With a widened attack surface, there is a propensity for
myriad attacks. Malicious attackers could target these widened attack surfaces to
launch attacks such as data poisoning, data evasion, and others that could affect the
AI/ML application and the expected result [50].

4.6.3 Intelligence network management
AI and ML already have several applications in the 5G cellular networks [52].
However, these applications are limited to the optimization threshold of the tradi-
tional network architecture of the 5G network. Note that at the time of the design of
the 5G architecture design, AI was not necessarily taken into consideration.
Therefore, these limitations prevent it from fully realizing the potential of AI in the
5G architecture [47]. The complexity of the 6G requirements is such that it will
need a whole new level of network service orchestration and management [47]. For
instance, 6G will require increased capacity, very low latency, high reliability, and
the need for end-to-end (E2E) automation of network and service management
using AI security in 6G.

Security has always been an important consideration in mobile communica-
tions. This is even more so given the possibilities of the envisioned scope and
application of 6G. High-security considerations, secrecy, and privacy are expected
features of 6G [53].

4.6.4 The 6G threat landscape
6G will undoubtedly revolutionize the technological landscape and have a wide
range of use cases. Key highlights of the expected applications areas to be driven
by 6G include industry 5.0, UAVs, CAVs, Smart Grid 2.0, collaborative robots,
hyper-intelligent healthcare, digital twin, and extended reality [50]. While 5G
was designed to support the IoT, 6G is envisioned to support the Internet of
Everything (IoE), which is a collection of billions of heterogenous devices [54].
Therefore, 6G implementation will involve fundamental design and architectural
shifts. The technological, architectural, and design changes and application
range of the envisioned 6G would no doubt experience emerging risks and new
security challenges. Some of the security challenges of 5G will be inherited,
while new security challenges introduced by new technology and design will
also be expected. This section will present the potential threats in the emerging
6G landscape.

4.6.5 Legacy design security (pre-6G)
As noted earlier, 6G will inherit some of the security challenges of the pre-6G
era, given that some of the 5G technologies, such as software-defined network-
ing (SDN), network function virtualization (NFV), multi-access edge computing
(MEC), and network slicing will still form part of the 6G technology. Zhu and
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Philip [54] identified the security challenges associated with the network soft-
warization technologies above, and they are summarized in Table 4.2.

4.6.6 AI-related security challenges
6G is expected to be largely AI-driven. AI has increasingly grown in popularity
and in range of applicability. These growing use cases come a widened attack
surface with emerging threats and privacy issues [55]. In the case of 5G, AI
exists in isolated areas with large amounts of training data; in 6G, AI will
become a core part of the system at almost all levels. With such enormous data
generated from the IoE, AI will be at the core of 6G [13,59,64]. Expectedly,
there will be emerging risks seeking to exploit possible vulnerabilities in the AI
use case. The following potential security and privacy issues have been identi-
fied, as shown in Table 4.3.

Table 4.2 Security issues associated with the network softwarization

S.
no.

Network
softwarization
technologies

Security issues Threat mitigation and
countermeasures

1 SDN 1. Attacks on SDN
controller

2. Attacks on the
northbound and
southbound interface

3. Vulnerabilities of
platforms used in
deploying SDN
controllers [55]

Automating Malware detection and
mitigation for SDN controller [56].

2 NFV Attacks targeting:
1. Virtual machines
2. Virtual network

functions (VNF)
3. Hypervisor
4. VNF manager
5. NFV orchestrator

[57]

1. Automating and mitigating the
adversarial attack

2. Detect and mitigate at the origin
3. Improved hypervisor security
4. Use of inline solutions and

scrubbing centres [58]

3 MEC 1. Physical security
threats

2. Distributed Denial
of Service (DDoS)

3. Man-in-the-middle
attacks [59]

1. Improve physical security
2. AI-based anomaly detection system

in 6G MEC [60]
3. Use a graph neural network (GNN)-

based collaborative deep reinforce-
ment learning (GCDRL) model for
resource provisioning and
mitigation [61]

4 Network
slicing

1. DoS attacks
2. Information theft via

compromised slices

Use of slice isolation to proactively
mitigate DDoS [62]
Enable security controls at different
network layers [63]
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4.7 Threat mitigation and countermeasures

4.7.1 Poisonous attacks on ML systems
Traditional network management systems are largely manual in nature. The advent
of AI has automated network management and made networking systems more
intelligent [65]. Expectedly, 6G will introduce a deluge of data; with more accurate
data, the learning outcomes of AI systems produce better results. However, this
strength may be exploited by adversaries that introduce poisonous attacks to distort
the training data [64]. With the share volume of data available in the 6G landscape,
this could be an easy attack method by adversaries.

There are several scenarios this could be achieved. For instance, the adversary
may manipulate the ML system’s training sensor data to distort the learning out-
comes [66,67]. Another scenario is in an autonomous vehicle, where an attacker

Table 4.3 Forms of AI-related attacks

S.
no.

AI attacks Description

1 Poisonous
attacks

Attackers may launch poisonous attacks. For example, AI relies on
training data to influence outcomes, and attackers could maliciously
inject manipulated samples. This would influence learning outcomes
[19]

2 Evasion
attacks

Here, the attacker targets the test phase and bypasses the learning
model, by tampering with test instances. That is, by tampering with
the input to the AI algorithm, the attacker can bypass the right
classification mechanism, which will definitely affect the outcome
[19,47]

3 ML API-
based
attacks

In this attack type, the adversary attacks the API of a ML model to
obtain predictions on input feature vectors [19]. API-based attacks
could include any of the following:

1. Parameter attacks – poorly validated parameters leading to cross-
domain injection attacks. Data injection, data manipulation and
logic corruption.

2. Identity attacks – exploitation of authentication and
authorization flaws

3. Man-n-the-middle attacks – attackers can take advantage of API
vulnerabilities to sit in the middle and obtain data from the
unencrypted transmission

4. DoS/DDoS attacks – distorting API service by flooding it with
massive requests [19]

Infrastructure
physical
attacks

Adversaries may decide to intentionally attack the physical network to
disrupt communication. ML algorithms rely on data to make decisions
and once there is a disruption in flow, can obviously affect processing
and decision-making [19]

5 Compromise
of AI frame-
work

There are existing vulnerabilities in AL/ML frameworks which can be
exploited by adversaries
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may introduce stickers or specific background colors to the stop sign during
training. The ML model would be “deceived” to think they are speed limits and
cause the vehicle to keep moving, even at an intersection [65]. 6G is expected to
catalyze mass adoption of driverless cars, and with potential threats such as this, it
calls for a better approach to handling poisonous attacks on AI systems.

To mitigate poisonous attacks, intelligent systems need to be able to detect
malicious data or distortions in training data. One way this is achieved is the
intuitive use of anomaly detectors to filter out suspicious points. A recommended
countermeasure for poisonous attacks that rely on statistical knowledge of training
data is to learn the normal pattern or distribution of training data rather than remove
all the malicious data. In conclusion, Wang et al. [65] summarizes the key defen-
sive techniques against poisonous attacks as:

(i) Training data filtering – this basically detects malicious distortion of training
data and filters them out. This can be achieved in different ways. One way
this can be achieved is through input manipulation detection. Detecting
changes in feature characteristics or labels can filter poisoned samples from
training data [68]. An advantage of training data filtering is that it effectively
removes outliers. A disadvantage is an inability to detect inliers [65].

(ii) Robust learning – to defend against poisonous attacks requires robust learning.
This approach is based on statistical methods for detecting noise and outliers in
training datasets. Wang et al. [65] classified robust learning into model robus-
tifying and model verification. In model robustifying, the architecture of the
trained model is modified to make the system more resilient and reduce the
impact of the poisoned dataset [69]. A key advantage of model robustifying is
that it is adversarially resistant. The disadvantage is that it is not strong enough
to detect inliers [65]. In model verification, the characteristics of the model or
training data are utilized to mitigate poisonous attacks. For instance, Subedar
et al. [70] modeled the prediction of each layer of a deep neural network with
parametric distributions and utilized model uncertainty to detect and filter out
poisoned samples from clean ones. An advantage of model verification is that it
can effectively detect backdoor attacks. The disadvantage is that its application
is limited to detecting backdoor attacks [65].

(iii) Use of auxiliary tool – in the case of neural networks, the countermeasure
adopted is to rely on an auxiliary tool to protect the neural network model.
There are several implementations of this: for instance, in [71,72]. The
advantages of this are that it improves the ability of the deep neural network,
and the learned representations amplify signals important to classification.
However, the key disadvantage is that it is limited to deep neural networks [65].

These methods are already in the 5G landscape but would have to be improved
to greater effect.

4.7.2 Evasion attacks
While poisonous attacks target the training phase [73], evasion attacks target test
time [74]. With the massive data explosion that will characterize the 6G landscape,
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adversaries may take advantage of this to target the test process. There are several
ways of mitigating evasion attacks. For instance, Goodfellow et al. [75] proposed
adversarial training where the training dataset is augmented with adversarial
examples. Papernot et al. [76] proposed defensive distillation as a mitigation
against evasion attacks. Cao and Gong [77] proposed a region-based classification
method to mitigate evasion attacks in deep neural networks. In the 6G landscape,
there will be a massive deluge of data, and these methods can be improved upon to
cope with the emerging threat vectors.

4.7.3 ML API-based attacks
The 6G landscape will see many handshakes between devices. Adversaries will
look to take advantage of the vulnerabilities in the API input vectors. There are
many ways to mitigate this. This would include improved API security, the use of
machine learning, and a combination of other methods.

4.7.4 Infrastructure physical attacks
The 6G landscape will involve a large interconnection of sensors and devices. As a
result, adversaries can target the physical infrastructure itself to disrupt the system.
Improving physical security is one way of mitigating this risk.

4.7.5 Compromise of AI framework
Adversaries may exploit existing vulnerabilities in AI/ML frameworks. Therefore,
AI systems must be secure and periodically fixed. It is essential to do a compre-
hensive security risk assessment of the AI system and fix all vulnerabilities.

4.8 Recent trends and future directions

4.8.1 Recent trends
6G network architecture will usher in unprecedented growth in technology in terms
of security and privacy. These include driverless buses and taxis on British roads by
2021 as autonomous driving research advances with highly coded security systems
[78]. The populace’s psychological trust is desired for this technology’s smooth
adoption, as stated in [79]. Spatial modulation [79] has been suggested considering
Terahertz transmission to reduce hardware limitations. A growing trend is the
development of Wireless Network on Chip (WNoC), made possible by transceivers
and antennae that have been downsized [80]. El-Fatyany et al. [81] brought the
trends and advancements of 6G wireless communication systems closer to reality.
Also, the authors suggested a privacy system based on biocyber interfaces [81]. In
the IoBNT model, the privacy method operated on top of the biocyber interface and
delivered positive results with little adverse impacts. Imoize et al. [82] proposed the
application of 6D holographic optical field technology which is constantly evol-
ving. The strict requirements for faster data throughput and reduced latency, made
possible by 6G, will make this possible. This technology provides a novel and
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appealing user experience in media and entertainment. The Internet of Bio-Nano
Things adoption faces difficulties related to security.

4.8.2 Future directions
More investigations into quantum communication are required. As mentioned
before in this paper, quantum communication and the Internet of Bio-Nano Things
may not be developed enough to support 6G. Nevertheless, they will be important
for future wireless networks. Quantum communication increases computational
performance while also enhancing security. In this chapter, some security threats
and attacks have been highlighted, and their proposed countermeasures have been
given. There are promising areas for future research in software-defined network-
ing, the Internet of Space Things, and resource allocation for CubeSats [82,83]. The
open research questions are underwater communication, security, and channel
estimation. Because of their low cost and low orbital altitude, Saeed et al. [84,85]
envision the CubeSats as facilitating future wireless communication in space.

4.9 Conclusion

The deployment of more and more 5G networks has revealed the limitations of these
networks, which undoubtedly supports the exploratory study of 6G networks as the
next-generation solutions. The fundamental privacy and security concerns raised by
6G technology are covered in these evaluations. The following concerns with the
projected 6G network were explored in this work: Issues with tactile communications,
resources as services, variable radio access constraints, and varied high-frequency
bands are all security-related problems with the network. The 6G spectrum, which had
a wavelength of 30–3,000 mm and a frequency range of 0.1–10 THz, was examined.
Additionally, the numerous attacks on 6G were outlined, and mitigation strategies,
current trends, and future directions were suggested.
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Chapter 5

Security threat landscape for 6G architecture

Gabe Obrist1, Oscar Okechukwu1, Andrew Cross1,
Dinh-Thuan Do1 and Agbotiname Lucky Imoize2,3

Abstract

This chapter explores the potential benefits of using reconfigurable intelligent surfaces
(RISs) to enhance the physical layer security (PLS) of promising sixth-generation
(6G) wireless systems relying on non-orthogonal multiple access (NOMA) systems.
RISs are a new technology that can dynamically modify the propagation environment
of wireless signals, allowing for increased efficiency and security. By leveraging RISs
in NOMA systems, this chapter demonstrates that it is possible to enhance the secrecy
performance of the system while simultaneously improving the overall spectral effi-
ciency. The chapter provides a comprehensive overview of the theoretical foundations
of PLS for 6G systems. We aim to consider a case study of RIS-aided NOMA sys-
tems, including the optimization of the RIS reflection coefficients and performance
analysis of security concerns. Simulation results demonstrate that RIS-aided NOMA
systems can achieve significant improvements in secrecy performance, particularly in
scenarios with a high number of meta-surfaces of RIS. The chapter concludes that
RIS-aided NOMA has the potential to be an effective solution for enhancing the PLS
of wireless communication systems.

Keywords: 6G; Physical security; Reconfigurable intelligent surface; Non-
orthogonal multiple access

5.1 Introduction

The next generation of cellular communications, known as sixth generation (6G), is
currently in development and is set to succeed fifth generation (5G). With an
ambitious vision of truly autonomous networks, 6G is expected to be commercially
deployed in next decade. This new standard will be able to support speeds of
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over 1 Tbps, which is 50 times faster than 5G, and latency is projected at 10–100
ms. Scientists predict that this criterion will increase connectivity not only for tra-
ditional coverage areas in 5G but also for applications related to communications at
many environments such as space, air, ground, and sea. By providing improved
coverage and network functionality, 6G technology will facilitate the development
of various digital services, such as implantable devices, tactile Internet, wearable
displays, and autonomous vehicles [1].

Despite the ongoing progress in building 6G networks, there is limited research
conducted on security and privacy matters. The majority of existing research in this
field has centered on Internet of Things (IoT) networks, with only brief examina-
tions of particular technologies, such as Artificial Intelligence (AI) and machine
learning (ML) [2,3]. This is because many fundamental components of 6G net-
works are yet to be defined, which has resulted in a lack of related work. Therefore,
further research is required to understand and address the potential security and
privacy challenges that may arise in 6G networks.

The objective of this chapter is to take cues from the security improvements
made in prior cellular network generations and conduct a systematic review of
existing research on security and privacy in 6G wireless networks. While some
recent studies have investigated the three-layer architecture of 6G, consisting of the
physical layer, network layer, and application layer, we only focus on assessing
security performance at the physical layer. The results of this chapter can be used to
detect possible attacks and corresponding solutions for IoT networks powered by
6G. This chapter presents a narrow subject matter that can be highly beneficial to
operators and developers in guarding against particular attacks that might threaten
essential protocols that govern a broad range of 6G applications.

5.2 Designing 6G wireless systems with reconfigurable
intelligent surfaces

Reconfigurable intelligent surfaces (RISs) are a type of artificial material that can
be used to control and manipulate radio waves. They consist of a large number of
small, passive elements that can be electronically controlled to reflect, refract, or
absorb electromagnetic waves in a way that is tailored to a specific application or
environment. Its applications have been studied regarding how this approach may
assist with wireless coverage due to their reflection ability. Primarily, the place-
ment of this surface can maximize the coverage, due to aiming for great reflection.
This can also be helpful for applications regarding advanced networks such as non-
orthogonal multiple access (NOMA) networks [4–6]. In regards to eavesdropper
(Eve) distributions, the distribution of the Eves location in the wiretap link and the
RIS-aided communication systems are the main factors that impact the secrecy
performance and showcase a tradeoff between the efficiency of the system and the
RIS elements present [7]. The physical layer security (PLS) of RIS-aided trans-
mission for a random user with a multi-antenna Eve, however, is preferable to those
without it due to the probability density function (PDF) and cumulative distribution
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function (CDF) of the signal-to-interference-plus-noise ratio, both metrics being used
to evaluate security performance such as secrecy outage and nonzero secrecy capacity
probability. A RIS with a small number of reflective elements, however, does not
improve systems with small path loss of non-line-of-sight [8]. Device-to-device net-
works can rely on both RIS and a full duplex (FD) jamming receiver for added
security. This is achieved through a beamforming design for an FD receiver that helps
suppress and inject artificial noise signals in the direction of Eves to prevent infor-
mation leakage [9]. In terms of wireless transmission, this can also be made more
secure through RIS. Originally RIS’ effectiveness is limited due to a ‘double fading’
effect on the reflecting channel link between the user and the transmitter. However,
through a new design with reflective elements that adjust phase shift and now signal
amplitude, we can relieve the impact of double fading and achieve significantly
higher secrecy performance gain compared to the original RIS design [10]. Spectrum
efficiency (SE) and security can also be improved through RIS, especially for multi-
user cellular networks that are prone to jamming and eavesdropping attacks. The re-
occurring issue of worst-case sum rate maximization is tackled through imperfect
angular channel state information (CSI). A heuristic scheme is proposed that converts
the imperfect CSI into a more robust one, and through simulations of realistic RIS and
communication models, the SE and security are improved [11].

5.3 PLS for 6G systems

In [12], PLS is a fairly new concept when discussing communications. PLS allows
confidential information to be exchanged between sender and user via wireless
communications without any ‘eavesdroppers’ intercepting said information. There
are two ways to carry out PLS without relaying a higher-encryption: secret keys are
generated or there is no need for a generated key. The authors in [13] studied PLS.
The key-generated PLS is one form that hides information from Eves by mapping
to planned rotated signals. This way, the two-way exchange between sender and
receiver includes six OFDM symbol times. The goal is to ultimately have the
exchange and synchronization occur in four symbols. Beyond 5G and 6G, securing
more applications at a low latency will be more successful by extending PLS
algorithms using a key-based PLS. In [14], visible light communications (VLC) are
presented as a key supporting technology for 6G wireless communication. This
technology uses artificial environmental lighting as a transfer channel. Benefits of
using a VLC system include resistance to interference and less likely security
breaches that occur. A key feature of using a VLC system includes the Watermark
Blind PLS (WBPLSec). This feature uses RGB LEDs that offer wavelength divi-
sion multiplexing as a useful support for the spread-spectrum watermarking. What
is now being discussed is to combine WBPLSec with RGB LED jamming to pro-
vide improvements on secrecy capacity and the probability of outage.

Heterogeneous IoTs and multi-access mobile edge computing (MA-MEC) are
seen as supporting technologies for building a smart city which is another application
using PLS. MA-MEC is known for supporting resource-limited and computational-
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sensitive services by computation offloading and distributed content delivery/cach-
ing. In [15], a solution to this would be using PLS technologies to investigate wiretap
coding, resource allocation, signal processing, multi-node cooperation, etc.

The end-end secure communication of N-pair cellular network is also headed
towards NOMA. It also includes physical layer network coding (PLNC) and, in
[16], both can improve spectral and temporal efficiency. Networking coding is a
very big aspect of improving the throughput, efficiency and reliability of the two-
way relay networks (TWRNs). This essentially brings new security problems,
however, when considering the physical layer. To enhance security performances,
network coding schemes are incorporated with key diagram generations in [17].

If 6G wants to remain in concept, then two key areas will need to be addressed:
threat vectors from new radio technologies and protection mechanisms will need to
be very efficient in preventing Eves of gaining access to information, for example,
according to [18]. In [19], new security threats will need to be addressed in addition
to the ones discussed previously: sensing capabilities will be a huge piece to this
becoming a reality. In addition to edge and device-embedded intelligence, these
technologies can bring new protocols that will be even more secure than ever. This
is a fairly new concept and there is going to be difficulties that must have solutions
for this concept to become a reality in the near future. In addition, the authors of
[20] also state that reinforcement learning (RL) algorithms that can boost wireless
devices optimize security performances against smart attacks, which is another
kind of threat. RL algorithms can be applied in 6G systems focusing on jammers,
eavesdropping, spoofers, and interference attackers.

5.4 The related works considering performance analysis
of RIS-NOMA

This chapter deals with the security of 6G architecture by focusing on the physical
layer. The importance of signal processing at the physical layer motivates us to
look for advanced techniques to enlarge the coverage and spectrum sharing among
users. The authors in [21] presented that the emergence of 5G and 6G wireless
networks has created a substantial need for extensive device connectivity and
efficient use of the radio spectrum. Multiple-input-multiple-output (MIMO)
antennas have played a significant role in achieving this connectivity and enabling
high-quality signal transmission among devices. However, the deployment com-
plexity and hardware costs of MIMO technology are major drawbacks. To address
these concerns, RISs have been introduced. RIS can perform almost as well as
MIMO-equipped devices while using low-cost meta-surfaces to control the pro-
pagation of radio waves and do not rely on external energy sources. RIS can also
work in full-duplex mode, making them an ideal choice for enabling massive
device connectivity. Despite being a relatively new technology, there is a sig-
nificant amount of research and publications available on integrating RIS with
emerging technologies such as NOMA, CR, VLC, and PLS. Growing concerns
regarding privacy and PLS have resulted in significant research efforts in this area.
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In a recent study, the authors of [22] explored RISs, which are artificial surfaces
made of electromagnetic material that can be electronically controlled using inte-
grated electronics. RISs have unique wireless communication capabilities, as they
can control the transmission environment and improve signal quality at the recei-
ver. They can transform propagation environments into smart ones and have sev-
eral advantages over other wireless relaying technologies. RISs devices are energy
efficient and can shape the transmission signal through soft programming. They are
not easily affected by external electromagnetic interference and can operate in FD
transmission mode with a full-band response. While RISs are a new technology and
have only been studied in a few papers, their potential applications in wireless
communication systems have been recognized. However, their use to enhance the
secrecy performance of wireless systems is still relatively unexplored. Previous
research has focused on optimizing designs such as beamforming and jamming. In
contrast, this paper examines the secrecy performance of systems using RISs in a
general model with direct links between the source and the legitimate user or Eve.
The study aims to quantify the benefits of using RISs in such a setup on the PLS of
the system, as measured by the secrecy outage probability (SOP) metric.
Additionally, the paper provides an asymptotic SOP analysis for high signal-to-
noise ratios (SNRs) and a large number of RIS elements to gain more insights.
Overall, RISs are expected to become a critical technology in future wireless
systems.

The authors in [23] reviewed the evolution of wireless communication technol-
ogies that began in the 1980s with first-generation (1G) cellular networks and have
since seen significant advancements with 2G, 3G, and 4G networks. The deployment
of 5G wireless technologies began in 2020, and it is expected to continue developing
until full coverage is achieved by 2025, primarily on a software-based level. The key
feature of 5G is the cloudification of networks with microservice-based architecture
that abstracts physical resources to virtual and logical environments, enabling on-
demand automated learning management functions. Despite the incomplete rollout of
5G, researchers are already envisioning the 6G of mobile communication, with stan-
dardization expected to begin around 2026. The 6G wireless networks will be based
on intelligent network orchestration and management, utilizing multiple technologies
such as RISs, VLC, electromagnetic-orbital angular momentum, cell-free commu-
nications, and quantum computing. The 6G architecture will incorporate a hetero-
geneous cloud infrastructure, requiring the capability to discover multiple cloud
services and dynamic function placement. Security and privacy concerns will also be
addressed, particularly with regards to novel technologies like blockchain, VLC,
TeraHertz (THz), and quantum computing. The security considerations will cover
PLS, network information security, application security, and deep learning-related
security.

In [24], the study focused on NOMA which is expected to play a crucial role in
5G and beyond due to its superior SE compared to conventional orthogonal mul-
tiple access (OMA). It enhances SE and user connectivity by broadcasting signals
in wireless communication networks. However, ensuring communication con-
fidentiality between the base station (BS) and legitimate users (LUs) is equally
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important. RIS is a new technology that can manage the reflection properties of
radio waves by adjusting amplitude-reflection and phase coefficients, thereby
enhancing or reducing received signals by users. This provides more possibilities
for PLS issues. Previous studies have investigated the secrecy outage probability
(SOP) and PLS of RIS-aided networks, but few have considered RIS-aided NOMA
networks with both direct and reflected links. In this paper, the authors propose a
new RIS-aided NOMA network in which a BS communicates with LUs and an Eve
via the assistance of the RIS. Unlike previous literature that focuses on enhancing
LU performance, the authors propose a new RIS design that eliminates signals
received by the Eve, thereby improving secrecy performance and opening new
directions for PLS design of communication networks.

In [25], the authors explored PLS-aided RIS system which is expected to play a
critical role in the development of 6G wireless networks, especially in terms of
achieving secure communications. RISs can be integrated with other emerging
communication technologies to enhance their performance gains. In particular,
RISs can be utilized to improve the PLS of wireless communication systems by
deploying them near eavesdroppers to cancel out their signal and decrease infor-
mation leakage. Mobile wireless communication has seen rapid growth in data
traffic due to the increased usage of smart devices. This has led to an enormous
demand for radio spectrum resources, such as bandwidth and energy, which
requires the consideration of spectral and energy efficiency when designing future
wireless networks. Cognitive radio (CR) has emerged as an efficient technique to
improve spectral efficiency. RISs can be deployed to improve the performance of
the secondary network (SN) while enhancing the secrecy rate of the primary net-
work (PN) in CR networks. The RIS technology is used as a friendly jammer to
ensure a high-secrecy performance for the PN, enabling a win–win situation
between the two networks. The paper derives closed-form expressions for the
secrecy outage probability (SOP) of the PN and provides asymptotic analysis for
the SOP of the PN. Numerical and simulation results confirm the benefits of the
proposed system model.

In [26], the advent of 5G wireless communications has brought about several
benefits, including inflated data rates, highly capable base stations, and low
latency, which are pivotal to the development of billions of devices. To meet the
demand for larger data traffic in mobile communications, researchers have come up
with several solutions, such as mmWaves, m-MIMO, small cell techniques, RIS,
NOMA, ultra-dense heterogeneous networks, and free space and underwater opti-
cal wireless communication networks. Of these, RIS is gaining immense attention
as an efficient mechanism for future secure wireless communication systems, with
its passive beamforming and the ability to customize the propagation medium by
means of adjustable phase and amplitude. RIS has several promising applications,
such as enhancing m-MIMO systems, maximizing SNR, promoting signal cover-
age, and optimizing the beamforming of multi-user channels. Several studies have
investigated RIS-assisted systems, including MISO networks, NOMA networks,
optical wireless communication networks, and UOWC systems. RIS has been
proposed as a promising solution for PLS, and joint beamforming and jamming
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techniques have been analyzed to determine the secrecy performance without
Eve CSI.

In [27], a new metamaterial, called the simultaneous transmitting and reflect-
ing RIS (STAR-RIS), has been proposed. This metamaterial supports both electric-
polarization and magnetization currents, which allows it to provide full-space
service coverage and more flexible deployment. NOMA is a technique that can
enhance spectral efficiency by serving multiple users within one spectrum resource
using successive interference cancellation. However, it is sensitive to wireless
channels and introduces additional co-channel interference. Integrating NOMA and
STAR-RIS can naturally overcome this randomness and boost spectral performance.
Previous studies have investigated coverage characterization, proposed NOMA-
integrated over-the-air federated learning (AirFL), studied resource allocation, and
investigated STAR-RIS-assisted NOMA-enhanced coordinated multi-point (CoMP)
transmission. A general analytical framework for STAR-RIS-assisted NOMA net-
works has also been proposed. However, wireless transmissions can expose con-
fidential or sensitive data to vulnerable communication environments due to their
broadcast characteristic. To provide secure and private information transmission, PLS
has been proposed, which exploits the inherent characteristics of wireless channels to
degrade legitimate information leakage. The integration of RIS into PLS has received
much attention due to its ability to adjust wireless channels. Studies have investigated
the secrecy capacity maximization problem, proposed an artificial noise (AN)-based
jamming protocol via RIS, and a robust AN-aided transmission scheme. For NOMA
networks, the secure transmission problems of RIS-assisted NOMA networks have
been studied under imperfect and statistical eavesdropping CSI. Recent research has
shown that compared with conventional RIS, STAR-RIS can provide higher secrecy
performance.

5.5 A case study: PLS for RIS-NOMA

5.5.1 System model
In situations where there is not existence of a direct link between the access point
(AP) and IoT devices that results in a strong signal received and processed at the
destination, and the RIS link can strengthen the signal at the destination, shown in
Figure 5.1. RIS is equipped with M metasurface. We assume a flat fading channel
model that varies slowly for all channels.

Then, the received signal reflected by the RIS at D1 can be expressed as [21]

yno
D1

¼ u
XT

t¼1

hsrhr1ffiffiffiffiffiffiffiffiffiffiffi
dw

srd
w
r1

p ejctð
ffiffiffiffiffiffiffiffi
Pb1

p
x1 þ

ffiffiffiffiffiffiffiffi
Pa2

p
x2Þ þ h1 (5.1)

In this model, u [ (0,1] represents the amplitude reflection coefficient and ct is
the adjustable phase applied by the tth reflecting element of the RIS. The signal for
Di is denoted as xi, where i ¼ 1, 2, and P is the normalized transmission power at
the AP. The power allocation coefficients ai are defined such that b1 þ a2 ¼ 1, and
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to ensure better fairness between users, we assume that a2 > b1 [21]. The additive
white Gaussian noise (AWGN) at Di is denoted by hi � CN(0, N0), which is
modeled as a zero-mean complex Gaussian distribution with variance N0.
Additionally, hsi , hsr, hri , hse, and hre are complex Gaussian random variables with
zero mean and unit variance, where dsi , dsr, dri , dse, and dre are the distances for the
BS-Di, BS-RIS, RIS-Di, BS-E, and RIS-E links, respectively. We assume a slowly
varying and flat fading channel model for all the channels. The path loss exponent
is denoted by w, and all small-scale fading channel coefficients are modeled as
independent and identically distributed CN(0, 1) variables. As M becomes large, we
can use the central limit theorem to find that

PM
t¼1 hsrhri � CNð0;MÞ and

hsi � CNð0; 1Þ. When the radio frequency (RF) source transmits its data signal xi to
the receiver, the RIS receives the same signal and then adjusts the phase ct [ [0, 2p)
of reflector t [ t, . . . ,M based on channel state information (CSI) [21].

The signal-to-noise ratio (SNR) at the legitimate user D1 to decode x2 can be
expressed as

gno;x21
D1

¼ tB1ra2A2
1

tA1rb1A2
1 þ 1

(5.2)

where tA1 ¼ u2d�w
sr d�w

r1
, r ¼ P

N0
, A1 ¼ hs1j j;F1 ¼ d�w

s1
A1

2 þ tA1 A2
1. It is noted that

A1 ¼ PT
t¼1

hsrhr1 ejct

����
���� ¼ PT

t¼1
hsrj j hr1j j in the case of perfect CSI.

RIS w N elements

Base Station

Eavesdroppers Near
Users

Far
Users

Figure 5.1 PLS-aided two-user RIS-NOMA for 6G wireless systems
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After SIC, the resulting SNR at the legitimate user D1 to decode x1 can be
formulated as gno;x1

D1
¼ tA1rb1A2

1.
Then, the received signal reflected by the RIS at D2 can be expressed as

yno
D2

¼ u
XT

t¼1

hsrhr2ffiffiffiffiffiffiffiffiffiffiffi
dw

srd
w
r2

p ejctð
ffiffiffiffiffiffiffiffi
Pb1

p
x1 þ

ffiffiffiffiffiffiffiffi
Pa2

p
x2Þ þ h2: (5.3)

The resulting SNR at the legitimate user D2 to decode x2 can be formulated as

gno;x2
D2

¼ tB2ra2A2
2

tB2rb1A2
2 þ 1

; (5.4)

where tA2 ¼ u2d�w
sr d�w

r2
;A2 ¼ PR

r¼1
hsrj j hr2j j.

The received signal reflected by the RIS at E can be expressed as

yno
E ¼ u

XT

t¼1

hsrhreffiffiffiffiffiffiffiffiffiffiffi
dw

srd
w
re

p ejctð
ffiffiffiffiffiffiffiffi
Pb1

p
x1 þ

ffiffiffiffiffiffiffiffi
Pa2

p
x2Þ þ he; (5.5)

where he � CN(0, Ne) are the AWGN at E that is modeled as a zero-mean complex
Gaussian distribution with variance Ne.

Using PIC, the resulting SNR at the legitimate E to decode xi can be for-

mulated as gno;xi
E ¼ tAereaiA2

e , where tAe ¼ u2d�w
re , re ¼ P

Ne
, Ae ¼

PR
r¼1

hsrj j hrej j,
Fe ¼ d�w

se Ae
2 þ tAe A

2
e . Ae can be approximated with an exponential RV para-

meter lFe .
The instantaneous secrecy rate at D1 can be expressed as

Sno
D1

¼ max
1
2

log2ð1 þ minðgno;x21
D1

; gno;x1
D1

ÞÞ� 1
2

log2ð1 þ gno;x1
E Þ; 0

� �
: (5.6)

The instantaneous secrecy rate at D2 can be expressed as

Sno
D2

¼ max
1
2

log2ð1 þ minðgno;x2
D2

; gno;x2
D2

ÞÞ� 1
2

log2ð1 þ gno;x2
E Þ; 0

� �
: (5.7)

5.5.2 Secrecy outage probability analysis
In NOMA systems, the source transmits two signals to D1 and D2 with the aid of a
RIS. Outage event occurs when either SD1 or SD2 falls below its own target rate.
Using this definition, the SOP can be represented as [21]
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SOP ¼ 1 � Pr
1 þ gno;x21

D1

1 þ gno;x2
E

� Sth1 ;
1 þ gno;x1

D1
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E

� Sth1

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

q1

�Pr
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D1
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E

� Sth1;
1 þ gno;x1

D1

1 þ gno;x1
E

� Sth1

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

q2

;

(5.8)

where Sthi¼ 22Ri , Ri is the target data rate for Di.
The approximate closed-form expression for SOPno is given by [21]

SOPno � 1 � tA1rMV1V2

ðSth1tAerelAe þ tA1rTÞlAelAe

exp � m1

tA1rb1T

� �

�
ð1

0
exp � Sth1tAereb1x1t þ m1

b1 � a2 Sth1tAereb1x1t þ m1ð Þð ÞtA1rT
� V1t

lAe

� �
dt

�
ð1

0
exp � Sth2tAerea2V2q þ m2

b1 � a2 Sth2tAerea2V2Q þ m2ð Þð ÞtA2rT
� V2q

lAe

� �
dq;

(5.9)

where V1 ¼ a2�b1m1
b1b1Sth1 tAere

, V2 ¼ a2�b1m2
b1a2Sth2 tAere

, mi ¼ Sthi � 1.

5.6 Numerical results and discussions

The parameters set for simulations are similar to recent work [21].
In Figures 5.2–5.4, we can see the secure performance of RIS-NOMA sys-

tem focusing on two users with existence of Eve. The higher the SNR provided at
the access point, the system can achieve better secure performance. It is worth
noting that two users need different power allocation factors a which lead to
different secure performance for each user, and hence the total secure outage
performance can be affected as well. The 6G architecture will be led by
advanced technologies including RIS and NOMA. In particular, this chapter
demonstrated that RIS and NOMA are key enablers to improve security and
reliability. It is noted that the SOP could be improved significantly if the IoT
devices work with both direct link AP-RIS-device and AP-RIS-device link. We
can see from Figure 5.2 that the SOP when the IoT devices get signals from the
direct link, AP-device is better than the case without a direct link. In Figures 5.3
and 5.4, we try to change the path loss exponent, the SOP performance just
changes a bit.

In Figure 5.5, the design of RIS with more number of metasurface shows the
better secure performance. In particular, we compare SOP of such NOMA-RIS
system and the gap among two cases of M = 100, M = 500 can be observed when
the SNR at the AP is less than 5 dB. This result confirms the benefits of RIS to
improve secure performance when higher number of metasurface enables that RIS
is flexible to provide good signals to IoT devices.
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Figure 5.2 Secure outage probability of two users in PLS-aided RIS-NOMA for
6G wireless systems with a path loss exponent of 4 and a target rate
of 0.1
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Figure 5.3 Secure outage probability of two users in PLS-aided RIS for 6G
wireless systems with a path loss exponent changed to a value of 1
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Figure 5.5 Secure outage probability with the number of metasurface changed
from 100 to 500
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5.7 Conclusion

Through a case study, this chapter has highlighted the potential of RIS to enhance the
PLS of 6G architecture using NOMA. By leveraging the dynamic nature of RISs, it is
possible to enhance the secrecy performance of the system while improving spectral
efficiency. The authors have provided a detailed theoretical framework for RIS-aided
NOMA systems, and presented how the system performance depends on the RIS
reflection coefficients and power allocation. The simulation results demonstrate that
RIS-aided NOMA can significantly improve the secrecy performance of wireless
communication systems, particularly in high SNR region at the base station (access
point). These findings suggest that RIS-aided NOMA has the potential to be an
effective solution for enhancing the security of wireless communication systems,
paving the way for the development of more secure and efficient wireless networks.
Further research and development in this field may ultimately lead to the imple-
mentation of RIS-aided NOMA in practical secure 6G wireless systems, providing a
more secure and reliable communication platform for users.
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Chapter 6

Dynamic optical beam transmitter of secure
visible light communication systems

Jupeng Ding1 and Chih-Lin I2

Abstract

Due to the broadcast nature of visible light communications (VLC) channel, phy-
sical layer security (PLS) techniques have been considered to improve the trans-
mission confidentiality of VLC links. However, almost all current schemes merely
work with multiple distributed transmitters and fail to serve the scenarios with
centralized transmitters, even single transmitter. For addressing this issue, in this
work, the dynamic inclined optical beam-based PLS enhancement scheme is pro-
posed. Unlike conventional Lambertian beam-based technique paradigm, the above
scheme utilizes the commercially available typical non-Lambertian beams to form
the secure VLC links. Numerical results show that, compared with the conventional
static Lambertian configuration, up to 5.52 bps/Hz average secrecy capacity gain
could be derived via the proposed dynamic scheme using two inclined candidate
beams. Moreover, this potential gain will be further elevated to about 6.63 bps/Hz
when up to four candidate beams are available at the transmitter.

Keywords: Dynamic optical beam; MIMO; Physical layer security; Secrecy
capacity; Visible light communications

6.1 Introduction

Visible light communication (VLC) is being considered as the complementary
technology for radio frequency-based technology, thanks to its low cost, license
free and immunity to the conventional electromagnetic interference. Moreover, the
abundant optical spectrum could be explored by VLC to address the frequency
spectrum crisis [1–4]. At the same time, due to the broadcast nature of VLC
channel, the relevant data privacy and confidentiality must be sufficiently

1Key Laboratory of Signal Detection and Processing in Xinjiang Uygur Autonomous Region, School of
Information Science and Engineering, Xinjiang University, China
2China Mobile Research Institute, China



considered. Upper layers security, such as encryption and access control mechan-
ism, could not always provide enough wireless like safeguarding, which is dis-
advantageous in the required storage and computational cost. On the other side,
physical layer security (PLS) techniques have been actively introduced and inves-
tigated in the secure VLC link design [5–8].

Recently, impressive secure transmission gain has been identified for typical
PLS technique including null steering, artificial noise transmission in medium-size
indoor scenario. However, almost all these schemes merely work with multiple
distributed VLC transmitters. Nevertheless, these above schemes apparently fail to
adapt to the small-size scenario with centralized transmitters, even single trans-
mitter. It should be noted that, to a large extent, the current secure optical wireless
designs remain in the well-known Lambertian beam research paradigm [6–8]. As a
matter of fact, there are many commercially available non-Lambertian beam
waiting for consideration and discussion in secure VLC [9–13]. Objectively, the
optical beam dimension is attractive to provide novel research paradigm. To a large
extent, the secure VLC channel gain and coverage characteristic are dominated by
the optical beam pattern of light emitting diodes (LEDs) source in transmitter.
Actually, the distinct beam patterns objectively provide one novel design and
optimization dimension for secure VLC performance enhancement.

Based on the above discussion, the typical non-Lambertian beams can be utilized to
form the secure VLC transmitter. The basic idea of this design is to dynamically select
the candidate non-Lambertian beam to derive better PLS performance. This scheme is
capable of matching various indoor scenarios with transmitter shortage issue.

In this paper, the Lambertian and typical non-Lambertian beams radiation char-
acteristics are given in Section 6.2. And the secure VLC transmitters with fixed and
dynamic beam configuration are investigated in Section 6.3. Numerical results are
compared and discussed in Section 6.4. Finally, Section 6.5 concludes this chapter.

6.2 Optical beams characteristics

The following section describes the radiation characteristics of conventional
Lambertian optical beam and that of the typical commercially available non-
Lambertian optical beam.

6.2.1 Lambertian optical beams
Radiation intensity is the key metric to measure the angular intensity distribution of
optical beams. If the LED optical source matches with Lambertian beam, the
radiation intensity analytical representation is given by (6.1):

ILamðfÞ ¼ mLam þ 1
2p

cosmLamðfÞ; (6.1)

where f denotes the emission elevation angle, and mLam denotes the Lambertian
order. And this order is set as 1 for the generalized Lambertian beam, then the
respective indoor application scenario and 3D radiation pattern is described in
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Figure 6.1(a) and (b), separately, where the red arrow indicates the optical beam
normal direction.

In a typical indoor scenario, the propagation contribution of non-line of path
components is much weaker than that of line of sight (LOS) path components. For
convenience of analysis, this letter only considers the effects of line of sight paths.
Therefore, when the radiation characteristic of the optical source follows the
Lambertian beam, the direct current channel gain at the receiver R is given as (6.2):

HðSLam;RÞ ¼
AR

d2
0

ILamðfÞcos ðqÞ n2

sin2ðqFOV Þ
r; 0 � q0 � qFOV

0; q0 > qFOV

8<
: ; (6.2)
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Figure 6.1 (a) Indoor application scenario and (b) 3D radiation pattern of
conventional Lambertian optical beam; (c) indoor application
scenario and (d) 3D radiation pattern of the typical non-Lambertian
optical beam

Dynamic optical beam transmitter 135



where AR is the detection area of receiver; d0 is the distance between the optical
source and the receiver; q denotes the angle of incidence at receiver; n denotes the
refractive index of the optical concentrator, and qFOV is the field of view (FOV) of
receiver.

6.2.2 Non-Lambertian optical beams
Distinct from the well-discussed Lambertian optical beams, there are commercially
available LEDs render asymmetric non-Lambertian spatial radiation characteristic,
due to the production package and the secondary optics added by the manufacture
procedure. Without loss of generality, the beam pattern of NSPW345CS type LED
from Nichia is considered and discussed as a representative example.

Thanks to mentioned beam asymmetry, the relevant spatial radiation intensity
is simultaneously dependent on the emission elevation and azimuth angle of the
emitted optical signal and can be calculated as (6.3).

INSPWðf; Þ ¼
X2

i¼1
g1iexp �ðln2Þðjfj � g2iÞ2 cos2a

ðg3iÞ2 þ
sin2a
ðg4iÞ2

 !" #
; (6.3)

where a is the azimuth angle within the source plane. Specifically, the values of
coefficients in this expression are: g11 ¼ 0.13, g21 ¼ 45�, g31 ¼ g41 ¼ 18�,
g12 ¼ 1, g22 ¼ 0, g32 ¼ 38�, and g42 ¼ 22�. Similar to the above Lambertian case,
the indoor scenario with this typical non-Lambertian beam and the respective 3D
beam patterns from the wide cross-section view angle is illustrated in Figure 6.1(c)
and (d), accordingly.

Under this beam configuration, the renewed channel gain expression could be
given as (6.4):

HðSNSPW;RÞ ¼
ARINSPWðf;aÞ

Pnormd2
0

cos q0
n2

sin2 qFOVð Þ r; 0 � q0 � qFOV

0; q0 > qFOV

8<
: ;

(6.4)

where Pnorm is the power normalization factor of this non-Lambertian beam, to
ensure that the whole radiated power equal 1 W.

6.3 The static and dynamic optical beam transmitter

6.3.1 Static optical beam transmitter
At the receiver end, if the conventional fixed beam configuration is applied, the
secrecy capacity (SC) of the legitimate receiver (also called Bob in some literature)
can be calculated as follows (6.5):

Cfixed ¼ ½log2ð1 þ gLegiÞ � log2ð1 þ gEveÞ�þ; (6.5)
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where gLegi is the signal-to-noise ratio (SNR) of the legitimate user; gEve is the SNR
of the eavesdropper; and [b]+ is the max{0, b}. The SNR for any receiver could be
given by (6.6):

g ¼ r2a2P2
DCkH S;Rð Þk2

1

d2 ; (6.6)

where r is the PD responsivity, a is the modulation index, PDC is the emitted direct
current (DC) optical power, and d2 denotes the additive noise variance at the
receiver.

6.3.2 Dynamic optical beam transmitter
In the proposed dynamic configuration scheme, the transmitter includes two or four
inclined non-Lambertian candidate beams with distinct original azimuth offset. For
the jth candidate inclined beam, the related radiation intensity is given by (6.7):

INSPWðfþ Df;aþ DajÞ ¼
X2

i¼1
g1iexp �ðln2Þðjfþ Dfj � g2iÞ2 cos2ða0 þ DajÞ

ðg3iÞ2

 "

þ sin2ða0 þ DajÞ
ðg4iÞ2

!#
(6.7)

where Df ¼ 45� is the emission elevation offset angle, Daj is the azimuth offset of
the ith candidate beam. For dynamic configuration 1 with two candidate beams, the
specific offsets are set as 45� and 225�, respectively while for dynamic config-
uration 2 with four candidate beams, the specific offsets are set as 45�, 135�, 225�,
and 315�. The channel gain for jth candidate inclined beam is given by (6.8):

HðSNSPW
Beam ;R;DajÞ ¼

ARINSPWðfþ Df; aþ DajÞ
d2

0

cos q0
n2

sin2ðqFOV Þ
r; 0 � q0 � qFOV

0; q0 > qFOV

8<
: ;

(6.8)

For each legitimate receiver and eavesdropper pair, assume the channel state
information of this pair is perfect known to the transmitter, the candidate beam that
provides the best SC is adopted to emit the information optical signal. Then the SC
for the proposed dynamic configurations is expressed as (6.9):

Cdyna ¼ max
j

log2 1 þ gdyna
Legi ðDajÞ

� �
� log2 1 þ gdyna

Eve ðDajÞ
� �h i

; (6.9)

Such that, the related SNR for the dynamic beam configurations can be given
by (6.10):

gdyna ¼ r2a2P2
DCkHðSNSPW

Beam ;R;DajÞk2
1

d2 ; (6.10)
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The envisioned indoor application scenario and potential 3D radiation pattern
of the above two dynamic configurations is shown in Figure 6.2.

6.4 Numerical evaluation

In this section, the numerical comparison is made between the conventional static
optical beam configurations and dynamic optical beam configurations in PLS
performance.

In Figure 6.3, when the legitimate receiver (Bob) is located in working plane
center i.e. (2.5 m, 2.5 m, 0.85 m), the eavesdropper SNR spatial distribution is
illustrated for conventional Lambertian beam, static non-Lambertian beam and
considered two dynamic non-Lambertian beam configurations, respectively.
Intuitively, the eavesdropper SNR fluctuation extent is mitigated, thanks to the
flexibility provided by the dynamic beam configurations.
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Figure 6.2 (a) Indoor application scenario and (b) potential 3D radiation pattern
of typical two candidate inclined optical beams; (c) Indoor application
scenario and (d) potential 3D radiation pattern of typical four
candidate inclined optical beams
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Consistent with Figures 6.1 and 6.2, all configurations are bounded by a
5�5�3 m room where the single transmitter is placed on the ceiling center.

In Figure 6.4, the respective secrecy capacity spatial distributions are pre-
sented. In the first case, the SC range between 0 and 7.56 bps/Hz while the
average SC is just 3.54 bps/Hz. Once the Lambertian beam is replaced by
the non-Lambertian beam, the average SC is lightly increased to 5.87 bps/Hz
while the SC range is adjusted to between 0 and 11.69 bps/Hz. Impressively,
when the dynamic non-Lambertian beam configuration 1 is adopted, the average
SC is dramatically enhanced to 9.06 bps/Hz. And the respective range is
between 0 and 16.54 bps/Hz. Furthermore, once four candidate beams are
available, in other words, the dynamic beam configuration 2 is applied, the
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Figure 6.3 Eavesdropper SNR spatial distribution for the center legitimate
receiver (Bob): (a) conventional Lambertian beam case; (b) typical
non-Lambertian beam case; (c) dynamic non-Lambertian beam case 1
and (d) dynamic non-Lambertian beam case 2
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average SC is in-creased to 10.17 bps/Hz. For clarity, for the same legitimate
receiver, the cumulative distribution function (CDF) of the secrecy capacity
spatial distribution is shown in Figure 6.5 as well.

Similarly, as shown in Figure 6.6, for the corner legitimate receiver
located at (0.5 m, 0.5 m, 0.85 m), the CDF of the SC spatial distribution is
illustrated. For fixed Lambertian and non-Lambertian link configuration, the
average SC is just 0.066 bps/Hz and 0.099 bps/Hz, while that of two dynamic
configurations is tremendously improved to 5.09 bps/Hz and 5.41 bps/Hz,
respectively.
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Figure 6.4 Secrecy capacity spatial distribution for the center legitimate receiver
(Bob): (a) conventional Lambertian beam case; (b) typical non-
Lambertian beam case; (c) dynamic non-Lambertian beam case 1 and
(d) dynamic non-Lambertian beam case 2
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6.5 Conclusion

In the proposed scheme, the distinct radiation pattern of the typical non-Lambertian
beam is utilized to configure the secure VLC links in transmitter shortage scenario.
For the corner legitimate receiver, the average SC is up to 5.09 bps/Hz with two
candidate inclined beams, while the counterpart of benchmark Lambertian
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Figure 6.5 CDF of the secrecy capacity spatial distribution for the center
legitimate receiver (Bob)
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Figure 6.6 CDF of the secrecy capacity spatial distribution for the corner
legitimate receiver (Bob)
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configuration is just 0.066 bps/Hz. Moreover, this metric will be further enhanced
to 5.41 bps/Hz once four candidate inclined beams are available at the transmitter.
Therefore, the potential benefits offered by dynamic configuration is identified for
the PLS of VLC techniques.
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Chapter 7

A new machine learning-based scheme for
physical layer security

Hefdhallah Sakran1 and Klaus Moessner2

Abstract

Massive MIMO is seen as a possible physical layer security technique to meet the
sixth-generation (6G) security requirements. Massive multiple-input and multiple-
output (MIMO) systems are naturally immune to passive eavesdroppers (Eves), but
this is dramatically degraded by active Eves. In this chapter, we describe the use of
massive MIMO enhanced through artificial intelligence (AI) to improve security on
the physical layer. We describe a number of machine learning-based algorithms
and a deep neural network (DNN) model capable of detecting the presence of an
active Eav by exploiting the particular properties and features of massive MIMO.

We describe a machine learning model and DNN applied to a realistic scenario
where the channel state information (CSI) of the channels (i.e., legitimate user and
Eves) is unknown.

A set of different algorithms showing varying performance are compared.
Moreover, the prediction complexity of the different algorithms is discussed. The
chapter will explain the design issues for DNN and new machine learning-based
secure transmission schemes in massive MIMO-based communication systems.
Simulations proof the robustness of machine learning-based algorithms and DNN
without need of feedback overhead and when the CSI of all channels is unknown.
In this chapter, it will be shown that higher security of communication systems can
already be achieved on the physical level.

Keywords: DNN; SVM; NB; Physical layer security; Massive MIMO

7.1 Introduction

In future sixth-generation (6G) wireless networks, mobile radios will be more than just
communication devices, providing also computation, security, energy services, etc.,

1Faculty of Electrical Engineering and Information Technology, Chemnitz University of Technology,
Germany
2Faculty of Electrical Engineering and Information Technology, Technische Universität Chemnitz, Germany



when appropriate. One feature of 6G [1,2] is that it will be empowered by Artificial
Intelligence (AI) that allows each radio to make decisions that optimize its quality
of experience over time and constructively impact the network. Massive MIMO is
seen as a possible physical layer security technique to meet the 6G security
requirements [3].

Eavesdropping involves two types of attack: active and passive attacks. The
advantage of massive MIMO in physical layer security is to increase robustness
against passive eavesdropping, which listen on the coded transmitted message
without exposing their existence details, for its abilities to direct transmit power
toward allowed receivers. Active eavesdropping users in massive MIMO are sen-
sitive to pilot contamination attacks, due to the broadcast nature of wireless trans-
mission. When data is transmitted from base station (BS) to the legitimate receiver,
data will be maliciously accessed by eavesdroppers (Eves) resulting in information
leakage and interference with the actual data transmitted. When the BS transmitter
is aware of an Eves presence, then it can perform various solutions to degrade the
Eve’s channel, e.g. by sending artificial noise, etc.

Physical layer security problems occur in any type of multi-user system.
Nowadays, many studies apply machine learning for wireless communications to
improve the system performance such as belief propagation for channel decoding
[4], resource management using deep learning algorithm for LTE [5], blind
detection for MIMO systems [6], power allocation [7], end-to-end learning of
communications systems [8], and apply deep learning in mobile and wireless net-
working (see [9] and references therein).

The first attempt deals with the physical layer secrecy [10–13]. In [10], SVM
and naive-Bayes-based transmit antenna selection were proposed to select the
optimal antenna that enhances physical layer security. The authors in [11] proposed
a learning-based wireless-powered secure transmission to improve the secrecy
throughput. In [12], a machine learning was applied to determine the activation of
cooperative relays to maximize the secrecy rate in multi-hop network as in [14].
Whereas the papers [10,11] exploits multiple antennas to improve the physical
layer security. In [13], an SVM-based scheme and deep learning model to improve
the physical layer security in cooperative networks were developed.

Some papers in a literature have dealt with active eavesdropping [15–20]. Pei
et al. [15] propose a linear fisher discriminant analysis (LFDA)-based scheme and
SVM to provide authentication where three channel features, including the time-of-
arrival (TOA), received signal strengths (RSSs), and cyclic features of the channels
are used. Weinand et al. [16] consider a mission critical machine-type communica-
tion (MC-MTC) and Gaussian mixture model (GMM) where the normalized mag-
nitudes of the frequently estimated channels are used as the features (input data) for
the estimator. Wang et al. [17] introduce a feedforward neural network with a two-
dimensional measurement space using the formulation of both the Pearson correlation
coefficient and the Euclidean distance between two samples. In [18], the local
oscillator offset and I–Q imbalance detected are used to create features within a
neural network. Hoang et al. [19] introduced the artificial training data ATD and
employed twin-class and a single-class SVM (TC-SVM/SC-SVM). It used
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TC-SVM in the case of perfect CSI of all channels and the SC-SVM is used with the
CSI of legitimate users. Ismayil et al. [20] used an autoencoder to learn the channel
matrices and identify the best transformation of CSI where the beamforming based on
this transformed channel coefficients can be decoded using this model in the receiver.
Moreover, available research has shown models for detection of Eves using many
channel features at the same time, i.e. TOA, RSS, and cyclic features of the channels
[15]. But none of the related studies have already discussed the challenges in
massive MIMO.

Our contributions can be summarized as follows:

● This approach focuses on the potential of machine learning techniques to
guarantee secure transmission schemes in massive MIMO. Massive MIMO
communication is very sensitive to pilot contamination attacks, so we discuss
the fundamental challenges related to pilot contamination.

● This paper attempts to use integrate machine learning techniques with physical
layer security to detect active Eves in massive MIMO. First, we discuss the
problem of detecting active Eves in massive MIMO based on machine learn-
ing. Then, we build a machine learning model based on a realistic scenario
where we do not have the CSI of any channel, i.e., of legitimate users nor Eves.
This is in contrast to previous papers, traditional techniques that did not use
machine learning and that assume a perfect CSI of all channels that are known
at BS. Also in the previous papers, in systems without massive MIMO, many
channel features were considered as input data to detect the Eve. Our model
only uses the RSS as relevant feature and we exploit the features of massive
MIMO to improve the performance of our detection model.

● We have developed an SVM-based scheme and NB-based scheme to classify
the training received signals into one of the classes that represent the presence
of the Eves.

● We propose a deep neural network (DNN)-based model to detect the
active Eves.

The remainder of the paper is organized as follows: in Section 7.2, the system
model is introduced. In Section 7.3, we present the proposed machine learning
algorithm for detecting the presence of an active Eve. Simulation results are given
in Section 7.4. Finally, Section 7.5 concludes the paper.

7.2 System model

We consider a massive MIMO model as shown in Figure 7.1. The transmitter BS
(Alice), equipped with an array of M-antennas, communicates with the legitimate
receiver (Bob) in the presence of an Eve. The Eve equipped with an array of
N-antennas that attempts to overhear the source information. Small-scale and large-
scale fading are considered for the wireless channel of BS – legitimate receiver and
BS – Eve, where the channel between BS and legitimate receiver is denoted byffiffiffiffiffiffiffi
bBL

p
hBL, where hBL is an 1 � M vector which is a zero mean circularly symmetric
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complex Gaussian vector with covariance matrix I, bBL represents the large-scale
fading between BS and legitimate receiver. The channel between BS and Eve is
denoted by

ffiffiffiffiffiffiffiffi
bBE

p
HBE, where HBE is an N � M matrix that is zero mean circularly

symmetric complex Gaussian vectors with a covariance matrix I.
A massive MIMO system operating in TDD mode is considered in our paper.

First, the legitimate receiver sends pilots to BS where the BS assigns transmission
slots for pilots for training and estimates the channel between BS and legitimate
receiver. Moreover, the pilots are sent from the Eve where an active Eve is
assumed, which is the weak point of the massive MIMO system. The Eve uses the
antenna selection technique that can offer a good tradeoff between expense and
performance [21]. The received signal at BS is denoted by:

rLB ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
PLbLB

p
hLBxP þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
PEbEB

p
hEsBxP þ nP (7.1)

where xP is the pilot signal; PL and PE denote the transmitted power at legitimate
receiver and Eve, respectively. Furthermore, nP denotes M � 1 vector comprising
zero mean white Gaussian noise with the covariance matrix N0,BSI.

Detection of an active eavesdropper is crucial and affects the security of the
communication in a massive MIMO system. If the BS is aware of the security risks,
then it can generate artificial noise to interfere with the signal reception at the Eve
to drown out the Eves and it can do a separation of the signal via precoding.

7.3 Proposed machine learning algorithm for detecting
the presence of an active Eve

In this section, machine learning is investigated for detecting the presence of an
active Eve. First, the features are extracted from the m training data containing the
RSS. Then, the DNN-based scheme, SVM-based model, and NB-based scheme are

Eavesdropper 

TX

Bob 

.

.

hBL

HBE

M
Alice 

.

.

N

Figure 7.1 System model
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applied to construct the classification model and predict the class label that repre-
sents the presence of an Eve. We used a sufficiently large training data set to build
our classification model.

7.3.1 DNN-based scheme
In this subsection, the proposed DNN-based scheme is presented. As shown in
Figure 7.2, a network is designed with four layers. Our proposed DNN-based
scheme structure consists of an input layer, two hidden layers, and one output layer.
The inputs of the proposed model are the RSS where the length of the input layer is
the same length of each training sequence. The hidden layer is designed to extract
the different features from input dataset based on the output of the input layer. The
output represents the label for the input vector r that identifies the presence of an
eavesdropper.

Each layer consists of multiple neural nodes, the neural nodes in the input layer
provide information from the training dataset to the network. Each neuron in the
hidden layer receives input from the neuron of the preceding layer and each neuron
has an associated weight (w) that determines the relationship between the neurons.
The neural network applies the following weighting sum of its inputs:

qðiþ1Þ
j ¼ rðiÞ

XNi

k¼1

wðiÞ
j;kuðiÞ

k þ bðiÞk

 !
(7.2)

where, wðiÞ
j;k is the weight between the kth neuron in ith layer and jth neuron in the

(i þ 1)th layer, bðiÞk denotes the bias of the neuron of the kth neuron in the (i þ 1)th
layer, Ni gives the number of neurons, uðiÞ

k represents the input of the kth neuron in

Hidden layers

Input layer

Output layer

Fully connected layer +

Dense (ReLu)

Fully connected layer +

Dense (ReLu)

Softmax

W3

W2
W1

L1 L2

Figure 7.2 DNN model
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the (i)th layer, and r(i) denotes the activation function, each neuron uses nonlinear
activation function. Note that the rectified linear unit (ReLU) and the sigmoid
function [22] are most commonly used for the nonlinear activation function, they
are denoted as, respectively [23]:

fReLUðaÞ¼maxð0;aÞ (7.3)

fsigmoidðaÞ ¼ 1
1 þ e�a

(7.4)

For the output layer, the softmax activation function is a well-suited activation
function for classification problems, it aims to derive probabilities for different
classes in the output, this is denoted as:

sðzÞq ¼ ezq

PQ
d¼1

ezd

for q ¼ 1; 2; . . . . . .Q (7.5)

where Q is the number of classes, z represents the vector of the inputs to the output
layer, zq denotes the qth element of the input vector, and

PQ
d¼1 ezd is a

normalization term.
The categorical cross-entropy is the most common training criterion to com-

pute the categorical cross-entropy loss for multi-class classification problems at the
classification layer.

The training neural network process at the classification layer takes the values
from the softmax function and assigns each input to one of a set of output classes
using the cross entropy function:

loss ¼
XV

i¼1

XQ

j¼1

tij ln yij (7.6)

where Q is the class number, V denotes the sample number, and tij represents the
indicator that the ith sample belongs to the jth class. Furthermore, yij denotes the
output for sample i for class j which is the value from the softmax function.

7.3.2 SVM-based scheme
For m samples: S ¼ fðx1; y1Þ; ðx2; y2Þ; . . . ; ðxm; ymÞg, xi 2 Rn, y 2 ð�1;þ 1Þ
ði ¼ 1; 2; . . . ; lÞ. SVM transforms the classification problem as follows [24]:

min
w;b

1
2
kwk2 (7.7)

s.t.

yiðfT ðxiÞw þ bÞ � 1;
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where yi [ (�1, þ1), fð:Þ : R ! H is an nonlinear mapping that maps the input
data from the input space c to a higher-dimensional space H (the feature
space). To solve problems that are not linearly separable in the higher
dimensional space, SVM transforms the problem into the following optimi-
zation problem:

min
w;b;x

1
2
kwk2 þ C

Xl

m¼1

xi (7.8)

s.t.

yiðfT ðxiÞw þ bÞ � 1 � xi;

xi � 0:

where C denotes a regularization parameter, penalty parameter, which controls the
degree of penalty for the mis-classification samples, the error term, xi represents
the slack variables.

A kernel function is considered as a measure of similarity between two points
that allow to construct algorithms in dot product spaces, i.e., the inner products
between data vectors appears only in expressions such as hfðxÞ;fðx0Þi ¼
fT ðxÞfT ðx0Þ, x 2 R, x0 2 R. Using the kernel method, the inner product can be
computed directly from x and x0 without explicitly computing f(x) and f(x0).

There are many different types of kernel functions, like linear, nonlinear, radial
basis function, sigmoid, and polynomial. The Gaussian radial basis function (RBF)
is a general-purpose kernel and it is used when there is no prior knowledge about
the data. The form of the Gaussian RBF function is,

kðx; x0Þ ¼ expð�gkx � x0kÞ; (7.9)

where g> 0 is a kernel parameter.

7.3.3 NB-based scheme
The proposed NB-based scheme is presented in this subsection. The NB-based
scheme solves the problem by utilizing the conditional probability, whereas the
SVM-based scheme try to maximize the margins between different classes. The
NB-based scheme estimates the parameters of a probability distribution for each
element of the normalized feature vector for all label classes using the training
datasets in the training step.

For m samples with class variable y and feature vector x, Bayes’ theorem states
the following equation:

PrðyjxÞ ¼ PrðxjyÞPrðyÞ
PrðxÞ (7.10)
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Assuming the naive conditional independence. With this assumption, the NB-
based scheme computes the posterior probability of that sample belonging to each
class as the following equation:

PrðyjxÞ ¼
PrðyÞQm

i¼1
PrðxijyÞ

PrðxÞ (7.11)

where Pr(x) is constant given the probability of the occurrence of the feature of nth
element of vector x.

The NB-based scheme applies the maximum a posteriori decision rule to
predict the class label that represents the presence of an Eve, which simply
picks the class label that has the largest probability given the data point’s
features.

The NB classifier selects the class label that achieves the maximum posterior
probability and it can be formulated mathematically as

y� ¼ argmax
y

PrðyÞ
YN
n¼1

PrðxnjyÞ (7.12)

7.4 Simulation results and discussion

In this section, the numerical results are evaluated to validate the performance of
our proposed scheme. The simulation parameters are set as shown in Table 7.1. The
adaptive moment estimation (Adam) optimizer is also used in DNN.

Figure 7.3 shows the detection and false-alarm probabilities of the massive
MIMO against M using the SVM based scheme. As can be seen from the figure, the
SVM-based scheme significantly improves the detection probability and false
alarm probability. Interestingly, SVM gives a good performance to detect the Eve
without the knowledge of the CSI of all channels and with a small number of
feature parameters for the SVM model.

Table 7.1 Simulation parameter

Symbols Values

Training epoch 200
Learning rate (LR) 10�2

Batch size 128
The size of training dataset 90% of datasets
The size of validation dataset 10% of datasets
The optimizer Adam algorithm
The number of neurons in the 1st hidden layer 150
The number of neurons in the 2nd hidden layer 50
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Moreover, we evaluate our proposed model as M grows and use 10 values for
M, between 20 and 200, with different values of Eve’s power. Also, it can be seen
that we need to increase M to get a higher detection probability and to approach the
optimum value with small values of the Eve power.

Figure 7.4 shows the detection and false-alarm probabilities of the massive
MIMO against M using the DNN-based scheme with learning rate (LR) ¼ 0.01.
From Figure 7.4, it can be seen that the system with the DNN-based scheme gives
the same performance as the SVM-based scheme. They both, SVM and DNN,
classify with comparable accuracy. This means that there is no reason that derives
from the characteristics of the classification problem for preferring one over
the other.

Figures 7.5 and 7.6 introduce both the accuracy and loss for LR ¼ 0.01 with
max. epochs ¼ 30 and 20, respectively. Loss can be defined as the difference
between the actual values and the values predicted by the model and it depends
on how you predict classes for your classification problem. The accuracy is the
ratio of the number of true labels in the test data matching the classifications
from predict model to the number of datasets in the test data. It can be seen that
the accuracy and loss are 87.5% and 0.24 for M = 60, LR ¼ 0.01 and epochs = 30
and the accuracy and loss are 86.5% and 0.25 for M = 60, LR ¼ 0.01 and
epochs = 20. The Adam optimizer is used to update network weights iterative
based in training data in Figures 7.5 and 7.6. In Figures 7.7 and 7.8, it can be
seen that the accuracy and loss for LR ¼ 0.01 with max. epochs ¼ 30 and 20 and
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Figure 7.3 The detection probability and probability of false alarm with SVM
with different values of Eve’s power
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Figure 7.5 Accuracy vs. iterations and loss vs. iterations of the proposed DNN
using Adam optimization algorithm, where max. epoch ¼ 30, and
LR ¼ 0.01
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Figure 7.6 Accuracy vs. iterations and loss vs. iterations of the proposed DNN
using Adam optimization algorithm, where max. epoch ¼ 20, and
LR ¼ 0.01
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Figure 7.7 Accuracy vs. iterations and loss vs. iterations of the proposed DNN
using SGDM optimization algorithm, where max. epoch ¼ 30, and
LR ¼ 0.01
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the stochastic gradient descent with momentum (SGDM) optimizer is used to
update network weights iterative based in training data. It can be seen that the
accuracy and loss are 86.7% and 0.25 for M = 60, LR ¼ 0.01, and epochs = 30 and the
accuracy and loss are 86.4% and 0.25 for M = 60, LR ¼ 0.01, and epochs = 20.

Also, Figures 7.9 and 7.10 introduce both the accuracy and loss for LR ¼ 0.1
with max. epochs ¼ 30, and 20, respectively. It can be seen that the accuracy and
loss are 67% and 0.6 for M = 60, LR ¼ 0.1 and epochs = 30 and the accuracy and
loss are 66.9% 0.63 and for M = 60, LR ¼ 0.1 and epochs = 20. The Adam opti-
mizer is used to update network weights iterative based on training data as in
Figures 7.5 and 7.6.

In Figure 7.11, it can be seen the accuracy performance metric of the proposed
DNN for different M values, as observed during our simulation. Moreover, the
accuracy performance metric through the two epochs and different LR is illustrated
in Figure 7.12 and 7.13 for M = 60 and 140, respectively. From Figures 7.12 and
7.13, we can see that with the increasing of LR, the classification accuracies of the
model increase as well. Also, it is clear that a large value of LR for DNN makes the
model generalize faster but less accurate and likewise, a small value of LR gives us
a good performance but it makes the model a slow learner.

Figure 7.14 shows the detection and false-alarm probabilities of the massive
MIMO against M using NB-based scheme. As can be seen from the figure, the
NB-based scheme gives good performance at high values of Eve’s power.
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Figure 7.8 Accuracy vs. iterations and loss vs. iterations of the proposed DNN
using SGDM optimization algorithm, where max. epoch ¼ 20, and
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Figure 7.9 Accuracy vs. iterations and loss vs. iterations of the proposed DNN
using Adam optimization algorithm, where max. epoch ¼ 30, and
LR ¼ 0.1

00 2,000 4,000 6,000 8,000 10,000 12,000 14,000

0

2

4

6

8

10

Lo
ss

10 20

Iteration

0 2,000 4,000 6,000 8,000 10,000 12,000 14,000
10 20

Iteration

10

20

30

40

50

A
cc

ur
ac

y 
(%

)

60

70

80

90

100

Figure 7.10 Accuracy vs. iterations and loss vs. iterations of the proposed DNN
using Adam optimization algorithm, where max. epoch ¼ 20, and
LR ¼ 0.1

A new machine learning-based scheme 157



The performance of NB-based scheme degrades when the value of Eve’s power
is low due to the ‘naive’ independent assumption of the conditional indepen-
dence between the features is often violated. But the NB-based scheme out-
performs the SVM and DNN concerning the false alarm probability.

Finally, we examine the prediction complexity of the SVM-based scheme,
NB-based scheme, and the DNN-based scheme rather than the training com-
plexity because the training is performed offline [25]. The complexity of
SVM, NB, and DNN are OðM2Þ, O 2Mð Þ , and O ML1 þ L1L2 þ 2L2ð Þ, respec-
tively. Where L1 and L2 denotes the neurons number of two hidden layers
for DNN.
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Figure 7.11 Accuracy vs. M and of the proposed DNN using Adam optimization
algorithm and LR ¼ 0.01
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7.5 Conclusion

In this chapter, we apply a multiclass classification to Eves detection in massive
MIMO system. We have shown how SVM and DNN can be exploited to provide
efficient and robust Eve detection. Moreover, we have shown the performance of
the NB-based scheme in the detection probability and false alarm probability.
Simulation results reveal the robustness of our proposed machine learning-based
scheme without need of feedback overhead and when the CSI of all channels is
considered unknown. Moreover, we conclude that we can achieve the same per-
formance using SVM- and DNN-based schemes. Also, we show how NB-based
scheme can achieve almost the same performance for the detection probability at
high values of Eve’s power and a better performance for the false alarm probability
compared to the SVM- and DNN-based schemes.
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Chapter 8

Vehicular ad hoc networks employing intelligent
reflective surfaces for physical layer security

Vinoth Babu Kumaravelu1, Arthi Murugadass2,
C. Suganthi Evangeline3, X. Anitha Mary4,

Agbotiname Lucky Imoize5,6, R. Nandakumar7,
Stephen Ojo8 and Joseph Isabona9

Abstract

A significant amount of personal data is shared by smart vehicles that are a part of
vehicular ad hoc networks (VANET). As a result, security needs to be improved to
stop eavesdropping and intruder attacks. The traditional encryption protocols are
more complicated computationally and are intended for upper layers. These are not
appropriate for applications requiring lightweight infrastructure, such as the
Internet of things (IoT). Physical layer security (PLS), a popular research area, is
the ideal solution for the aforementioned problems. Intelligent reflecting surfaces
(IRS), one of several PLS solutions, attracted the research community because of
their alluring advantages. In this chapter, we presented two different IRS config-
urations: the smart reflector (SR) and the access point (AP). Analytical expressions
for secrecy outage probability (SOP) and secrecy rate are developed for these
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arrangements. Simulations show that the IRS-assisted system outperforms the
system without IRS. Additionally, it has been found that adding more IRS com-
ponents increases the secrecy rate. Although relaying provides comparable bene-
fits, the hardware and signal processing complexity associated with it makes IRS a
better choice for PLS. Therefore, one of the viable components to preserve security
in vehicular applications could be IRS-assisted transmission.

Keywords: Sixth-generation (6G); Intelligent reflective surfaces (IRS);
Physical layer security (PLS); Secrecy capacity; Secrecy outage probability
(SOP); Vehicular ad hoc network (VANET)

8.1 Introduction

The number of fifth-generation (5G) mobile subscriptions worldwide will surpass
1 billion in 2022, according to the Ericsson mobility report published in June 2022
[1]. By the end of 2022, there will be 100 million fixed wireless access (FWA)
connections. The massive Internet of Things (IoT) technologies will rule the wireless
era in the future. Ericsson anticipates 5.9 billion wide-area, 5.5 billion cellulars, and
24.3 billion short-range IoT connections during 2027. The compound annual growth
rate (CAGR) from 2022 to 2027 will be 13%. IoT requires strong security because,
without it, the devices are readily hackable [2]. When the hacker takes over, he or she
can access the user’s digital data and change how the gadget functions. According to
reports, cyberattacks affect two out of every three US families. 3,00,000 Windows
based systems suffered damage from ransomware in 2017. Medical gadgets were also
hacked. As a result, IoT security is an important issue.

Many people lose their lives because of road accidents, resulting in huge
medical and insurance expenses [3–6]. This has been a motivating factor for pro-
viding pleasant rides and additional services to the people in transit. Intelligent
transportation system (ITS) provides a safe and dependable driving experience by
enabling vehicles to communicate with other vehicles and also with the infra-
structure units. The various components of the vehicular ad hoc network (VANET)
are illustrated in Figure 8.1. By allowing vehicles to communicate among them-
selves and infrastructure, VANET offers a secure and trustworthy ride.

Current security architectures prioritize the security of upper layers such as
application, transport, network, and link. Designing various encryption techniques for
the upper protocol stack enables secure transmission. The complexity of the under-
lying mathematical issue determines how secure these encryption schemes are. The
security ought to be compromised once the mathematical issue has been resolved [7].
Standard cryptosystems were developed based on conjectures that had not been
verified. They are not appropriate for IoT applications since they require expensive
computing. The IoT has a lightweight architecture and uses low-complexity com-
puting devices and sensors. The traditional cryptosystems rely on encryption and key
exchange, which is difficult to do when there are a lot of devices.
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Physical layer security (PLS) addresses both the challenges of secrecy and
reliability. The inherent randomness of a noisy wireless channel is employed as the
key idea of PLS, which is used to provide authentication, privacy, message secrecy,
and integrity. Here, the quality of the channel determines the feasible secrecy rate.
The radio channel’s physical characteristics listed below offer several security
related opportunities. The first one is fading, which is the gradual deterioration of
the received signal’s quality. The second is the channel’s randomness, which is the
source of the random key generation. The third is interference, which, when
employed appropriately, can alter the eavesdropper’s signal reception. The fourth
one creates degrees of freedom in secrecy through multiple input multiple output
(MIMO), large MIMO, relays, etc. [8]. The related works on PLS assumed an
irrational eavesdropper channel. Under asymptotic situations, they have proven to
be effective. The PLS testing is still in its early stages.

The layout of this chapter is as follows: Section 8.2 discusses the related study
on PLS. Section 8.3 elaborates on the proposed system model. Section 8.4 discusses
the simulations, and Section 8.5 concludes the chapter.

Internet

Cellular TowerRSU

V2C

Cellular Tower

V2C – Vehicle-to-Cloud
V2D – Vehicle-to-Device
V2I – Vehicle-to-Infrastructure
V2N – Vehicle-to-Network
V2P – Vehicle-to-Pedestrian
V2U – Vehicle-to-Unmanned Aerial Vehicle
V2V – Vehicle-to-Vehicle

V2I V2N

V2V

V2D

V2P

V2U

V2I

V2D

V2D

V2I

Figure 8.1 Various components of VANET
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8.2 Related works

With the advancement in communication technology, all VANET requirements are
fulfilled by the 5G network. However, with an increase in vehicle density, the 5G
network is less capable of providing ultra-high latency services, security, and
reliability to the VANET network. As a result, intelligent and autonomous driving
has been identified as state-of-the-art technological paradigms for sixth-generation
(6G) wireless networks.

VANET supports both safety and non-safety applications like traffic manage-
ment, route optimization, e-advertisements, and so on [9,10]. The safety applications
in VANET are sensitive to delay as real-time decisions deal with human lives.
Furthermore, non-safety applications can be delay tolerant, requiring bandwidth
intensive and more computational resources. Due to dynamic topology and mobility,
the connectivity in VANET is highly unstable. Furthermore, the smart vehicle, which
is a part of VANET, shares a huge amount of personal data. Hence, there is a need
for security advancement to prevent any eavesdropping or intruder attacks.
Confidentiality, data integrity, and availability have to be achieved through security
mechanisms during the process of communication.

PLS has evolved into a more efficient solution for wireless network security
[11]. As seen in Figure 8.4, a source vehicle communicates a secret message to the
legitimate vehicle. The eavesdropper vehicle also receives the secret message and
makes an effort to decrypt it. The major goal of PLS is to investigate how the main
channel and eavesdropper channel differ in terms of randomness and reciprocity
while taking into account the foundations of information theory. When transmit
signals are designed properly, the mutual information between the source and the
legitimate vehicles is enhanced, while it is minimized between the source and the
eavesdropper vehicles.

To achieve security, PLS relies on signal processing techniques like beam-
forming and power allocation; no encryption or decryption processes are necessary
[12]. The authors of [13] demonstrated secure transmission over Gaussian channels.
They showed that the low probability of detection and interception for eaves-
droppers was made possible using PLS. Keyless secure transmission over fading
channels is proven in [14]. By utilizing multiple antennas and relays, the authors of
[15,16] were able to increase the secrecy degrees of freedom. To hinder eaves-
droppers and increase security, Goel and Negi [17] generate random, artificial noise
(AN) at the transmitter.

Four distinct strategies, including covert communication, directional modulation
(DM), spatial modulation (SM), and intelligent reflective surfaces (IRS) or reconfi-
gurable intelligent surfaces (RIS), are suggested in the literature to attain high degrees
of PLS [11]. Covert communication masks the transmitter’s transmission behavior
[18,19]. Covert communication can be enabled with the aid of full duplex commu-
nication [20] and unmanned aerial vehicles [21,22]. A phased array is used in DM to
transfer data toward a legitimate user. To ensure safe transmission, the received
constellation diagram of the intended user is distorted, whilst the constellation dia-
gram of the legitimate user is identical to that of the baseband signal [23–25].
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SM successfully balances spectrum efficiency and hardware overhead [26–30].
Here, in addition to the modulation mapping, the chosen antenna index provides
additional information, increasing the spectral efficiency. Since both spatial map-
ping and modulation mapping include private information, their interception could
cause security to be compromised. The security of SM systems can be increased by
carefully choosing the transmit antennas among the available antennas [31,32].
With more complexity, the Euclidean distance-based antenna selection (EDAS)
yields a better secrecy rate [33,34]. With less computing complexity, the maximum
signal-to-leakage-plus-noise ratio (SLNR) method increases the secrecy rate [35].
It is established in [17] that producing Gaussian AN at the SM transmitter can
improve security performance.

IRS is anticipated to play a significant role in the design of smart environ-
ments, which is popular in 6G [36]. IRS can boost the feasible rate of legitimate
users while lowering the feasible rate of eavesdroppers. IRS is effective, particu-
larly when the eavesdropper channel is stronger than legitimate users. Figure 8.2
illustrates Alice’s willingness to safely transmit information to Bob, a single
antenna authorized user, in the presence of a single-antenna eavesdropper (Eve). It
is considered that one IRS has N components placed between the source (Alice) and
the legitimate user (Bob). A legitimate user’s (Bob’s) channel is presumed to be
known by the IRS. Therefore, IRS can inflict the necessary phase compensation on
reflected signals to maximize the received signal-to-noise ratio (SNR) at the legit
user (Bob). Optimizing the beamforming at the base station (BS) (Alice) and the
phase shifts at the IRS simultaneously maximizes the secrecy rate at the legitimate
user. In Figure 8.3, an Alice with multiple antennas (NT) wants to transmit secure
information to a single user (Bob) in the presence of a single Eve with only one
antenna. A constructive interference is introduced at Bob, and a destructive inter-
ference is introduced at Eve by controlling the phase shifts at the IRS.

Alice

Eve

RIS

Bob

Figure 8.2 Single input-single output (SISO) system in the presence of single Eve
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The authors examined the performance of an IRS-assisted system with a MISO
configuration in [37–39]. The secrecy rate is maximized in [38] by concurrently
optimizing transmit beamforming and IRS phase shifts. It is shown in [40,41] that
an IRS-assisted system increases the MIMO system’s secrecy rate. Here, both the
user equipment (UE) and the BS are equipped with multiple antennas. For secure
communication, Hong et al. [42] propose AN-aided MIMO with IRS.

The important contributions of this chapter, which were inspired by the
aforementioned research, are listed below:

● For PLS, two distinct IRS configurations, smart reflector (SR) and access point
(AP), are proposed.

● For both setups, the mathematical analysis of SOP and secrecy capacity is
conducted.

● Monte-Carlo simulations are employed to validate the proposed models.

8.3 PLS through smart IRS

This section discusses the use of IRS for PLS in two different configurations: IRS
as an SR and IRS as an AP. These IRS configurations are described in [43,44].
These are represented in this work by IRS-SR and IRS-AP.

8.3.1 IRS-SR for PLS
Figure 8.4 depicts a sample IRS-SR configuration for PLS in a VANET. A source
vehicle (S) transmits a secret signal (x) to a destination vehicle (D). There is an
eavesdropper vehicle (E) in the vicinity of the source vehicle, which also receives
the same signal x. An IRS with N elements is deployed in the environment. The
source and destination vehicles are assumed to have single antennas.

Alice

1 2...NT

Eve

RIS

Bob

Figure 8.3 Multiple input-single output (MISO) system in the presence of single
Eve
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The channel between the source vehicle and ith IRS element is given by [45,46]

hi ¼ aie
jqi ; i ¼ 1 . . .N ; (8.1)

where ai and qi are the magnitude and phase of hi, respectively. The channel
associated with ith IRS element and destination vehicle is given by

gi ¼ bie
jji ; i ¼ 1 . . .N ; (8.2)

where bi and ji are the magnitude and phase of gi, respectively. The channel
associated with ith IRS element and eavesdropper vehicle is given by

ki ¼ Jie
jxi ; i ¼ 1 . . .N ; (8.3)

where Ji and xi are the magnitude and the phase of ki, respectively. In this work,
smart IRS transmission is taken into consideration, which assumes knowledge of
the two-hop channel phases in advance. Each IRS element introduces a phase
shift of

fi ¼ qi þ ji (8.4)

This phase shift corrects the phase distortion of the two-hop channel for the
destination vehicle. The signal received at the destination vehicle is

yD ¼
XN

i¼1

hi e�jfi gi

" #
x þ nD (8.5)

where nD 2 CN 0; s2ð Þ is the noise added at the destination vehicle. The secret
signal x is transmitted with average energy Es. Substituting (8.1), (8.2), and (8.4) in

hi

gi

ki

S

IRS

D

E

Figure 8.4 A sample IRS-SR configuration for PLS in a VANET
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(8.5), the expression reduces to

yD ¼
XN

i¼1

ai bi

" #
x þ nD (8.6)

The signal received at the eavesdropper vehicle is

yE ¼
XN

i¼1

hi e�jfi ki

" #
x þ nE (8.7)

where nE 2 CN 0; s2ð Þ is the noise added to the eavesdropper vehicle. Substituting
(8.1), (8.3) and (8.4) in (8.7), the expression reduces to

yE ¼
XN

i¼1

aie
jqi e�jðqiþjiÞJie

jxi

" #
x þ nE

yE ¼
XN

i¼1

aiJie
�jðji�xiÞ

" #
x þ nE (8.8)

The residual phase has an impact on the eavesdropper vehicle’s received signal
as a result of incorrect phase compensation. Let the dual-hop channel of the des-
tination vehicle be

A ¼
XN

i¼1

ai bi (8.9)

Let the dual-hop channel of the eavesdropper vehicle be

B ¼
XN

i¼1

aiJi e�jðji�xiÞ (8.10)

The instantaneous SNR at the destination vehicle is

gD ¼ jAj2Es

s2
(8.11)

The instantaneous SNR at the eavesdropper vehicle is

gE ¼ jBj2Es

s2
(8.12)

The instantaneous capacities of destination and eavesdropper vehicles are given by [4]

CD ¼ log2ð1 þ gDÞ ¼ log2 1 þ jAj2Es

s2

 !
(8.13)

CE ¼ log2ð1 þ gEÞ ¼ log2 1 þ jBj2Es

s2

 !
(8.14)

The secrecy capacity is given by [4]

Cs ¼ max CD � CE; 0f g (8.15)
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Substituting (8.13) and (8.14) in (8.15) results in

Cs ¼ log2ð1 þ gDÞ � log2ð1 þ gEÞ; gD > gE

0; gD < gE

�
(8.16)

The above expression can be further simplified to [4]

Cs ¼ log2
1 þ gD

1 þ gE

� �
; gD > gE

0; gD < gE

8<
: (8.17)

The SOP is given by

PO ¼ Pr Cs < CTh½ � (8.18)

where CTh is the secrecy capacity threshold. Substituting (8.17) in (8.18) gives [4]

PO ¼ Pr log2
1 þ gD

1 þ gE

� �
< CTh

� �
(8.19)

8.3.2 IRS-AP for PLS
Figure 8.5 depicts a sample IRS-AP configuration for PLS in a VANET. A novel IRS-
AP arrangement is suggested in [45]. In this arrangement, IRS is placed closer to/on the
source. As a result, there are barely any channel effects between the source and IRS.
This results in communication with a single hop. Each IRS element introduces a phase
shift of fi ¼ ji. The signal received at the destination vehicle is [45,46]

yD ¼
XN

i¼1

e�jfi gi

" #
x þ nD (8.20)

Substituting (8.2) in (8.20), the expression reduces to

yD ¼
XN

i¼1

bi

" #
x þ nD (8.21)

gi

ki

S

IRS

D

E

Figure 8.5 A sample IRS-AP configuration for PLS in a VANET
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The signal received at the eavesdropper vehicle is

yE ¼
XN

i¼1

e�jfi ki

" #
x þ nE (8.22)

Substituting (8.3) in (8.22), the expression reduces to

yE ¼
XN

i¼1

e�jjiJie
jxi

" #
x þ nE ¼

XN

i¼1

Jie
�jðji�xiÞ

" #
x þ nE (8.23)

Let the one-hop channel of the destination vehicle be

G ¼
XN

i¼1

bi (8.24)

Let the one-hop channel of the eavesdropper vehicle be

H ¼
XN

i¼1

Ji e�j ji�xið Þ (8.25)

The instantaneous SNR at the destination vehicle is

gD ¼ jGj2Es

s2
(8.26)

The instantaneous SNR at the eavesdropper vehicle is

gE ¼ jH j2Es

s2
(8.27)

Secrecy capacity and SOP expressions for IRS-AP configuration can be
derived using (8.26) and (8.27), and they are identical to (8.17) and (8.19).

8.4 Discussions on simulations

With average secrecy capacity and average SOP, the performance of the proposed
IRS-assisted PLS is discussed here. The Monte Carlo simulations are done for 105

iterations. The channel gains of the destination vehicle and the eavesdropper
vehicle are assumed to be similar. The performance of suggested IRS-assisted
systems is compared with relaying-assisted systems. Table 8.1 displays the para-
meters used in the simulations.

Figure 8.6 compares the average secrecy capacity of IRS-SR configurations
with relaying and without IRS (NIRS). It has been found that average secrecy
capacity rises with SNR. The eavesdropper vehicle has a considerable impact at
low SNR levels. Evidently, the IRS-assisted system significantly outperforms the
conventional system NIRS. The PLS is guaranteed, and the average secrecy capa-
city is increased due to the increased number of IRS elements. The average secrecy
capacity of N ¼ 8, N ¼ 16, N ¼ 32, N ¼ 64, and N ¼ 128 element IRS is 2.03 b/s/
Hz, 3.13 b/s/Hz, 4.20 b/s/Hz, 5.25 b/s/Hz, and 6.27 b/s/Hz, respectively, for �5 dB
SNR. The IRS-assisted system is also compared with relaying systems having 1 and
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8 relays. It is observed that relaying-assisted systems outperform conventional
NIRS. This is due to the cooperative diversity achieved by relaying-assisted sys-
tems. For R ¼ 8 relays, the average secrecy capacity of the relaying-assisted system
is almost closer to the IRS-assisted system with N ¼ 8 elements.

A non-line-of-sight (NLOS) path can be converted into multiple line-of-sight
(LOS) paths using cooperative relaying [47,48]. The cooperative diversity achieved
by relays grows in proportion to the number of relays deployed. Each relay requires
its own power source. Additional circuitry is also required for reception, signal

Table 8.1 Parameters considered for simulations

Parameters Values

IRS elements 8, 16, 32, 64, 128
Number of relays 1, 8
Desired rates (b/s/Hz) 1.5, 2
Channel model Uncorrelated Rayleigh flat fading
Average channel gain of a legitimate vehicle 1
Average channel gain of eavesdropper vehicle 1
Number of eavesdropper vehicles 1
Block size 105

Metrics Secrecy rate, SOP

Relaying-R=1

Relaying-R=8

NIRS

IRS-N=8

IRS-N=16

IRS-N=32

IRS-N=64

IRS-N=128
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Figure 8.6 Average secrecy capacity comparison of IRS-SR with relaying and
NIRS
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processing, and retransmission. As a result, network power consumption and
capital expenditure for deployment rise. The duplexing protocol primarily deter-
mines the spectral efficiency of relaying-assisted schemes. Because the source and
relays are not permitted to use the same physical resources simultaneously, half-
duplex relays have a lower spectral efficiency. Full-duplex relaying can solve this
problem. However, self-interference, co-channel interference, signal processing
complexity, and power consumption are all issues with full-duplex relaying. The
full-duplex relaying system achieves SOP and secrecy capacity performances
comparable to the IRS-assisted system. Due to the above drawbacks of full-duplex
relaying and the nearly passive IRS elements, IRS-assisted systems are preferable
over relaying for PLS.

The average SOP of the IRS-SR system is compared with relaying and NIRS
for a target secrecy rate of 1.5 b/s/Hz in Figure 8.7. It is evident that, regardless of
SNR, the traditional NIRS system has an average SOP of 1. This is a result of
eavesdropper vehicles’ dominance. The recommended IRS-SR system outperforms
the traditional NIRS system due to the inclusion of the IRS in the environment and
proper phase compensation. In addition, the increased number of IRS elements
enhances the performance of the SOP. Zero outage probability is reached by the
IRS-SR system with N ¼ 128, N ¼ 64, N ¼ 32, N ¼ 16, and N ¼ 8 at SNRs of �34
dB, �28 dB, �22 dB, �16 dB, and �6 dB, respectively.
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Figure 8.7 Average SOP comparison of IRS-SR with relaying and NIRS for a
target secrecy rate of 1.5 b/s/Hz
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Figure 8.8 compares the average SOP of IRS-SR configuration with relaying
and NIRS for a target secrecy rate of 2 b/s/Hz. The conventional NIRS system has
an average SOP of 1, irrespective of SNR. The IRS-SR system with N ¼ 8 elements
attains an SOP of 1 even at 10 dB of SNR. This is brought on by the rise in target
secrecy rate demand from 1.5 b/s/Hz to 2 b/s/Hz. However, increasing the IRS
elements enhances the performance of the outage probability. The IRS-SR system
with N ¼ 128, N ¼ 64, N ¼ 32, and N ¼ 16 reaches zero outage probability at SNR
of �30 dB, �24 dB, �16 dB, and �6 dB, respectively. When comparing
Figures 8.7 and 8.8, it is clear that increasing the target secrecy rate increases the
SNR required to achieve zero outage probability.

The average secrecy capacity of the IRS-AP configuration is compared with
relaying and NIRS in Figure 8.9. The IRS-assisted system clearly outperforms the
conventional NIRS system. Due to the increased number of IRS components, the
PLS is ensured, and the average secrecy capacity is raised. N ¼ 8, N ¼ 16, N ¼ 32,
N ¼ 64, N ¼ 128 element IRS have average secrecy capacities of 2.32 b/s/Hz, 3.45
b/s/Hz, 4.51 b/s/Hz, 5.59 b/s/Hz, and 6.62 b/s/Hz, respectively, given a �5 dB
SNR. Table 8.2 compares the average secrecy capacity of IRS-SR and IRS-AP
configurations for the various number of reflective elements and �5 dB SNR. The
average secrecy capacity of the IRS-AP system is �0.3 b/s/Hz more than the IRS-
SR system due to the single-hop channel.
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Figure 8.8 Average SOP comparison of IRS-SR with relaying and NIRS for a
target secrecy rate of 2 b/s/Hz
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The average SOP of IRS-AP configuration is compared with relaying and
NIRS for a target secrecy rate of 1.5 b/s/Hz in Figure 8.10. Zero outage probability
is reached by the IRS-AP system with N ¼ 128, N ¼ 64, N ¼ 32, N ¼ 16, and N ¼ 8
at SNRs of �36 dB, �30 dB, �24 dB, �18 dB, and �8 dB, respectively.
Figure 8.11 compares the average SOP of IRS-AP configuration with relaying and
NIRS for a target secrecy rate of 2 b/s/Hz. The IRS-AP system with N ¼ 8 elements
attains an SOP of 1, even at 10 dB of SNR. This is due to an increase in the target
secrecy rate needed from 1.5 to 2 b/s/Hz. However, increasing the IRS elements
enhances the outage probability performance much more. The IRS-SR system with
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Figure 8.9 Average secrecy capacity comparison of IRS-AP with relaying and
NIRS

Table 8.2 Average secrecy capacity comparison of IRS-SR and IRS-AP
configurations for various IRS elements and �5 dB SNR

Number of IRS elements Secrecy capacity
(b/s/Hz) of IRS-SR

Secrecy capacity
(b/s/Hz) of IRS-AP

Improvement in
secrecy capacity
(b/s/Hz)

N ¼ 8 2.03 2.32 0.29
N ¼ 16 3.13 3.45 0.32
N ¼ 32 4.20 4.51 0.31
N ¼ 64 5.25 5.59 0.34
N ¼ 128 6.27 6.62 0.35
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Figure 8.10 Average SOP comparison of IRS-AP with relaying and NIRS for a
target secrecy rate of 1.5 b/s/Hz
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Figure 8.11 Average SOP comparison of IRS-AP with relaying and NIRS for a
target secrecy rate of 2 b/s/Hz
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N ¼ 128, N ¼ 64, N ¼ 32, and N ¼ 16 reaches zero outage probability at SNR of
�32 dB, �26 dB, �18 dB, and �10 dB, respectively. Figures 8.10 and 8.11 can be
compared, and it can be seen that raising the target secrecy rate increases the SNR
needed to achieve zero outage probability. Tables 8.3 and 8.4 compare the average
SOP of IRS-SR and IRS-AP configurations with varying numbers of IRS elements
for zero outage probability and a target secrecy rate of 1.5 b/s/Hz and 2 b/s/Hz,
respectively. Due to the single hop channel, IRS-AP configuration outperforms
IRS-SR configuration by a minimum of �2 dB gain in SNR.

8.5 Conclusions

The use of IRS on the PLS of VANET is covered in this chapter. IRS is used in two
different configurations, referred to as SR and AP, respectively. When IRS is used
effectively, it improves the signal quality of legitimate vehicles while deteriorating
the signal quality of eavesdropper vehicles. In comparison to the system without
the IRS, effective phase compensation improves the secrecy capacity of legitimate
vehicles. The outage of desired vehicles decreased as more IRS components were
added. However, it grew for eavesdropper vehicles. Relaying has advantages
similar to those of IRS, but IRS is a better option for PLS due to its hardware and

Table 8.3 Average SOP comparison of IRS-SR and IRS-AP configurations with
various numbers of IRS elements for zero outage probability and a
target secrecy rate of 1.5 b/s/Hz

Number of IRS elements SNR required by
IRS-SR (dB)

SNR required by
IRS-AP (dB)

Gain in SNR (dB)

N ¼ 8 �6 �8 2
N ¼ 16 �16 �18 2
N ¼ 32 �22 �24 2
N ¼ 64 �28 �30 2
N ¼ 128 �34 �36 2

Table 8.4 Average SOP comparison of IRS-SR and IRS-AP configurations with
various numbers of IRS elements for zero outage probability and a
target secrecy rate of 2 b/s/Hz

Number of IRS elements SNR required by
IRS-SR (dB)

SNR required by
IRS-AP (dB)

Gain in SNR (dB)

N ¼ 16 �6 �10 4
N ¼ 32 �16 �18 2
N ¼ 64 �24 �26 2
N ¼ 128 �30 �32 2
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signal processing complexity. It is observed that the IRS-AP configuration offers
�0.3 b/s/Hz improvements in secrecy rate and �2 dB gain in SNR over the IRS-SR
configuration. The phase compensation of IRS elements is subject to a certain
implementation constraint. Low-resolution IRS is accessible in real-time.
Therefore, a test of the suggested system’s performance for low-resolution IRS can
be done in the future. IRS and non-orthogonal multiple access (NOMA) can be
integrated to support massive vehicle connectivity. The received signal quality of
eavesdropper vehicles can be reduced by assigning various power fractions. It is
possible to test the suggested system model for generalized fading channels.
Furthermore, realistic vehicular channel models could be considered in the future
for testing the proposed system.
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Chapter 9

Physical layer security solutions and technologies

Gustavo Anjos1, Daniel Castanheira1, Adão Silva1, Suneel
Yadav2 and Atı́lio Gameiro1

Abstract

To ensure confidentiality, today’s communications are encrypted under the notion of
computational security, using hard mathematical problems to build ciphers that
apparently cannot be cracked in a useful time. However, as these constructions are
not agnostic to technological advances, some of these problems may be solved effi-
ciently with future technologies, e.g. quantum computing. In wireless networks,
physical layer security emerges as a post-quantum security solution that promises to
mitigate these threats. This concept of secrecy exploits the physical properties of the
wireless channel to encode information so that a certain degree of statistical inde-
pendence between the message and the cyphertext is observed by the eavesdropper.
This notion of secrecy allows building cryptosystems that are agnostic to the com-
puting capabilities of the attacker, being widely accepted as one of the strongest
notions of secrecy created so far. The objective of this chapter is to overview the
concept of physical layer security and understand how its integration could be done in
future wireless networks. For that purpose, the information-theoretical framework
grounding the concept is introduced, and some basic design approaches are presented.
These include PHY key generation methods, secure beamforming techniques, and
cooperative jamming constructions. The mechanisms to enable the integration of
these technologies in future 5G and beyond networks are discussed last.

Keywords: Wireless networks; Cryptography; Physical layer security;
Cooperative jamming; Information theory; Wiretap channel

9.1 Introduction

Wireless networks are a fundamental part of today’s communication systems,
providing not only ubiquitous connectivity to the end user but also a practical
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option for setting up an infrastructure-less network. The open nature of the wireless
channel is the underlying condition that enables such merits. At the same time, this
broadcast nature also makes wireless networks extremely vulnerable in terms of
security. With the emerging concept of the Internet of Things, billions of regular
objects will exchange information using low-power wireless transceivers [1]. This
massive proliferation of wireless terminals increases the risk of undetectable
eavesdropping attacks, bringing new security challenges that must be handled by
current wireless standards. To ensure confidentiality, current commercial systems
rely on public key cryptography and on the computational hardness of solving
certain mathematical problems [2]. This form of security is defined in the literature
as computational security. In recent years, advances in the fields of number theory
and quantum computing have begun to threaten the security strength of public key
protocols, forcing the use of larger key sizes, and leading to increased imple-
mentation complexity [3]. In order to deal with these new threats, the development
of more resilient security solutions has established itself as the top priority in the
network security domain. One promising solution is known as physical layer
security. The former concept exploits the physical properties of the wireless
channel to ensure secrecy between multiple communication parties. Unlike com-
putational security, the notion of secrecy applied in physical layer security is
information-theoretic security. This security concept is grounded on the mathe-
matical framework of information theory and is widely accepted as one of the
strongest notions of secrecy created to date.

9.1.1 Shannon cryptosystem
The first attempt to formalize the concept of information-theoretic security was
carried out by Claude Shannon in 1949 [4]. In his work, Shannon defined the notion
of perfect secrecy by modeling the problem of secret communication using the
cipher system illustrated in Figure 9.1. In this model, the legitimate parties,
represented by Alice and Bob, want to exchange a message W while keeping it
secret from Eve, the eavesdropper. To protect the message, Alice encodes W in a
codeword X using a pre-shared secret key K; while at the receiver side, Bob
retrieves the message bW by decoding X with the same secret key. In this config-
uration, Shannon stated that perfect secrecy is achieved if X is statistically inde-
pendent of W, which can be mathematically defined as follows.

Alice

Eve

W

K Bob

Ŵ

K
X

Figure 9.1 Symmetric cryptosystem
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Definition 9.1. For W defined as the information source, and X the output of the
eavesdropper channel, a state of perfect secrecy is verified under the constraint

I ½W ;X � ¼ 0: (9.1)

To achieve statistical independence, the entropy of the secret key H(K) must be
at least equal to the entropy of the message H(W), which from a practical per-
spective is a condition difficult to satisfy [5]. For instance, if W is a binary source
composed by n bits distributed uniformly, this implies that the size of K must to be
at least equal to n bits, which is impractical for large values of n. Nevertheless, if
the condition H(K) � H(W) is verified, perfect secrecy can be achieved by
encoding the message as X ¼ W � K, i.e. modulo 2 addition of each bit of W and K.
The recovery of W at Bob can be done by applying the decoding operationbW ¼ X � K; while in the case of Eve, the optimal decoding strategy is to discard
the received codeword and try guessing the transmitted message correctly, because
X is independent of W, and the secret key K is not available. The probability of
successful decoding is equal to 2�n. Therefore, under these circumstances, the
observation or processing of X at the eavesdropper is useless. This concept of
perfect secrecy, despite providing a very powerful result, is difficult to reproduce in
practical systems. This stems from the difficulty of implementing the key dis-
tribution procedure, which in addition to having to be done in secrecy, it can be a
quite inefficient process given the high rate at which the secret keys have to be
renewed.

9.1.2 Computational security and its limitations
The difficulty of replicating in practical systems the necessary conditions to
achieve perfect secrecy led to the advent of the notion of computational security,
which in turn gave rise to the birth of modern cryptography. In this new concept of
security, the computational effort required to calculate the solution of some hard
mathematical problems is used to protect information. Therefore, an encryption
scheme is classified as computationally secure if the cost or the time required to
break it, exceeds the value or the lifetime of the information. This notion of security
is materialized using trap-door one-way functions, which are mathematical func-
tions that are “easy” to compute for every input, whereas the calculation of the
respective inverse is an “infeasible” task [6]. In the field of computational com-
plexity, the term “easy” is used to categorize a problem that can be computed at
most in polynomial time; while the word “infeasible” is applied to classify a pro-
blem whose execution time exceeds polynomial time. The classification of a
scheme as being computationally secure is grounded on the unproven assumption
that such type of “infeasible” mathematical problems does exist. Nevertheless,
computational security has found widespread acceptance, being, from a practical
perspective, the most successful notion of security created so far [7]. In all its forms
of commercial use, the field of modern cryptography establishes a clear distinction
between symmetric and asymmetric encryption. While in the symmetric case, the

Physical layer security solutions and technologies 185



same key is used to encode and decode information; in asymmetric encryption, also
known as public-key cryptography, the encoding and decoding operations are done
using a public and a private key. As shown in Figure 9.2, the public-key protocol
starts at Bob with the generation of a private and a public key, designated by Kpr

and Kpu, respectively. The public key is sent to Alice via a public channel, being
used to encode the message; while the private key remains secured at Bob, being
applied in the decoding process. The generation of the keys is done by harnessing
the structure of certain mathematical problems to produce one-way functions. By
properly dimensioning the size of the keys, retrieving both the private key and the
message becomes an “infeasible” problem for Eve, if only the codeword and the
public key were available at the intruder. Only with the private key it is possible to
retrieve the message from the codeword; therefore, as long as the private key
remains protected at the legitimate receiver, the system is computationally secure.
In fact, public-key encryption is the heart of modern cryptography, being widely
adopted in the provision of confidentiality and authentication services. In con-
fidentiality applications, as the execution of public key protocols is a relatively
slow process, they are usually combined with symmetric encryption, not being
directly applied to encode the plaintext. Instead, they take part in the key man-
agement phase, protecting the secret key used by the symmetric protocol to encrypt
the messages. In this form of hybrid encryption, the size of the symmetric key is
usually shorter than the size of the message. Although this approach does not allow
to achieve a state of perfect secrecy, it simplifies the practical implementation of
the protocol, as it does not require the permanent renewal of the keys. The imple-
mentation of public-key cryptography requires the maintenance of a public-key
infrastructure (PKI), responsible for the distribution and certification of both the
private and public keys. In addition to being a costly infrastructure, its operation
model relies on the belief that some elements of the infrastructure are trustworthy,
which implies that the respective reliability can only be measured qualitatively.
Over the past few years, public-key protocols have remained relatively secure
against known threats. However, as these constructions are not agnostic to tech-
nological advances, it is not possible to ensure security in the future. One of the
major threats that public-key cryptography faces today is quantum computing. This
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Figure 9.2 Asymmetric encryption
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new form of information processing will complement traditional computing solving
some problems that classical processors are not able to handle. While such cap-
abilities promise to bring positive changes to the world, they raise some new con-
cerns in the field of computational security. For instance, the integer factorization
of large numbers is one of the tasks that quantum computers can solve efficiently
using less time complexity than the usual processing methods. As a consequence,
the factoring problem will be feasible [8], and public-key protocols like the “RSA”
will become obsolete. In the medium to long term, the practical implementation of
the quantum technology is a major inconvenient to the notion of computational
security, as some of the complexities considered “infeasible” in classical comput-
ing, can be treated as “easy” problems in the quantum world.

9.1.3 The physical layer security concept
As computer science continues to evolve, it becomes increasingly urgent to find
cryptographic techniques that can operate agnostically in relation to the attacker’s
processing capacities [9]. The goal is to find a solution capable of exchanging
information reliably between Alice and Bob, while ensuring a certain level of sta-
tistical independence between the source and the signal on Eve. In wireless com-
munications, the imperfections of the physical channel can be used for that purpose.
Through a careful manipulation of interference, noise and fading, information-
theoretic security can be achieved by creating a channel advantage at the legitimate
receiver. As illustrated in Figure 9.3, this advantage can be obtained in two different
ways: using a keyless approach, by imposing a physical degradation of the channel at
the unwanted receiver; or with a key based solution, where the random condition of
the channel is used as a source for secret keys [10]. The security schemes designed
according to the principles referred above belong to the field of physical layer
security. Unlike public-key cryptography, in physical layer security, the secrecy
performance is quantified with precision at the bit level using the mathematical fra-
mework of information theory, relying only on the statistical properties of the
observed signals. In this concept of secrecy, confidentiality is achieved if the infor-
mation source is statistically independent of the signals at the unwanted receiver. If
such condition is satisfied, the unwanted receiver is no better informed after acquiring
the channel output; therefore, observing the channel output, or observing nothing at

< 2 Bpcu

Alice Bob

2 Bpcu
2 Bpcu

Bob

Channel

Eve

Channel

Eve

Bob 

Channel
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Figure 9.3 Key-based solution (left) and keyless approach (right)
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all is indifferent for the intruder. This design approach allows to build security
solutions that are agnostic to the technological capabilities of the opponent, providing
in this way more resilience against attacks carried out by future technologies. As the
name suggests, the physical layer security algorithms are executed at the physical
layer of the OSI model [11], and its implementation is done imposing secrecy
restrictions on the design of the constituent modules, such as the channel encoder, the
source encoder, and other signal processing blocks.

9.1.4 Chapter organization
The remainder of this chapter is organized as follows: Section 9.2 presents a basic
understanding of the theoretical fundamentals grounding the concept of physical
layer security. Some of the most important physical layer security techniques are
briefly described in Section 9.3, including PHY key generation methods, secure
beamforming techniques, and cooperative jamming schemes. The integration of
these techniques in 5G and beyond networks is discussed in Section 9.4. The main
conclusions are presented in Section 9.5.

9.2 Fundamentals of physical layer security

This section presents some of the fundamentals grounding physical layer security.
The problem of establishing secret communications over a wireless channel is
formulated first by introducing the wiretap channel model. Then, the concept of
secrecy capacity is defined for this channel. The last point of this section explains
how this secrecy capacity can be achieved through wiretap coding.

9.2.1 The wiretap channel
As seen before, in Shannon’s notion of perfect secrecy, an ideal state of con-
fidentiality between two terminals can only be achieved if a secret key with the
same entropy of the information source is available on both. However, in his work,
Shannon did not account with any specific channel impairment, such as noise or
fading, assuming that the secret key was the only unshared information with the
eavesdropper. A few years later, Wyner defined a more realistic model, the wiretap
channel, and showed that coding can be used to reach positive secrecy if
the eavesdropper channel is a degraded version of the legitimate channel [12].
This model is illustrated in Figure 9.4 and incorporates a legitimate transmitter,
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Channel
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Figure 9.4 Wiretap channel model
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Alice, who intends to transmit at rate R a message W to Bob, while keeping it secret
from Eve, the eavesdropper. To achieve that goal, Alice maps the message
W [ {1, 2, . . . ,2nR} into Xn, a codeword of length n, and transmits it through the
main channel in n channel uses. After sampling the channel output n times, Bob
decodes Yn and obtains an estimate of W, denoted as bW . Eve observes the trans-
mitted signal through an additional channel, the wiretap channel, and tries to get
W from the output Zn. If Eve’s channel is degraded in relation to Bob’s channel,
there is a n length-code such that for every � > 0, the conditions

P½W 6¼ bW � � � and
I ½W ; Zn�

n
� � (9.2)

are mutually achieved. The first condition ensures that the message is transmitted
reliably to Bob, and the second one is a secrecy constraint that ensures a vanishing of
the information at Eve. The maximum rate R for which it is possible to fulfill the
conditions in (9.2) is referred to as the secrecy capacity of the channel. If R does not
exceed this value, it is possible to build a n length-code with � as close to zero as
desirable. However, setting the value of � arbitrarily close to zero requires an asymp-
totically large codeword length, that is, n ! ?. This stems from the reliability con-
dition in (9.2), which calls for the introduction of redundancy in the system. Before
advancing, it is of worth to compare the concepts of secrecy formulated by Shannon
and Wyner. While the notion of perfect secrecy stated by Shannon requires exact sta-
tistical independence between the message and the signal observed at Eve, in Wyner’s
case, as defined in (9.2), the system is considered secure if the rate of information at
Eve vanishes in the limit of large block lengths. The notion of secrecy introduced by
Wyner is referred in the literature as weak secrecy. The latter is defined as follows.

Definition 9.2. For W defined as the information source, and Zn a vector formed by
n samples of the eavesdropper channel output, a weak secrecy state is verified
under the constraint

lim
n!1

I ½W ;Zn�
n

¼ 0: (9.3)

As the secrecy constraint in (9.3) can be fulfilled even for values of I[W; Zn] > 0,
this notion of secrecy is referred in the literature as weak secrecy. Despite achieving a
weaker secrecy result, this less demanding constraint avoids the requirement of exact
statistical independence between W and Zn, thus allowing to widening the scope of
possible solutions to the problem. In order to strengthen the previous notion, the
literature also defines the concept of strong secrecy, which is formulated setting
n ¼ 1 in expression (9.3). In the latter case, exact statistical independence between
W and Zn must be verified.

9.2.2 Secrecy capacity
The concept of secrecy capacity is for physical layer security, as well as the notion
of capacity is for non-secrecy constrained channels. In its genesis, the proof in [13]
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guarantees that it is possible to design a code ensuring reliable communication with
Bob, while keeping information secret on Eve. However, just like in the notion of
capacity, that code only exists if the transmission rate is not greater than a given
value, which in this case is referred as the secrecy capacity of the channel. In the
form of a converse proof, the authors in [13] showed that for any rate beyond the
secrecy capacity, the conditions in (9.2) cannot be achieved by any possible
encoding procedure. The secrecy capacity of the wiretap channel is defined as
follows.

Theorem 9.1. For V and X defined as elements of the Markov chain V ! X ! Y, Z,
the secrecy capacity of the wiretap channel is given by

Cs ¼ max
pðV ;X Þ

fI ½V ;Y � � I ½V ;Z�gþ: (9.4)

As stated in Theorem 9.1, the secrecy capacity is reached by selecting V and X
such that the joint distribution p(V, X) maximizes the achievable secrecy rate of the
channel. By the definition above, it is implicit that the maximization in (9.4) can be
done making the transmitted signal X a stochastic function of V, the message car-
rying signal. In another words, this means that the secrecy rate of the system can be
improved by adding some randomness to the message carrying signal. In any case,
to reach a non-zero secrecy capacity, the condition I[V; Y] > I[V; Z] must be always
verified, which means that the eavesdropper channel must be degraded in relation
to the legitimate receiver.

9.2.3 Wiretap codes
As referred before, to put in operation the secrecy rate in (9.4), the messages must
be coded so that the conditions in (9.2) are both met. If the transmission rate is not
greater than the secrecy capacity of the channel, in theory, there exists a code that
achieves reliability at Bob, and secrecy at Eve. In physical layer security, this type
of code is designated as a wiretap code. A code for the wiretap channel can be
defined as follows.

Definition 9.3. A code (2nR, n) for the wiretap channel consists of the following:

● One message set W ¼ 1; 2; :::; 2nR
� �

;
● A stochastic function f : W ! Xn that encodes w 2 W in a codeword xn;
● A decoding function g : Yn ! W which maps the observation

yn at Bob to the estimated message bw.
Due to the antagonic nature of the constraints in (9.2), the construction of a

wiretap code calls for two divergent design approaches. While the reliability con-
dition requires a code capable of adding redundancy at Bob, the secrecy constraint
calls for a code with no redundancy, and which has to create equivocation at Eve. A
code that merges both approaches is feasible using a random codebook structure,
formed by codewords with a large number of elements. In the case of a degraded
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wiretap channel, e.g. Gaussian wiretap channel, a positive secrecy rate can be achieved
in theory by building a codebook [14] with the structure depicted in Figure 9.5. The
construction of the codebook starts with the random generation of 2nI(X;Y) codewords,
each one with a length of n elements. Then, these codewords are grouped in 2n[I(X;Y) � I(X;Z)]

bins, so that each bin is formed by 2nI(X;Z) codewords. Each message is mapped in a
unique bin; therefore, to send a message, Bob selects the bin corresponding to the
message, and chooses randomly a codeword from that bin, which is posteriorly
transmitted in n channel uses. While Bob’s channel allows him to distinguish all the
2nI(X;Y) codewords, the less favorable channel conditions at Eve limits her observation
to a maximum of 2nI(X;Z) codewords; therefore, in some way, blocks of 2nI(X;Z)

codewords will have to overlap at Eve’s channel output, creating equivocation at
Eve. In the related literature, this encoding technique is referred as random binning.
Before introducing the concept of cooperative jamming, some techniques commonly
applied in multiple antenna systems are analyzed next.

9.3 Physical layer security approaches

This section introduces some basic design approaches applied in physical layer
security. The idea of using the wireless channel as a source of secret keys is explained
first, followed by the presentation of two important transmission techniques applied
in multiple antenna systems. The use of cooperative jamming for secrecy is the last
point addressed in this section. The review presented in the following is not extensive
enough to be classified as a comprehensive survey; however, we should say that most
of the works in the literature results from natural adaptations of these methods. In
particular, these techniques find a wide range of applications in different scenarios,
ranging from multi-user channel settings (e.g. broadcast channel, interference chan-
nel, multiple access channel) to multi-hop wireless networks.

9.3.1 Extracting secret keys at the physical layer
Due to the presence of physical objects in the radio channel, the transmitted signal
is scattered, reflected, and diffracted. The latter phenomenon creates a multipath
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Figure 9.5 Wiretap code structure
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communication scenario, where multiple copies of the transmitted signal are
observed at the receiver with different delays and attenuations. When the position
of the objects and users changes over time, the channel effect on the transmitted
signal is reflected on a delay and attenuation that varies randomly over multiple
channel uses. As a result, the phase of the transmitted signal is rotated, and a
random fluctuation on the received signal strength is observed. This dynamic
condition is usually observed in dense urban scenarios, where the high user mobi-
lity together with the dynamics of the medium results on a channel state that varies
in time and frequency. As shown in [15,16], this random variation can be used to
establish a common secret key between two users. In a time division duplex (TDD)
system, if both users exchange a reference signal within the channel coherence
time, the reciprocal channel condition will allow them to observe correlated sig-
nals. These signals can be used to extract a secret key. For instance, when the users
perform a reciprocal channel estimation, they can use the phase or the magnitude of
the estimated channel to distill a secret key. The received signal strength (RSS) or
the channel state information (CSI) can be used for that purpose. If an eavesdropper
tries to tap the key observing the reference signals, the spatial decorrelation
between the links will not allow him to get the correct key. This phenomenon
occurs if the eavesdropper is more than half wavelength away from the users; since,
in this case, the channels will be independent. The channel randomness and the link
reciprocity are the underlying properties that allow the legitimate users to agree on
a random key, while spatial decorrelation ensures that the latter remains con-
fidential. In this case, the greater the entropy of the channel, higher secret key rates
can be obtained from the wireless medium. To better understand this topic, next we
consider a simple example where a phase-based PHY key generation procedure is
applied to a complex Gaussian wiretap channel.

Example 9.1: Let us consider the wiretap channel of Figure 9.4, where Eve is
more than half wavelength away from Alice and Bob. In this scenario, let us sup-
pose that Alice and Bob wish to exchange a key, keeping it secret from Eve. To
extract the secret key from the channel, Alice transmits to Bob the reference signal
rA in the coherence time i of the channel; then, in the same coherency block, Bob
transmits the reference signal rB to Alice. The signals received by Bob, and then by
Alice, are defined as

yB;i ¼ hBA;irA þ nB;i and yA;i ¼ h�BA;irB þ nA;i; (9.5)

respectively, where hBA,i denotes the channel between Alice and Bob, while nB,i and
nA,i defines noise at the latter nodes. We assume that the channels and the noise
components follow a complex Gaussian distribution. Then, after acquiring the
signals, Alice and Bob estimate the channel phases

bqBA;i ¼ gðyA;i; rBÞ and eqBA;i ¼ f ðyB;i; rAÞ; (9.6)

as a function of the signals observed during the channel-training phase. If the
channel is in a dynamic condition, it is possible to extract a random secret key
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repeating the previous procedure over multiple coherency blocks. Figure 9.6
illustrates the case where a secret key of 6 bits is extracted over three coherency
blocks, resulting in a secret key rate of 2 bits per coherency block. After the esti-
mation procedure, the phases are mapped in a gray code of two bits to generate the
secret key. At the eavesdropper side, the independent variation of the channel will
introduce errors on the secret key.

In the previous example, it was assumed that the channel estimation is flawless,
resulting in a key agreement at the legitimate users. However, because the estimation
is performed at different times, in a real scenario, the channel reciprocity is not
perfect, leading to errors in the secret key. Furthermore, under low signal-to-noise
ratio (SNR) conditions, the noise may also cause a key mismatch. Therefore, after
extracting the secret keys, an error correction phase has to take place to reconcile the
keys. In practical embodiments, as illustrated in Figure 9.7, a PHY key generation
protocol is implemented in multiple stages. These are described next:
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● Channel probing: The protocol starts with Alice and Bob exchanging probing
signals over multiple coherency blocks. The goal is to measure the channel
multiple times, extracting, for example, the RSS or phase information. The
latter parameters are used then as the sources of randomness.

● Randomness extraction: After measuring the channel, the samples are pro-
cessed in order to remove the deterministic components of the signal, increasing
in this way the entropy of the key. To avoid long sequences of 0s or 1s, and to
increase the security of the key, the large-scale fading effect must be removed. In
this case, the randomness should be extracted from the small-scale component.

● Quantization: To generate the keys, the processed samples are mapped into a
bit sequence. At this stage, the keys may not be identical; therefore, an error
correction procedure must be carried next.

● Reconciliation: The errors on the keys are corrected at this stage, and key
reconciliation is achieved through public discussion. This discussion is done
running a reconciliation protocol [17–19].

● Privacy amplification: During the public discussion, some information may
leak to the eavesdropper; therefore, it is necessary to remove this information
from the key. The previous task is performed in the privacy amplification
phase. As shown in [20,21], the privacy amplification can be implemented
using hashing algorithms.

The PHY key generation protocol must be designed taking into account three
important metrics, which are: key randomness, secret key rate, and key disagree-
ment rate. The goal is to provide a uniformly distributed key while ensuring an
arbitrarily low disagreement probability. Furthermore, the key should also be
independent of the information exchanged during the public discussion. The
highest secret key rate at which the previous conditions are met is defined as the
secret key capacity [15].

9.3.2 Jamming and beamforming in multiple
antenna systems

In the following, we discuss two different design approaches that were suggested in
[22,23] to protect the MIMO wiretap channel, the latter illustrated in Figure 9.8.
The first design approach assumes that the instantaneous CSI of the eavesdropper is
available at the transmitter; while in the second case, only statistical information
can be acquired. Before describing these approaches, the MIMO wiretap channel is
formulated next. In the channel of Figure 9.8, node “A” is equipped with NA

antennas, while “B” and “E” have NB and NE antennas, respectively. In this model,
the signals received by node “B” and “E” are defined as

yB ¼ HBAxA þ nB and yE ¼ HEAxA þ nE; (9.7)

where xA 2 C
NA�1 is the message bearing signal, and nR 2 C

NR�1 is the additive
Gaussian noise at node R [ {B,E}. The channel between node “A” and R [ {B,E} is
denoted by HRA 2 C

NR�NA and is in a static fading condition. Unless otherwise
stated, in this section, we consider complete CSI at the transmitter.
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9.3.2.1 GSVD beamforming with full CSI
In the high SNR regime, the secrecy capacity of the MIMO wiretap channel is well
defined and is achieved through beamforming [22], by decomposing the system in
Figure 9.9 in a set of parallel sub-channels. The acquisition of these channels and
respective directions is performed at the transmitter, applying to the legitimate and
eavesdropper channels a generalized singular value decomposition (GSVD)
operation. This procedure allows the legitimate transmitter to obtain the direction
of the sub-channels where the gain of the intended receiver exceeds the gain of the
eavesdropper. As depicted in Figure 9.9, the information is then transmitted only in
those directions, applying the precoding operation

xA ¼ WvB; (9.8)

where W is the precoding matrix containing the beamforming vectors, and vB is the
information bearing signal. The precoding vectors are obtained by computing the
GSVD of the pair (HBA,HEA), which is done in the following way.
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Definition 9.4. The GSVD of HBA 2 C
NB�NA and HEA 2 C

NE�NA , denoted as
gsvdðHBA;HEAÞ, returns two unitary matrices, yB 2 C

NB�NB and yE 2 C
NE�NE , two

non-negative diagonal matrices, DB and DE, and a matrix B 2 C
NA�q with q ¼ min

(NA, NB þ NE), such that the conditions

HBAB ¼ yADA and HEAB ¼ yEDE (9.9)

are verified. W is computed selecting the columns of B for which the element on
the diagonal of DA is larger than the one in the diagonal of DE.

As shown in [22], in the high SNR regime, the optimal secrecy rate is achieved
with independent Gaussian wiretap coding across the sub-channels, transmitting the
message-bearing codewords only in the favorable directions. The analysis of the
asymptotic secrecy capacity defined in [22, Theory 2] allow us to conclude the
following. If the eavesdropper is equipped with at least the same number of
antennas of the transmitter, the secure degrees of freedom (s.d.o.f.) of the channel
reduces to zero. A final note can be made regarding the role of the eavesdropper
CSI on the capacity approaching solution. Note that to achieve an optimal result,
the channel information of the intruder must be available at the transmitter, so that
the GSVD precoders can be computed. If the eavesdropper is a passive element of
the network, a different transmission strategy must be followed.

9.3.2.2 Artificial noise generation
In a scenario where the transmitter only knows the statistical parameters of the
eavesdropper channel, the generation of synthetic noise orthogonal to the intended
receiver [23] can be used to improve the secrecy rate of the system in Figure 9.10.
The idea is to use the extra spatial degrees of freedom (d.o.f.) at the transmitter to
degrade eavesdropper channel without harming the intended receiver. To this end, as
depicted in Figure 9.10, the message bearing signal is transmitted together with arti-
ficial noise, the latter precoded in the null-space direction of the legitimate receiver.
We proceed with a detailed description of this method. In this case, the transmitted
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signal is formed by a message and a noise component, following the structure

xA ¼ WvB þ TuJ (9.10)

where vB and uJ denote the information and artificial noise vectors, respectively,
with W and T being the precoding matrices of the latter signals. The computation
of the precoders is done based on the singular value decomposition (SVD) of the
legitimate channel, which is performed as follows.

Definition 9.5. The SVD of HBA 2 C
NB�NA , denoted hereinafter as svdðHBAÞ,

returns a non-negative diagonal matrix D 2 R
NB�NA , and two unitary matrices

U 2 C
NB�NB and V 2 C

NA�NA , such that

HBA ¼ UDVH ; (9.11)

where the columns of U 2 C
NB�NB and V 2 C

NA�NA contain the left and right sin-
gular vectors of HBA, respectively, and D 2 R

NB�NA is formed by the singular
values of the latter channel.

The precoding matrices W 2 C
NA�dM and T 2 C

NA�dAN are computed using the
right singular vectors of the legitimate channel, with the former composed by the
right singular vectors corresponding to the dM highest singular values, and the latter
is defined by the dAN right singular vectors that have a zero gain to the intended
receiver. In this setting, the condition

HBATuJ ¼ 0 (9.12)

is verified, which means that the effect of the artificial noise is nulled out only at
the legitimate receiver. In order to fill the entire signal space of the intruder with a
jamming component, the number of dimensions dAN used to transmit artificial noise
should not be less than the number of antennas at the eavesdropper, i.e. the trans-
mitter must be equipped with more antennas than the latter. The information is sent
in the remaining available spatial dimensions. As shown in [23], the solution
described above achieves a positive secrecy rate using Gaussian signals for the
information and the jamming components.

9.3.3 Cooperative jamming
As stated above, when the transmitter is equipped with sufficient spatial degrees of
freedom, it is possible to jam the eavesdropper without harming the intended
receiver. However, if the transmitter has only one antenna, the latter is not feasible.
In this case, the use of a cooperative jammer may be a valid solution. Due to the
open nature of the radio channel, wireless networks are, in essence, an interference-
limited system. In a shared communication medium, interference generated by
other users affects the reliable detection of information at the intended receiver,
limiting the capacity of the respective channel. For reliability-constrained channels,
inter-user interference is always harmful; however, when confidentiality between
users is a system requirement, this interference can be used to improve the system
secrecy. In some situations, instead of scheduling all nodes to transmit information
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simultaneously, the overall secrecy performance can be improved by putting some
of the terminals sending jamming signals. By controlling the interference patterns
produced by these cooperative jammers, it is possible to achieve information the-
oretic security even when the unwanted receiver has better channel conditions than
the legitimate receiver.

9.3.3.1 The wiretap channel with one helper
The basic model of a cooperative jamming system for the wiretap channel is illu-
strated in Figure 9.11. In this figure, node “A” intends to transmit a confidential
message to node “B,” who is a legitimate receiver. The model includes a coop-
erative jammer “J” that helps node “A” to conceal the message from node “E,” who
is an eavesdropper. It is assumed that the jammer is authenticated and is willing to
cooperate with node “A” to increase the security of the system; therefore, all coa-
lition protocols that led to the association of “J” are assumed to have been executed
a priori. In the presented model, node “A” intends to transmit a message wB to node
“B,” while keeping it secret from node “E,” the eavesdropper. After mapping the
message in a codeword, node “A” transmits the message-bearing signal xA, while
node “J” sends xJ, which defines a cooperative jamming signal. The received sig-
nals at “B” and “E” are formulated as

yB ¼ hBAxA þ hBJ xJ þ nB and yE ¼ hEAxA þ hEJ xJ þ nE; (9.13)

where hRT is a constant that defines the channel coefficient between R [ {B,E} and
T [ {A,J}, and nR is a random variable with variance s2

R that represents additive
Gaussian noise at the receivers. In the following, PA denotes the power constraint at
node “A,” and PJ is the power constraint on the jammer.

9.3.3.2 Jamming with Gaussian noise
In the system of Figure 9.11, let us assume that node “A” established a coalition
with node “J.” One way of degrading the eavesdropper channel is by putting the
latter terminal transmitting random noise. For instance, if node “J” starts to gen-
erate Gaussian noise, the secrecy rate in Corollary 9.1 can be achieved [24] with
Gaussian codes and stochastic encoding.
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Corollary 9.1. An achievable secrecy rate for the Gaussian wiretap channel in the
presence of a jammer is given by

Rs ¼ 1
2

log2 1 þ hBAj j2PA

s2
B þ hBJj j2PJ

 !
� 1

2
log2 1 þ hEAj j2PA

s2
E þ hEJj j2PJ

 !( )þ

(9.14)

The secrecy gain associated to the use of “J” can be readily understood from
the analysis of (9.14). In the presence of a cooperative jammer, it is possible to
achieve secrecy even when the channel between “E” and “A” is stronger than the
channel between “B” and “A,” as long as the condition

hBJj j < hEJj j (9.15)

holds. To validate such a conclusion, the secrecy rate in (9.14) is evaluated in
Figure 9.12 considering the previous scenario. As illustrated in Figure 9.12, the
proper selection of a cooperative jammer can create the right conditions to produce
a channel advantage at the legitimate receiver. In order to achieve (9.14), the
Gaussian codewords and the jamming signal are transmitted directly without any
precoding operation. It is clear that for finite power conditions, a positive secrecy
rate can be reached with this scheme; however, if we analyze the performance in
the high SNR regime, we realize that this transmission method does not bring any
secrecy gain. For example, in the channel illustrated in Figure 9.11, the use of
Gaussian signaling drives the s.d.o.f. to

lim
PA!1

2RS

log2 PAð Þ ¼ 0: (9.16)

0 0

20 20

40
40

60

PJ (watts)
PA (watts)

60

80
0

0.2

0.4

R S

hBA = 0.6; hBJ = 0.2; hEA = 0.8; hEJ = 0.9

0.6

0.8

1

1.2

80

Figure 9.12 Secrecy rate of the wiretap channel with the help of jamming for
s2

NR
¼ 1

Physical layer security solutions and technologies 199



The result in (9.16) is valid even if the jamming power is asymptotically
infinite; therefore, in this evaluation regime, the generation of Gaussian noise has
no effect on the system secrecy. To overcome this problem, the authors of [25,26]
proposed a different signaling method, suggesting the use of codes based on integer
lattice structures. The target is to introduce some structure on the jamming proce-
dure by combining these codes with real interference alignment (IA) techniques. As
proved in [26], this type of jamming construction allows to achieve positive s.d.o.f.
in several network structures. In the following, we will analyze in more detail this
jamming mode.

9.3.3.3 Interference alignment
The concept of real IA was first proposed in [27] as an effective tool to manage
interference in multiple user networks. In its original application, the idea was to
exploit the many fractional dimensions available in single antenna systems to
separate the inter-user interference from the message at a given user. Later, the
work in [26] applied the concept also to physical layer security, showing that real
IA could be used to improve the security level of wireless networks in the high
SNR regime. As shown in Figure 9.13, in this case, the goal is to force the align-
ment between the message and the jamming signal at the unwanted receiver, using
cooperative linear precoding techniques. If an integer lattice structure is used to
signal information, it is possible to create equivocation at the unwanted receiver.
The authors of [26] studied the system in Figure 9.13 and showed that the use of
real IA allows to reach the maximum of 1/2 s.d.o.f. for this channel. This result was
achieved by transmitting the following signals:

xA ¼ h�1
EAvB and xJ ¼ h�1

EJ uJ ; (9.17)

where vB is the message-bearing codeword, and uJ is the jamming component. In
this case, instead of using a continuous Gaussian distribution for signal informa-
tion, the codeword and the jamming signal are sampled from a pulse amplitude
modulation (PAM) constellation; that is, from a set of equidistant points obtained
from a one-dimensional (1D) lattice. In the follow up, “B” and “E” try to obtain the
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Figure 9.13 Alignment conditions
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desired message through the observation of

yB ¼ avB þ buJ þ nB and yE ¼ vB þ uJ þ nE; (9.18)

with a and b denoting equivalent channels coefficients. As demonstrated in [26], the
superposition between vB and uJ at the eavesdropper does not allow the rate of infor-
mation at this node to scale with the logarithm of the power; therefore, node “E”
experiences zero d.o.f. The legitimate receiver, on the other hand, is able to use the
fractional dimensions inherent to a and b to separate the codeword from the jamming
component, which is also decoded. In this way, the available d.o.f. is equally divided
between the intended message and the jamming signal, resulting in a penalty of half
d.o.f. at the legitimate receiver. The authors of [26] also studied the channel in
Figure 9.13 for a more general setting, considering the presence of M cooperative
jammers. In this study, the authors were able to show that by using real IA, it is possible
to achieve the maximum s.d.o.f. of the latter channel. That maximum is formulated in
Theorem 9.2.

Theorem 9.2. The s.d.o.f. of the Gaussian wiretap channel with static channel
coefficients and M helpers is given by

Ds ¼ M= M þ 1ð Þ: (9.19)

Therefore, by increasing the number of helpers, the upper bound of 1 s.d.o.f. is
reached in the asymptotic regime. This means that the secrecy penalty vanishes in
the latter case. Despite being a powerful framework, the application of this type of
technique faces several practical challenges. For instance, the precoding operations
in (9.17) require to access the complete CSI at both transmitters, which may not be
available. Moreover, the CSI distribution procedure may also introduce a sig-
nificant amount of overhead on the communication, reducing the spectral effi-
ciency of the system. To fulfill the alignment conditions, the network should be
also well synchronized. In large-scale networks, ensuring precise synchronization
between the network nodes can be a complex task [28].

9.4 Enabling physical layer security in 5G and beyond

This section analyzes in which way physical layer security can be incorporated into
future wireless standards. To enable this integration, there are some important
points that should be addressed. For instance, the design of wiretap codes of finite-
block length is crucial to use the technology in practical systems. The incorporation
of physical layer security in a multilayer security context, working as a complement
to other cryptographic constructions, is another relevant point to be discussed. This
section also analyzes how PHY key generation and cooperative jamming techni-
ques could be initially integrated into a commercial standard.

9.4.1 Multilayer security approach
Because physical layer security is grounded on a statistical framework, which does
not depend on upper layer security mechanisms, its design and operation can be
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done without affecting current protocols, thus allowing a smooth integration of
commercial standards. It is also relevant to point that, although the technology is
designed to run in standalone mode, its operation is only effective for specific
channel states, for the other channel states, the provision of secrecy must be done
with other cryptographic constructions. It is important to note that the maximum
rates at which it is possible to ensure information-theoretic secrecy are lower
compared to the case in which the system has only reliability constraints. The
achievement of such rates is only possible when Bob’s channel has higher quality
than Eve’s channel. In some situations, it may not be possible to ensure a channel
advantage at Bob, thus making the use of the technology unfeasible. For instance,
in cooperative jamming scenarios, a helper may not be always available to form a
coalition. In addition, a static channel condition may also prevent secret keys from
being extracted at the physical layer. Therefore, as illustrated in Figure 9.14, the
embodiment of physical layer security in practical applications must be always
done in the context of a multi-layer security framework. Due to the rate limitation
(per user), the technology could be used as an extra layer of security designed to
support low-throughput services that have stringent secrecy requirements. All type
of use cases that require the exchange of small blocks of sensitive information (e.g.
credit card numbers, secret keys, etc.) are potential applications for the technology.
In case of adoption, physical layer security would be used as a high security service
provided by the commercial standard to the application layer, allowing the service
provider (e.g. telecom operator) to explore a new market segment. For instance,
banking applications are a potential commercial application for the technology. In
this context, a multilevel security platform would be developed.

9.4.2 Wiretap codes for 5G-NR
The theoretical study of physical layer security has been grounded on non-explicit
random code constructions, which consider the asymptotic large block-length
coding regime to demonstrate that a positive secrecy rate is attainable. However, to
achieve in practical systems these secrecy rates, the design of explicit code con-
structions in a finite block-length setting is mandatory. The efforts made to address
this issue have focused on adapting existing channel encoders so that they can be
applied in secrecy-constrained scenarios. The low density parity check (LDPC) and
the polar codes used in 5G-NR are examples of that. For instance, the combination
of LDPC codes with puncturing was proposed in [29] to secure the Gaussian

Higher

Layers
Source

Coding

Channel

Coding

Signal

Process

Secrecy L1 Secrecy L0

PHY

Figure 9.14 Multilayer security solution

202 Security and privacy schemes



wiretap channel. As illustrated in Figure 9.15, for a number of message bits lower
than the code dimension, the secret bits are punctured at the transmitter, and the
non-punctured independent bit locations are filled with random bits. At the legit-
imate receiver, the punctured bits are recovered from the non-punctured part of the
codeword. Also for the Gaussian wiretap channel, Baldi et al. [30] suggested the
use of a scrambled version of an LDPC encoder. In this case, the information is
scrambled before the application of the linear block code. The authors of [31]
exploited the channel polarization condition of a polar encoder to transmit infor-
mation in the bit channels that are good for the legitimate receiver and bad to the
eavesdropper. Meanwhile, the bit channels that are good for both are filled with
random bits. Under a weak secrecy condition, the previous work achieved the
secrecy capacity for a class of degraded wiretap channels. To achieve strong
secrecy, Şasoglu and Vardy [32] extended Ref. [31] proposing a multi-block
encoding method that also achieves the secrecy capacity. These are just a few
examples of design approaches that have been considered in the literature. Note
that in all of them, a source of randomness is always present in the encoding
operation. In fact, this randomness is fundamental to equivocate the eavesdropper
and reach the secrecy capacity of the channel.

9.4.3 Symmetric encryption with PHY key generation
In today security systems, hybrid cryptography is often used to achieve network
confidentiality. In this type of systems, the secret key is exchanged using public-
key encryption; then, the data is symmetrically encrypted with the latter key. As
explained earlier, public-key encryption requires the maintenance of a complex
infrastructure (PKI), which is responsible for distributing and certifying the keys
(public and private) required to run the protocol. In some scenarios, the distribution
of the symmetric key can be done using a PHY key generation protocol. In this
case, the cost related to the public-key infrastructure would be avoided, and a more
resilient security approach would be applied. As illustrated in Figure 9.16, in this
context, the keys would be extracted from the channel and then stored in a database
so that they could be used whenever necessary. By storing the keys obtained from
past channel measurements, it is possible to use the technology even when the
channel is in a static condition. It is also important to bear in mind that the key rates
achieved with the PHY key generation protocol can be low, not allowing the
immediate extraction of the key. In the literature, it is possible to find some
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practical implementations of the technology [33–35]. For instance, before the key
reconciliation and privacy amplification stages, the authors of [33] were able to
achieve key rates of 22 bits/s and 10 bits/s with key disagreement rates of 2.2% and
0.54%, respectively. In the latter case, if the Advanced Encryption Standard (AES)
is used as the symmetric cypher, for a 256 bit key configuration, the key extraction
would take around 25.6 s. On the other hand, if perfect secrecy is the goal, a one-
time pad encryption can be applied. However, a secret key with the same size of the
message must be generated for each new block of data. With such a lower key rate,
it might be difficult to refresh the keys on demand. In this scenario, a database
holding the keys obtained from past channel states may be a solution. It is of worth
mentioning that the latter works considered single antenna systems; however, as
shown in [36], it is possible to increase the key rates using multiple antennas or
cooperation, i.e. increasing the spatial diversity of the system.

9.4.4 Extending CoMP to cooperative jamming
In today business models, telecom operators are forced by service level agreements
(SLA) to guarantee a certain quality-of-service (QoS) in their networks. In this
context, the service provider should be able to predict with some level of accuracy
the expected performance of the network. In cooperative jamming systems, the
helper may not be always available. Moreover, in the presence of a massive MIMO
eavesdropper, or in a collusion scenario, a single base-station may not have suffi-
cient spatial degrees-of-freedom to achieve secrecy with an artificial noise aided
transmission solution. In the previous cases, an SLA violation may occur. In order
to attenuate these risks, an initial deployment of the technology could be done in a
non-ad hoc configuration, using as transmitting points the cluster of centrally
coordinated base-stations used in 4G/5G coordinated multi-point (CoMP) systems
[37]. As a solution to reduce inter-cell interference and increase cell-edge
throughput, the concept of coordinated multipoint transmission and reception was
introduced in long term evolution (LTE) advanced, namely in 3GPP release 11.
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The idea is to promote network cooperation putting the constituent nodes to share
data and channel state information among themselves. In this way, the signal
conditions at the cell-edge can be improved with a joint transmission strategy, or
interference can be mitigated with coordinated scheduling and beamforming. To
efficiently implement the CoMP technology, the centralization of the baseband
processing is fundamental [38]. This centralization can be achieved with the cen-
tralized – radio access network (C-RAN) infrastructure in Figure 9.17. In this case,
all the baseband processing resources are centralized in a baseband unit (BBU),
which connects to the remote radio headers (RRHs) through a high capacity fron-
thaul network. This configuration corresponds to option 8 of the functional splitting
schemes proposed for the 5G radio access network. In fact, part of the CoMP
infrastructure already in place in 4G and 5G could be used to enable the commer-
cial integration of some physical layer security techniques. Note that with the dis-
tributed MIMO system in Figure 9.17, the operator could use IDLE RRHs as
jammers; and it would be possible to exploit the entire range of spatial degrees of
freedom of the network to improve secrecy. For instance, the multiple antenna
techniques described in Section 3.2 could take advantage of the C-RAN infra-
structure. The GSVD-based beamforming algorithm would have more degrees of
freedom to optimize the gain difference between the legitimate and eavesdropper
channels; while the artificial noise generation approach could dynamically adapt
the number of transmitting points to ensure always an antenna advantage in the
presence of massive MIMO eavesdroppers.

9.5 Conclusion

To motivate the topic of physical layer security, this chapter began by introducing
the notion of computational security, recognizing it as the most successful security
notion created to date. In this introduction, the concepts of symmetric encryption
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and public key encryption were explained, and their respective vulnerabilities were
analyzed. As mentioned before, the main principle of computational security rests
on the idea that some mathematical problems cannot be solved with existing
technology. However, since the latter hypothesis is unproven, it is not possible to
ensure that these complexities cannot be broken by future technologies. In this
context, exploiting channel randomness by using physical layer security has been
identified as a promising solution to solve these problems. After introducing the
concept of physical layer security, and outlining the corresponding information-
theoretic background, which included the definition of the wiretap channel and
secrecy capacity, some design approaches were presented. For example, the process
of extracting secret keys from the physical channel, the GSVD beamforming
algorithm, the artificial noise generation technique, and the use of cooperative
jamming, were given as some examples of physical layer security designs. The
analysis of the previous techniques allowed us to conclude the following. The
channel entropy and the amount of spatial degrees of freedom available at the
transmitter are key system parameters to achieve confidentiality. In addition, it was
also demonstrated how a cooperative jammer can be used to improve the secrecy in
single-antenna channels. The last section of this chapter discussed how to enable
the integration of the previous techniques into future wireless standards. In this
regard, the multilayer security approach, the design of explicit wiretap codes, and
the centralization of the baseband processing unit were pointed out as important
technological enablers.
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Chapter 10

Steganography-based secure communication
via single carrier frequency division multiple

access (SC-FDMA) transceiver

Avila Jayapalan1, Prem Savarinathan1 and
Swetha Thennavan1

Abstract

In the past few decades, wireless communications have empowered communication
between people. The communication has been achieved through various transmission
systems, of which single-carrier frequency division multiple access (SC-FDMA) is one
prominently featured among them. It is an enhanced version of the orthogonal fre-
quency division multiple access (OFDMA) system with low PAPR and high-power
capabilities. Despite SC-FDMA being one of the best means for transmission, it
requires inalienable safety efforts from intruders. Information that is imparted remotely
is less safe as opposed to wired communication. Thus, the security of SC-FDMA turns
into vitality. Here modified-least significant bit (MLSB) algorithm has been proposed
to incorporate security in the SC-FDMA system. The data is first embedded with the
proposed algorithm and then is transmitted through the SC-FDMA system over an
Additive White Gaussian Noise (AWGN) channel. Then using the same algorithm, the
information is rooted at the receiver end of SC-FDMA system. The performance of the
proposed algorithm is analyzed through various parameters of image quality assess-
ment and bit error rate (BER). The proposed method boasts higher PSNR and SSIM
values of 68.9102 and 0.9995, respectively. MSE, AD, and NAE were observed to be
far lesser, with the metrics being 0.0084, 0.00021, and 0.000060, respectively.

Keywords: Wireless communication; Long-term evolution (LTE); SC-FDMA;
Security; Authentication; LSB algorithm

10.1 Introduction

Wireless communication is the powerful and effective means of creating innovative
territory in the communication field-transmitting data from one point to another.
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The transmitter and the receiver can be installed in part of the world, and the
distance between them may be metered to thousand kilometers. Wireless commu-
nication systems have responded through the innovation of technologies since the
introduction of first-generation mobile networks. Wireless communication stan-
dards have accelerated rapidly due to their high demand.

The first wireless communication standard is first-generation (1G) technology
which has consummated the fundamental voice transmission in mobile with fre-
quency ranges from 800 MHz to 900 MHz. The channel bandwidth is only 25 kHz.
It is known as advanced mobile phone service (AMPS) in North America, and
Europe, it is known as The European Total Access Communication System
(ETACS). At the end of 1991, US digital cellular (USDC) system was set up as the
digital version of the 1G system. It offered three times higher capacity than AMPS.
Then the next standard is a second generation (2G), in which the data rate is
increased from 14 to 64 kbps, giving way to SMS and e-mail. The channel band-
width for Global System Mobile (GSM) is 200 kHz, and eight users are allowed.

General Packet Radio Service (GPRS) supports data and is a packet-based network.
All eight slots of GSM are allocated for GPRS if required. Enhanced data rates for GSM
(EDGE) are the upgraded version of GSM. Following the 2G technology, the next stan-
dard 3G introduces the first-ever mobile broadband concept in the communication with a
data rate of 390 kbps and the transmission of video and audio from one mobile to another
mobile. The 3G technology is considered the giant leap in the wireless communication. It
supported voice-over Internet protocol (VoIP), web sessions, live music, etc.

Following 3G the fourth-generation (4G) is introduced, with a higher data rate
of about 1 Gbps and supports high-quality streaming video and audio without
buffering. Due to the advantage of high mobility and low latency, it provides a way
for the transmission of a large amount of data at less data rate.

The 4G long-term evolution (LTE)-advanced standard [1,2] gives rise to the
fastest wireless broadband service with rich quality video and audio having high
data rates. The 4G technology has the following features:

I. Higher data rate up to 1 Gbps
II. Flexible in spectral allocation

III. Improvement in spectral efficiency
IV. Economically supportive
V. Improvement in quality of service

VI. Higher throughput
VII. Reduction in latency

VIII. Infrastructure is built in a way to reuse the existing cell
IX. Optimized IP traffic and services
X. Enhanced security and mobility

XI. Cognitive radio

From Table 10.1, it is clear that as the generation changes from lower to higher
the spectral efficiency is improved. LTE advanced adopts a transmission scheme for
uplink known as single carrier frequency division multiple access (SC-FDMA), and
for downlink, it is OFDMA. SC-FDMA, a multiple access system, has been utilized
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for data transmission, allowing different clients to mutually utilize a commonly
accessible resource. Every subcarrier contains the data of every single transmitted
data and has support for a wide scope of information rates. It is an improved form of
the OFDMA system with a lower peak-to-average power ratio (PAPR) and higher
power efficiency. For example, SC-FDMA system with quadrature phase shift key-
ing (QPSK) has PAPR of 10 dB when compared to the OFDM system [3].

For secure data transmission, various approaches for securing the data are
available. These include techniques such as cryptography, steganography, security
codes, obfuscation and many more. In this chapter, steganography is applied to SC-
FDMA as a means of security. Steganography is the technique of covertly placing
user information within any form of advanced media such as audio and video images
[4]. The premise behind steganography is to cover up the presence of information in
any medium. The idea of image steganography is rather simple. The original image
and the stego-image (the image that has undergone steganography) are expected to be
similar and it must be challenging to detect the difference between them. The hidden
message may assume the form of plaintext, cipher text, or anything that can be
represented as a piece stream. Steganography algorithms hide the message covertly,
leaving no hint of the original message being covered in the cover object.

10.1.1 Related works
An audio signal is transmitted through the SC-FDMA system in [5]. Chaotic
encryption schemes are used to encrypt the data. The performance of this scheme is
then analyzed by qualitative metrics, which include but are not limited to histogram
responses, PSNR, MSE, and SNR. The expanded least significant bit (LSB) has been
utilized in [6] and, the results were compared with a traditional LSB algorithm. In
[7], both cryptography and steganography are used in tandem for secure data trans-
mission. The cipher text is embedded in the cover image by employing the LSB
substitution algorithm. This manuscript focused on reducing the PAPR of both SC-
FDMA and OFDMA. In that regard, clipping and filtering (CAF) and selective
mapping (SLM), which are the PAPR reduction techniques, have been utilized [8]. In
[9], the authors analyzed the performance of SC-FDMA for different modulation
schemes such as binary phase shift keying (BPSK), QPSK, 16-quadrature amplitude

Table 10.1 Spectral efficiency of communication systems

Year Service Standard Maximum link spectral
efficiency (bits/s/Hz)

1981 1G NMT 450 0.45
1991 2G GSM 0.52
2000 2.75G CDMA2000 0.0078
2001 3G WCDMA(FDD) 0.077
2002 3G CDMA2000 1x EV-DO 2.5
2007 3.5G HSDPA 4.22
2009 4G LTE 16.32
2013 4G LTE-Advanced 30.00
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modulation (QAM), 64-QAM in LTE uplink. Optimal performance is observed with
BPSK modulation for LTE uplink transmission in the SC-FDMA system. In article
[10], confidential information is transmitted through the SC-FDMA system in the
third party’s presence. In [11], the least significant bit (LSB) and Blowfish algo-
rithms are combined to provide secure data transmission. In [12], audio stegano-
graphy is done using a novel LSB algorithm. The overall process is based on
randomness and non-sequencing. In [13], selective embedding is used as a stego key
in image steganography and the data is added to the image without affecting the
quality of the image. In [14], the secret information is converted into the cipher text
using advanced encryption standard (AES) algorithm. The secret information is then
embedded into the cover image using the LSB algorithm. The encrypted stego-image
is transmitted through OFDM system illustrated in [15], AES and data encryption
standard (DES) are the encryption algorithms utilized. This article takes advantage of
the distinction of two pixels last bits of the spread picture [16]. In [17] the infor-
mation is hidden inside the cover image using the LSB algorithm.

Having collected the information through the related works this manuscript focusses
on integrating both a wireless communication systems and steganography techniques
between the source and the destination via the wireless medium. SC-FDMA transceiver
utilized in 4G techniques is employed because of the advantages it offers and the stego-
image is transmitted. It paves the way for secure and successful communication.

10.1.2 Security
Nowadays, the Internet is an essential thing for sharing information. The funda-
mental issue is passing the information in a secure manner from one point to
another point. In this case, confidentiality and data integrity are the two key aspects
being maintained to safeguard unauthorized access and to provide security.

Wireless networks are also prone to attack because their medium of trans-
mission is open air. The main aim is to mitigate malicious users from hacking the
network. The data transmitted must be encrypted. Even if the malicious users hack
the data, they must not be able to decode the information. For secure data trans-
mission, various security options are available, such as cryptography, stegano-
graphy, security codes, and obfuscation.

Cryptography scrambles the information, generating cipher text that can be under-
stood only by the sender. Thus, the technique of hiding and securing data using codes is
termed cryptography. The person who is part of the information only can understand it
and process it further. Thus, this technique will be a promising solution for unauthorized
access to information. Varieties of algorithms are available to generate the key which is
the main step in the cryptographic process. The success of any method depends upon the
robustness of the key. The stronger the key (i.e.) more time it can withstand the malicious
attack superior the algorithm. In this computer, age cryptography is a method in which
ordinary plain text is changed into cipher text. This is termed an encryption process. This
cipher text could be realized only by the authorized receiver because they can only
decode it. The key is necessary to decode the information and the key is transmitted to
the intended receiver in a secure manner prior to the transmission of this information.
Further the conversion of cipher text to plain text is termed a decryption process.
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Steganography is the technique of covering up secret information inside any form
of advanced media. The main concept behind steganography is to cover up the pre-
sence of information in any medium like video, picture, audio, etc. The idea of image
steganography is quite simple. It is the process of masking the information within the
given image. The image used for this purpose is called a cover image, and, after hiding
the data, it is known as a stego-image. The original image and the stego-image should
be the same, and hard to detect the difference between them. The hidden message
might be plaintext, cipher text, or anything representing a piece stream. The perfor-
mance is analyzed by various metrics such as histogram, PSNR, MSE, and SNR.
Sometimes both methods are combined with enjoying the advantages of both of them.

In image steganography, the original image is termed as the carrier because it
is used to conceal the secret information into secure transmission. An image is
denoted as an N*M matrix and the matrix elements denote the pixels intensity
value. The secret message is concealed in the carrier by altering the values of the
pixel. It is done properly by utilizing the stego key, which is the steganography
algorithm, and the overall process is called the data-embedding process. The image
with the secret message is called a stego-image. Then with the help of the same
stego key, the secret message is decoded from the stego-image. This process is
known as the data retrieving process. The data embedding process is shown in
Figure 10.1(a) and the data retrieval process is shown in Figure 10.1(b).

10.1.3 Multiple access scheme
Signal transmission can be broadly classified into two categories: single-carrier trans-
mission and multicarrier transmission. In single-carrier transmission, only one signal is
carried by each carrier. The peak-to-average power ratio (PAPR) of single-carrier
system is of lesser value and it does not suffer from phase and frequency offset issues.
Multiple access techniques enable multiple users to access the channel simultaneously.
It is classified into three types, namely frequency division multiple access (FDMA),
time division multiple access (TDMA), and code division multiple access (CDMA).

In FDMA, the entire frequency band is equally split into sub-channels and
allocated to many users. In order to avoid interference between multiple users,
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Figure 10.1 (a) Data embedding. (b) Data retrieving.
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guard band is provided to the users. Also, to avoid interference with other wireless
systems which coexist in the same wireless environment, a guard band is provided
at the ends of the spectrum. Guard bands lead to wastage of bandwidth and reduce
capacity. In FDMA, there is no storage facility. FDMA is simple because no syn-
chronization is required, and it can be easily implemented.

In TDMA, the entire bandwidth is allocated to one user on a timely basis. Due
to one user occupying the entire bandwidth, there is no interference among the
users. It can support both voice and data transmission. Only one frequency is shared
among many users. Storage of user information is possible. It does not require
narrowband filters and there is no need for a guard band. Synchronization is
required between the transmitter and the receiver. Overhead is high in TDMA.

CDMA is based on spreading codes known as Pseudonoise (PN) sequence.
Many users can occupy the available bandwidth with overlapping of spreading
code. Various types of codes, such as Kasami, Gold, and Walsh Hadamard, are
available. The power requirement is less, and also it is immune to hackers. The
receiver is complex when compared to other multiple-access methods. With the
increase in the number of users, the quality of the system decreases.

The orthogonal frequency division multiplexing (OFDM) is one of the multiple
access techniques which finds application in the latest telecommunication stan-
dards such as WIMAX and 5G cellular technology. Multi-carrier CDMA (MC-
CDMA) is a technique that incorporates both OFDM and CDMA. It takes advan-
tage of both CDMA and OFDM. It is suitable for places with high noise content due
to multipath links. At the same time, it adapts the disadvantages of both techniques.

10.1.4 OFDM
OFDM is the modified version of frequency division multiplexing (FDM). In FDM,
the entire bandwidth is divided into sub-channels. In order to avoid interference
between the subchannels guard band is provided between them. Due to this guard
band, bandwidth is wasted. This problem has been overruled in OFDM. In OFDM,
the subcarriers are orthogonal to each other. The spacing between the carriers is set
as 1/T, which is the inverse of symbol duration. The peak of the carrier overlaps
with the other carrier at zero crossings. In the case of baseband OFDM, the fre-
quency required to avoid the aliasing effect is 2N/T. However, with IFFT, only N
samples are available during the period time T. Hence to avoid aliasing, subcarriers
with null data are added on both sides. These carriers are called virtual carriers.

OFDM divides the available data into N parallel bit stream, modulates it with
any digital modulation schemes, and transmits it using each sub-carrier. N value is
chosen as a power of two. Prior to modulation, to mitigate fading, error control codes
like Reed Solomon (RS) code, Turbo codes, Convolutional code, etc. are added. It is
followed by interleaving. Modulated schemes like Phase Shift Keying (BPSK),
QAM, and QPSK can be used based on the requirement. The modulation scheme is
chosen based on the receiver end’s signal-to-noise ratio level. Normally the same
modulation technique is used for all subcarriers but it is possible to have different
modulation formats for different subcarriers. This method works well in places where
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the noise is too high. The modulated information is fed as input to an inverse fast
Fourier transform (IFFT) circuit, which gets converted into an OFDM symbol. In
order to eliminate the intersymbol interference (ISI) from the previous symbols the
cyclic prefix is included. Cyclic prefix means adding a symbol to the first portion of
the OFDM symbol taken from the last portion of the OFDM symbol. By doing so, the
time duration of the OFDM symbol is extended. Hence, the name cyclic prefix.
Cyclic prefix, in general occupies 10% of the total symbol duration. Cyclic prefix is
selected so that it is greater than the root mean square (RMS) delay spread of the
channel. These features convert the frequency selective fading into flat fading. Thus,
OFDM is a very efficient technique for broadband data transmission over radio fre-
quency and it can be implemented at a simple way and in a low cost.

In general, in OFDM, all the subcarriers are assigned to single user. It is also
possible to assign the subcarriers to multiple users. Also, each user can be assigned
multiple subcarriers. This is known as OFDM-based multiple access (OFDMA). It
is complex when compared to other multiple-access schemes.

Some of the merits of OFDM are

I. High diversity
II. High efficiency

III. Low interference
IV. More flexibility
V. Better coverage

Some of its demerits are

I. Complex
II. Requires extra power

III. High sensitivity

10.1.5 SC-FDMA
The 3GPP has declared single carrier frequency division multiple access (SC-FDMA)
as the suitable technique for LTE which supports broadband. PAPR is defined as the
maximum of a given sample in the OFDM symbol to the average power of the OFDM
symbol, and is expressed in dB. Due to the large number of subcarriers in OFDM
system, the peak power is normally higher than the average power. To support this high
peak power highly sophisticated power amplifiers are required. If the amplifiers are not
chosen properly, it leads to adjacent channel interference. In addition, the hardware
complexity and cost of the components also increase. Hence the PAPR must be
minimized. SC-FDMA system does this and this feature makes it popular.

SC-FDMA is analogous to the OFDMA system [18]. The only difference
between them is the presence of additional FFT and IFFT. Hence, SC-FDMA can
be called as OFDM with DFT mapper. It is also known as DFT-precoded OFDM.
The input is modulated by using QPSK, as it yields better performance in terms of
error rates among other modulation schemes. In QPSK, two bits make one symbol.
The modulated information makes its way to a serial to parallel converted from
where the parallelized data is fed to the fast Fourier transform (FFT) block. The
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subsequent FFT block result is further fed into the subcarrier mapper, which maps
the symbols over the whole bandwidth across different sub-carriers. Then the out-
put from the mapping is applied to IFFT block. Then the output of it is given to
parallel to serial converter. The cyclic prefix is then included to reduce ISI. Then
the output from the cyclic prefix is transmitted through the AWGN channel.

With the cyclic prefix, the transmitted OFDM signal is denoted by

S xð Þ ¼ if ftðdo; d1; ::::dN � 1; x ¼ 0; 1; :::::N � 1
Sðx þ KÞ; x ¼ �NeP; :::::::;�1

� �
(10.1)

y tð Þ ¼
XN�1

k¼�NeP

s kð Þw t � k

n
T

� �
;�NeP

N
T � t � T

where w(t) is the time-domain window function, such as the rectangular window or
the raised cosine function.

The receiver is a reciprocal of the transmitter. On the receiver end, the cyclic
prefix is first removed and the resulting output is fed into the serial to parallel
converter. The converter’s output is then fed as an input to the FFT block. This
block provides the frequency domain representation of the signal. The transformed
signal is then passed to the subcarrier de-mapping block. As the name suggests, it
de-maps the mapping performed at the transmitter side. The output is given to the
IFFT, which provides the time domain representation. Parallel to serial conversion
is carried out, then the signal is demodulated using QPSK demodulator.

The block diagram of SC-FDMA is illustrated in Figure 10.2.

STEGO-IMAGE MODULATION SERIAL TO
PARALLEL

FFT SUBCARRIER
MAPPING IFFT PARALLEL TO

SERIAL

ADDING
CYCLIC PREFIX

AWGN
CHANNEL

REMOVING
CYCLIC PREFIX

STEGO-IMAGE DEMODULATION PARALLEL TO
SERIAL

IFFT SUBCARRIER
DEMAPPING FFT SERIAL TO

PARALLEL

Figure 10.2 SC-FDMA
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10.1.6 Least significant bit (LSB) algorithm
Images can be classified into gray-scale images and color images. In a gray-scale
image, each pixel is denoted by eight bits. The last bit in the pixel is known as LSB.
One technique of interest in image steganography is the LSB algorithm. The basic
premise behind the LSB algorithm is to alter the least significant bit of an image pixel
with the binary ASCII value of data that is required to be secured. The image may
assume the form of a cluster of pixels as such, every pixel is constituted by 8 bits. In
the proposed method, the last bit of pixel value is modified to assume the values 0 or
1. By doing so, it would not noticeably modify the nature of the image and it is the
requirement of stego-image, but the level of safety that this algorithm yields would
render the stego-image extremely vulnerable. In this regard, there arises the necessity
for the alteration of the LSB algorithm to enhance the safety level further.

Figure 10.3 illustrates the flow chart of the LSB algorithm embedding and
extraction process.
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Figure 10.3 Flowchart of LSB algorithm: (a) embedding process and (b) extraction
process
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10.1.7 Modified LSB algorithm
To overrule the drawbacks of the LSB algorithm, significant changes are incorpo-
rated into the modified LSB algorithm to mitigate the issues of vulnerability in
security.

10.1.7.1 Data embedding procedure
The modified-LSB algorithm is in certain ways similar to the LSB algorithm. The
steps of the proposed embedding technique are as follows:

I. Data acquisition
Acquisition of carried image CI and confidential message CM

CI = Carrier Image
CM = Confidential message

Acquisition of carrier image metrics height H and width G
H = Height
W = Width

II. Conversion of CM into an ASCII
Removal of white spaces in CM.
CM –> ASCII(CM)
if(length(ASCII(CM) )< length(CI)/7)

proceed
else

Acquire New Message
III. Conversion of ASCII(CM) into Binary

ASCII(CM) –> Binary(CM)
Length N of Binary(CM)

N = length(Binary(CM))
IV. Conversion of CI into Binary

CI –> Binary(CI)
V. Stenography Operation

Each bit of the Binary(CM) is to be embedded in the LSB of each Binary
pixel of Binary(CI) after modification
Initial temporary Variable temp.

for loop (N iterations)
left_shift(Binary(CM) [8], Binary(CM) [7])
indicates the bit position
Binary(CM) [8] = Binary(CM) [8] XOR Binary(CM) [7]
if ( Binary(CM)[i] == Binary(CI)[i+8] )

next = 0
else

next = 1
Binary(CI)[i+8] = next

Continue for all pixels
VI. Revert into ASCII and reshape by H * W dimensions.

218 Security and privacy schemes



10.1.7.2 Data retrieving procedure
Acquire the Stego-Image SI

VII. SI = Stego-Image
Acquire the Height and width of the SI

VIII. H = Height of SI
W = Weight of SI

Acquire K, the number of pixels
IX. K = H * W

for loop(K iteration)
for Each pixel

Pixel [8] = Pixel [7] XOR Pixel [8]
right_shift( Pixel [7] , Pixel [8] )
Read and Store pixel [8] in array temp

temp[i] = Pixel [8]
i = i+ 1

Temp array has 8 bits which make up one character. Repeat for all
characters.

Convert each temp array into a character that makes up the secret message.

Example:
Let us assume that the first eight pixels of the cover image may have the following
gray-scale values:

01110010, 01100010, 00010111, 11101100, 11010100, 01110111, 00000010,
01110011

To hide the letter C which has the ASCII code value of 67, first the decimal value is
converted into a binary value which is 01000011. The least significant bit of pixel
is replaced into this ASCII value and is

01110010, 01100011, 00010110, 11101100, 11010100, 01110110, 00000011,
01110011

Then 7th and 8th bits are left shifted to have the values

01110100, 01100110, 00010100, 11101001, 11010001, 01110100, 00000110,
01110110

The 7th and 8th bits are XORed and replaced in the 8th bit

01110100, 01100111, 00010100, 11101001, 11010001, 01110100, 00000111,
01110111

It is the final stego-image pixel. The reverse process of the above method extracts
the original cover image and the embedded secret message.
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10.2 Proposed methodology

Figure 10.4 shows the block diagram of the proposed method. The information to be
transmitted is hidden using proposed modified-LSB algorithm. It is done by embedding
the data into the cover image, which gives rise to the stego-image. The stego-image is then
transmitted utilizing the SC-FDMA transmitter with AWGN added with Rayleigh fading
as the noise source and at the receiving end, it is received and decoded and using the
reverse process, the original information is taken out from the stego-image. The difference
between the cover image and the stego-image is visually imperceptible to the human eye.

10.3 Performance metrics

The overall image quality will degrade after embedding the secret information within
it. In order to qualitatively evaluate the extent of degradation, image quality metrics
known as performance metrics are used. By comparing the reference stego-image to
the original image, the metrics can reveal the extent of degradation by analyzing the
image quality of a degraded image. The performance metrics are the following.

10.3.1 Mean square error (MSE)
The MSE represents the aggregate squared difference between the pixels in the
stego-image and the cover image. It sheds light on the degree to which the cover
image has changed after embedding with confidential data. The MSE between the
carrier image and the stego-image is determined by the equation:

MSE ¼ 1
MN

XM

x¼1

XN

y¼1

Sxy � Cxy

� �2
(10.2)

where M and N are the resolution values of the carrier images.

Cover Image Secret Image

Embedding Stego Key Decoding

Cover Image Secret
Message

Stego Image

Stego Image

SC-FDMA
Transmitter

SC-FDMA
Receiver

Stego Key

Figure 10.4 SC-FDMA
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The lesser the value of the MSE, the more alike the images in comparison are
assumed to be.

10.3.2 Peak signal-to-noise ratio (PSNR)
PSNR is used to analyze the image compression quality. It measures the mutilation
of the stego-image with the original cover image as a reference. It is denoted by:

PSNR dBð Þ ¼ 10log
2552

MSE
(10.3)

PSNR is calculated in dB. PSNR values of 40 dB and higher indicate good
fidelity. Values ranging from 30 to 40 dB are acceptable. Anything lesser than 30
dB is deemed unacceptable. PSNR values increase exponentially with the image
quality. Ideal PSNR value is infinity [19].

10.3.3 Structural Similarity Index (SSIM)
The SSIM evaluates image quality deterioration resulting from processing techni-
ques like data compression. It is expressed by

SSIM x; yð Þ ¼
2mxmy þ C1

� 	
2sxy þ C2

� �
m2

x þ m2
y þ C1

� 	
s2

x þ s2
y þ C2

� 	 (10.4)

where mx, my is the mean intensity of carrier image and stego-image pixel; sx; sy is
the mean intensity of carrier image and stego-image block.

When the SSIM value approaches 1, both the cover image and the stego-image
are more or less like each other. As mentioned earlier, the ideal value is one, this is
challenging to achieve in practice.

10.3.4 Average difference (AD)
The AD represents the average sum of the difference between the original image
and the stego-image. It is defined as:

AD ¼ 1
MN

XM

x¼1

XN

y¼1

Sxy � Cxy

� �
(10.5)

The ideal value of AD is zero, indicating high similarities between stego-
images and cover-images.

10.3.5 Normalized cross-correlation (NCC)
NCC is the metric used to gauge the degree of affinity and contrast between the
original image and the stego-image. NCC is expressed as

NCC ¼
XM

x¼1

XN

y¼1

Sxy � Cxy

� �
S2

xy

(10.6)

The ideal value is 1, but in practice, it is challenging to achieve the ideal value.
However, values approaching 1 indicate good performance.
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10.3.6 Normalized absolute error (NAE)
NAE is the quality metric that shows the absolute error between the original image
and the stego-image. NAE is expressed as

NAE ¼

PM
x¼1

PN
y¼1

Sxy � Cxy

� �
PM
x¼1

PN
y¼1

Sxy

(10.7)

Image quality is inversely proportional to NAE. The ideal value is 0.

10.3.7 Maximum difference (MD)
To measure the MD (error) between the original image and the stego-image MD is
used. It is expressed as

MD ¼ Max jSxy � Cxyj
� �

(10.8)

where x=1, 2 . . . m; y=1,2 . . . n.
MD is inversely proportional to the image quality. The ideal value is 0.

10.4 Results and discussion

Figure 10.5 displays the graph of the bit error rate (BER) to the signal-to-noise ratio
(SNR) graph plotted between the SC-FDMA system and the conventional OFDM
system for 16 QAM. For a BER of 10�4, the SNR in case of SC-FDMA is 13 dB,
whereas for OFDM, it is 24 dB. From this graph, it can be concluded that SC-
FDMA outperforms OFDM.

Figure 10.6 shows the BER versus SNR graph plotted between QPSK, 16-QAM,
and 64 QAM modulation schemes over AWGN channel in the SC-FDMA system.
From the figure, it is evident the QPSK modulation scheme gives good BER perfor-
mance compared to QAM. For BER of 10�3 QPSK modulation scheme offers SNR of
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Figure 10.5 BER versus SNR
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4 dB, whereas in the case of 16-QAM, it is 9.8 dB and, for 64-QAM, it is 15.7 dB. QPSK
supports two bits simultaneously and QAM supports more bits based on the M value. In
terms of error, QPSK has less probability of error when compared to the other two
methods. This is because the distance between the constellation points and the noise line
is higher in the case of QPSK when compared to 64-QAM. Closer to the noise line, the
constellation points become more sensitive to noise. Any small noise variations which
change the binary ones to zeros and binary zeros to one thus increasing the probability of
error. Hence, it is a tradeoff in choosing the appropriate modulation scheme.

Figure 10.7 denotes the BER versus SNR graph drawn for QPSK and QAM
modulation schemes over a Rayleigh Fading channel. From the figure, it is evident
that QPSK modulation schemes outperform QAM. For a BER of 10�3, SC-FDMA
system having QPSK modulation schemes offers an SNR of 23.5 dB, whereas for
16-QAM, it is 29 dB and, for the 64-QAM scheme, it is 33.7 dB.

Figure 10.8 shows the BER versus SNR graph plotted for QPSK modulation
schemes over AWGN and Rayleigh fading channels. From the figure, it is evident
that QPSK modulation schemes over the AWGN channel yield better performance
when compared to the Rayleigh fading channel. For BER of 10�3, QPSK mod-
ulation schemes over AWGN channel offer SNR of 4 dB, whereas for Rayleigh
fading channel, it is 17 dB.

Table 10.2 shows various performance metrics like MSE, PSNR, SSIM, AD,
NCC, NAE, and MD which aid in analyzing the robustness of the proposed
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Table 10.2 Various metrics for different gray-scale images

Data size Cover image Stego-image MSE PSNR SSIM AD NCC NAE MD

1 kb 0.0558 60.69 0.999 0.0043 0.989 0.0001 0.01

0.0446 61.49 0.999 0.0086 1 0.0003 0.01

0.0188 65.42 0.998 0.0013 1.0 0.0002 0.02

0.0504 61.13 0.997 0.0121 0.999 0.0003 0.01

0.0546 60.79 0.997 0.0037 0.997 0.0002 0.01

0.0020 75.05 0.995 0.0011 1 0.0001 0.01



algorithm. The common message size of 1 kb is applied across various gray-scale
images. As the PSNR increases, the MSE diminishes, demonstrating the good
image quality. Normalized absolute error is the quality metric which indicates the
absolute error between the original image and the stego-image. Ideally, it should be
equal to 0. From the table, the values are observed to approach 0. Likewise, the
maximum difference and average difference also approach 0, indicating that the
cover image and stego-image have slight variances between them. The SSIM
evaluates image quality deterioration. Normalized cross-correlation is used to
gauge the degree of affinity and contrast between the cover image and the stego-
image. Both these metrics should be equal to 1 or approach 0 which is an indicator
of good performance. From the table, both the values approach 1.

Table 10.3 lists the image quality degradation as message size is incremented
in steps. Various performance metrics for different message sizes are measured for
a gray-scale image of Saturn. From the table, it may be inferred that an increment in
message size results in a reduction of PSNR values and the promotion of MSE
value which in turn give rise to poorer image quality. Normalized absolute error
should be ideally equal to 0 but it can be seen that as the message size increases, the
NAE also increases correspondingly. Following this trend, maximum difference
and average difference expected to be ideally 0 also increase as the message size
increases. It can be concluded that the cover image and stego-image have a sig-
nificant amount of difference between them. Similarly, SSIM and normalized
cross-correlation should be equal to 1 for better performance but it can be seen from
the table that both the values are increasing as the image size increases which in
turn results in image quality degradation.

Table 10.4 illustrates the different histogram responses for the original and the
stego-images. It also features the result of bitwise XOR operation perform between
the original and the stego-images. As such, due to the highly similar natures of the

Table 10.3 Various metrics for different message sizes

Image Data
size

MSE PSNR SSIM AD NCC NAE MD

1 kb 0.0020 75.0543 0.995 0.0011 1 0.00010 0.01
2 kb 0.0041 72.0305 0.9927 0.0021 1 0.00012 0.01
3 kb 0.0061 70.2941 0.9901 0.0029 0.99 0.00015 0.01
4 kb 0.0081 69.0580 0.9876 0.0034 0.99 0.00020 0.015
5 kb 0.0101 68.1006 0.9857 0.0038 0.98 0.00020 0.023
6 kb 0.0121 67.3248 0.9833 0.0040 0.98 0.00031 0.037
7 kb 0.0141 66.6714 0.9813 0.0040 0.98 0.00036 0.045
8 kb 0.0161 66.1019 0.9791 0.0041 0.97 0.00040 0.055
9 kb 0.0181 65.5972 0.9771 0.0042 0.97 0.00046 0.063
10 kb 0.0200 65.1486 0.9751 0.0044 0.96 0.00051 0.08

226 Security and privacy schemes



Table 10.4 Histogram responses and bitwise XORs of the original and stego-images

Image name Original image histogram Stego-image histogram Original-stego XORed image Image

Baby

Camera man

Moon

(Continues)



Table 10.4 (Continued)

Image name Original image histogram Stego-image histogram Original-stego XORed image Image

Pout

Rice

Saturn



histogram responses between the original and the stego-images, it can be inferred
that the information is hidden well and is virtually imperceptible to the human eye.
To the effect, the images seem indistinguishable, which indicates the robust per-
formance of the modified LSB algorithm. The result of the bitwise XOR operation
further cements this fact. As the bits in both the original and the stego-image are
very minutely different, the XOR operation would yield a low or 0, which appears
black as the equivalent representation of the pixel value.

Table 10.5 shows that the proposed method yields a better performance com-
pared to the LSB method. The PSNR, MSE, and SSIM values for the LSB method
are 52.67, 0.35, and 0.88, respectively, while the proposed method gives 68,
0.0084, and 0.99, respectively. Likewise, other various parameters confirm that the
proposed algorithm outperforms the traditional LSB algorithm across the board.

Figure 10.9 shows PSNR versus the message length graph plotted for the
values in Table 10.2. The figure shows that the PSNR value decreases as the

Table 10.5 Comparison of proposed method and LSB
method for Lenna image

Parameters Proposed
method

LSB
method

PSNR 68.9102 52.6709
MSE 0.0084 0.35
SSIM 0.995 0.8897
AD 0.00021 0.0043
NCC 1 0.93
NAE 0.000061 0.00030
MD 0.01 0.033
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message length increases. It results in the overall degradation of image quality. For
a message length of 1 kb, the PSNR is 75 dB, whereas for 2 kb, it is 72 dB, for 5 kb,
it is 68 dB and, for 8 kb, it is 66 dB, and so on.

Figure 10.10 shows MSE versus the message length graph plotted for
Table 10.2. From the figure, MSE value will increase when message length is
increased which yet again results in the degradation of the image quality. For a
message length of 1 kb, MSE is 0.0020, whereas for 2 kb, it is 0.0041 and, for 5 kb,
it is 0.0101 and, for 8 kb, it is 0.016 dB and so on.

A comparative analysis was carried out between the proposed modified LSB
approach and the conventional steganographic technique. The main qualitative
parameter that persisted as a common denominator across all the works was the
PSNR values. As such was used to objectively compare and contrast the perfor-
mances across several algorithms. Another metric worth noting was the timing
analysis from which the algorithms performance may be ascertained in terms of
how fast it is able to run. However, this metric would be subjective as it would
depend on the hardware capabilities of the particular system it was executed.
Nevertheless, the timing analysis of standard system specification is carried out.
The comparative table is illustrated in Table 10.6.

From Table 10.6, it can be understood that the proposed modified LSB algo-
rithm has outperformed many other techniques in terms of PNSR values while
boasting an impressive 68.91 dB, far higher than the 30 dB minimum
acceptable threshold for maintaining image fidelity.

As such, the modified LSB has proven to be robust approach toward image
steganography by sharply overcoming the drawbacks of the traditional LSB
approach, and to the effect has resounded a good performance across several eva-
luation metrics. This method, coupled with the SC-FDMA modulation scheme with
its higher efficiency, has proven to be a reliable, efficient and secure communica-
tion system for exchanging messages reliably.
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Figure 10.10 Relation between MSE and message length
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10.5 Conclusion and future scope

SC-FDMA transceiver is considered to be a better option in terms of their low
PAPR when compared to other transceivers like OFDM. BER performance of the
AWGN channel and Rayleigh fading channel is compared and simulated, proving
that the AWGN channel is better than Rayleigh fading channel. Also, it is con-
cluded that the QPSK modulation scheme is better than QAM. Once the transcei-
vers performance is enhanced, the next step is enhancing the algorithms robustness.
The secret data is embedded into the cover image using the proposed algorithm and
converted into stego-image which is transmitted through an SC-FDMA transmitter.
At the receiving end, it is received and extracted. The performance of the proposed
algorithm is analyzed through various parameters and proved that the proposed
method is better than the LSB algorithm.

5G is the latest technology to support a number of applications in wireless
communication like wireless gadgets, autonomous systems, smart city, auto-driving
vehicle with the high data rates, shorter delay, huge capacity, and better quality of
service. The non-orthogonal multiple access (NOMA) with successive interference
cancellation (SIC) is well-suited promising radio access technique to satisfy the
demands. The above-discussed algorithms can be implemented in NOMA for
secure data transfer.
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Chapter 11

A lightweight algorithm for the detection of
fake incident reports in wireless

communication systems
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Abstract

Sensor devices in 6G technology are an affordable method for identifying target
incidents within large wireless communication systems (WCSs). However, they face
potential compromise or capture by compromised actors. For instance, fake incident
reports in a compromised device can result in congested networks that hinder the
passage of valid incident data. Fake incident reports can be identified, although this
approach can prove tricky because of the requirement for certification tokens, which
do not always offer a workable solution to congested networks. One suggested strategy
would involve creating space-efficient Bloom filters. Their creation would result from
correctly combining the correct devices and placing them in each device in advance.
The next stage would see an incident report appear, featuring an XOR of the tokens
(XT), with all devices confirming the information according to its Bloom filter.
Illegally acquiring a device can prove costly because it would compromise the Bloom
filter data and the XT allocated to the correct incident report. Thus, this study suggests
using a secure algorithm to update the data. Unlike existing studies, detecting a fake
incident report would only increase by approximately one hop; however, the amount of
traffic created by a compromised device would decrease by around 60%. Thus, the
suggested method would lessen the traffic resulting from attacks featuring file incident
reports, which would, in turn, make the network less congested.
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11.1 Introduction

The new 6G technology will facilitate the construction of wireless communication
systems with low latency. Sensor devices act as a core functionality that can pin-
point and delineate incidents, such as crimes or natural disasters [1,2]. Connecting
these devices in a wireless network forms a wireless communication system
(WCS). Multihop wireless paths in WCSs also send reports to their final recipient,
the base station. When sensor devices detect incidents of interest, they transmit the
relevant data (Figure 11.1). Research has shown that sensor devices in hostile set-
tings face the possibility of attack, which can leave them open to compromise and
capture. Network congestion can also transpire. In such situations, compromised
devices can produce fake incident reports if hackers acquire the secret keys within
the sensor devices (Figure 11.2). Congested networks can hinder the transmission
of valid reports to base stations, which camouflages hackers’ illegal activities.

Numerous studies [3–6] have reviewed the notion of quickly identifying fake
incident reports in networks. Such identification can ease the issue of congested
networks. This approach revolves around allowing devices to possess symmetric
keys. When incidents occur, T proximal sensor devices produce a report containing
multiple message authentication codes (MACs). A device’s alignment with the
report becomes apparent in a MAC generated by a device utilizing a symmetric

Sensor devices

A legitimate
incident report
[Intruder found!]

Base station

Figure 11.1 An incident is detected in a WCS

A legitimate
incident report
[Intruder found!]

Network congestion
by many fake incident reports

Base station

Cannot send
the report.

Compromised
sensor devices

Figure 11.2 Fake incident report attacks
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key. Different approaches can incorporate additional certification data into reports.
Creating a report can enable the probabilistic validation of MACs by forwarding
every device to the base station over several hops. All reports feature sizable por-
tions of certification data, meaning they encompass large amounts of traffic even
though they can recognize fake incident reports in-network. Thus, a compromised
network produces numerous fake incident reports, which can, in turn, congest
networks. However, correct reports consume resources, as seen by how sensor
devices’ battery power levels can diminish; restricted batteries can also impede
sensor devices’ functions and reduce WCSs’ operational capacity. A complete
security breakdown can also occur in situations involving T or more compromised
devices.

This study proposes a streamlined strategy that can demonstrably detect fake
incident reports in-network in situations when aspects other than T devices are
compromised. However, despite such an approach’s capacity to significantly
reduce occurrences of congested networks, the possibility remains that the same
total report hops would appear before a fake incident report is identified.

Pre-deployment, the sensor devices receive a Bloom filter containing correct
XORs of tokens (XTs), which can identify fake incident reports even when more
than T sensor devices are compromised. This approach, as supported by mathe-
matical analyses, could cut traffic in the incident of compromised devices eliciting
fake incident reports.

The paper’s primary contributions comprise the following*.

● First, this study outlines an algorithm with a high likelihood of identifying fake
incident reports in WCSs. This algorithm means all reports feature incident
data and a one-off certification system. The suggested XT has a shorter bit
length than comparable data in current research, meaning that the necessary
amount of traffic for incident reports is also reduced. Consequently, the out-
lined algorithm can ease the threat of congested networks due to compromised
devices. This study seeks to lessen traffic volume and congested networks
in WCSs.

● Second, all forwarding devices can pinpoint, based on the Bloom filter, the
legitimacy of the one-time XTs in the forwarding report. Bloom filters are data
structures that identify whether or not the provided data forms part of a set,
which can result in high levels of spatial efficiency and allows for a few false
positives. Network managers control Bloom filters’ detection capacity. It
facilitates the identification of fake incident reports in two hops on an average.

● Third, this study proposes a refined mechanism involving the one-off XTs.
This mechanism would impair any illegally acquired tokens and input new,
more unpredictable tokens to stave off potential attacks. The revamped
mechanism would only play a role in the outlined method, which has a similar
capacity to detect fake incident reports using one-time XTs as existing

*An earlier version of the chapter appeared in [7].
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techniques. Moreover, the mechanism, including its refinements, would not
need much traffic, especially in comparison to current methods.

● Fourth, this study involves experiments and comparisons of the suggested
algorithm with four current iterations. According to the findings, the revamped
strategy can cut the amount of traffic generated during attacks.

This study takes the following course: Section 11.2 portrays a model of sensor
networks and fake incidents; Section 11.3 assesses related strategies and related
concerns; Section 11.4 showcases the method’s design; Section 11.5 evaluates the
efficiency of the approach adopted in the study, utilizing the results from the prior
section as the foundation of research; and Section 11.6 summarizes the research.
The outlined strategy would help tackle the issue of fake incident reports because it
would cut the amount of traffic necessary to pinpoint such reports while retaining
the capacity to identify them in the first place.

11.2 Related work

Numerous studies [8–10] have assessed secured data aggregation in WCSs.
Although the methods espoused in these studies cannot detect in-network fake
incident reports, they can identify fake incident reports at the base station. Thus,
WCSs cannot identify trespassing or analogous incidents because compromised
devices have congested networks.

Studies evaluating in-network fake incident report detection have outlined a
strategy to distribute secret keys to sensors. All sensor devices that possess sym-
metric keys embody this strategy’s theoretical basis. The sensor devices’ locations
generate the keys post-deployment; alternatively, the devices come preloaded with
the keys. Sensor devices can also share keys, and the sensors can generate incident
reports that contain key IDs, the MACs, and sensor device IDs close to an incident.
The sensor devices’ alignment with reports becomes apparent in MACs produced
by the devices via a symmetric key. The MACs’ probabilistic validation, as shown
in the corresponding report, occurs because all forwarding devices in the reporting
process have been sent to the base station over numerous hops. When reports
contain fake MACs, delivery does not transpire. Studies have attempted to improve
the chances of a forwarding device possessing a key that can create MACs in the
incident report.

Fake incident report detection strategies involve the random distribution of
keys to sensor devices via randomized key distribution approaches [3,11]. Incidents
only become legitimized when sensor devices gather more than or equal to T dis-
crete MACs. Such a mechanism has its uses in situations involving moving base
stations. Regardless, the suggested randomized key distribution mechanism indi-
cates threshold behavior. Moreover, should actors gather more than T keys, fake
incidents cannot be detected.

Sensor devices’ positions drive the allocation of keys to all devices as part of
fake incident report detection strategies that employ key distribution strategies based
on locations [4]. Although their methods can detect fake incident reports
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in-network, they also generate a significant amount of traffic, attributable to the long
reports created by compromised devices in such scenarios. Numerous studies have
established the default of T = 5. In WCSs, a MAC tends to be eight bytes long [12].

Other studies have posited that the amount of traffic of a report without
security mechanisms in WCSs amounts to 40 bytes [13,14]. Compromised devices
can induce sizes doubling the original packet in a fake incident report, meaning
they can reach sizes of 80 bytes. Research has found that identifying fake incident
reports helps control situations that involve altered base station positions and
numerous compromised devices, as shown in the study [5]. However, as this
method employs T MACs, attacks involving many fake incident reports can occur,
as in comparable methods.

Babu et al. outlined the secure data aggregation based on principle component
analysis (SDA-PCA) [8]. This approach involves selecting a reporting leader based
on device quality and energy levels. This reporting leader collates sensing data from
the neighboring sensor devices and sends such information in the form of a report to
the base station. SDA-PCA considers highly mobile sensor devices as compromised,
and these devices cannot become reporting leaders. Such an approach impedes the
passage of fake incident reports to the base station. The transparent criteria for
determining whether or not a device is compromised makes it easier to place devices
so that they do not meet these criteria. However, compromised devices can become
reporting leaders, which can, in turn, delineate incorrect data. The algorithm assumes
the veracity of reports created by the reporting leader and cannot identify when
reporting leaders generate fake incident reports.

Wang et al. outlined an algorithm for secure aggregation in WCSs [9], which
chooses a reporting leader from neighboring devices according to link quality and
residual energy. This approach keeps data confidential because of the encrypted
communication between devices, reporting leaders, and base stations. All devices
and clusters have unique keys, which can prevent spoofing, but also causes
potential issues: only the base station can identify this spoofing, which cannot be
detected during the report’s transfer to the base station. Thus, if an attacker com-
promises even a single device, the in-network loses its capacity to identify the
numerous fake incident reports that could appear.

Pedroso et al. [15] also proposed a CONFINIT algorithm that blocks fake incident
report attacks. CONFINIT compares all devices’ sensing values with one another; if a
device has vastly different sensing values from the other devices, there is a high pos-
sibility that the device is compromised. Consequently, the non-compromised devices
would ignore the possibly compromised device. CONFINIT seeks to stop compro-
mised devices’ creation of fake incident reports. However, the lack of a mechanism to
identify fake incident reports at the forwarding device or base station means that even
if a compromised device creates this type of report, it would not be identified as such.

Although the strategies introduced thus far can impede the creation of fake
incident reports or detect them in the base station, they cannot identify fake incident
reports in-network.

Ye et al. suggested a statistical en-route filtering (SEF) strategy [3] involving an
algorithm that could detect fake incident reports in-network. When sensor devices
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identify an incident, they create MACs according to the incident information and device
ID; the reporting leader gathers at least T MACs. This approach deploys keys for gen-
erating MACs randomly to each device, and data about which key is held within which
device is not maintained. Therefore, a problem could transpire because only T keys have
been compromised, meaning attackers can create fake incident reports anywhere.

One proposed method involved distributing “correct key ID combinations” to
each sensor device beforehand [5]. This strategy forwarded an incident report to the
base station, after which the forwarding devices would determine whether the
report has T or more MACs with the correct key IDs attached. Although this
approach has a high rate of detecting fake incident reports, it can encounter issues
because of the requirement to attach T MACs and T key IDs to all reports, which
lengthens them considerably.

Kumar et al. outlined CD-PEFS, which selects three reporting leaders in each
class [6]. A reporting leader collates sensing data from the neighboring devices and
creates a report with T tokens, T device IDs, and (k’ þ 1) MACs. On an average, k’s
value is 10 when the class number 150. An increased number of classes prompts a
rise in the value of k’. Despite the high detection rate of fake incident reports in [6],
sizable amounts of data are attached to the report.

Yi outlined EMAS [16] wherein the sensor devices send data featuring incident
information, key ID, location ID, and the corresponding MAC to a reporting leader.
The reporting leader employs hash functions to map T MACs into a Bloom filter and
creates a report with the Bloom filter, T sensor IDs, T location IDs, and T key IDs. This
approach means the forwarding devices can identify fake incident reports according to
the Bloom filter, device IDs, key IDs, and location IDs. EMAS can compress T MACs
into one filter. However, the number of reports can still prove significant because of the
requirement for much information for the certification process.

Research focusing on identifying fake incident reports in-network can add data
to the incident reports for verification, meaning the in-network can quickly identify
any fake incident reports created by compromised devices. However, problems can
arise because the significant amount of information in the reports means the com-
promised devices can congest the network. Section 11.5 compares algorithms [3].

A number of methods have been proposed to control congestion in wireless
communication systems, although they do not target unauthorized reporting. For
example, Grover et al. proposed a rate-aware congestion control function at the
transport layer [17], and Revathi et al. proposed a method to determine the
appropriate communication path by collecting information on report delivery delay
accordingly [18]. These methods can be used in conjunction with the proposed
method to further reduce network congestion.

11.3 Assumptions

11.3.1 Sensor networks
Small sensor devices are densely populated. Detection by multiple devices can adapt
to equipment failures and improve detection accuracy. A device acts as the reporting
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leader, and all detecting devices report the signals they identify to the reporting
leader. The incident report uses a multihop path to describe the report delivered by
the reporting leader to the base station. The sensor devices employ a localization
strategy to determine their location following their deployment [19–21].

The sensor devices’ design aligned with cost-effective strategies, prompting
the assumption that tamper-resistant hardware is not featured. It is presumed that
the sensor devices do not move in the devices post-deployment. The existing stu-
dies mirror these assumptions [22–25].

Common key cryptosystem acts as the foundation for many WCSs due to the
computational costs of public-key approaches [26]. Additionally, we assume that
all sensor devices validate the base station’s report and that the base station vali-
dates reports to the sensor devices using a mechanism that ensures the base sta-
tion’s integrity [27]. It is also presumed that correct incidents rarely occur, e.g.,
twice monthly. The target incidents include non-frequent occurrences, such as
forest fires and break-ins.

The suggested method would help identify criminal acts, such as break-ins,
arson, robbery, and other situations, in WCSs. The expectation is that transgressive
activities do not often occur, meaning the suggested method is well-suited to such
usage. Thus, the necessary traffic to successfully employ the method is lower than
in current strategies. Should such incidents occur more frequently, the one-time XT
updates would increase, as would the amount of necessary traffic. This eventuality
would lessen the advantage of the suggested method because it would then employ
similar amounts of traffic to current strategies.

11.3.2 Attack model
A hacker can compromise multiple sensor devices in a network. The hacker could
steal all data resulting from the compromised device. A compromised device
erroneously identifies nearby incidents when, in reality, no such occurrence has
taken place. Such erroneous reports can influence users to make potentially
damaging decisions and result in congested networks. It is assumed that WCSs
feature replicated device detection methods [28]. Thus, if a hacker takes more than
one device, they may acquire control of that particular device but cannot reproduce
any other compromised devices.

Although hackers can create arbitrary incident reports, each forwarding device
checks the incident report’s legitimacy and can thus detect if an incident report
created in an attack is incorrect. However, a hacker can use data from a compro-
mised device to trick the forwarding device into believing that the incident report
generated by the hacker is legitimate.

11.4 Proposed method

11.4.1 Overview
A regular geographic class separates the target region. Let ni represent the sensor
device with ID i. The base station generates token ri for each sensor device ni
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beforehand. Sensor devices detecting an incident report cooperate to generate the
XT R from T tokens in the same class. The base station recognizes all correct
mergers of T tokens in advance, meaning that the base station also recognizes all
correct XTs. Should an attack compromise T devices, the attacker would lack the
ability to create correct XTs when the compromised devices do not exist in the
same class: a correct XT would require T devices in the same class.

All devices come preloaded with Bloom filters generated from correct XTs.
These Bloom filters can identify whether the XT included in an incident report is
correct with high probability.

Two primary challenges appear in this scenario. First, if the devices share
Bloom filters, they have the same detection capacity; the failure to identify fake
incident reports at the first hop means they would not be identified until the base
station. Second, the hacker could acquire the XT data of a correct incident via a
leak. Such situations highlight the need for an updated mechanism.

Figures 11.3 and 11.4 show this process and the connection between the pro-
cess, tokens, XTs, and Bloom filters.

Tables 11.1 and 11.2 show examples of the Tx and the Tb. The following
section illustrates the proposed algorithm’s process and outlines the approach to
solving two issues.

q(q � T) represents the number of tokens assigned to devices in a class, and g
represents the number of classes. A device is provided to each of the prepared qg
tokens—r1,r2, . . . ,rqg. The variable b indicates the tokens’ bit length. A leader
device nw in Gw is selected by a local leader election method such as [29].
Subordinate devices that identify an incident send a report to the leader device, nw.
The leader device creates XTs by adopting the T tokens’ XOR operation.

The data sent to each forwarding sensor device determines an XT’s validity. If
a hacker compromises less than T devices, the fake incident report becomes

Create tokens and XTs

Create q tokens (r1,..., rq) for each class
Table of codes and XTs

Table of Bloom filters

Create XT R for every set of T tokens in each class

Create Bloom filters of XTs

Determine device ni’s seed si

Create Bloom filter vi for ni from XTs and si

si, vi, (X0, Y0),k, C, q, and
ki are preloaded to ni.

Figure 11.3 The base station’s process before the deployment
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detectable. This study’s suggested method, similar to the methods expounded in
other studies, cannot identify fake incident reports when an attack compromises T
devices in a class.

The XOR operation of the T tokens assigned to T devices generates an XT.
Tokens can only be used once because the report containing the XT might be
forwarded by a compromised sensor device. Such a situation indicates the need for
a suitable updated method used by the tokens to generate the XT.

Create token in ni

Class of location is determined from the location, (X0, Y0)
and C

Create ri from the class central point, q and k

Create an incident report in leader node ni Judge whether a forwarding report is correct in ni

Collect T tokens (ri1,..., riT) Check Bloom filter vifrom XT of the report and si

Create XT based on the T tokens

Create an incident report based on the sensing
information and XT

If the XT is incorrect, discard it.

Figure 11.4 Each device’s process

Table 11.1 Example of Tx

Class ID XT ID per class Set of T tokens XT

1 1 {0101 . . . ., 0001 . . . ., . . . } R1 = . . .
. . . . . . . . . . . .
1 qCT {1110 . . . ., 0111 . . . ., . . . } RqCT ¼ . . .
. . . . . . . . . . . .
g 1 . . . Rðg�1Þ�qCTþ1 ¼ . . .
. . . . . . . . . . . .
g qCT . . . Rg�qCT ¼ . . .

Table 11.2 Example of Tb

Device ID Seed Bloom filter

1 s1 = a34398dd v1 = 100110 . . .
2 s2 = . . . v2 = . . .

. . . . . .
N sN = . . . vN = . . .
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11.4.2 Processes
All devices store their tokens, and Bloom filters are generated from a correct set
of XTs in advance at the base station. Multiple devices collaborate to create an
incident report featuring an XT when an incident is detected. A forwarding device
then evaluates the incident report’s legitimacy using the XT attached to the
incident report and the Bloom filter in the device. Next, the base station deter-
mines the received report’s accuracy. The following describes the details of this
process.

11.4.2.1 Token creation
Let Gw represent a class with an ID of w. Each device ni has a symmetric key ki,
shared with the base station. Post-deployment, device ni generates cord ri based on
the class ID. Let g represent the number of classes, with each class having a q
token; each device in the class receives one of these tokens.

The devices’ class determines the tokens created by the devices according to
the proposed method. C and (X0, Y0) denote the class’s size and the central point of
the target region, respectively. Class Gi is defined as:

Xxi ¼ X0 þ xi � C

Yyi ¼ Y0 þ yi � C

ði; j ¼ 0;�1; � � � :Þ: (11.1)

The devices come preloaded with the central point (X0, >Y0), a hash function,
h, a shared master secret key, k, and class size, C. Related studies have also
employed a method that identifies each device’s post-deployment location [30]. A
non-complex calculation allows all devices to determine their class’s central point
Xxi ;Yyi

� �
.

The equation below calculates token ri of device ni:

ri ¼ hðkjjXxi jjYyi jjFðiÞqÞ: (11.2)

The variable F(i) conveys the rank of ID i among all device IDs in the same
class in ascending order, and jj represents concatenation.

Post-deployment, each device ni broadcasts the device ID to one another in the
class Gw. Device ni, which assembles IDs in ascending order, ascertains the rank of
the device ni’s ID i.

All pairs of neighboring devices share a unique pairwise key. The variable ki,j

represents the pairwise key of devices nj and ni.

11.4.2.2 Bloom filter
All devices use a Bloom filter [31] to validate XTs. Let A represent a set containing
n elements. H[A] denotes the Bloom filter created from A. H[A] can be used to test
whether element a is contained in A. False positives can occur, but false negatives
cannot. That is, if a [ A, H[A] surely outputs “true.” On the contrary, if a =2 A, H
[A] outputs “false” with a high probability.
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Figure 11.5 illustrates the execution of a Bloom filter. The filter length is m,
and all bits are 0. Several functions are prepared. The range of each hash function is
from 1 to m. In this research, the number of hash functions is one.

The bit at position h(a) in the filter is set to 1 for all elements a [ A. The bit
position h(a) undergoes checking when a query for a takes place. The findings
show that a is not in set A when the value amounts to 0.

Upon hashing all n elements of a [ A into a Bloom filter, the probability that a bit
remains at 0 is (1 � 1/m)n. According to the natural logarithm, limm!?(1 þ 1/m)m ¼ e.
In other words, for large m, (1 þ 1/m)m � e. Thus, (1 � 1/m)n ¼ ((1 þ 1/(�m))�m)�n/m �
e�n/m. The following equation illustrates a Bloom filter’s false positive rate (FPR):

Rðn;mÞ � e�n=m: (11.3)

The target FPR is set to Ft. Solving the equation of Ft ¼ e�n/m in relation to m
shows:

m ¼
j
� n

lnðFtÞ
k
: (11.4)

The pre-deployment stage sees Bloom filters created at the base station from
all XTs potentially generated in the WCS. The following subsections describe the
specific XT preparation. Before deployment, each Bloom filter is provided to each
device. A unique seed, si, generates each Bloom filter vi at device ni. Moreover,
using h(si||a) instead of h(a) as a hash value of a generates and checks the Bloom
filter, vi.

11.4.2.3 Report generation
The variable E denominates the incident’s description. A device ni creates a report
as follows:

Mi ¼ Enc ki;u; ri

� �jjE: (11.5)

The variable Enc(ki,u,ri) represents encryption of the report, ri, using key ki,u. u
and jj, respectively, represent the leader device’s ID in class Gw and concatenation.
Subsequently, device ni delivers Mi to nu. The leader device extracts and collates all

Element ai Є A
h(a1) = 8

h(a2) = 8

h(a3) = 8

h(a4) = 6

h(a5) = 12

Bit vector V
(initially 
all set to 0)

m bits

1

1

1

1

Figure 11.5 A Bloom filter’s execution process where the number of hash
functions is one
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Enc ki;u; ri

� �jjE located in the detecting devices. Random selections of T reports
occur when the leader device gathers more than T reports, represented by the term
Mi1 ; :::;MiT . The term ri1 ; :::; riT is also attained after the reports undergo decryption
by device nu, which creates the following:

Rw ¼ ri1 � ri2 :::� riT : (11.6)

� denotes the XOR operation. The resulting Rw is the class’s XT.
Let nv denote the leader device’s neighbor device. The report EjjEnc Ku;v;Rw

� �
is forwarded from nu to nv.

11.4.2.4 En-route filtering
When device nj delivers the incident report M ¼ EjjEncðki;j;RwÞ to device ni, the
decryption of EncðKi;j;RwÞ means device ni can attain Rw. The device then employs
the Bloom filter to determine the validity of the XT Rw. The report is dropped
should the device deem the XT Rw to be a fake. On the contrary, when the device
deems the XT Rw correct, the report goes to the next device, ns.

11.4.2.5 Data regulated at the base station
Given that the incident report delivered to the base station collates all data about
XTs, the base station can validate the XTs. Should it fail this validity assessment, a
report is considered the work of a hacker.

11.4.3 Update of tokens and Bloom filters
The tokens employed to create an XT in a report require updating to deliver
a correct report to the base station. This change must occur because of the
possibility that the compromised device learned the XT from one of the report’s
forwarding devices. The base station regulates several data types to update
the XTs.

11.4.3.1 The process at the base station
The base station manages the two tables shown below.

Table of tokens and XTs (Tx)
Here, RS represents the set of all XTs generatable in the WCS. The variable Ri

constitutes an element of RS. The tokens ri1 ; :::; riT generate Ri. The Tx links the ID
of the class apportioned Ri and Ri to the aforementioned T tokens.

Table of Bloom filters (Tb)
Pre-deployment, all devices ni have a Bloom filter, vi, assigned to them; the

base station creates the latter. A random seed, si, is generated and used upon the
base station creating the Bloom filter, vi. The Tb connects a device ni to each seed si

and Bloom filter vi.

11.4.3.2 Updating Bloom filters and token procedure
Upon delivery of a correct report to the base station with the Rw XT by class Gw, the
base station creates the ID w of the class apportioned Rw and Rw as the base station
ascertains the T tokens (ri1 ; :::; riT ) through Tx.
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The base station creates novel T tokens and XT R0
w ¼ r0i1 � r0i2 � :::r0iT using

pseudorandom number generators. The base station sends reports Mj ¼ Encðkj; r0ijÞðj ¼ 1; :::; TÞ to the devices of class Gw. The base station then sets R0
w and r0ij while

removing Rw and rij to update RT.
The new Bloom filter v’ should replace the old Bloom filter v. However,

compromised devices may decrypt the information and obtain v’ if the base station
sends v’ as it stands, even if it has undergone encryption. Thus, the proposed
algorithm only sends various parts of v and v’ from the base station, which, in turn,
delivers vi � v

0
i, consisting of different aspects of v0 and v, to the devices. For

instance, in the incident that v ¼ 0100100 and v’ ¼ 0100001, the data {4, 6} goes
from the base station to the equivalent device. Equation (11.7) illustrates such a
procedure. The subscript “(2)” outlines the value presented in a binary number, and
m symbolizes a Bloom filter’s bit length:

d 2 0;m � 1½ 	jððvi � v
0
iÞ 
 dÞ&10:::0 2ð Þ ¼ 10:::0 2ð Þ

n o
: (11.7)

The symbol & represents a bitwise AND, and 
 stands for a left
arithmetic shift.

11.5 Analysis

11.5.1 Hop counts are required until the devices identify
fake incident reports

The required mean hop count undergoes evaluation when detecting a fake incident
report. The calculation’s first step involves clarifying the probability, p1, of such a
report in a device. No compromised device means (1 � Ft) represents the target
probability of recognizing a fake incident report in a device. Refining a Bloom
filter’s bit length can obtain an arbitrary value of Ft.

Compromised Nc devices mean hackers can obtain the Nc Bloom filters,
meaning that RS elements become searchable. The variable ml symbolizes how
many elements are in RS. The number of potential T token combinations per class is
qCT because of the assignment of q tokens to each class and the selection of T
tokens from the q tokens for generating an incident report.

The presence of g classes means the potential combinations of all classes’ T
tokens can be represented by

ml ¼ g�qCT : (11.8)

b represents an XT or a token’s bit length. The potential representations of b
bits total 2b. Because the number of correct XTs is ml, the compromised XTs total
2b � ml. If Nc devices become compromised by a hacker, the attack can be said to
have Nc Bloom filters. The likelihood of Nc Bloom filters failing to detect com-
promised XTs as compromised is FNc

t because the FPR of each Bloom filter has a
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setting of Ft. Assume mf totals the compromised XTs that a hacker may consider
correct. The value is represented by

mf ¼ FNc
t ð2b � mlÞ: (11.9)

Hackers can ml correct XTs and mf compromised XTs to be correct, meaning the
likelihood of an attack resulting in a compromised XT is represented by mf /(ml þ mf).
All forwarding devices can identify compromised XTs with probability (1 � Ft) if
the device acquires a compromised XT. Thus, the chance that all forwarding
devices can judge the received XT resulting from the attack is represented by

p1 ¼ mf

ml þ mf
� ð1 � FtÞ: (11.10)

In this scenario, ph
0

signifies the total hops until the forwarding devices
recognize a fake incident report, and H signifies the maximum hops to the base
station. (1 � p1)i�1 � p1 delineates the likelihood of the ith device identifying a
fake incident report because (i � 1) devices do not recognize it with probability
(1 � p1)i�1 and the ith device recognizes it with probability p1. Thus, the expected
hop count is provided by

ph
0 ðHÞ ¼

XH

i¼1

i � ð1 � p1Þi�1 � p1

¼ 1 � ð1 � p1ÞH

p1
:

(11.11)

11.5.2 The amount of traffic generated per class in an attack
The variable D signifies the most times an incident can occur within the same class.
The incident data’s bit length is jEj; and XT’s bit length is b. D incident reports are
shown by

Q ¼ jEj þ bð Þ � D: (11.12)

11.5.3 The amount of communication generated by correct
incident reports

Reports about updated tokens from the base station require delivery by the devices
to the base station in conjunction with incident reports that align with the suggested
method. Should a device in a class identify an incident, the leader device receives
the incident data E and its token from q devices. The leader device then creates an
incident report for delivery to the base station. In the incident of the hop count
being h, the amount for creating and delivering the incident report to the base
station is provided by

LT ¼ jEj þ bð Þ q þ hð Þ: (11.13)
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Variable L symbolizes the anticipated number of bits in a Bloom
filter requiring alteration upon the base station changing an RS element. The vari-
ables m and n signify the Bloom filters’ bit length and the total elements,
respectively.

Suppose that S symbolizes a set with (n�1) elements, Sa denotes S [ af g, Sb
shows S [ bf g, and Sab indicates S [ a; bf g. In this scenario, a =2 S and b =2 S. H[S]
represents a Bloom filter generated from set S.

Suppose that a symbolizes the deleting element, and b shows the new element.
The following five cases would require consideration:

1. H[S] ¼ H[Sa] ¼ H[Sb]
2. H[S] ¼ H[Sa] and H[S] 6¼ H[Sb]
3. H[S] 6¼ H[Sa] and H[S] ¼ H[Sb]
4. H[S] 6¼ H[Sa], H[S] 6¼ H[Sb] and H[Sa] ¼ H[Sb]
5. H[S] 6¼ H[Sa], H[S] 6¼ H[Sb] and H[Sa] 6¼ H[Sb]

The bits in the Bloom filter requiring alteration when the base station changes
one element of the RS differ in all cases. In case 1, no bits need changing because
deleting a and the addition of b fail to impact the Bloom filter. Additionally, the
number of bits requiring variation in cases 2, 3, 4, and 5 is 1, 1, 0, and 2,
respectively.

R(n, m) symbolizes the FPR of a Bloom filter with a bit length m and
number of elements n. Thus, the likelihood is that H[S] ¼ H[Sa] is illustrated by
R(n � 1, m) due to the characterization of the compromised positive of H[S] against
a =2 S. This development means the likelihood of each case occurring is shown as
follows:

1. Rðn � 1;mÞRðn � 1;mÞ
2. Rðn � 1;mÞð1 � Rðn � 1;mÞÞ
3. ð1 � Rðn � 1;mÞÞRðn � 1;mÞ
4. ð1 � Rðn � 1;mÞÞð1=mÞ
5. ð1 � Rðn � 1;mÞÞ 1 � R n � 1;mð Þ � 1

m

� �
The item (1/m) in case 4 signifies that the likelihood of h(a) ¼ h(b). Hash

function h’s output bit length is mf.
Thus, this expression emerges:

L n;mð Þ ¼ R n � 1;mð Þ 1 � R n � 1;mð Þð Þ

þ 1 � R n � 1;mð Þð Þ R n � 1;mð Þ þ 2 � 1 � R n � 1;mð Þ � 1
m

� �� �

¼ e
1�n

m 1 � e
1�n

m

� �
þ

e
1�2n

m e
n
m �2 þ mð Þ þ e

1
mm

� �
m

¼ 2e
1�n

m m � 1ð Þ
m

: (11.14)

Equation (11.4) determines a Bloom filter’s bit length, m. The term m shows
the necessary number of bits to express the Bloom filter’s arbitrary bit location. The
terms N and log2 N show the number of sensor devices and bits to personify a
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device, respectively. Resultantly, the following expression shows the requisite
communication traffic quantity to refine Bloom filters and tokens:

ET ¼ N � L ml;mð Þm þ bTð Þ � N Þ � H : (11.15)

11.5.4 Energy consumption
The reception, transmission, and power-down phases saw the leaked current
amount to 16, 18, and 0.01 mA, respectively, with mica2 Berkeley motes acting as
sensor devices [32]. These sensor devices may not be the most current, but their
reliable performance levels mean they still have a role to play in research [33–35].
It is assumed that a voltage of 3 V and a bit rate of 19.2 kbps represent typical
figures for the two measurement units.

LT þ ET symbolizes the bits required to update XTs and send an incident
report. The bit rate of 19.2 kbps means the necessary time to treat (LT þ ET) bits
amounts to (LT þ ET)/(19.2 � 1,000).

In addition, since sending and receiving reports necessitates (16 þ 18) mA
and the voltage amounts to 3V, the necessary energy to send an incident report
and update XTs is provided by 3(LT þ ET)/(19.2 � 1,000). Here, 3(LT þ ET)/
(19.2 � 1,000)v denotes the consumed energy when v incident reports emerge.

Even if no incidents occur, sensor devices still consume energy. There are N
sensor devices, with each device requiring 0.01 mA. Thus, N � 3 � 0.01 � 3,600 � 24 �
30 represents the monthly consumed energy in the WCS, where 3,600 � 24 �
30 symbolizes the total seconds in each month.

The following expression delineates the monthly energy consumption of each
sensor device when v incidents take place, and there are N sensor devices:

EI vð Þ ¼ 3 LT þ ETð Þ 18 þ 16ð Þ
19:2 � 1;000

v

þ N � 3 � 0:01 � 3;600 � 24 � 30 mJ½ 	:

11.6 Evaluation

11.6.1 Parameter selection
These experiments involve default parameter values set as D ¼ 1, H ¼ 50, T ¼ 5,
jEj ¼ 64, g ¼ 1,000, q ¼ 10, and N ¼ 10,000. They were identified as follows.

The assumption is that the target incidents do not regularly take place.
Therefore, as a default value, D was set to 1.

H represents the hop counts from a device to the base station, the value of
which changes based on the WCS’s organization. In many studies, this value was
set to roughly 50. Therefore, referring to these pieces of research, this study set H to
50. The hop count to the base station does not significantly impact the assessment
because each approach (other than SEF), such as the suggested method, identifies
the fake incident report within one or two hops.
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In such a situation, T or more devices should identify the same incidents.
Therefore, should the T values prove too large, the capacity to identify correct
incidents lessens. Conversely, too-small T values increase attacks’ success rates.
This balance requires consideration. Numerous studies [3] have presumed a default
value of T ¼ 5, a parameter followed during these experiments, wherein the T
values ranged from 1 to 10.

Circumstances dictate the total bits necessary to represent an incident’s con-
tents. A WCS with no security mechanisms necessitates roughly 40 bytes to signify
a detected incident [13]. This study set the jEj value to 64 bytes based on such a
value and the assumption that further data, such as in-depth sensing information,
could bolster the research.

In this instance, N symbolizes the total devices in a WCS. In [4], the default N
value stood at 10,000. This study adopted the same approach by setting N ¼ 10,000
as the default value, with the N values ranging from 1,000 to 10,000.

11.6.2 Evaluation results
The FPRt and the number of compromised devices, Nc, influence the detection rate.
Figure 11.6 shows the results. This study featured compromised devices picked at
random from the network, which is a common approach for detecting methods’
performance levels [3].

The detection rate approximately matches the Ft value. However, when Nc
amounts to roughly 100 and Ft is set to 0.5, the detection rate proves lower than the
Ft value. However, the unlikelihood of a scenario involving more than 100 devices
becoming compromised without the WCS administrator’s awareness means Ft can
be set to 0.5.
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The detection rate stands at approximately Nc ¼ 100 and Ft ¼ 0.5 because the
hacker can calculate the number of correct XTs by compromising multiple sensor
devices. This development allows the hacker to examine the acquired Bloom filters
regardless of the randomly generated tokens’ legitimacy. Large Nc means the
hacker can examine more Bloom filters. Moreover, for a small Ft, the value
increases the opportunities to judge the Bloom filters. Thus, large Nc and small Ft

increase the possibility of an attacker generating correct XTs.
Figure 11.7 illustrates the detection rate per device with different T and g

values. In this study, N ¼ 10,000. The detection rate is notably low when g and T
stand at roughly 10. The symbol g symbolizes the number of classes; in this
instance, each class has 1,000 devices. If each class has multiple sensor devices and
T is large, the number of elements in RS is significant, based on (11.8).
Consequently, the detection rate lowers, as per (11.10). Thus, this parameter setting
is not worth considering. This study indicates that the number of sensor devices in
each class varies from 10 to 20. In other words, if N is 10,000, g should range from
500 to 1,000.

Figure 11.8 shows that the estimated hop count before a fake incident report is
identified. The higher the Ft value, the higher the detection rate and the smaller the
necessary total of hops pre-detection; when Ft is 0.5, the average hop count
amounts to 2, suggesting a suitably high detection rate.

This study compared [3,5,6,16] with the suggested method. Figure 11.9 illus-
trates the findings. When Nc > T, the [3]s security mechanism was found to be
inoperative, as the hop count totaled 50. However, given the sizable authentication
data given to all reports, [6,16] required a maximum of one hop to identify fake
incident reports. The findings also showed that a large hop count is required until
devices can identify compromised [3] reports due to [3]s security mechanism
breaking down when more than T devices are compromised. Conversely, other
approaches, including the suggested method, can identify fake incident reports even
when more than T devices are jeopardized.
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The sturdy security measures of [5,6,16] mean only one hop is required to
identify a fake incident report. Moreover, because the detection rate of the sug-
gested rate stands at 0.5 (a value that equals 1 � Ft), the average hop count in the
proposed method amounts to 2. Although the proposed method raises the necessary
number to identify a fake incident report by a hop, the study’s findings indicate that
it lessens the traffic resulting from an attack.

If no devices were compromised, each device’s mean energy consumption was
calculated. Figure 11.10 shows the findings. According to related research, the
suggested method necessitates increased energy expenditure. Regardless, according
to studies, even if ten incidents took place each month, the rate increased only
negligibly, from 77.8 to 78.3. This study presumed that no compromises would
occur. The findings show the required traffic to run the WCS during typical pro-
cedures: the traffic per incident report was the smallest in the suggested method,
necessitating more traffic to update XTs and Bloom filters. However, despite such
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differences in the procedural methods, little difference exists in the amount of
energy consumed by the WCS because of the comparatively large amount of
energy used by the devices during routine operations.

The final step involved an analysis of the suggested method [3, 6] to determine
how much traffic a hacker could generate in each class. Figure 11.11 shows the
results. Since the report in [3,6] could feature T MACs, a hacker could create long
reports, resulting in significantly more traffic than the suggested approach.
Conversely, the suggested method involved a lightweight authentication mechan-
ism with minimal traffic from compromised devices. Research has shown that
incident reports need T MACs or T key IDs to authenticate reports, meaning a
significant amount of traffic. However, the method in this study only needed one
XT for verification. Such a mechanism can substantially lessen fake incident report
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traffic. Consequently, in comparison to the existing approaches, the suggested
method provides the lowest maximum amount of traffic to a hacker.

Figure 11.9 illustrates the detection rate, indicating the superior performance
of [6]. However, Figure 11.11 also reveals the amount of traffic, an area where [6]
performs less well.

Other experiments have involved different T and N, as shown in Figures 11.12
and 11.13. Each method shows a reciprocal increase between the traffic and T. The
findings also show that the value does not impact the suggested method’s traffic
due to T tokens being mapped to a sole XT. The T value does not affect such an
XT’s bit length. Equally, the N value does not noticeably influence the methods.
Although a method may need device ID data, the device ID’s bit length only tends
to rise on a log scale in instances of increased device numbers.

According to these findings, the traffic potentially generated by a hacker in the
suggested method is the lowest.
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Finally, the impact of MAC and XT bit lengths on traffic volume was eval-
uated (Figure 11.14.) The longer the MAC or XT bit length, the more secure the
system is. Therefore, these bit lengths should be determined after a preliminary
investigation of the required security by the system administrator. Regardless of the
value of these bit lengths, the figure shows that the proposed method has the lowest
amount of traffic.

11.7 Discussion

Symmetric key encryption schemes offer a lower computation cost [36]. Moreover,
calculating hash values can involve less computation [37]. In terms of XOR
operation and assessing Bloom filters’ specified bits, computation does not involve
significant costs due to the simple bit operations. Thus, the sensor devices’ com-
putation costs in the suggested method prove minimal.

The sensor devices require the base station to generate seeds and tokens before
employing XOR to create XTs. This process also demands the generation of Bloom
filters for all sensor devices. The number of XTs is g qCT. Thus, large g or q values
require the base station to generate multiple XTs. However, since generating an XT
does not need complicated XOR, the process is not a long one.

Figures 11.10 and 11.11 illustrate the amount of traffic: the former shows no
compromised devices, and the latter indicates that a compromised device creates
numerous fake incident reports. According to such findings, the suggested method
can withstand fake incident report attacks by compromised devices, although when
there are no compromised devices, the traffic matches the existing method’s traffic.

The suggested method presumes that correct incidents do not occur frequently.
The communication overhead becomes non-negligible if multiple correct incidents
take place due to the tokens of several sensor devices requiring an update whenever
the base station takes delivery of a correct report. Evidence suggests that hackers
need a congested network to impede the delivery of correct incident reports to the
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base station. Numerous correct incidents create challenges for hackers seeking to
attack such incidents. Thus, it can be assumed that a scenario involving such an
attack would feature a small number of correct incident reports.

The maximum number of reports produced by a hacker mirrors the number of
reports received by correct devices. The WCS application also means that the WCS
manager influences how many reports devices can generate. For instance,
employing the WCS in infrequent contexts, such as detecting crime, places an
upper limit on the number of generatable reports, and there are no normal device
operation restrictions.

11.8 Conclusion

In high-density 6G wireless communication networks, there is a need to control network
congestion. In this chapter, we focus on burst attacks with a large number of infringe-
ment reports. This study outlined an algorithm to identify fake incident reports in a large
WCS with a small number of hops. In contrast to other research, the incident reports had
a single, one-time XT assigned to them for verification in the suggested method. This
approach can substantially reduce the quantity of report traffic. Current research needs T
MACs, T key IDs, or additional data for verification, and hackers can create substantial
traffic with a single fake incident report. Equally, although current approaches can
identify fake incident reports in a single hop, the suggested method’s default setting
would require two hops to achieve the same result. However, the suggested method can
substantially cut traffic, which, in turn, reduces the chances of network congestion
attacks. Studies have found that the suggested method can cut traffic volume by
upwards of 60%. Therefore, future research should conduct thorough testing involving
hundreds of sensor devices in order to obtain more comprehensive results.
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Chapter 12

A real-time intrusion detection system
for service availability in cloud

computing environments

Kolawole Abubakar Sadiq1, Aderonke Favour-Bethy
Thompson2, Olaniyi Abiodun Ayeni2 and

Gabriel Junior Arome2

Abstract

The spike in Internet usage and outsourcing of computing needs, such as databases,
networking, storage, among others, to third parties, also known as cloud computing,
poses a significant security threat to cloud users due to the cloud deployment
medium, the Internet. The Internet exposes cloud users’ data confidentiality,
integrity, and availability to cybercriminals, who gather cloud users’ personal
information for illicit activities or sometimes make the cloud service unavailable
for legitimate users. The intrusion detection system (IDS) is a prominent second-
line approach for monitoring illicit activities like distributed denial of service
attacks (DDoS) over cloud communication networks. However, it faces challenges
in areas of false alarm, detection time and accuracy, primarily attributed to the
enormous amount of attributes the machine learning (ML) algorithm needs to
process within a short period. Feature selection (FS) using statistical and meta-
heuristic algorithms is a promising method to overcome the IDS challenges. This
chapter explores the binarization of the continuous data in the UNSW_NB15 net-
work attack dataset to enhance the efficiency of the ML algorithms. Also, the work
optimizes the statistical FS method, maximum relevance, and minimum redun-
dancy (MrMr) with a nature-inspired algorithm known as Cuckoo search. The
experimental evaluation of the proposed algorithms was done using Python IDLE
3.7.1. Various performance metrics, like detection time, false alarm, and accuracy,
using the confusion matrix were obtained from four selected algorithms: K-nearest
neighbor (KNN), logistic regression (LR), decision tree (DT), and multi-layer
perceptron (MLP). Among all the four algorithms, DT produced the best result with
an accuracy of 96%, a precision of 96% and 97% (training and testing), and recall
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scores of 96% and 97% (training and testing). A detection time of 1.60 s was
obtained, making the model the most suitable among the four algorithms for real-
time IDS. The model obtained an improved accuracy and detection time compared
with the selected works of literature.

Keywords: Cuckoo search; Intrusion detection system; Feature selection;
K-nearest neighbor; Logistic regression; Decision tree; Multi-layer perceptron

12.1 Introduction

Cloud computing has been unanimously accepted in the global IT market because
of its bi-overlay benefits (low capital and operational expenditures) over conven-
tional client/server networks [1,2]. Cloud computing distinguishes itself from the
conventional client/server architecture with five distinct features: measure service,
on-demand self-service, rapid elasticity, broad access network, and resource pool-
ing [3,4]. Cloud technology integrates with existing paradigms such as virtualiza-
tion, grid computing, web 2.0, distributed computing, and many more, which are
accessible through the Internet to provide on-demand, scalable, reliable resources
to prospective users on pay-as-you-use or free for limited features [5]. Cloud model
primary drivers are cloud service providers (CSP), responsible for providing capital
and operational expenditures needed for smooth cloud operations, and cloud users
(CU), individuals or organizations that subscribe to cloud services. Among the
prominent cloud services are software-as-a-service (SaaS), platform-as-a-service
(PaaS), and infrastructure-as-a-service (IaaS). At the same time, the cloud
deployment models available are private, public, community, and hybrid clouds
[6,7]. Figure 12.1 indicates the different services of the cloud network, the
deployment strategies, and the unique characteristics of cloud computing.

Cloud Computing

Service Models

Software-as-a-Service

(SaaS)

Platform-as-a-Service

(PaaS)

Infrastructure-as-a-

Service (laaS)

Deployment Models

Private Cloud

Public Cloud

Community Cloud

Hybrid Cloud

Characteristics

On Demand Self-Service

Rapid Elasticity

Resource Pooling

Broad Network Access

Measured Service

Figure 12.1 Cloud computing service, deployment models, and characteristics
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Despite the benefits provided by cloud computing, some cloud features like
resource pooling, broad network access, and rapid elasticity expose the CU data
confidentiality, integrity, and availability (CIA) to cyber criminals. The resource
pooling uses the multi-tenant model for better hardware utilization, where single
hardware such as storage, processing, memory, and network bandwidth can serve
millions of CU, thereby threatening the CU data confidentiality [8,9]. The broad
network access allows thin client devices from any location to access the cloud
networks, which makes the CU data vulnerable to unauthorized deletion, mod-
ification, and falsification. Rapid elasticity allows CU to scale upward and down-
ward computing resources when needed and can threaten cloud availability through
economic denial of sustainability (EDoS) or distributed denial of service (DDoS)
attacks [1,8].

Cloud service availability remains the most prominent issue in the cyber security
field among all the CIA threats. Many researchers identify DDoS as one of the most
challenging attacks on cloud computing service availability. DDoS prevents legit-
imate CU from accessing the cloud resources or degrading the cloud services with
unsolicited requests, which overwhelm the cloud network resources such as memory,
processing, network bandwidth, and database pool [10,11]. The attacker uses botnets,
which consist of masters, handlers and agents, to perpetrate illicit acts. The master,
through the handlers, recruits vulnerable devices called agents and communication
anonymously, making the location of the master challenging to detect. The handler
takes advantage of the agent’s vulnerabilities, such as hardware weakness, outdated
patches, and protocol defects, to install a malicious program, eventually making the
agent act like a zombie and obeys directives given by the master through the handlers
[10]. Different incentives motivate DDoS attackers ranging from revenge, cyber
espionage, finance, and intellectual contest [12]. Many works of the literature sug-
gested different DDoS preventive and detection measures like packet filtering (IG)
[10,13] that filters all ingress and egress packets, and intrusion detection system
(IDS) [14–16], which checks for actions that violate the security policies. The IDS
can detect known, unknown, or both attacks through its available variants known as
signature-based and anomaly-based [17]. Among other methods presented across
numerous literature are software-defined network (SDN) [18,19], which allows glo-
bal configuring and monitoring of network traffic.

IDS remains the favorite defensive model across literature but faces time
complexity and accuracy shortcomings [20–22]. Many researchers attribute the
time complexity and accuracy challenges to the large dimensionality of the dataset
and suggested feature selection (FS) as a solution to an effective IDS model
[15,23,24]. Feature selection helps identify and remove noise or irrelevant attri-
butes from the feature space. The classifications of FS are filter, wrapper, embed-
ded, and hybrid [25,26], as shown in Figure 12.2.

The filter FS uses statistical techniques like chi-square, rough set, and infor-
mation gain to select highly contributing attributes from the set using either forward
select or backward elimination techniques [27]. Wrapper uses search algorithms
like meta-heuristic or swarms intelligence algorithms for the iterative process until
certain constraints are satisfied [28]. The hybrid combines the features of filter and
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wrapper FS, while the embedded selects each subset during the training phase,
though the embedded has a better predictive capability but increases the training
time of the model [29].

This work develops a real-time IDS model for service availability in cloud
computing using the hybrid FS to select the most informative attributes from the
UNSW_NB15 dataset [30]. The proposed defensive models consist of preproces-
sing, model development, and model evaluation stages. The first stage performs
data cleansing using normalization, discretization, and binarization. In the second
stage, the cuckoo search proposed in [31] serves as the searching technique for
selecting feature attributes to be evaluated randomly, and it is an iterative process.
In contrast, the MrMr algorithm in [32] is the objective function for the cuckoo
search algorithm evaluation process. The features with high gains are classified
using four different algorithms: K-nearest neighbor (KNN), logistic regression
(LR), decision tree (DT), and multi-layer perceptron (MLP) classifier model.
Lastly, the IDS false alarm rate, accuracy, detection rate, and execution time were
evaluated.

12.1.1 Key contributions of the chapter
The chapter contributions are as follows:

(i) The chapter uses binarization of continuous data to improve the efficiency
and detection time of the model, as all continuous data were first converted
to 0 and 1 before usage, making it easy for training and testing.

(ii) The work uses MrMr to eliminate redundant features rather than information
gain (IG), which only ranks features but ignores redundant features evaluation.

(iii) It uses only 20 features to achieve better accuracy and false rate than existing
methods in the literature.

Filter Method

Embedded

Method

Feature

Selection

Hybrid

Method

Wrapper

Method

Figure 12.2 Feature selection methods
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12.1.2 Chapter organization
Section 12.2 present the related work on intrusion detection and defensive methods.
Section 12.3 discuss the theoretical background of security issues. Section 12.4
presents the research methodology. Section 12.5 discusses the results. Section 12.6
presents the conclusion and feature scope.

12.2 Related work

The research [16] presents an anomaly detection system to detect novel attacks using
binarization for preprocessing, information gain to select the most informative attri-
butes from the UNSW_NB15 dataset and artificial neural network (ANN) multilayer
perceptron (ANN-MLP) for the prediction. The ANN-MLP implementation was
carried out in matrix laboratory 8.1 (MATLAB�) and attained an accuracy of
76.96% and an error of 23.95%. However, the work uses limited preprocessing
techniques and does not consider faster classifiers suitable for real-time intrusion
detection. In [33], the researchers implement anomaly-based network intrusion
detection using binary-based particle swarm optimization (BPSO) to select the most
informative feature attributes from the NSL-KDD dataset. Support vector machine
(SVM) was adopted as the model, and the standard-based PSO (SPSO) serves as a
turner for adjusting the SVM control parameters. The python environment was used
to implement the model, and the results show an accuracy of 91.69% using SVM
alone and 97.75% using BPSO and SVM. Lastly, 99.10% accuracy with BPSO,
SPSO, and SVM. Also, the training and testing time obtained using BSPO, SPSO,
and SVM is lower than SVM, BPSO, and SVM, respectively. However, the NSL-
KDD data set lacks network attributes that address current network traffic sensitivity
and comprehensive network traffic information. In [34], the research uses ensemble
feature selection and classification techniques on three separate datasets: real-time
honeypot, NSL-KDD, and Kyoto, to validate the model performance. The univariant
ensemble filter feature selection (UEFFS) combines five statistical methods: infor-
mation gain, chi-square, gain ratio, symmetric uncertainty, and relief in selecting
informative attributes from the feature set. The selected features from the UEFFS are
analyzed using ensemble classifiers: SVM, Naı̈ve Bayes (NB), logistic regression
(LR), and decision tree (DT). The majority voting serves as an ensemble combiner.
The python language and Scikit-learning (ML library) were used for the experi-
mental setup and evaluated different metrics like accuracy, recall, precision,
F-measure, and area under the curve (AUC). Results indicate that the UEFFS-based
model accuracy scores 96.62%, 99.93%, and 99.89% against 95.99%, 99.88%, and
99.90% without UEFFS using NSL_KDD, Kyoto, and real-time honeypot datasets,
respectively. Also, the attack detection time using UEFFS was reduced with the
NSL-KDD and Kyoto. However, the UEFFS model did not positively impact the
real-time honeypot dataset but degraded its performance. The UEFFS did not use any
searching algorithm for the feature selection iterative process and lacked interaction
with the ensemble classifier, as selected features are handpicked before being passed
to the ensemble classifier.
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In [35], the work uses IDS as the second line of defence using three filter
feature selection methods: Pearson’s correlation coefficient (PCC), Spearman’s
correlation coefficient (SCC), and Kendall’s tau coefficient (KTC). Also, different
datasets, KDD Cup 99, NSL-KDD, and UNSW_NB15, were used to validate the
dynamism of the model. The selected feature set was tested on different classifiers:
SVM, NB, DT, KNN, and random forest (RF). The result compared the accuracy of
each classifier with and without feature selection. The KNN and DT perform best
among other classifiers in accuracy, but the KNN takes longer to classify than the
DT. However, the report did not state the experimental setup that produced the
results. The authors of [36] deploy filter and wrapper approaches to select relevant
features from the feature set using the firefly algorithm at the wrapper and mutual
information (MI) at the filter stage (MIFA). Two classifiers, C4.5 and Bayesian
Network (BN), were used to validate the selected features on KDD CUP 99 dataset
using three strategies; the first stage uses MI only, the second uses MIFA with C4.5
as an evaluator and lastly, MIFA with BN as an evaluator. A voting method selects
the most frequent feature from the three strategies. The method improved the
accuracy by 99.98% using MIFA C4.5 against 99.95% when using all features.
However, the KDD CUP 99 is obsolete. In [37], the researchers hybridized filter
and wrapper feature selections with correlation feature selection (CFS) to solve the
problem of redundancy in IG and gain ratio (GR) while deploying three search
algorithms at the wrapper: best-first, greedy stepwise, and genetic algorithm (GA).
KDD CUP 99 and DARPA 1999 were used to validate the developed models. The
first stage evaluates the FS with CFS, the second stage evaluates FS using filter and
wrapper, and lastly, classify the selected features using RF. Results show that
among the three search algorithms, GA performs best with an accuracy of 0.42%
compared with other search algorithms. The filter FS also showed significant per-
formance improvement but did exceptionally well when combined with the wrap-
per method. The research did not perform outlier detection operations.

The researchers in [38] identify FS as a method of enhancing the IDS perfor-
mance by selecting optimal attributes from the feature set to reduce the IDS
detection time and improve its accuracy. Two heuristic algorithms, the fruity
algorithm fly (FFA) and ant lion optimizer (ALO), were hybridized and tested with
KDD CUP 99, NSL-KDD, and UNSW-NB15 on MATLAB 2017a. The experi-
mental setup consists of three states, FFA, ALO, and FFA-ALO. It uses four clas-
sifiers, SVM, KNN, NB, and DT, to check for matrices like accuracy, elapsed time,
specificity, and sensitivity. The FFA-ALO reduced the number of features from 41
to 12, 16, and 15 in the three datasets, therefore reducing the central processing unit
(CPU) time and memory usage of the IDS. However, the research did not consider
other critical performance metrics, such as the false alarm rate. The authors of [39]
use IDS as a monitoring tool to check malicious activities in communication net-
works. It suggests wrapper FS using tabu search and RF (TS-RF) to enhance the
IDS performance. Tabu search performs the searching and weighting of each fea-
ture, while the RF is the classifier. The first phase compared TS-RF with other
feature selection techniques, such as GR, chi-square (CS), and Pearson’s correla-
tion (PA), using the UNSW-NB15 dataset. In contrast, the second phase compared
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results from the TS-RF model with other results from relevant literature. Three
performance matrices, accuracy, false positive rate, and the number of features,
were used for the result analysis. TS-FS has the lowest false positive rate with
fewer features but with slightly lower accuracy compared to other works of lit-
erature using Rule-based, GA with logistic regression (LR), hybrid [PS, ant colony
optimization (ACO), GA]. The work did not handle the imbalance challenges of the
UNSW-NB15 dataset, which significantly impacts the model classification
accuracy.

In [40], the pigeon algorithm is proposed and tested across different datasets,
KDD CUP 99, NSL KDD, and UNSW-NB 15, using DT as the classifier. The
research suggests a new binarizing technic known as cosine pigeon-inspired opti-
mizer (PIO) and compares it with the conventional sigmoid function used in many
swarm intelligence algorithms. The PIO reduces the features from 41 to 7, 41 to 5,
and 49 to 5, respectively. Results from the confusion matrix indicate that cosine
PIO uses fewer features with better accuracy and detection time. Swarm intelli-
gence algorithms mostly get trapped during the local search, and different literature
suggested methods like levy flight, random walk, and uniform distribution to
address this issue. However, the research did not mention controlling the PIO
model’s exploration and exploitation challenges. The authors of [41] compares two
different FS types: filter and wrapper. The filter FS evaluates the NSL KDD dataset
using IG, principal component analysis (PCA), and CFS, while the wrapper method
uses GA, artificial bee colony (ABC), and PSO. The wrapper FS uses Python lan-
guage for the evaluation, while the filter FS uses WEKA and test matrices like
accuracy, training and testing time, and recall, among others. The wrapper FS
shows an accuracy of 97.75%, 97.87%, and 98.04% against the filter FS with
95.76%, 92.64%, and 96.20%, respectively. Also, the wrapper FS uses less training
and testing time than the filter FS. However, the work did not state the fitness
function used for the selected wrapper algorithms.

The work in [42] selected relevant features using IG and two ensemble tech-
niques, bagging and boosting, using a tree-based classifier, was used to evaluate FS
selected from the two FS approaches mentioned earlier using WEKA. Results show
that the IG FS using bagging ensemble learning with a J48 base classifier performs
better than other methods, with an accuracy and a false alarm rate of 84.25% and
2.79%, respectively. However, the model’s dynamism cannot be ascertained as the
model was tested on just one dataset. The authors of [43] improve the performance
of the IDS by introducing a feature ranking approach using IG filter FS and
ensemble classifiers (KNN, random tree, J48 graft, and RF) on the NSL KDD
dataset. The WEKA tool was used to compare the traditional classifiers with the
ensemble model. The results show an accuracy of 99.72% compared with 98.07%
from KNN using traditional classifiers. The approach uses filter FS known to be
independent of classifiers, making it unsuitable for real-time attack detection.

In [44], the research implements CFS on the UNSW-NB15 dataset. Four
classification algorithms, NB, RF, J48, and ZeroR, were used to evaluate the
model’s accuracy, false positive rate, recall, precision, and F-measure. The model
proposes two clustering techniques, K-means and expectation maximization (EM),
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to cluster the dataset into normal and malicious traffic. Results indicate that RF and
J48 perform more excellently than other classifiers, with an accuracy of 9.60% and
93.78%, respectively. Although the CFS enhanced the model’s performance by
7.8%, the research did not address the imbalance challenges of the UNSW-NB15
dataset. Khorram and Baykan’s [45] work uses PSO, ACO, and ABC to select the
relevant features for detecting network attacks. KNN and SVM algorithms are used
as classifiers to evaluate the performance of these feature selection algorithms. This
study uses different metrics on the standard NSL-KDD dataset for training and
testing in the WEKA tool. The result shows that PSO, ACO, and ABC algorithms
perform best. The ABC feature selection provides a 98.9% accuracy rate and 0.78%
false alarm with the KNN algorithm as the classifier, which is the best result among
the examined algorithms. However, the NSL-KDD dataset lacks network attributes
that address current network traffic sensitivity.

12.3 Theoretical background of security issues in cloud
computing

Cloud services are only deployable through the network, typically the Internet,
which makes the cloud viable for cybercrimes. Many security challenges that
violate the cloud users’ confidentiality, integrity, and availability have been
recorded globally. This section covers relevant security issues and mitigation
approaches related to cloud computing.

12.3.1 Cyber attacks
Cyber-attacks are unlawful acts by individuals or groups that violate or endanger a
network infrastructure’s hardware or software security policies [17]. Cyber-attack
motives range from financial, fun, cyber-espionage, and intellectual contests [27,46].
The cyber-attacks can be insider attacks carried out by someone with authorized
access within the network and motivated mainly by revenge or greed. In contrast,
external attacks hire an insider or external criminals on a mission to cost organiza-
tions financial and reputational losses. The DDoS remains prominent among cyber-
attacks and costs organizations between $20,000 and $40,000 per hour.

12.3.2 DDoS in cloud computing
A DDoS uses thin client device software or hardware vulnerabilities to install
malware. The malware takes the device captive and acts like “Zombies” to perform
illicit acts on the attacker’s instructions [12]. The captive devices continuously send
unrequested messages to the victim, eventually making the victim’s services una-
vailable for legitimate users. Figure 12.3 shows a DDoS attack scenario.

DDoS attackers either target the application or network/transport layer. The
network/transport layer attacks exploit protocol weakness, obsolete hardware, and
software vulnerabilities to lunch attackers on victim machines [10,12]. The
application-level flooding attacks target the hypertext transfer protocol (HTTP) and
session initiation protocol SIP [12]. Detecting DDoS attacks is difficult because
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attackers mostly spoof legitimate nodes’ Internet protocol (IP) addresses to send
packets, making it a rigorous task to detect or trace back [10]. Figure 12.4 gives the
taxonomy of DDoS attacks.

12.3.3 IDS
Intrusion detection is the act of analyzing and detecting actions like threats, attacks,
and security bridges that violate or are harmful to the well-being of a network
communication system [47]. The IDS aims to safeguard the confidentiality, integ-
rity, and availability (CIA) of the network users, and IDS are either host-based or
network-based. The host-based installs the IDS software on the user’s device and
reports any actions violating security policies. In contrast, the network-based soft-
ware or hardware resides on the network server [46]. The detection mechanisms of
the IDS are signature-based or misuse detection, anomaly-based detection, and
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Figure 12.3 DDoS attack scenario
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hybrid-based detection [48]. In signature-based detection, the IDS maintains a
knowledge-based (rules) set to detect actions that violate security policies but can
only detect known attack types. The anomaly-based IDS studies the hypothesis of the
attackers’ behavior which differs from normal users’ behavior and helps detect
unknown attacks. Lastly, the hybrid IDS uses signature-based and anomaly-based
features to detect known and unknown attacks. This research proposal focuses on
anomaly-based IDS. Figure 12.5 shows IDS deployments and detection mechanisms.

12.3.4 Anomaly-based IDS
Anomaly or outlier detection is a variant of IDS that checks network activities that
significantly deviates from normal network activities. Network anomalous events,
in most cases, indicate events such as technical glitches, DDoS attacks, and noise,
among others [49]. Many methods, including machine learning (ML), statistical
techniques, information theory, and spectral techniques, have been used to build
anomaly model [50]. This research explores the machine-learning approach to
build IDS that detect unknown attacks.

12.3.5 ML in security
ML allows the computer to learn based on experience rather than being explicitly
programmed. Unlike the conventional computer system that draws a conclusion from
input and process, ML maps the input data with the relevant output, and predictive
results are the output using hypothesis. ML is mostly deployed in fraud detection,
medical diagnosis, pattern recognition, and computer security. The ML types are
supervised ML, unsupervised ML, semi-supervised ML, and reinforcement ML.

1. Supervised ML: The supervised method uses a mathematical model to
investigate the relationship between data input, producing an output iteratively.
At each iteration, the mathematical model learns a useful pattern used for
decision at the next iteration. The dataset in supervised learning is divided into
training and testing, usually in a ratio of 70–30. Among the various algorithms
used for hypothesis detection in ML are SVM, KNN, LR, and MLP.

IDS
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IDS
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Host-Based Network-Based Signature-Based Anomaly-Based Hybrid-Based

Figure 12.5 IDS deployment taxonomy
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2. Unsupervised ML: Unlike supervised ML, unsupervised ML uses only the
input to form a hypothesis. The unlabeled test data are after that supplied for
the classification or categorical task, and conclusions are drawn from the
similarities learnt from the input set. The unsupervised ML also deploy a
clustering task by dividing the input into subsets, and all test data are clustered
in their appropriate subsets. The K-means algorithm is a common example in
this category.

3. Semi-supervised ML: The semi-supervised ML combines the attributes of
supervised and unsupervised ML. Missing or incomplete data are injurious to
the accuracy of supervised ML, especially when working with fewer data.
Since the semi-supervised ML works in both situations (with or without input
labels), it can fill this gap by giving an appropriate hypothesis and is mostly
deployed in areas like natural language programming (NLP).

12.3.6 Ensemble learning
Like ML, ensemble learning uses numerous algorithms to obtain a better predictive
model. The ensemble model combines the output of each classification algorithm
using a combiner and outputs the aggregated results of all the classification algo-
rithms, as shown in Figure 12.6. The ensemble model has proven to have better

TRAINING DATA

MODEL 1 MODEL 2 MODEL 3 MODEL 4 MODEL 5

PREDICTION 1 PREDICTION 2 PREDICTION 3 PREDICTION 4 PREDICTION 5

COMBINER

ENSEMBLE
PREDICTION

Figure 12.6 Ensemble learning
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accuracy than using a single learner, while the types of ensemble combiners are
bagging, boosting, stacking, and voting [50–54].

12.3.7 Dataset description
This research that uses the UNSW_NB15 network intrusion dataset was taken at
the University of New South Wales (UNSW) cyber security laboratory in 2015
[55]. The dataset consists of 45 feature attributes as presented in Table 12.1 and
nine different types of attacks: Fuzzers, Analysis, DoS, Exploits, Generic,
Reconnaissance, Shellcode, backdoors, and worms. The feature attributes con-
sist of data types: nominal, integer, float and binary, as shown in Table 12.1 and
divided into 82,332 training sets. The UNSW_NB15 dataset addressed the
drawbacks of KDD-98, KDD-CUP99, and NSL-KDD, which lack network
attributes that address current network traffic sensitivity and lack comprehen-
sive network traffic information [16]. The UNSW_NB15 is also not wholly
immune from flaws and characterized by two challenges: class imbalance and
class overlap [55]. This research addresses the class imbalance and class overlap
issues using various preprocessing tasks like normalization, binarization, dis-
cretization, and feature selection. Figure 12.7 shows a sample of the
UNSW_NB15 set.

Table 12.1 UNSW_NB15 feature attributes and data types

S. no. Feature
attribute

Data
type

S. no. Feature
attribute

Data
type

S. no. Feature
attribute

Data
type

1 srcip Nominal 16 Dload Float 35 ackdat Float
2 sport Integer 17 Spkts Integer 36 is_sm_ips_ports Binary
3 dstip Nominal 18 Dpkts Integer 37 ct_state_ttl Integer
4 dsport Integer 19 swin Integer 38 ct_flw_http_mthd Integer
5 proto Nominal 20 dwin Integer 39 is_ftp_login Binary
6 state Nominal 21 stcpb Integer 40 ct_ftp_cmd Integer
7 dur Float 22 dtcpb Integer 41 ct_srv_src Integer
8 sbytes Integer 23 smeansz Integer 42 ct_srv_dst Integer
9 dbytes Integer 24 dmeansz Integer 43 ct_dst_ltm Integer
10 sttl Integer 25 trans_depth Integer 44 ct_src_ ltm Integer
11 dttl Integer 26 res_bdy_len Integer 45 ct_src_dport_ltm Integer
12 sloss Integer 27 Sjit Float 46 ct_dst_sport_ltm Integer
13 dloss Integer 28 Djit Float 47 ct_dst_src_ltm Integer
14 service Nominal 29 Stime Timestamp 48 attack_cat Nominal
15 Sload Float 30 Ltime Timestamp 49 Label Binary
12 sloss Integer 31 Sintpkt Float
13 dloss Integer 32 Dintpkt Float
14 service Nominal 33 tcprtt Float
15 Sload Float 34 synack Float
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Figure 12.7 Screenshot of UNSW_NB15 feature attributes



12.4 Research methodology

The methodology proposed in this work covers three stages: preprocessing, model
development, and model evaluation.

12.4.1 Preprocessing
The preprocessing performs dataset cleansing by removing outliers using normal-
ization techniques in (12.1)

Xn ¼ X � xmin

xmax � xmin

� �
(12.1)

The normalization helps to scale down the data attributes within a specified
range, such as 0 to 1, and the normalization process excludes the four nominal
feature attributes: id, proto, service, states, and attack_cat. The normalization result
using the Python IDLE 3.7 edition is shown in Figure 12.8. The binarization output
is given in Figure 12.9.

The feature attributes in Figure 12.8 are converted into binary value vectors to
make the classifier more efficient [56] using (12.2) and (12.3):

t ¼
Pn

x¼1 x

n
x ¼ 1; if z > t

0; otherwise

�
(12.2)

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP ðx� tÞ2

n

s
(12.3)

where n, x, and s are the numbers of items, the total sum of all numbers and
the standard deviation, respectively. Algorithm 12.1 denotes the binarization
steps.

Figure 12.8 Normalization output of 40 UNSW_NB15 feature sets
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Algorithm 12.1 Binarization algorithm

Input: Select the attribute z from dataset s
Output: xi ¼ 0 or 1

Procedure:
Select the attribute z from dataset s
Compute the threshold t using (12.2)
For each subset xi of attribute z
If xi > t, the value is set to 1
Else the value is 0
End if
End for
End

The continuous features of the dataset are discretized such that values 0, 1, 2,
3, 4, and 5 can be assigned to five different values within the same feature set. The
binarization task computes the threshold t and standard deviation s. The features are
assigned value 0 if z is below the value of t and value 1 when above t, as shown in
Figure 12.10. This process increases the efficiency of the classifier algorithm,
thereby improving the speed and accuracy of the model [41,51].

The proposed MrMr measures the impurity or uncertainty subsets of the
dataset using the entropy proposed in [57]. Let i be discrete random values. The
entropy of E(i) measures the information impurity or uncertainty using (12.4)

EðiÞ ¼ �
X

i2I
pðiÞlog2pðiÞ (12.4)

p(i) is i probability density function and computed using (12.5)

pðiÞ ¼
Pn

i x

n
(12.5)

Figure 12.9 Binarization output
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where x represents elements of the same class and n represents the total number of
elements.

i and j are expressed by (12.6) as joint entropy.

Eði;jÞ ¼ �
X

i2I ;j2J
pði; jÞlog2pði; jÞ (12.6)

where p(i,j) is the joint probability density function of E(i;j) and expressed indi-
vidually using (12.5).

Figure 12.10 Discretization output

276 Security and privacy schemes



The conditional entropy expressed in (12.7) measures the uncertainty when
one variable is known, and the other is unknown:

EðijjÞ ¼ �
X

i2I ;j2J
pði; jÞlog2pðijjÞ (12.7)

E(Ij j) is the order probability of i and j.
The entropy of a group where all elements belong to the same class is zero (0),

while elements in either class are denoted as one.
The information gain G of two variables, i and j is expressed in (12.8)

Gði;jÞ ¼ EðiÞ � EðijjÞ (12.8)

E(i) and E(i|j) are expressed in (12.4) and (12.7), respectively.
The E(i|j) value from (12.7) is high when i and j are closely related. Otherwise,

0 if unrelated. Unfortunately, the mutual information expressed in (12.8) can only
measure each dataset’s attribute. However, it cannot determine each attribute’s
relevance D and redundancy R. This research minimizes redundancy and max-
imizes the relevance proposed by [26], as expressed in (12.9) and (12.10):

min RðQÞ;R ¼ 1

jqj2
X

xi;xj2Q
Gðxi;xjÞ (12.9)

where |q| is the number of features in the feature set Q and G(i;j) is the mutual
information between i and j

max DðQ; uÞ;D ¼ 1
jqj

X
xi2Q

Gðxi;uÞ (12.10)

where u is the target activity, G(i;u) is the mutual information between i and u, and
(12.8) and (12.9) can be optimized simultaneously using (12.11):

max FðD;RÞ;F ¼ D� R (12.11)

Suppose F is the original feature set and Qm�1 is the selected feature set. The
task is to select the mth feature from the set {F � Q m�1}, which maximizes F. The
incremental search procedure for the task expressed in (12.12) computes the cross-
validation classification error ek and finds the smallest error size denoted as W:

max
xi2F�Qm�1

½Gðxi;uÞ � 1
m� 1

X
xj2Qm

Gðxi;xjÞ� (12.12)

The MrMr procedure is denoted in Algorithm 12.2.
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Algorithm 12.2 MrMr algorithm

Input: A training dataset T = D(F, C), the number of features to be selected as n
Output: Selected feature Qn

Procedure:
Initialize relevant parameters; D  are the feature set instances such as labelled
and unlabeled, F is the original feature set, C is the target activity or class,
Q ¼ null, ek  error, and W  is the smallest error ;
For each f [ F do;
Calculate max

xi2F�Qm�1
G xi; uð Þ � 1

m� 1

X
xj2Qm

G xi; xjð Þ
� �

;

Get sequential feature sets Q1 ⊂ Q2 ⊂ Q3 . . . . . . . . . . . . . . . ⊂ Qn-1 ⊂ Qn;
For each k [ Q1 . . . . . . . . . .Qk, . . . . . . . . . . . . . . . . . . Qn do
Select the smallest error W from the large set of ek

nk is selected as the smallest k that corresponds to ek

Return selected feature Qn

The cuckoo search algorithm is an optimization algorithm inspired by the
lifestyle of a bird called the cuckoo bird. The cuckoo bird uses other birds’ nests for
egg-laying and brooding by mimicking the host bird’s eggs. If the host bird dis-
covers the alien egg, such a solution is considered weak because the host bird either
removes the alien egg or abandons the nest. The undiscovered eggs are reproduced
and carried to the next generation. Such a solution is considered the best solution.
The aim is to use a new and better solution (Cuckoo) to replace a not-so-good
solution in the nest.

The probability of discovering the cuckoo egg is denoted in (12.13)

P a 2 ð0; 1Þ (12.13)

where Pa is the probability of discovering the alien egg.
The cuckoo optimization uses three constraints for its implementation:

1. Each cuckoo bird lays only one egg at a time and places it in a random nest. i.e.
one feature attribute from the feature set is selected for evaluation at a time.

2. Eggs with high quality will carry over to the next generation, i.e. only feature
attributes that score high are selected.

3. The available next is fixed, and the host bird discovers an alien egg with
probability in (12.13). The host bird either throws away the alien egg or leaves
the nest, i.e. the feature attributes from the dataset are fixed.

The cuckoo search process is as shown in Algorithm 12.3. The selected fea-
tures using the cuckoo search and MrMr feature selection is given in Figure 12.11.
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Algorithm 12.3 Cuckoo search algorithm with MrMr

Input: Initialize value of host nest n, probability Pa and maximum number of
iteration Maxitr

Set t ¼ 0 {counter initialization}
For (i ¼ 1: i � n)

Output: Produce the best solution

1. Generate initial n host, x tð Þ
i

2. Evaluate fx tð Þ
i using the objective function in (12.12)

Repeat
3. Randomly select a cuckoo by levy flight using (12.14)

xðtþ1Þ
i ¼ xt

i þ a� levyðlÞ (12.14)

4. Evaluate fx tþ1ð Þ
i using the objective function in (12.12)

5. If fx tð Þ
i < fx tþ1ð Þ

i then
6. Replace x tð Þ

i with x tþ1ð Þ
i

7. Search a new nest with levy’s flight (l) using (12.14)
8. Keep the best solution
9. Iterate steps 1 to 8 while (t < MaxGeneration or stop Criterion)

Figure 12.11 Selected features using the cuckoo search and MrMr feature selection
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12.4.2 Model development
This research proposes four widespread learning algorithms: KNN, LR, DT, and
MLP Figure 12.12 shows the model architecture.

These learning algorithms were chosen based on their accuracy and frequent
usage in several works of literature for building an ML model.

The proposed ML method uses the following steps:

1. The selected features from the cuckoo search MrMr algorithm are classified
using an ML model with four classifiers.

2. The UNSW_NB15 dataset is split into 70% training and 30% testing using the
Python IDLE tool.

3. The result of each classification algorithm is ranked in accuracy, detection
time, true positive (TP), true negative (TN), false positive (FP), and false
negative (FN).

12.4.3 KNN
The KNN is an ML algorithm that can solve classification and regression problems
by assuming every similar event has close relationships. It calculates the distance
between similar events using mathematical methods like Euclidean distance,
Hamming distance, Jaccard distance, and Minkowski distance in making predic-
tions. Among the algorithm’s advantages is simplicity and versatility, but not a
suitable algorithm for prediction when the volume of data is enormous. The steps
below are used to implement the KNN algorithm.

Step 1: Load the dataset (UNSW_NB15).
Step 2: Select the population of the neighbor by initializing K.

Training Handling

Missing Values

Hybrid

Features

Selection

Split

Selected

Feature

sets

Training Set

70%

Testing Set

30%

Testing

KNN

LR

DT

MLP

Classifiers

Prediction

Figure 12.12 Model architecture
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Step 3: Index the data samples collected.
Step 4: arrange distance and indices based on arrival (ascending).
Step 5: Select the K and use its label to return the mean of K or mode when

predicting regression or classification problems, respectively.

12.4.4 Logistic regression
LR belongs to the supervised ML family and uses power probability to forecast the
outputs of a binary event. The algorithm usually assigns discrete variables to an
event outcome using the sigmoid function (0 and 1) to predict if the event is true (1)
or false (0). After the data points are given to each variable using the sigmoid
function, a hyperplane is drawn to separate the variables. Depending on the events
to be analyzed, the LR has different variants, such as binary LR, ordinal LR, and
multinomial LR.

12.4.5 Decision tree
Unlike other supervised ML such as LR and SVM, the DT works well with cate-
gorical and continuous data samples using various powerful algorithms like C4.5,
ID3, classification and regression tree (CART) to split data samples into nodes and
sub-nodes. The hierarchical structure of the DT consists of the root node, which
gave birth to the branch node, and base evaluation criteria by the root and branch
nodes form a homogenous node called the leaf node. DT employs a greedy strategy
to divide data into branch and leaf nodes. After dividing the data, DT uses a top-
down approach recursively until all or most events are classified into a specific
branch and leaf nodes.

12.4.6 Multi-layer perceptron
The MLP belongs to the ANN family that generates an event output from an event
input. It uses backpropagation to train multiple input layers connected as a direct
graph to the multiple outputs. Like other variants of ANN, the MLP consists of
input, hidden, and output nodes.

12.5 Results and discussions

This work uses the hybridized feature selection technique (cuckoo search and
MrMr) to select the most informative features from the UNSW NB15 dataset. The
developed feature selection model selected 20 out of the 41 feature attributes of the
dataset, and the 20 features were divided into ratios 70 to 30 for training and testing
the model. Four base classifier algorithms, KNN, LR, DT, and MLP, were used for
the experimental evaluation in classifying the UNSW_NB15 packets as normal or
attack using Python IDLE 3.7. tool. The motivation for selecting UNSW_NB15 is
stated in Section 12.3.7, and different performance metrics like accuracy, detection
time, TP, TN, FP, and FN were carried out.
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Accuracy: The accuracy specifies the ratio between the corrected classified
labels and the entire dataset, using (12.15)

Accuracy ¼ TPþ TN

TPþ TN þ FPþ FN
(12.15)

True positive rate (TPR): The true positive or sensitivity is the ratio between
the correctly classified labels and the entire labels in the dataset and obtained using
(12.16)

Sensitivity ¼ TP

TN þ FN
(12.16)

True negative rate (TNR): This, also known as specificity, measures the ratio
between the negative labels and the entire negative labels (attacks) in the entire
dataset:

Specificity ¼ TN

TN þ FP
(12.17)

False negative rate (FNR): FNR measures the proportion between the mis-
classified labels and the total number of negatives (attacks) in the dataset:

False Negative ¼ FN

FN þ TP
(12.18)

False alarm: This represents the total number of attack warnings given com-
pared to the actual number of attacks:

False Alarm ¼ FPþ FN

TPþ TN þ FPþ FN
(12.19)

Table 12.2 indicates individual base classification algorithm performance, and
Figure 12.13 shows the comparison of the model’s TP, TN, FP, and FN across the
four base classification algorithms.

The result shows that DT has the highest number of TP and TN and recorded
the lowest FP and FN out of the base classification algorithms using 20 features
from the UNSW_NB15 dataset.

Table 12.2 Performance metrics measurement

Base
classifiers

Accuracy TP TN FP FN Detection
time (s)

KNN 81 8,917 11,097 2,207 2,479 147.8
LR 70 9,497 8,955 1,627 4,621 0.8
DT 96 10,675 13,140 449 436 1.60
MLP 74 7,255 11,095 3,869 2,481 8.1

Note: The bold values indicate the DT performance is higher than the performances of other algorithms.
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In Figure 12.14 above, DT ranks the highest at 96.42% using 20 features from
45 feature attributes and a second detection time of 1.60 s. The LR has the lowest
classification time of 0.8 s but is ranked the lowest in terms of an accuracy at 70%.

Finally, the work compared the results of the cuckoo search with MrMr with
some literature that used only statistical methods like IG. Table 12.3 and
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Figure 12.13 Performance comparison of the models’ TP, TN, FP, and FN
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Figure 12.14 Performance comparison of the models’ accuracy and detection time
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Figure 12.14 show our proposed method’s performance compared with some
existing research.

The proposed method uses 20 feature attributes to achieve 96.42% accuracy in
1.60 s, while the closest method from the literature uses all 41 feature attributes to
attain 95.43% accuracy, as indicated in Figure 12.15. The result shows the efficiency of
the proposed method in improving the detection time and accuracy of IDS with rele-
vant feature attributes, thereby making it suitable for real-time IDS detection [60–62].

12.6 Conclusions and future scope

This chapter proposes a real-time anomaly-based IDS to detect attacks within a
short period in a cloud-based environment. Binarization and discretization are used
to preprocess the continuous and categorical features of the UNSW_NB15 dataset.

Table 12.3 Performance metrics measurement

Reference Method No. of
features
use

Accuracy Detection
time

[56] IG and MLP 30 76.96% 0.25
[58] XGBoost and DT 19 90.85% �
[59] RF 41 95.43% �
DT Proposed method 20 96.42% 1.60

Note: The bold under accuracy indicates our method perform better than others in accu-
racy, but the detection time of [56] is better.

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%

120.00%

0

5

10

15

20

25

30

35

40

45

IG and MLP XGBoost and DT RF Proposed method

No of Features Use Accuracy

Figure 12.15 Performance comparison of the model accuracy and detection time
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After the preprocessing processes, the cuckoo search algorithm with MrMr as the
objective function selects the most informative attributes from the dataset. Twenty
feature attributes with high scores were trained and tested using four classification
algorithms: KNN, LR, DT, and MLP. The experimental setup was carried out using
the Python IDLE 3.7.1 and performance matrices like accuracy, TP, TN, FP, FN
and detection time. The result indicates that DT has the highest accuracy of 96.42%
and a good detection time of 1.60 s. However, the research did not test other per-
formance matrices like area under the curve (AUC) and receiver operating char-
acteristics (ROC). Future studies will test more matrices and use recent datasets and
ensemble learners to ascertain the dynamicity of the model.
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Chapter 13

Addressing the security challenges of
IoT-enabled networks using artificial
intelligence, machine learning, and

blockchain technology
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Abstract

The Internet of Things (IoT) usage in 6G networks is one of the most trending and
rapidly growing domains, amalgamating with many new technologies like machine
learning (ML), deep learning, and blockchain. Due to this, smart devices are
improving in terms of various parameters like efficiency, complexity, reliability,
and so on. IoT helps track and monitor the 6G networks in communication and
processing and tackles various security challenges. The implementation system of
these technologies comes with many heterogeneous challenges that require specific
protocols to overcome these issues. Furthermore, the advent of such a huge amount
of data being generated with these systems has resulted in different types of
security issues in such 6G frameworks. Therefore, this survey addresses the major
challenges in implementing and deploying these IoT-enabled 6G frameworks. In
this survey, an exhaustive literature review has been done. Various attacks that can
take place in any IoT-enabled 6G platform have also been covered in detail. Also,
the challenges related to the security aspects of 6G networks have been discussed,
and their corresponding solutions have been proposed. Further, critical analysis of
these issues being addressed with the trending technologies has also been
discussed.

Keywords: IoT-enabled 6G network security; IoT protocols; IoT applica-
tions; IoT attacks in 6G; Artificial intelligence; Blockchain technology;
Machine learning
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13.1 Introduction

There have been many advantages and disadvantages in the domain of 5G net-
works which led to the invention of 6G networks. Until now, there have been no
standardized specifications for the 6G network, but many issues could be
addressed in 6G networks, which are already there in 5G networks. Security
issues may be related to infrastructure, models, architectures, or platforms. These
issues of 6G networks could be easily resolved using the latest artificial intelli-
gence (AI), machine learning (ML), and blockchain technologies. Execution of
Internet of Things (IoT) accompanies parts of difficulties. The normalization,
interoperability, information capacity, handling, trust of the executives, character,
classification, honesty, accessibility, security, and security are a portion of the
open difficulties in different IoT applications [1]. IoT comprises many arising
innovations which are regularly developing, and its purposes are increasing in
various application regions. There are many difficulties related to IoT-enabled
frameworks’ security and privacy aspects. Many projects are working in this
domain where IoT is being integrated with all recent technologies like ML,
blockchain, etc. The 6G network would be considered as the amalgamation of
existing 5G functionalities, tools and equipment’s of latest technologies, and
other domains of virtualization functions. In all scenarios, if any new innovation
comes into the market, it has so many security challenges. In fact, the 6G net-
works would be considered a network that will use major functionalities of AI.
Moreover, 6G networks could be treated as an AI-driven network that is supposed
to use the tools and techniques of AI. Therefore, this work clearly describes the
three ongoing innovations that help address all types of security issues. The
workflow of the chapter is given in Figure 13.1.

There are so many challenging issues of 6G networks that large organiza-
tions capture on a regular basis where the requirement of suggesting new IoT
security approaches has been increased. Some numerous companies and orga-
nizations have taken keen interest in deployment of 6G networks like Ericsson,
LG, Samsung, and so on. The important aspect of 6G networks is that they will
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support more diverse applications than the previous ones and enhance the pro-
ductivity and parameters of new enabling technologies like augmented reality
(AR) and virtual reality (VR). Further, these technologies have a broader scope
in AI, ML, IoT, and blockchain fields. Also, the mobile operators will adapt to a
flexible network developing a decentralized business process models for 6G
network with features like compatibility, automation, better communication
features, decentralized architectures, etc. Since there is no standard till now
which should be accepted for 6G networks, the standards and features are still in
the developing phase. Therefore, IoT incorporated various methodologies,
approaches, standards, and functionalities included in 6G networks giving rise
to various weak parameters to these running organizations. Due to the func-
tionalities and vast expansion of IoT gadgets, it has become very important to
understand and suggest some new approaches regarding security concern of 6G
networks because the IoT data is very sensitive and crucial. High level crypto-
graphic algorithms, specifically designed APIs, proper verification, and
authentication channels are required to tackle these arising cyber threats and
crimes in weak IoT-enabled 6G networks and components. IoT infrastructure is
mainly used to achieve more human to machine interaction and efficient sensor-
based operations for better utility. It enables the user’s better data management
and data analytics for 6G networks. Since these areas are divided into small
regions, it becomes a challenging task to first ensure data and security breaches
in smaller regions. Then, these regions are amalgamated and security measures
are applied over large geographical domains to ensure data transmission
security and privacy. IoT-based infrastructure for 6G networks helps in better
decision making and benefits many industries and organizations in various
ways. There are many research gaps in IoT domain for 6G networks and the
most crucial one is the security aspect. As the online data is increasing day-by-
day, more secure methods are demanded by the researchers to improve data
privacy and data authentication in 6G networks services could not be delivered
to the users.

There is a great problem of interoperability and design-related issues in 6G
networks, which should be resolved early. There are other aspects where IoT
parameters get influenced like security, reliability, robustness, compatibility,
heterogeneity, homogeneity and so on in 6G networks. In multimedia and tele-
communications, 6G technology is the latest for mobile cellular networks, which
uses wireless sensors for data transmission. The data transmission rate will be
much faster than the 5G and others. Basically, the 6G networks will be using the
broadband networks where the service areas are divided into small geographical
domains for data transfer called as cells. Another area of research gap is the
monitoring and analysis of real-time data and then protecting it from unintended
users simultaneously is a tedious task in 6G networks. Also, the quality of ser-
vices provided should be up to the mark, otherwise quality will be degraded.
Figure 13.2 discusses the overview of different generations of cellular wireless
networks. Their privacy and security concerns of each network have also
been shown.
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13.1.1 Objective
The major reason for selecting this domain is to examine different types of security
challenges and suggesting some important innovations of 6G networks which can
help to improve the major parameters of IoT-enabled systems. The authors have
identified various domains where security challenges are causing major problems
in implementing IoT frameworks in 6G networks. Coming up next are the com-
mitments of the chapter:

● This chapter comprises of brief introduction and exhaustive study of 6G net-
works for IoT domain and its significance.

● Further, the security challenges on each layer of the IoT framework for 6G
networks have been discussed.

● A brief overview of the 6G networks has been discussed along with the
introduction. With the emerging trend of latest technologies, the privacy and
security concerns of the 6G networks have also been discussed.

● A broad study on comparative advances like AI, artificial knowledge, and
blockchain innovation in context with the 6G networks that have been amal-
gamated with IoT-enabled systems.

● The major issues and relating arrangement approach in 6G networks involving
the emerging technologies (blockchain, AI, and ML) are likewise made
sense of.

13.1.2 Chapter organization
The underneath section of the survey is starting with the related work and the
literature review in Section 13.2. Further, Section 13.3 comprises the major
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components comprising the IoT infrastructure, various types of protocols and
applications used in it. In Section 13.4, different kinds of IoT attacks and their
corresponding solutions have been discussed. Section 13.5 discusses the major IoT
issues with the trending technologies like ML, AI, and blockchain in context with
6G networks. In Section 13.6, summary and critical analysis of the review has been
done. Also, some key areas have been elaborated further. In Section 13.7, the
chapter winds up with the conclusion part.

13.2 Related work

Various literature works have already been done on privacy and security-related
aspects of 1G, 2G, 3G ,4G, and 5G networks. With much better flexibility, these
networks covered global geographical locations enabling better communication
processes using cellular networks. The creators make sense of the fundamental fra-
mework design and security issues in paper [2]. Beforehand a few works connected
with a security issue in IoT applications frameworks are as of now done. Table 13.1
references a synopsis of a portion of the overview works. Albeit a few works as of
now exist in such a manner according to alternate points of view, for execution
purposes, there is no such review done. One of the major drawbacks of these net-
works is one way authentication which only ensures that the network can easily
authenticate the number of users but it becomes difficult to authenticate the network
and people by the user. So, in this chapter, creators have recognized the new arising
innovation (ML, AI, and blockchain), which can be tended to security issues in IoT.
Some of the work incorporating late innovation and IoT have been finished. In [4],
the authors have analyzed different security issues of perception, application, and
transportation layers. Also, some relevant solutions to the security problems of these
layers like integration of cross-layers have been proposed. Ngu et al. [3] proposed an
IoT-enabled framework for detecting blood alcohol content based on real time sce-
nario using sensor data through smartwatch. The authors have also worked on chal-
lenges and capabilities of developing any IoT middleware framework exhibiting
qualities like adaptability, reliability, security, etc. Mosenia et al. [5] have surveyed
different vulnerabilities and security threats on edge level layers especially on edge
nodes, communication layers, and edge computing paradigms. Then, they have gone
through possible scenarios of potential attackers and applications along with crucial
attacks and their threats. Also, they have explained the two most emerging threats
which were not noticed before in previous literature. In [8], the authors have first
explained the relationship among IoT and cyber physical systems which are impor-
tant parameters in constructing cyber-physical frameworks. Then, the state-of-the-art
of IoT domain includes architectures, technologies, security aspects, and privacy
issues. Further, the authors have investigated the relationship among fog/edge com-
puting paradigms and IoT and explained some real-life scenarios like smart grid
system, smart cities, smart transportation, etc. Alaba et al. [7] have discussed the
taxonomy of existing IoT security threats, applications, architectural layers, com-
munication layers, etc. Also, they have examined major security frameworks

Addressing the security challenges of IoT-enabled networks 295



Table 13.1 Related works on IoT security for 6G networks

Reference
papers

Years Contribution of the authors

Jing et al. [4] 2014 Various security concerns based on 3-tier architecture of IoT and their
corresponding solutions have been discussed.

Ngu [3] 2016 The authors have proposed a middleware-based architecture of IoT
and further discussed each layer. Further, they have proposed security
and reliability features in detail.

Mosenia [5] 2016 In this paper, a survey based on a reference model and security threats
has been discussed. Also, the paper reviewed various solutions so that
these threats can be addressed properly and further appropriate
solutions can be suggested

Lin et al. [8] 2017 This paper first discusses the relationship between IoT and cyber
physical systems (CPS) integrated systems. Further, security and
privacy issues of edge and fog computing has been discussed.

Alaba et al. [7] 2017 This paper comprises the security issues in IoT domain. Various
threats and countermeasures of architecture, issues and challenges
have been reviewed. Further, the paper concludes with different
solutions for these security challenges.

Yang [6] 2017 In this paper, the authors have proposed a detailed survey on different
issues of IoT security model. Further, a detail study about various
security countermeasures and solutions have been discussed.

Das et al. [11] 2018 Various models and architectures based on IoT security and their
applications have been carefully examined in this survey paper. The
paper has carefully observed the issues in IoT-based systems related to
access control, trust management, verification, etc.

Di Martino
et al. [12]

2018 This survey paper has examined different types of architectures of IoT
systems and also suggested various solutions to the problems that arise
due to security and compatibility issues.

Hassija et al.
[10]

2019 This paper presents various security related threats in IoT domain.
Different solutions have been proposed based on ML, deep learning,
edge computing, AI, blockchain, etc.

Mohanta [13] 2020 In this survey paper, first, various algorithms, infrastructures,
protocols, and applications of IoT domain have been discussed. Then,
major concerns related to IoT security have been discussed in detail.
Now for resolving these issues, some advance techniques that can be
used in order to resolve them has been discussed. After doing
exhaustive literature review, the authors have proposed some latest
techniques like deep learning, blockchain, and so on.

Vijaya Kumari
[14]

2021 In this survey, many healthcare startups of India have been mentioned.
New frameworks have been discussed which plays a major role in
many important startups in healthcare industry.

Pranav Ratta
[15]

2021 The researchers have identified various healthcare-related issues and
done a deep survey on problems in healthcare domain. Also, there are
various problems that people are suffering now a days in healthcare
domain, such areas have been explored in this survey paper.

This chapter 2023 In this survey, first, a brief introduction of 6G networks and its related
security concerns have been discussed thoroughly. Then, how these
security breaches could easily be handled using latest technologies
like IoT, ML, AI, and blockchain has been deeply discussed. Also,
various infrastructure, protocols have been discussed. Further, the
chapter covers various applications of IoT domains of 6G networks.
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implementation challenges in IoT heterogeneous environment, security threats, and
security-related architectures. In [6], the review mainly consists of four segments.
The first segment consists of IoT limitations and their specific solutions. Second
segment comprises of IoT attacks and third one explains architectures of access
control mechanism and authentication. The layer examines the major security issues
at various layers. Das et al. [11] have discussed threat model and major attacks of IoT
environment including taxonomy, security services like user authentication, ver-
ification, access control, identity management, etc. Also, the authors have discussed a
comparative study of various protocols and functionalities of IoT security protocols.
Martino et al. [12] have discussed about security and interoperability parameters and
analyzed a detailed comparative study on various architectures of IoT-enabled
environment and also proposed solutions for major security issues. Hassija et al. [10]
have discussed various end-to-end secure IoT architectures along with a detailed review
on security-related challenges and issues. Also, the role of blockchain, fog computing,
ML, etc. has been discussed in order to improve the security of IoT-enabled frame-
works. Mohanta [13] has discussed the overview of IoT technology and major security
issues comprising of Confidentiality, Integrity and Availability (CIA) triad.

Also, the authors have examined the domains of ML, AI, blockchain, etc.
Vijaya Kumari [14] has proposed a novel communicational framework for ana-
lyzing the home environment using advanced features and switching functional-
ities. Also, they have demonstrated the effectiveness and functionalities of different
sensors used in lights, switches, temperature sensors, motion sensors, etc. Pranav
Ratta [15] has discussed various functionalities of healthcare systems using recent
frameworks of blockchain and IoT. The authors have explained the applicability of
these technologies in major healthcare domains like patient monitoring, drug tra-
ceability, etc. Basically, the healthcare scenarios of deploying major IoT frame-
works have been discussed. The related works on IoT security and their key
contribution are summarized in Table 13.1.

13.3 IoT architecture, protocol, applications for 6G
networks

Internet of Things (IoT) has different possibilities to implement in various constant
areas. It coordinates actuators, sensors, shrewd gadgets distinguishing proof, and
the Internet to fabricate a canny framework. According to a report, Goldman Sachs
assessed that around 29 billion savvy things would be associated with an alternate
organization by 2020. The developments of 6G networks somewhat recently have
helped to gather the data for distributed computing middle of the road with haze/
edge figuring. The IoT has various kinds of an organization like disseminated,
lattice, and vehicular networks [7]. The uses of IoT had a tremendous effect on
everyday life like sensors convey in the patient body to observing in basic condi-
tion, observing gas spillage in shrewd kitchen, farming field, brilliant vehicle
leaving, savvy transportation, following products subtleties in inventory network
framework.
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13.3.1 IoT infrastructure
IoT domain comprises of various advanced things that gather, process, store, compute
and speak with other shrewd processes. IoT consists of three main layers: physical,
organization, and application. As of late, businesses are created numerous things
which are inserted with savvy things. As displayed in Figure 13.2, the IoT architecture
comprises of sensors, however it likewise coordinates with some arising innovation.
The security issues like information privacy [16], end-to-end communication [17],
ongoing tracking [18], and IoT-based testbed [19] should be tended to for efficient IoT
applications. IoT application handling and registering in real time is quite possibly the
most difficult issue. Distributed computing gives more capacity and guarantees
security to the information. The different shrewd gadgets are associated with an
application utilizing a few standard conventions. The information interoperability and
reliability [20] in the IoT framework work utilizing a shrewd calculation.

13.3.2 Standard protocols
For a 6G network that needs to be deployed, numerous protocols are used for data
transfer and information processing. Many protocols are required to control and
monitor the overall processing of the IoT frameworks. Some of the important
protocols that are widely used for all such mechanisms are listed in Figure 13.3.

13.3.2.1 Message queuing telemetry transport (MQTT)
MQTT represents transportation of MQ telemetry. It is a clear what’s more, light-
weight informing convention for distributing/buy in, intended for restricted gadgets
and low data transfer capacity, high inertness, or untrustworthy organizations. The
plan standards are to limit the prerequisites for network data transfer capacity and
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gadget assets while likewise attempting to guarantee dependability and some level
of delivery confirmation. These standards additionally bring about making the
convention ideal for the arising universe of low end associated gadgets “machine-
to-machine” (M2M) or “Web of Things.”

13.3.2.2 Constrained application protocol (COAP)
CoAP protocol is one of the very important protocols which is a part of Internet
Application protocol. This protocol allows only the authorized users to enter into a
network and perform various tasks. It has been characterized in RFC 7252. Further,
it limits the number of gadgets called as hubs to enter into a network for better
performance. It is used by many gadgets for equal sharing of the network.

13.3.2.3 REpresentational State Transfer (REST)
This protocol is used to represent the State Transfer Member. It uses HTTP con-
vention and follows all the norms of Internet. It treats every component present in a
network as an asset and then follows up a certain HTTP protocol technique for
better network interaction. This protocol came in 2000 where REST servers are
used for data storage. Here, REST clients are adjusted according to the assets that
are utilized in a particular network. Specific URIs or IDs are used to characterize
every component in a network for depicting files like XML, HTML, JSON, etc.

13.3.2.4 Advanced message queuing protocol (AMQP)
This protocol is an open-source protocol for middleware layer and used for mes-
sage transmission from source to destination. It helps in improving various para-
meters like security, reliability, orientation, and so on. It uses the concept of
publishers and consumers for message transmission. Role of publisher is to create
the message and consumer helps in processing the message.

13.3.2.5 Transmission control protocol (TCP)
One of the important protocols belongs to the Internet protocol suite and is for
reliable data transmission. In this, client–server architecture is being followed,
ensuring the secure and reliable data transmission.

13.3.2.6 User datagram protocol (UDP)
This protocol is basically used for better data communication in any network. It
helps in achieving low-latency communications. Also, it helps in preventing data
loss between various connections available on different applications through www.
This protocol tends to speed up the data transfer rate by signing the receiver’s
agreement before the process starts.

13.3.2.7 Datagram congestion control protocol (DCCP)
DCCP allows a blockage control of different components without taking them to
the application layer. It works on the transport layer and ensures reliable connec-
tions for set up in a network. It is published in RFC 4340. It greatly checks the
congestion control and connection tear down activities. Also, it manages the traffic
present in the network.
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13.3.2.8 RSVP
It is a resource reservation protocol used by all the routers and hosts in a network.
Basically, the hosts tend to use this protocol to request some specific type of ser-
vice, also known as CoS for better message transmission. Further, the routers use
this protocol for transmitting the data through all the routers in the same path. This
protocol has been established in RFC 2205.

13.3.2.9 Quick UDP Internet connections (QUIC)
It is a general-purpose protocol used at the transport layer. This protocol quickly
resolves all the issues related to the advanced Internet applications occurring at
application layer without any prior consent. It was developed by Google in 2013
and works on Google’s server. Further, Chrome has implemented this protocol for
general purpose usage for public.

13.3.3 Applications of IoT-enabled 6G networks
Nowadays, the whole world is somehow equipped with the latest technologies build
with IoT and ML. A lot of open-source free platforms have been developed like
Amazon Web Services (AWS), Microsoft Azure, Oracle IoT, and many more for
building industry compatible devices which can be further used to develop large-
scale applications. Many open-source platforms have been developed with AI and
ML-driven technologies for rapid processing and managing a large amount of data
in 6G networks. IoT is emerging as one of the most promising domains nowadays.
The development of smart devices like smart sensors, actuators, etc. has helped
researchers read, store, and process the data more efficiently for any 6G-enabled
network. A lot of applications of IoT in any 6G network can be easily seen in
Figure 13.4, which positively impacts the efficiency and productivity of the system.

13.3.4 Key areas of 6G networks
There are several components of 5G network that has already been deployed.
Among these components, major components have been deployed using AI. This
has practically made many things possible like detection of threats and estimation
of better option at the MAC layer and looking for data breaches in various net-
works. For developing more advanced architectures, AI-enabled tools have already
been used in 5G networks but a number of constraints are there in traditional 5G
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MQTT COAP TCP UDP

QUIC

RSVP

AMQP DCCP REST

Figure 13.4 Standard IoT protocols used for 6G networks
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network like latency, Quality of Service (QoS), throughput, etc. It will be chal-
lenging to accomplish such methods that could be easily deployed in 6G networks
using the intelligent AI and ML features.

Moreover, the framework of real-time systems has already been deployed in
5G networks like in vehicular ad hoc networks but in this, the urgent situations
could not be tackled early or in real time due to many latency-related issues.

13.3.4.1 Smart homes
The IoT is one of the most demanding fields, converting a normal traditional home
into an intelligent one. People are using LEDs, refrigerators, cameras based on
sensors, smart watches, smart alarms, etc., which collaborate all together and
connect the entire environment to sense the surroundings and further connect and
communicate with the other devices through wired or wireless mediums in 6G
networks. Due to the usage of these smart sensors and devices in 6G networks,
people’s lives have become more luxurious and comfortable. In [21], the authors
have discussed about how to design a smart home with the help of IoT technology
and 6G networks. These latest technologies like the IoT, fog, and edge computing
have helped people develop such applications where an intelligent home can be
monitored easily and the data can be processed at any time. But, for the better
processing and working of these applications of 6G networks, the framework needs
to be protected from the unauthorized users into the IoT network. Hence, in papers
[22,23], the researchers have discussed various authentication schemes for running
and processing the data over a large IoT network. Further in paper [24], many
security issues have been discussed in IoT-enabled smart homes.

13.3.4.2 Smart hospitals
With the help of advancements in IoT domain in 6G networks, now it is possible to
track the status of any patient remotely with the use of sensors, actuators, and other
tracking devices. Like, in paper [25], the authors have demonstrated a framework
based on IoT which is using cloud-based features for data collection and processing
in the healthcare domain. Further, in paper [26], the authors have worked on
authentication and authorization of incorporating smart devices in the healthcare
frameworks. In these healthcare systems, privacy is one of the major concerns
where security and privacy of the healthcare system should be ensured.

13.3.4.3 Smart city
With the ever-growing cities, a lot of problems of 6G networks have been arising
like traffic management, waste management, and so on. For developing a smart
city, there needs to be a solution for monitoring and controlling traffic management
problems [27]. Further, in [28], the authors have discussed various challenges and
issues which are arising for creating and developing a smart city. Also, a proper
survey has been done to find solutions for these existing problems in implementing
such a smart city. By using these smart IoT-enabled devices of 6G networks, smart
city can be implemented to make people’s lives more efficient, secure, and
comfortable.
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13.3.4.4 Smart transportation
Nowadays, traffic management is one of the major concerns in a city. So, the need
of the hour is to develop and work upon such an intelligent traffic management
system which can collect the data of vehicles on prior basis from the roadside unit
and further process that data to retrieve the information about vehicles, distance,
and all the traffic details in any 6G network. The authors have discussed some
smart transportation issues based on IoT in papers [29,30]. Further, in [31], the
authors addressed the IoT-enabled ITS system for the transportation system. In
paper [32], authors have discussed a framework known as “Magtrack” where one
can find the road conditions by using sensors and IoT-enabled ML techniques.

13.3.4.5 Smart grid
A smart grid is an IoT-enabled 6G network application where a grid-like system
can be made using automation features and sensors. By these systems, generating
the electric power and distributing it among different users in real time becomes
much easier. The status can be monitored and tracked in real time for determining
various factors of 6G networks. One of the cyber security approaches for grid
management has been discussed in paper [33]. Further, another architecture has
been proposed in [34] based on IoT cloud system. Various factors like efficiency,
cost, speed, accuracy of IoT-enabled 6G network systems can be improved further
for developing any IoT-based grid system.

13.3.4.6 Supply chain system
IoT gadgets can monitor and trace the transport system with the latest devices like
sensors, actuators, and so on in 6G networks. This has replaced the traditional way
of tracking the activities of the transport system with the advanced approach. With
this, now the manufacturer can know about the exact details of the product’s
location and also can easily monitor and track the current status of the product like
where is the product packed or where it has reached till now through supply chain
management using 6G network. It has increased the efficiency and storage [35]
parameters and also this paper [35] also discussed the real-time product tracking
and monitoring using the supply chain management. Further, in [36,37], the authors
have discussed various architectures and their associated risks in detail.

13.3.4.7 Smart retails
Smart retailing is one of the major applications of IoT where manufacturers,
wholesalers, and buyers will get a platform to adapt real-time operations, which in
turn will increase the productivity and operations of the inventory system in any 6G
network. In [38], different retail sectors have been discussed which are developed
using the IoT-enabled devices and AI.

13.3.4.8 Smart agriculture
Nowadays, smart agriculture is a very trending domain of IoT-enabled 6G systems.
Many farmers are availing of the latest facilities provided by these gadgets like crop
monitoring, alert systems in fields, soil irrigation, and so on. Also, the smart IoT
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devices help the farmers to check the soil quality in an efficient way, providing
proper water to the crop fields; check the real-time status of the crops growing in a
specific season which is somehow reducing the burden of the farmers in terms of
time, cost, and efficiency of 6G networks. In [39,40], the authors have developed a
smart irrigation system using ML and IoT to enhance the features of smart farming.
Further, in papers [41,42], the authors have discussed another type of smart irrigation
system with smart features. With a lot of advents of smart agricultural devices, a lot
of data is required to be managed regularly, and many security issues associated with
these 6G networks and devices is a major challenge for the researchers.

13.4 Attacks in IoT-enabled 6G systems

Various IoT attacks that occur in any IoT-enabled 6G system and cause several
problems by capturing the data are discussed. Different security attacks in IoT
platforms are presented in Table 13.2.

Table 13.2 Possible security attacks in IoT platforms in 6G networks

References Attacks Description

[43] DoS attacks The DoS attack generally occurs whenever
simultaneous systems try to block the
resources of any targeted system.

[44] Malicious nodes These are generally faulty nodes that occur in
a system due to some specific reason which
results in abnormal behavior of a system.

[45] Tempering attack This attack modifies the major parameters
between a client and a server for manipulating
the data being circulated in a network.

[46] Jamming attacks This attack tries to transmit various radio
signals which disrupt the communication of a
network by decreasing the SINR value.

[47] Intrusion detection attack This is an attack which helps in identifying
any specific attack long before a successful
attack is likely to take place.

[48] Wormhole attack In this attack, majorly two attackers try to
listen to a network and then locate themselves
strategically and further record the
information circulated in the network.

[49] Distributed DoS It is a large DoS attack where the intruder
tries to used more than one IP address and
many host machines become malware
infected.

[50] Man-in-the-middle attack It is a cyberattack when different attackers try
to intercept a network and manipulate the
conversation by pretending or by
eavesdropping.

[51] Side channel attack Instead of targeting the software, this attack
majorly exploits the program execution by

(Continues)
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Table 13.2 (Continued)

References Attacks Description

indirect effects on a system’s hardware.
[52] Access control attacks Such attack happens when a missing access

control check or wrong access control check
occurs.

[53] Impersonation attacks In this attack, an attacker pretends as a trusted
person to steal a network’s information by
carrying out fraudulent activities.

[54] Spoofing attack In this, a spoofer pretends as a trusted person
to get the details about the target, then steals
the shared data and performs certain actions
based on that.

[55] Sybil attacks In this attack, the attacker tries to subvert the
communication network by building various
pseudonymous identities and further uses its
data to perform attack.

[56] Active attacks The attacker tries to change or modify the
content being shared in a network and the
victim gets to know about the attack on a prior
basis.

[57] Deceptive attacks In this, the attacker tries to obtain the
confidential data from the users and then uses
his data to implement other attacks as well
like fake e-mail.

[58] Botnets attacks It consists of large-scale attacks to disrupt a
network’s normal functioning and tries to
grab unauthorized access of critical systems
for remotely operating the devices.

[59] Identity and data theft
attacks

This attack includes usage of another person’s
details or identities for personal profits for
example, malicious software, grabbing bank
account
details, etc.

[60] Ransomware attacks It is a malware attack where the intruder locks
and encrypts the user’s data using some
important keys and then demands money to
decrypt the data. For example, malicious links
available on different sites.

[61] Advanced persistent threats A group of people is involved in such a type
of attack where they target any specific
audience or organization for any unique
objective.

[62] Brute force attack This attack happens when an attacker tries to
guess victim’s login detail by trying all
possible combinations of the passwords. For
example, login details of any account.

[63] Privilege escalation attack For obtaining the elevated access to of
different resources of any operating system,
the attacker tries to first diagnose the bugs or
any flaw and then enters into the application
domain of a system.
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13.5 Analysis of security challenges and issues in 6G
networks

A 6G network will enable numerous sophisticated tasks to be done easily like
tracking the precise location of a person in a room in order to find a consecutive
pattern of a patient’s daily routine. This crucial data needs to be secured from
unwanted people or hackers. Fraudulent attempts should be minimized with the
latest techniques introduced by ML, IoT, etc. Nowadays, business data plays a
leading role in predicting future benefits and losses for an organization.

The 6G network will help to access and locate the business data more fre-
quently using smart control devices. So, the confidentiality and privacy of these
attacks is a major concern for customer-related processes and business data. In such
scenarios, security threats, ransomware attacks, and other deep fakes problems will
be challenging to manage and handle. Other domain of security is the unparalleled
processing of data and information in the era of quantum computing where
attackers and unauthorized hackers can easily penetrate into a 6G network and hack
the cryptographic algorithms and security barriers.

13.5.1 Using ML techniques for 6G-enabled IoT security
issues

ML is the latest technology that is being used in all sorts of developments and appli-
cations of 6G networks. It helps to perform the tasks intelligently and flexibly. A lot of
computations are there in the development process of any IoT framework in 6G net-
works using the traditional method. So, ML plays a major role in solving these com-
putations of 6G networks. Whenever a model is being created, it needs to be designed,
trained and tested using different ML approaches. Figure 13.5 explains the basic
working of ML process and further, it also describes the integration of ML with 6G
technologies using IoT devices. Since, many applications of IoT domains in 6G net-
works are already discussed above. Such applications also need prior decision making
for better aspects before the original event takes place in 6G networks. For example,
predicting the risks involved in the stock market will help the investors better under-
stand the stocks at an initial phase or predict fire in a kitchen and using alarm sound to
prevent the fire. Now, all these things are possible by using the integration of ML
concepts with IoT in any 6G networks. Further, security is again one of the major
issues that need to be addressed for creating and developing a tamper-proof system of
6G networks. In paper [64], an efficient framework needs to be designed to using 6G
networks to collect, store, and process huge data using IoT and ML techniques. In [65],
the researchers have properly reviewed the major security issues which mainly occur
on deploying the ML and IoT devices. In paper [66,67], the researchers have discussed
about a type of intrusion detection system using IoT. Figure 13.5 shows different ML
techniques integrated with 6G networks and IoT devices. In Figure 13.5, the first step
that has been reflected is to collect and aggregate the data at a specific location using
sensors, actuators and other wireless devices. Once, the data has been gathered, it is
filtered through algorithms. The relevant data is taken forward for processing and the
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unwanted data is left. Further, the processed data is taken and some categories of ML
algorithms are applied. These algorithms are categorized into supervised learning,
unsupervised learning, and reinforcement learning.

In Figure 13.5, various components of ML techniques have been discussed.
With the help of IoT devices in 6G networks, the data is being collected from all
over to further process and enhance the clarity of data. The data is being accumu-
lated at a specific server or location which is then filtered and checked for impor-
tant data. With the use of specific sensors and devices, the data is being categorized
and then specific algorithm is being used which helps in data processing and data
classification for 6G networks.

13.5.2 Using AI techniques for 6G-enabled IoT security
issues

The capability of smart IoT devices like sensing and acting makes the 6G network
frameworks more usable worldwide. Since a large number of devices are being
connected all together to store and process the data further in 6G networks, a huge
amount of data is also required. Therefore, it includes a major challenging task of
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processing and performing calculation in a 6G network for IoT environment.
Therefore, for addressing these issues, AI comes into picture. Since the integration of
6G networks with IoT and AI helps the system to improve its capability, efficiency,
accuracy, and also improves the overall analysis rate of the system. In [68], the
authors have explained how AI may help large IoT data, heterogeneous data and
unstructured data to improve system accuracy in a real-time scenario. Further, in
[69], researchers have discussed Large Margin Cosine Estimation Technique
(LMCE) to detect different IoT security-related concerns in IoT-based environments.
Further, in [70], an integration of IoT devices with blockchain technology has been
discussed for making an IoT-enabled framework tamperproof. In Figure 13.6, some
common integration of IoT devices with AI has been shown. Major examples of
these integrations of 6G networks include robotics, driverless cars, smart city appli-
cations, and so on. In Figure 13.6, once the data is being collected, then the data is
being processed using any major algorithm of AI for better data analytics. The IoT-
enabled infrastructure of 6G networks helps improve the system’s decision making
and performance so that the IoT-enabled infrastructure could work properly.

AI helps incorporate the IoT integration components in 6G networks, leading
to better data collection and decision-making process. Also, this domain explores
many aspects of IoT healthcare like hospitals, clinics, and healthcare organizations
enabling faster data collection and data processing of 6G networks. These fields are
providing tremendous applications and software tools to many healthcare fields
using 6G networks.

13.5.3 Using blockchain technology for 6G-enabled IoT
security issues

Blockchain is a kind of distributed structure that stores the data/transactions in form
of records, also called blocks in different public ledgers through a peer-to-peer
connected network. Further, the data is broadcasted in this blockchain network.
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A single block contains many valid transactions and different sets of attributes. A
very famous application of blockchain is smart contract which can be used for 6G
networks for better communication. These contracts are executable programs which
help in deploying any business logic into a communication network. Further, these
blockchain networks use the consensus algorithm to gain mutual consensus among
various nodes in any 6G networks. In paper [71], various blockchain architectures
and applications have been discussed in detail. In paper [72,73], the work related to
IoT security by integrating blockchain as a solution has been discussed. Many
securities-related challenges in 6G networks for IoT can be further solved using
blockchain technology. For example, healthcare records can be maintained easily
with the help of blockchain technology in any 6G networks.

In Figure 13.7, smart execution of IoT healthcare data has been shown.
Blockchain helps to preserve important data’s confidentiality and privacy for better
data management in any 6G network. Smart contracts reduce the security risks of
threats and cybercrimes of healthcare data in 6G networks. Blockchain helps to
eliminate the security risks by removing the central authority and using a decen-
tralized framework. It works on forming a common consensus by executing dif-
ferent transactions using pre-defined operations in 6G networks.

13.6 Summary of the review

In this chapter, the authors have mainly tried to focus on all the security aspects of
6G networks for IoT domain and further suggest solutions for these problems of 6G
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networks using ML, AI, and blockchain technology. The major goal of this survey
is to identify and analyze the solutions for many securities related problems of 6G
networks. Since, security is one of the major challenging problems of 6G networks
and needs to be addressed as soon as possible in order to develop a successful
framework for 6G networks. Figure 13.8 discusses various features and advantages
of the 6G network for fast data processing over a communication channel.
Although there are many features of 6G networks over the 5G networks, a lot of
privacy and security challenges are there that need to be addressed (Figure 13.9).

13.6.1 Critical analysis of ML, AI and blockchain
technology

The ML techniques majorly consist of two types: supervised learning and
unsupervised learning. In paper [74,75], the authors have discussed various
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issues and challenges which occur while implementing these IoT-integrated
networks. Further, in [76–78], the researchers have discussed major archi-
tectures and security aspects which appear in IoT domains. In [79], the authors
have suggested various green-IoT methods for developing and creating an
ecofriendly environment. In [80], an approach to classifying the pneumonia
disease and its prediction has been discussed. In [81], a survey on blockchain
towards a secure ML framework has been covered. In [82], integration of
blockchain with various software-defined networks has been discussed. The IoT
systems contain a ton of information which is being handled further for calcu-
lation. Since, this information is exceptionally urgent and private thus, holding
security of such information is vital. The information, first and foremost, should
be separated by the confirmation interaction and afterward, the overt repeti-
tiveness of the information ought to be checked. Many articles [83] have been
investigated to get into the profundity of the serious issues emerging in IoT
security. In this way, AI methods can distinguish and give answers for different
issues referenced beneath:

● Interruption location framework.
● Malware location.
● Peculiarity identification.
● Unapproved IoT gadgets are recognizable proof.
● Disseminated forswearing of administration.
● Sticking assault, spoofing assault.
● Validation, eavesdropping.
● Misleading information infusion, impersonation.

In this study, the major qualities of an article have been recorded as shown in
Figure 13.8. The creators found blockchain is the most encouraging innovation as
of late analysts are chipping away at to tackle the security issue of 6G networks for
IoT applications:

● Identity confirmation.
● Firmware recognition and self-recuperating in 6G networks.
● Data uprightness and secure correspondence.
● Verification and approval for 6G networks.
● Information sharing and authorization control.
● Secure capacity and calculation.
● Trust issues and complications of 6G networks.

According to the overview done in this chapter, creators considered around 83
papers for analyzing and concluding the future scope and research challenges of 6G
networks for IoT domain (Figure 13.10). The expectation is fundamental in an
application like shrewd transportation and savvy weather conditions estimating.
The AI gives some of the security issues of 6G networks like malware location,
protection and conservation of IoT devices, and approval.
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13.7 Conclusion and future scope

In this chapter, the authors first and foremost concentrate on the different security
challenges in 6G networks concerned with IoT applications. Also, the creators have
overviewed to address existing security challenges of 6G networks. The study found
that some examination has previously been finished in different innovations like ML,
artificial knowledge, and blockchain innovation for 6G networks, which are equipped
for tending to the current security issue of 6G networks. Since the growth of IoT is
exponentially increasing, the need is to examine different parameters of 6G networks
like connectivity, reliability, storage, efficiency, complexity, security, etc. So
exhaustively, the concentration has been made in three innovations. A portion of the
exam challenges notice eventually. Apart from this, there are many more applications
and domains of 6G networks for which future directions are still required for better
productivity and innovations based on IoT-enabled infrastructure.
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Chapter 14

Alleviating 6G security and privacy issues using
artificial intelligence

Lateef Adesola Akinyemi1,2, Oluwagbemiga Omotayo
Shoewu1, Comfort Oluwaseyi Folorunso3, Oluwafemi

Ipinnimo3, Abiodun Afis Ajasa1,4, Quadri Ademola Mumuni1

and Joseph Folorunsho Orimolade5

Abstract

The emergence of sixth-generation (6G) networks has brought about new security
and privacy concerns, emphasising the need to address these issues promptly and
comprehensively. This book chapter thoroughly examines the flaws and potential
solutions in 6G networks, focussing on a multi-objective optimisation problem that
considers the deployment of mobile users and prioritises energy efficiency, data
integrity, and end-to-end encryption. A genetic algorithm scheme is employed to
solve the optimisation problem, and the performance of several machine learning
algorithms is evaluated using various metrics such as mean absolute error, mean
square error, root mean square, and R2 score. It is important to note that all methods
for the R2 score produced exact unity results for the LR, RF, KNN, and SVM with
1.000, 0.999, 0.993, and 0.993, respectively. However, the study uses artificially
generated data to overcome the lack of available data on the energy efficiency,
throughput, latency, and spectral efficiency of 6G networks. Additionally, the study
highlights the security and privacy challenges posed by 6G networks and draws
insights from previous technological advancements to identify potential solutions
and prospects. This work is a comprehensive guide for researchers, practitioners,
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and policymakers to navigate the emerging landscape of 6G networks while
ensuring security, privacy, and optimal performance.

Keywords: 6G networks; Security scheme; Privacy; Optimisation; Artificial
intelligence; Energy efficiency

14.1 Introduction

The fifth-generation (5G) network has recently undergone a significant transition to
the sixth-generation (6G) network, and 6G, in particular, is seeing an increase in
security and privacy problems. High data rates, throughput, and efficiency must be
achieved before users can take advantage of them. As a result, artificial intelligence
(AI) will significantly contribute to providing intelligent security and privacy in the
6G network. This study will present applications of AI or machine learning (ML)
schemes in 6G security, 6G architecture security, 6G technology security, and 6G
privacy. Some privacy, security, and trust issues will be highlighted and addressed.
To provide a fully autonomous network, 6G uses AI. As a result, 6G will be
impacted by cyberattacks on intelligent systems, particularly ML devices. Possible
security concerns affecting ML systems include toxicity threats, data infiltration,
data transformation, logic contamination, model avoidance, model translation, model
harvest, and membership reasoning assaults [1]. AI systems can perform better
thanks to the accumulation of more features. Privacy concerns arise due to data
breaches and the unintentional use of personal information during data processing,
which the users cannot see. Another crucial technology for unlocking the benefits of
the 6G network is blockchain. Blockchain is appropriate for distributed spectrum
sharing, service administration, and resource planning in extremely big and dispersed
6G networks [2]. The fact that 6G realises linked intelligence through AI-inspired
functionalities, particularly with ML devices vulnerable to security assaults, is one of
the security concerns with AI for 6G mentioned in the literature. The poisoning type
of attack, which determines the learning stage of an ML scheme and thus results in
the system’s model learning erroneously, is a typical example of such an attack [3].
The potential solution for this problem that has been proposed thus far includes
negative ML and changing target protection systems that can result in adaptable AI
systems. The nature of huge data, which can be managed in terms of the speed of
future systems and necessitates future networks like 6G, presents another hurdle in
AI. AI can easily violate a user’s privacy and confidentiality. Due to the magnitude
of user data and the need to solve this issue, subscribers and users are unable to
forecast how externally based systems will handle their data. Thus, edge-inspired
deep learning or federated learning is used to protect private information by applying
a realistic constraint that keeps data closer to the subscriber [4]. To accomplish the
6G vision, security must be ensured as it is a vital driver for the next mobile network
generation and AI. AI-powered 6G security offers shrewd, reliable security mea-
sures. Software-defined network/network functions virtualisation (SDN/NFV) can be
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used to detect and counteract multidimensional attacks using deep reinforcement
learning and deep neural network (DNN) [5]. Compared to many conventional
strategies, they successfully protect against assaults such as host location hijacking,
distributed denial-of-service (DDoS), Internet protocol spoofing, and flow table
overloading. Due to their rapid processing and high accuracy, Decision Trees and
Random Forest, two ML approaches, are effective in detecting DDoS attacks in
SDN/NFV setups [6–9]. Demand-driven placement of virtual functions in the 6G
network will be expected dynamically, making ML-based adaptive security techni-
ques effective against SDN-related threats. The assaults also use advancements in AI
algorithms that can find weaknesses in a widely dispersed network.

14.1.1 Contributions
In this chapter regarding alleviating 6G security and privacy issues utilising arti-
ficial intelligence, the following are the major contributions:

1. The thorough review presented herein gives up-to-date works on the 6G net-
work and privacy issues, thereby serving as a hands-on for researchers who
deem it fit to carry out further work in this area.

2. A few possible uses of AI for 6G networks with privacy and security issues are
detailed in this work.

3. Based on data from recent studies and trends, this paper presents some edu-
cated assumptions of the effects of AI on 6G security and 6G privacy, even
though 6G is still a work in progress.

4. Fresh privacy and security challenges necessitated by the majority of the
innovations presented in this paper were identified, and the potential solutions
were proffered, given the state of today’s technology.

5. A possible area of application of blockchain technology to privacy and security
in 6G communication was proposed in this research.

6. A scenario of a terrestrial-satellites-inspired network system to demonstrate
the idea of network optimisation in 6G network systems using MATLAB

�

environment was formulated.
7. Contributions, lessons learned, and possible future directions or recommen-

dations from this work were also concisely itemised.

14.1.2 Chapter organisation
Section 14.1 discusses the introductory section and contributions of the book
chapter for 6G privacy and security issues by employing AI. Furthermore,
Section 14.2 discusses the related work regarding privacy and security in the 6G
network. A summary of the reviewed works is equally presented in a tabular form
stating the strengths and weaknesses. The application of AI on a 6G network
concerning privacy and security is discussed in Section 14.3. Section 14.4 briefly
describes the 6G security and privacy challenges, while Section 14.5 discusses the
solutions to 6G security and privacy challenges. Network optimisation in the 6G
network, primarily on problem formulations and numerical simulation results, is
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presented and discussed in Section 4.7. More importantly, lessons that have been
learned and summarily discussed with 6G privacy and security and presented in
Section 14.8. Finally, Section 14.9 completes the book chapter by making con-
clusions regarding alleviating 6G privacy and security issues using artificial
intelligence.

14.2 Related works

The innovation of PC frameworks that can do errands that would normally require
human insight, for example, discourse acknowledgment, direction, and language
interpretation, is alluded to as computerised reasoning (AI) [10].

To evaluate data, spot patterns, and base predictions or conclusions on the data,
AI systems use statistical models and algorithms. The application of algorithms that
can learn from data without being explicitly taught is known as ML, a subset of
artificial intelligence. Image and speech recognition are two applications of deep
learning, a type of ML that uses an artificial neural network [11].

Rule-based systems, decision trees, Bayesian networks, neural networks, and
evolutionary computation are a few categories into which AI can be divided. In
many industries, including finance, healthcare, transportation, manufacturing, and
entertainment, AI offers a wide range of useful applications.

The administration and optimisation of network resources and the creation of new
services and applications are all expected to be major applications of AI in the 6G
network. AI can be used, for instance, to enhance network performance, forecast pos-
sible network faults, and dynamically distribute network resources based on demand.

The effectiveness, performance, and security of the network can all be
improved by using AI’s capabilities. Here are a few possible uses for AI on a 6G
network [12–15].

1. Network optimisation: By evaluating network traffic and forecasting demand,
AI can be utilised to improve the 6G network. AI can optimise network
resources, lower latency, and enhance overall network performance by apply-
ing ML algorithms to predict network traffic.

2. Intelligent traffic routing: With AI, traffic may be intelligently routed based on
the user’s demands. By examining network traffic patterns, AI can choose the
optimum path to reduce latency and assure high-speed data delivery.

3. Autonomous network management: Network management chores like network
configuration and optimisation can be automated using AI. AI can increase
network efficiency and lighten the stress on network administrators by auto-
mating certain processes.

4. Security and privacy: With AI, 6G network security and privacy can be
improved. AI can provide early warning of security breaches by examining
network data and spotting potential threats.

5. Smart edge devices: On a 6G network, AI can power smart edge devices. AI
can lower latency and increase the effectiveness of edge devices by employing
ML algorithms to handle data locally.
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6. Improved user experience: By examining user behaviour and preferences, AI
can be utilised to improve the user experience on a 6G network. AI can
increase user pleasure and loyalty by offering tailored services and
recommendations.

7. In general, adding AI to the 6G network can potentially enhance user experi-
ence, security, and network efficiency. We may anticipate additional cutting
edge uses of AI in this field as the rollout of the 6G network advances.

A careful balance between security, privacy, and functionality will be necessary for
developing the 6G network and using AI in them. The development of strong
security and privacy mechanisms that can keep up with the changing threat land-
scape and ensure that user data is protected while utilising the full potential of AI to
enable creative new services and applications will require collaboration between
researchers and industry experts. The security and privacy issues surrounding
crucial 6G technology are outlined in Table 14.1 [16].

Table 14.1 The security and privacy issues associated with 6G technology

Key technology Security and
privacy issues

Key technology contribution

AI Access control Processes for fine-grained control
Malicious
behaviour

Find network abnormalities and convey early
cautions

Authentication A procedure for solo discovering that could be
applied to the validation cycle to work on the
actual layers’ security

Communication An ML-based radio wire plan that may be applied
to actual layer correspondence to stop data leaks

Encryption Quantum encryption techniques and ML
Molecular
communication

Malicious
behaviour

An enemy that interferes with molecular
communication or its procedures.

Encryption A coding plan that could work on the security of
data transmission

Authentication Gives guidance for creating new authentication
methods

Quantum
communication

Encryption Protection techniques for quantum encryption keys

Communication Various quantum communication techniques
Blockchain Authentication Authorisation of mobile services using a new

conceptual architecture
Access control A strategy for upgrading access conventions
Communication Hashing power is utilised to check exchanges.

THz (terahertz) Authentication the use of magnetic signatures for authentication
Malicious
behaviour

An eavesdropper can still receive a signal even
while it is being broadcast via a narrow beam.

VLC (visible light
communication)

Communication A communication method that uses a secure
protocol

Malicious
behaviour

Collaborating with listeners may weaken security
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The protection of our personal information is becoming more and more crucial
as technology develops. To protect users, it is crucial to solving any security issues
with the impending rollout of the 6G network. AI can be used as a remedy for these
problems. AI may be used to identify security problems, take appropriate action,
and safeguard data from online attacks [9]. The analysis of the 6G security threat
landscape is shown in Figure 14.1.

AI can be applied in the following ways to address 6G security issues:

1. Threat detection: AI may be used to quickly identify security threats. AI can
swiftly recognise and address possible attacks by examining network data and
spotting strange behaviour.

2. Using predictive analytics, AI can foresee potential security issues before they
materialise. AI can assist in uncovering possible weaknesses and thwart attacks
by looking for patterns in data.

3. Access control: AI can be used to handle access control, ensuring that only
authorised users have access to critical information. AI can identify possible
unauthorised access attempts and stop them from happening by examining user
behaviour and device profiles.

4. Behavioural analysis: AI can examine user behaviour to detect suspicious
behaviour. AI can detect odd behaviour and notify users and administrators of
potential security issues by keeping track of user activities.

5. AI can assist in a speedy and efficient reaction to security concerns. AI can
lessen the effect of a security compromise and limit further damage by auto-
mating incident response procedures.

6. Management of vulnerabilities: AI can assist with managing vulnerabilities by
checking the network for potential flaws and recommending remedies. AI can

6G Security
threat

landscape
analysis

Challenges with pre-6G security
• Challenges inherited from 5G
  technologies to 6G
• Security and privacy concerns OF loE
   security
• Issues with local 6G networks

Risks to security in 6G architecture
• Multi-connectivity, mesh networks, and tiny cells
• Sub-networks
• Confluence of RAN-Core
• Networks with no touches (zero touch)
• Privacy concerns

6G Technology security threats
• Blockchain
• Quantum computing
• AI/ML
• Problems with privacy
• Visible light correspondence

Figure 14.1 6G security threat landscape analysis [9]
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aid in preventing security breaches by spotting vulnerabilities before they
are used.

In general, AI can be quite helpful in addressing 6G security issues. AI
may assist in ensuring that users are safe in the 6G age by identifying and
responding to security threats, controlling access control, and managing
vulnerabilities.

14.2.1 Summary of related works
Some of the strengths and weaknesses identified in the literature are highlighted in
Table 14.2.

Table 14.2 Summary of the related works

Reference Key technology Strength Weaknesses

[12] Optical wireless
technology and AI

They explained
the state of the
impending 6G wireless
technology

It did not apply the concept of
metaheuristic algorithms and
expert systems to the addressed
issue, specifically privacy and
security in 6G

[13] Intelligent RAN
architecture

The study provides an
intelligent RAN
architecture for
6G and highlights
the most recent net-
work cloudification
and intelligence
developments

The study failed to address the
issues of privacy and security in
the 6G network

[15] Internet of Things
(IoT)

They examine the
Internet and 6G net-
work communication
difficulties and tech-
nologies with the
assistance of the IoT

This study did not consider
security, privacy and trust as a
challenge

[16] ● Intelligent edge
computing in
real-time

● Distributed AI
● Smart radio
● 3D intercoms

They investigated a
thorough analysis
of the privacy and
security concerns with
the 6G network

The study failed to apply
artificial intelligence or any
metaheuristic algorithm in
the considered 6G network

[9] AI They presented an
overview of AI’s
involvement in 6G
systems to understand
the many opportunities
and difficulties of
having intelligent
security and
private provision

The paper failed to formulate a
network optimisation
problem and thereafter
applied AI
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14.3 Addressing 6G security and privacy issues using
AI/ML

Essentially, there are four main elements of a 6G-inspired network: a decentralised
AI system, real-time cognitive edge, three-dimensional (3D) intercommunications,
and an intelligently based radio network. Because the 6G network consists of the
most vital aspect of the 6G research being conducted, this book chapter focusses on
these four identified areas. In addition, they are usually confronted with the most
challenges of privacy and protection (security) [17]. Hence, the technological
innovations or technologies employed in the prevalent investigation encompass
Terahertz (THz) advancements, technologically based blockchain, molecularly
inspired communications, visible light transmission (VLT), quantum-based com-
munication systems, and expert systems.

In this case, the primary parts of privacy and security challenges are net-
work management, authorisation and authentication, information transmission,
and cryptography. Besides, 6G applications have critical deficiencies as well.
The VLT and AI innovations are generally utilised by connected robotics and
self-configured systems in which information transmission, criminal behaviour,
and encryption can be regarded as problems. The multi-based sensory extended
reality (MBSXR) application employs similar technology as a wireless brain
based computer interfacing system; however, they have different challenges as
regards privacy and security. The greatest deficiencies are encryption and
maleficent behaviour.

14.3.1 The role of AI in 6G security
Foreseeing AI’s precise effects on 6G security is challenging because 6G networks
are still under development. But, using data from recent studies and trends, we can
make some educated assumptions. The capacity to identify threats in real-time and
take appropriate action is one possible advantage of AI in 6G security. AI systems
might instantly scan vast volumes of data to discover and respond to security
breaches faster and more accurately than human operators, thanks to the enhanced
speed and capacity of the 6G network [18].

AI may also be used to create stronger encryption techniques that withstand
attacks from quantum computers, which are anticipated to become more common
in the future. AI, though, may potentially bring about fresh security threats.
Hackers might, for instance, utilise AI algorithms to design more sophisticated and
targeted attacks that are challenging to stop. Furthermore, when AI develops fur-
ther, it may eventually become autonomous, which would allow it to operate
independently of a human and present new security issues [9].

Future AI-powered wireless networks will succeed or fail based on their
capacity to use AI and their 6G security. The enormous number of paying
customers that 6G network operators serve (such as mobile users, businesses,
and industries) may give them greater incentive to increase their security
interest by implementing the most recent general AI developments. Overall
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6G-AI-powered security solutions will thus profit from the development of
general AI [18].

Numerous customary arrangements, like firewalls and interruption recognition
frameworks, have been tasked with defending against security attacks, in any case,
simulated intelligence (AI) makes such frameworks more competent and shrewder.
While being widely utilised, conventional security systems (such as signature based
intrusion detection) have shortcomings when it comes to tackling sophisticated
attacks in a 6G context [18].

According to [18], many 6G enabling technologies at the network layer,
support the use of AI to improve system performance. The architecture of an AI-
enabled intelligent 6G network is shown in Figure 14.2. The benefits of massive
data analysis and pattern recognition have led to the application of AI to many
important technologies, including but not limited to the following:

1. Checking hub conduct for insider danger discovery in supporting confided-in
network (in light of CNN/RBN).

2. Anticipating network attacks to reroute traffic, suggest smart adjustments to
the network, and isolate questionable services in SD-WAN/SDN network
(DRL-based).

3. vRAN/Open RAN radio and computation control policy optimisation (deep
autoencoder-based).

4. Setting equipment recovery priorities and identifying failing VNFs (DRL-
based).
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Figure 14.2 The design of an AI-based network
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5. Analysing traffic and network access patterns to detect and block malignant
traffic (RBM, CNN, DNN, DBN, autoencoder, LSTM).

14.3.2 The role of AI on 6G privacy
In the imagined time of 6G, security assurance is a key exhibition need and a
significant component in remote networking, which presents three major chal-
lenges according to [8]:

1. The extraordinarily high volume of brief data transfers enabled by 6G could
represent a higher risk to people’s privacy, drawing considerable attention
from governments and other commercial groups. In the 6G age, there is a
larger risk that data collection and accessibility would compromise user
privacy and complicate regulatory issues.

2. More advanced applications will operate on mobile devices, raising the pos-
sibility of assaults as intelligence moves to the edge of the network. It will be
difficult to include privacy-protecting features in devices with limited
resources.

3. It is important to strike a compromise between preserving the availability of
highly accurate services and safeguarding user privacy. To actualise many
smart applications, location data and IDs are required. This necessitates careful
consideration of data ownership and access rights, management, and privacy
protection laws.

The impact of AI and ML innovation on security is more grounded in two
ways. In some ways, the appropriate utilisation of ML can protect security in
6G, however, in alternate ways, ML attacks might abuse security. The
preparation (for instance, a harming assault) and testing stages are where pro-
tection assaults on ML models can happen (e.g., switch, enrolment impedance,
ill-disposed assaults).

14.3.3 Challenges with security and confidentiality in
6G technologies

As indicated in the preceding section, some critical advancements have already
demonstrated effectiveness in critical areas of the 6G network. They provide big
dependability, minimal delay, secure, and effective 6G data communication cap-
abilities. Most of the innovations, as explained in the section before, raise fresh
privacy and security challenges. Within this section, we discuss this briefly. The
following essential 6G innovations have security and privacy concerns having been
raised in the literature: identification, identity management, criminal activity,
cryptography, and telecommunication [16].

As depicted in Figure 14.3, each technological advancement substantiates
notable possibilities for application in diverse areas of 6G network systems and
applications with connected robotics, independent systems, MBSXR uses, and
wireless brain-based computer interfacing systems, decentralised ledger inno-
vations, and blockchain. Moreso, Figure 14.3 shows these essentialities as
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clouds. The extremely first three central areas are decentralised AI system,
real-time-based cognitive/intelligent edge and cognitive radio system – which
incorporates the potentials spanning [16]. Supposing that AI would inspire the
6G network system and more importantly it houses at the link or juncture of all
three of these fields. Then, it is depicted that the schematic diagram is
accompanied by a listed summit five privacy and security challenges and
issues.

A large number of the essential elements in Figure 14.3 are susceptibly
sensitive to various identity management, maleficent behaviour, authentication,
and identification. Nevertheless, certain advancements and innovative technol-
ogies are more susceptible than others to specific challenges. For illustrative
purposes, the VLT or VLC is specifically susceptible to the data communication
process and maleficent behaviour alongside the constant mental edge and
shrewdly based radio framework. On the other hand, the atomic-based com-
munication framework and THz innovation have capacities to help mental radio
frameworks. The molecularly-based communication technology’s encryption,
authentication, identification and communication parts are analogously con-
nected with the challenges in privacy and security in a dense 6G network.
Therefore, the THz is essentially exposed to malicious behaviour and fraudulent
acts. Hence, the technologically based blockchain and quantum-inspired com-
munications system are connected to distributed AI and intelligently based radio
networks [16].
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Figure 14.3 6G security and privacy challenges
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The decentralised ledger advancements and blockchain which are fundamen-
tally centred on blockchain technology are primarily secure as the ultimate
deployment of the 6G network. However, they may be the potential target of
malicious behaviour. These extra parts are in general susceptible to five dissimilar
classifications of privacy and security issues: malicious behaviour, authentication,
encryption, access control, and information transmission are regarded as security
and privacy issues 1 to 5 (SP1, SP2, SP3, SP4, and SP5) [16].

14.4 Solutions to 6G security and privacy challenges

Since the 6G network is technology in progress, it is challenging to expect each
security and protection risk that might emerge. The accompanying, in any case, are
a few likely answers for the security and protection worries with 6G organisations
[8,19] given the condition of innovation today:

1. End-to-end encryption (E2EE): A critical security part that can assist with
safeguarding the secrecy and protection of information communicated through
6G organisations is start-to-finish encryption (E2EE). E2EE prevents unau-
thorised access and data interception by encrypting data from the point of
origin to the point of destination [20].

2. Access control and authentication: Powerful access control and authentication
procedures are crucial for ensuring that only authorised users may access the
6G network and services. To achieve this, complex access control methods
such as multi-factor authentication (MFA), biometric authentication, and
others can be used [21].

3. Blockchain-based security: Blockchain technology can add a layer of security
to the 6G network by enabling secure and transparent data exchange, decen-
tralised authentication, and tamper-proof data storage [22].

4. AI/ML-based threat detection: Using AI/ML approaches, real-time threat
detection and response can be accomplished. Using ML algorithms, network
traffic patterns can be examined, abnormalities can be discovered, and risks
can be dealt with automatically.

5. Hardware-based security: Hardware-based security can add a layer of defence
against hardware-based threats. Examples of such solutions are secure enclaves
and trusted execution environments.

6. Privacy-preserving technologies: Data transported over a 6G network can be
kept private by using tools like secure multi-party calculation, differential
protection, and homomorphic encryption.

A multi-layered approach to security and privacy will be needed to overcome
the problems the 6G network brings. A mix of technical solutions, regulatory
frameworks, and industry standards will be required to ensure that the 6G network
is secure, dependable, and trustworthy.

The summary of the solutions to 6G security and privacy challenges is shown
in Figure 14.4.

330 Security and privacy schemes



14.5 Application of blockchain technology in alleviating
security and privacy in 6G networks

The advent of the 6G network has brought about new challenges in terms of
security and privacy. As this network continues to grow, there is a need for new
solutions that can address the security and privacy concerns that arise. Blockchain
technology has emerged as a promising solution to this problem.

Blockchain technology is a secure and transparent ledger that is decentralised,
distributed, and utilised for recording transactions. It is a tamper-proof and
immutable system that can be used to ensure data integrity and prevent unauthor-
ised access. With its unique features, blockchain technology has the potential to
address some of the key challenges of the 6G network, including data privacy,
security, and authentication [23].

One of the key applications of blockchain technology in the 6G network is data
privacy. Blockchain innovation can be utilised to store and oversee delicate infor-
mation like individual data, monetary information, and clinical records. The data
can be encrypted and stored in a decentralised manner, ensuring that it is secure and
cannot be accessed by unauthorised parties [24].

Another important application of blockchain technology in the 6G network is
security. Blockchain technology can create a secure and tamper-proof system that
can prevent unauthorised access to network resources. It can also be used to
authenticate users and devices, ensuring that only authorised users and devices are
allowed to access the network.

Blockchain innovation can possibly further develop security and protection in
different courses in 6G organisations [24]. Some possible applications of block-
chain to security and privacy in the 6G network include [25]:

1. Secure authentication and access control: Blockchain can be used to securely
authenticate and authorise access to the 6G network, preventing unauthorised
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Figure 14.4 Summary of the solutions to 6G security and privacy challenges
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access or tampering. The decentralised and immutable nature of blockchain
can make it difficult for attackers to compromise the network.

2. Secure data storage and sharing: Blockchain can provide a secure and decen-
tralised platform for storing and sharing data in a 6G network. This can protect
sensitive data from unauthorised access and ensure that data is not tampered
with or modified without proper authorisation.

3. Secure communication: Blockchain can be used to ensure the con-
fidentiality and integrity of communication in a 6G network, preventing
eavesdropping and tampering. This can be achieved using encryption and
digital signatures.

4. Decentralised identity management: Blockchain can provide a decentralised
and secure identity management system for the 6G network, eliminating the
need for centralised authorities and reducing identity theft risk.

5. Smart contract-based security: Blockchain-based smart contracts can be used
to automatically enforce security policies and protocols in a 6G network,
reducing the risk of human error and ensuring that security measures are
consistently applied.

6. Threat detection and response: Blockchain-based threat detection and response
systems can be used to detect and respond to security threats in real time,
helping to prevent or mitigate attacks on the 6G network.

Overall, blockchain technology has the potential to significantly enhance the
security and privacy of the 6G network, enabling the development of more secure
and trustworthy communication systems [25]. The framework for the blockchain
system in security is shown in Figure 14.5, while the schematic diagram indicating
the flow of information is shown in Figure 14.6.
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14.6 Network optimisation in 6G network

Metaheuristic algorithms were used in the works of researchers in [26–30] to per-
form a wide range of network optimisations on 4G and 5G networks, respectively.
Considering what is feasible, such research yielded startling results. However, the
techniques discussed in previous studies have not been applied to 6G security and
privacy concerns. This justifies the present metaheuristic or AI-based research
geared toward network optimisation, 6G security, and privacy concerns. In the 6G
network era, it is envisioned that more functionalities, services, and applications
such as video, audio, realities, and so on will be available for all mobile users. To
this end, more network resources such as power, channels, bandwidth, and so on
will be used and allocated among mobile users be it primary or secondary or user
equipment (UE) for seamless service delivery [31–34]. Therefore, in this book
chapter’s section, efforts are geared towards alleviating issues that might arise in
6G security and primarily using AI to formulate a network optimisation to address
some of the growing challenges that will confront users while trying and exchange
data communication with one another securely and confidentially i.e., end-to-end
encryption. Emergency service notifications and the automatic updating of the
computer’s operating system and the software used, for instance, could be trans-
mitted in multicast, broadcast, or unicast mode. In comparison, the IoT, vehicular
use cases, the entertainment world, and heterogeneous modes are thought to be
able to meet quality-of-service (QoS) requirements. Such QoS requirements must
be fulfilled to guarantee the privacy and security of information transmitted from
one user to another. In this section, let us assume an instance for the sake of
demonstration to illuminate the idea of network optimisation in a 6G network when
fully deployed. Assuming it is a multi-objective network optimisation problem
inspired (MONOPI) using a pair of objective functions (OFs) or by breaking it into
sub-problems for easy tractability. In addition, without any loss of generality,
assuming all terrestrial-based devices/users will access the network resources in an
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orthogonally based manner to avoid interference among users. For illustration in
this part, let us use an example to illustrate the concept of network optimisation in a
fully operational 6G network. Assuming, the optimisation problem has been divi-
ded into smaller issues for greater tractability or a multi-objective network
optimisation-inspired (MONOPI) problem. In addition, without sacrificing gen-
erality, presumptively all terrestrial-based devices and users will connect to the
network’s resources via orthogonal bases to prevent user interference. Therefore,
the terrestrial-satellite-inspired model for the network optimisation system model is
depicted in Figure 14.7.

14.6.1 Problem formulations and method
Let qj and bj represent the throughput and the delay in the propagation of infor-
mation of the users in the sub-layer network gj to the terrestrial users’ devices,
correspondingly. Assume aj;m ¼ 1 denotes that the terrestrial (ground mobile
users) devices m is connected by the platform in layer j; else aj;m ¼ 0 indicating
no connection between the user’s device and the layers j (note that j runs from
terrestrial, air-, and space networks). Hence, the overall network multi-objective
optimisation problem can be cast as follows:

max N1 ¼
XJ ;M

j�J ;m�M

ðqjaj;mÞ
a

(14.1)

min N2 ¼
XJ

j�J

ðbj aj;mÞ (14.2)

Mobile base station

Small cell

EPC

Figure 14.7 The terrestrial-satellite-inspired model for network optimisation
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s.t.

C1 :
XJ

j�J
aj;m � 1;⩝m�M (14.3)

C2 : aj;m 0; 1f g;⩝m�M ;⩝j�J (14.4)

where N1 in (14.1) represents the total spectral energy or energy efficiency of all
the network and N2 in (14.2) denotes the delay in the transmission encountered by
terrestrial mobile users. C1 in (14.3) is the constraint that ensures that each ter-
restrial device is connected by at least one network (terrestrial mobile base station,
air station, or space-based base station) to enable secure and private transmission of
information. The C2 in (14.4) indicates the binary variable if connected to any
platform, gives one otherwise zero. It is noted that the aim of the binary variable
aj;m is to compute the best way of combining the N1 and N2 concurrently resulting
in a set of optimal solutions. This representation tells us that there is always a
compromise/trade-off between the network spectral energy/efficiency and the delay
associated with the transmission.

Let the transmitter (sender/source) be the mobile base station and the receiver
(distribution mode) be the users (primary or secondary user). For every distribution,
let T = S be the broadcasting base station and receiving station and the recurring
station (two modes) be mobile users MU represented in (14.5)

T ¼ S ¼ TBSDL; R ¼ D ¼ MUDL; for downlink (14.5)

Conversely, the uplink is given in (14.6) as

T ¼ S ¼ MUUL (14.6)

Hence, the sets TBS and MU are at times used in place of BS and MU,
respectively, to mean base station and mobile user. Furthermore, by introducing a
real non-negative decision variable called bil which represents the power that the
transmitting station (base station) i�TBSTBS employed to transmit data on channel
l�C. Additionally, the binary decision variable aijk that represents which data or
information can be transmitted by the transmitting station i�TBS to the receiving
station (mobile user) j�MU .

Where aijl in (14.7) indicates the binary variable indicating if user i is con-
nected to a base station j using channel l

aijl ¼ 1 if i � TBS can transmit to j � MU on l � C
0; otherwise:

� �
(14.7)

Also, let dij� [0, 1] in (14.8) be binary indicator, i� TBS, j ∊MU which is a
result of constraint that will serve as a binary decision variable or zero-one con-
dition:

dij ¼ 1 if aijl ¼ 1 on any channel i � C
0; otherwise:

� �
(14.8)

Alleviating 6G security and privacy issues using AI 335



To have a full understanding of the effective measurement of the signal, we
introduce source with base station ideas. To start with, the path gain Wij is defined to
be properties of the power that the transmitting station i �TBS utilises that will act to
the receiving station or mobile user (MU) j � MU. In this study, it is assumed that the
path gain vector W of the whole network is known a prior by each transmitting base
station (TBS) i � TBS and each receiving station j � MU as expressed in (14.9).

It then holds that

Wij � 0; i � TBS; j � MU (14.9)

Furthermore, the signal-to-interference-plus-noise ratio (SINR) is the ratio of
the expected signal/desired signal over the unwanted noise or which for the trans-
mitting base station (TBS) i, receiving base station (MU) j and channel l or c is
expressed as expressed in (14.10):

SINRijl ¼
Wijbij

s2
j þ

P
m�TBS ið ÞWmjbml

; (14.10)

where s2
j > 0 is the noise at the receiving station (MU) j which is assumed to be the

known parameter again.
Hence, the channel capacity of user one (i, j) i.e., transmitting i and receiving j

in channel l or c is expressed as in (14.11):

qij¼W log2 1 þ SINRijl

� �
; i�TBS; j∊MU; iC or L; (14.11)

where W is the position scalar given by the size of the sequence; in our case, W = is
a known constant.

Moreover, the qijl is related to the mobile user which is (i, j) which is receiving
in the downlink or transmitting in uplink. Therefore, the total channel capacity of
the mobile user (i, j) be cast compactly in (14.12) and (14.13)

qij¼
X
i � C

qijl;i�TBS;J�MU (14.12)

q
ij¼W

X
I�C

log2
1 þ Wijbij

s2
j þ

X
m�TBS ið Þ

Wmjbml

0
BB@

1
CCA (14.13)

Additionally, we shall introduce a utility function or cost function that aims for
the excellent quality of the system for all mobile users in the network. In this study,
the purpose is to “maximise the total channel capacity” qij expressed in (14.13).

The following constraint needs to be stated, which assumes that the system
network performs as expected.

(i) The first constraint guarantees that each mobile user (PU or SU) commu-
nicates precisely with one base station (transmitting base station in the case of
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downlinks and receiving station in the case of uplink) while each base station
in simple terms can transmit to many mobile users concurrently.

(ii) The scored constraint ensures that each base station utilises each channel
l � C or l � L at most one time.

(iii) A power constraint on each transmitting base station (TBS) guarantees that the
total power utilised is at most the upper threshold power consumption constant.

14.6.2 Power distribution and joint channel allocation for
downlink and uplink in a system

Hence, the power distribution and joint channel allocation optimisation problem for
the network for the downlink case is expressed in (14.14) and the respective con-
straints are given in (14.15)

xijk ¼ aijl; yij ¼ dij; yijk ¼ Wijl; Downlink signal flow :

S ! D
TBS ! MU

BS ! M
B ! M

8>><
>>:

9>>=
>>;

Maxq
q; bil;aijl; dij

� �
(14.14)

Subject to (s.t):

ðC : iÞ yijq
dijq

�
X

l�L; k�C

xijkqijl

aijlqijl
; i�TBS; j�MU

ðC : iiÞ
X
i�TBS

dij; j�MU

ðC : iiiÞ
X
j�MU

aijl � 1; i�TBS; i�L=l�C

ðC : ivÞ
X
i�C

bil�bmax
TBS;ii�TBS

ðC : vÞ aijl � Wij; i�TBS; J�MU ; i�C:

ðC : viÞ 0 � Wij � 1i�TBS; J�MU

ðC : viiÞ aijl� 0; 1f g; i�TBS; J�MU ; i�C:

ðC : viiiÞ bil � 0i�TBS; i�C:

(14.15)

For the sake of clarity, we have used these notations: S = TBS = BS (base
station), D = MU = M (mobile users)

If we let S = MU= M, D=TBS=B, MU (S = M) ! TBS(BS) = D)
Replacing constraints (C: iii) and (C: iv) in (14.15) with the following results

in (14.16)X
j�TBS

dIJ ¼ 1; i�M ;
X
i�Mu

aijl � 1; j�TBS (14.16)
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The power allocation scheme is defined by assuming that a realistic channel
allocation is known prior i.e., in which both aijk and i � TBS; j � MU ; I � C and
dij; i � TBS; j � MU are equally known. Therefore, for each TBS (source) i, it is
known that the destination or MU j in which the link it communicates with is
established. This incites an innate extension of the notational system by introducing
the idea of lines (connected (i, j)) where a line contains the TBS (source) i � TBS
and MU (destination); j � MU that are communicating such that dij ¼ 1: These are
expressed in (14.17) and (14.18), respectively, for the link between TBS and MU
and channel of connection is established:

L ¼ i; jð Þ : Yij ¼ 1; i � TBS; J � MU
� �ðthe link between TBS and MU is establishedÞ

Lk ¼ i; jð Þ� L : aijk ¼ 1
� �

; c � Cðwhen the link between i and j is established on
channel CÞCij ¼ i � C : aijk ¼ 1

� �
; i; jð Þ� L ðwhen the channel of

connection is of k �C; then link establishedÞ
(14.17)

More importantly, for the power allocation optimisation problem to be well
behaved or formulated, the given channel allocated must connote that

Lk 6¼ ∅i � C and Cij 6¼ j i; jð Þ� L (14.18)

(the channel between link (i, j) is not zero)
Let the SINR as stated in (14.10) be recast for the assumption that existing

links i; jð Þ � L and the station capacity of a mobile user (primary user (PU) or sec-
ondary user (SU) on the link i; jð Þ � L at channel L be expressed as in (14.19):

qijl ¼ W log2 1 þ SINRijl

� �
; i; jð ÞL; i i; jð Þ (14.19)

And the total channel capacity of a mobile user (PU/SU) j be stated as in
(14.20):

qij ¼
X

l � C ij

qijl; i; jð Þ � L (14.20)

Worthy of note is the remaining links i; jð Þ =2 L i.e., i; jð Þ no element of L is not
employed or utilised. Therefore, their SINR and channel capacity need not be defined.
Hence, the power allocation optimisation problem (PACOP) is expressed as in (14.21):

Maximise q
q; qij; bil

S:E:
ið Þ q � qijl; i; jð Þ � Li � i; jð Þ
iið Þ

X
L�Ci

bil � bmax
TBS;i i � TBS

iiið Þ bil � 0; i�TBS; i � i; jð Þ

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

(14.21)
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where qij; i; jð Þ � L stated in (14.19) and bmax
TBS;i is the same and maximum power

consumption as expressed in (14.15 (C : iv)). By simplification via the introduction
of an additional constraint on the channel allocation. The constraint is to only allow
each link i; jð Þ � L or use one single channel i.e., Cij

�� �� ¼ 1; i; jð Þ � L.
Let us regard this formulation as a SINGLE CHANNEL in each link power

assignment optimisation problem expression in (14.22)

Maximise q
q; qij; bil

q � qijl; i; jð Þ�Li� i; jð ÞX
L�Ci

bil � bmax
TBS;i;i � TBS

bil � 0; i�TBS; i� i; jð Þ

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

(14.22)

where Cij

�� �� ¼ 1; i; jð Þ � L; qijl � L; i � i; jð Þ
As one channel only occupies each link, the optimisation problem (14.22) in

the uplink case can be decomposed into a separate optimal problem for each
channel l � C, since Cij j ¼ Cij

�� ��; i; jð Þ � L in the uplink.

14.6.3 Numerical simulation results
For this section, a scenario was created using a terrestrial-satellites-inspired network
system to demonstrate the idea of network optimisation in a 6G system. Also, the
numerical and performance analysis is carried out and achieved in a MATLAB�

environment. Figures 14.8, 14.9, and 14.10 show the coverage area, deployment of
users in a terrestrial-satellite-based scenario, and deployment of various mobile users
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within a base station. In particular, Figure 14.10 actually depicts how a base station
serves both the primary users (PU) and secondary users (SU).

The total energy efficiency (EE) is displayed versus the iterations in Figure 14.8.
The results of both the analytical and the GA comparisons of minimum energy
efficiency (min-EE) and minimum energy efficiency utilising a genetic algorithm
(min-EE-GA) are the same. The highest energy efficiency (max-EE) compared to the
maximum energy efficiency utilising GA (max-EE-GA) is also plotted, and the
startling findings are displayed in Figure 14.11. The median of both EE and EE-GA
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is then equally examined. A genetic algorithm scheme is used in this study as an
example since it is exhaustive, provides the best solution, and guarantees that every
constraint is met during the numerical simulation process [35].

The effectiveness of this study is also evaluated using a variety of performance
indicators, including mean absolute error, mean square error, root mean square, and
R2 score. Also, this study equally uses support vector machines (SVM), random
forest (RF), the K-nearest neighbours (KNN) technique, and linear regression (LR).
Nevertheless, as there is no information on the energy efficiency, throughput,
latency, or spectrum efficiency of the 6G network, the data utilised for the training
and testing of these algorithms is manufactured artificially or generated synthetically.
Figures 14.12, 14.13, and 14.14, respectively, show the accuracy versus epoch, loss
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versus epoch, and bar chart illustrating the level of performance of several algo-
rithms. The R2 score is noteworthy, for which all algorithms provide an exact value
of one in terms of numerical results for LR, RF, KNN, and SVM of 1.000, 0.999,
0.993, and 0.993, correspondingly shown in Table 14.3.
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14.7 Lessons learned

In this study and previous studies, a lot of lessons have been learned regarding
privacy and security for the 6G network. Some of the lessons learnt thus far are
highlighted in the following sub-section.

14.7.1 Lessons learned from earlier wireless generations
(1G–5G)

As we move towards the up-and-coming age of portable correspondence networks,
6G, it is essential to consider the privacy and security implications of technological
advancements. With the consolidation of AI in 6G, there is a need to ensure that the
systems are designed with privacy and security in mind to protect user data and
prevent malicious activities. In this chapter, we will discuss some of the lessons
learned from previous generations of the mobile telephone network and the future
direction for 6G privacy and security issues using AI [36]. With the rise of 4G and
5G networks, we have witnessed numerous security threats that have impacted
users’ privacy and security [37,38]. Some of the lessons learned from these gen-
erations of the network include:

1. End-to-end encryption is crucial in protecting users’ data from unauthorised
access. In addition, the encryption of communication between devices and the
network can prevent attackers from eavesdropping and intercepting data.

2. The importance of authentication – Authentication is essential to ensure that only
authorised users can access the network. Implementing multi-factor authentica-
tion and biometric authentication can help prevent unauthorised access.

3. The need for secure software updates – Attackers can exploit security vulner-
abilities in network software to gain unauthorised access. Regular and secure
software updates can fix these vulnerabilities and prevent malicious activities [39].

While the following are the lessons learned from this work:

1. ML-based adaptive security strategies are efficient at thwarting SDN attacks.
When AI approaches to get more advanced, they are also used in attacks to find
holes in a frequently used network.

2. AI can be used to address 6G security challenges such as threat detection,
attack prediction, access control, behavioural analysis, security compromise,
and vulnerability management.

Table 14.3 Performance metrics used for the supervised ML

Performance metrics Linear regression Random forest KNN SVM

Mean absolute error 3.20752e�13 0.0049999 0.7784090 0.778409
Mean squared error 1.51784e�25 0.0023424 1.398068 1.398068
Root mean squared error 3.89545e�13 0.0483985 1.1823993 1.182399
R2 score 1.000000000 0.999989 0.9936443 0.993655
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3. Because of the upsides of enormous information investigation and example
acknowledgment, a few huge innovations, including CNN/RBN, SD-WAN/
SDN organisations (DRL-based), vRAN/Open RAN radio, and VNFs (DRL-
based), have started to utilise simulated intelligence.

4. Two factors have the effect of man-made intelligence and AI (ML) innovation
on security being more grounded. In 6G, the right utilisation of ML can safe-
guard protection somehow or another, yet ML assaults may likewise abuse
security in alternate ways.

5. The huge security parts that can assist with safeguarding the classification and
protection of information sent employing 6G organisations are end-to-end
encryption (E2EE), access control and authentication, blockchain-based
security, ML-based threat detection, and privacy-preserving technologies.

6. The terrestrial-satellites-inspired network system can be utilised to demon-
strate the idea of network optimisation in the 6G system.

7. Primary roadblocks and some research opportunities have been identified and
highlighted for future studies.

14.7.2 Future directions
AI has the potential to revolutionise the mobile communication industry by
improving network performance, reducing latency, and enhancing security. Some
of the future directions for 6G privacy and security issues using AI include:

1. AI-based intrusion detection – computer-based intelligence (AI) can be utilised
to identify and forestall malignant exercises in the organisation. AI-based
intrusion detection systems can analyse network traffic and identify anomalies
that may indicate an attack.

2. AI-powered encryption – AI can be used to improve encryption algorithms and
make them more robust against attacks. AI can also generate and manage
encryption keys to enhance security.

3. AI-based authentication – AI can be used to improve authentication systems by
identifying patterns in user behaviour to authenticate users. This can help
prevent unauthorised access by attackers who may have stolen user credentials.

4. AI-based threat intelligence – AI could be utilised to collect and discuss threat
intelligence information through various sources to pinpoint emerging threats and
prevent them before they cause harm. In conclusion, as we move towards 6G, we
must consider privacy and security issues that may arise with technological
advancements. With the incorporation of AI in the 6G network, we can enhance
network security and privacy by leveraging AI-powered technologies. By learning
from the lessons of previous generations and implementing robust privacy and
security measures, we can ensure that the 6G network is safe and secure for users.

14.8 Conclusions

This book chapter focusses on using AI to address privacy and security issues in 6G
communications. The chapter thoroughly reviews current works on the 6G network
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and privacy issues, which can serve as a helpful guide for researchers in the field.
Additionally, the chapter details a few possible uses of AI for the 6G network. It
provides educated assumptions on the effects of AI on 6G security and privacy
based on recent studies and trends. The chapter also identifies new privacy and
security challenges arising from innovations in the field and suggests potential
solutions using current technology. Furthermore, the chapter proposes using
blockchain technology to address privacy and security issues in 6G communica-
tions and formulates a network system scenario using MATLAB to demonstrate
network optimisation. Finally, the chapter itemises the contributions, lessons
learned, and possible future directions.
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Chapter 15

Interference and phase noise in millimeter
wave MIMO-NOMA and OFDM systems

for beyond 5G networks

Udayakumar Easwaran1 and Krishnaveni Vellingiri2

Abstract

The fifth-generation mobile communication (5G) is designed to support huge con-
nectivity, great data rates, and excellent dependability as the number of wireless
devices linked to the network approaches billions. Additionally, mobile users generate
most of their data traffic from video streaming, demanding a higher bandwidth and
lower latency. Current mobile communication networks must be upgraded to
acceptable to meet these criteria. It is investigated that a multiuser environment will
require multiple access methods, such as non-orthogonal multiple access (NOMA) and
orthogonal frequency division multiplex (OFDM). Using millimeter-wave (mmWave)
spectrum and non-orthogonal multiple access (NOMA) has helped to address ineffi-
cient power allocation phase noise issues and hybrid beamforming complications to
meet the lowest rate necessities of the network user. At the transmitter base station, the
user facts are superimposed in the power domain NOMA, after which the user end is
subjected to phase noise cancellation. Due to insufficient elimination of the unwanted
user’s interference in the multiuser downlink, the desirable user’s interference is vul-
nerable to unsatisfactory successive interference cancellation (SIC). The key goal of
this survey is to decrease interference, i.e., phase noise in millimeter wave 5G systems
using the parametric phase noise filtering method.

Keywords: NOMA; MIMO; Mmwave; Phase noise; Bit error rate; 6G net-
works; Security and Privacy; SNR; Beamforming and OFDM

15.1 Introduction

The Fourth Industrial Revolution is predicted to user in a period of technology
advancement and digitization that will necessitate constant connectedness on the
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part of users. In order to meet the high connectivity requirements for systems that
include great data rates, energy-efficient systems, extremely low latencies, etc.
Therefore, the frequency domain is used to characterize phase noise. While a real
oscillator’s waveform displays “skirts” about the core or carrier frequency, an ideal
oscillator’s spectrum has the shape of an impulse. To determine the amount of
phase noise present in a unit bandwidth at an offset from the carrier power, the
noise power in this bandwidth is first multiplied by the carrier power [1].

A frequency synthesizer’s internal local oscillator (LO) produces the carrier
signal for both mixers. If possible, the target signal band should be convolved with an
impulse and translated to a lower (and higher) frequency without changing its shape.
However, if phase noise is present in the LO output, both the down converted and
unconverted signals for the receive and transmit pathways will be harmed. On
occasion, the intended signal may coexist in a channel with a significant interferer,
and the local oscillator may display finite phase noise. The down converted band is
formed up of two overlapping spectra when the two signals are combined with the
LO output, which causes the intended signal to suffer from substantial noise [2].

However, NOMA is thought to be a multiple access method to expand the
present wireless communication network. When no spatial separation is required in
the downlink, NOMA enables the optimizes of multiuser process and allots the
similar frequency properties to each user. Using a superposition approach, this is
possible. It is suggested to employ the Fourier transform to pulse-shape NOMA
signs [3] in order to reduce multiuser interference brought on by a flawed SIC.
According to analytical findings, Fourier transform with NOMA outperforms other
strategies in reducing SIC and thus minimizing the residual error brought on by a
faulty SIC.

Most academics view orthogonal frequency division multiplex-based fast
Fourier transform (OFDM-FFT) as a pulse shaping approach in downlink NOMA.
In addition, because its side lobes are spectrally constrained, the wavelet-centered
NOMA system performs better in symbol error rate (SER) even when the receiver’s
channel characteristics are not fully understood. The users with great channel gains
must interpret all of the signals from the other users in single carrier NOMA, which
increases complexity and decoding delay. The key to overcoming each interference
suppression weakness of FFT-NOMA is, therefore, wavelet transform-based
NOMA, which can be functional in a 5G mobile networks to meet rising connec-
tion difficulties [12].

The wavelet NOMA is evaluated under perfect SIC conditions in earlier
research, which means that unwanted user signals are entirely removed from the
wanted signal until it is convalesced. To get the desired user’s data, however, one
must delete all of the unwanted user signals after the complex signal if the
unwanted user’s Channel Information is insufficient. Due to the faulty SIC caused
by this, in addition to the desired user signal, a residual error also results. Therefore,
by SIC’s shortcomings, some residual inaccuracy is generated [18]. Our work
draws attention to the problem with NOMA systems that target more than two
users, channel issues, and problematic SIC at the receiver. Using FFT and wavelet
NOMA, we compare the residual error at users 2 and 3.
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Addressing the vast security and privacy issues, interference, and phase noise
in millimetre wave MIMO-NOMA and OFDM systems is particularly important to
the envisioned 6G networks. While 6G networks, which are anticipated to offer
even faster data rates, lower latency, and better connectivity, are still being
developed, 5G networks are already in use. The utilization of millimetre wave
frequencies, which are even higher than those utilized in 5G networks, is one of the
primary technologies being investigated for 6G networks.

Because of interference and phase noise’s great sensitivity at millimetre wave
frequencies, signal quality and data throughput can be severely impacted. This is
especially true for MIMO-NOMA and OFDM systems, which depend on sophisticated
signal processing methods to boost spectral efficiency and enhance general network
performance. Therefore, the successful implementation of 6G networks depends on
knowing and mitigating the impacts of interference and phase noise in these systems.

As 6G network development advances, research into interference and phase
noise in millimetre wave MIMO-NOMA and OFDM systems for 5G networks is
expected to continue and change. To enhance the performance of these systems at
higher frequencies, new methods for interference cancellation, phase noise cor-
rection, and other signal processing methods might be created. In addition, new
protocols and standards might be created to guarantee the seamless integration of
6G networks with current 5G networks.

15.1.1 Key contributions of the chapter
The results are the important contributions of this chapter:

(i) The chapter surveys the interference that exists in millimeter-wave MIMO-
NOMA and OFDM schemes.

(ii) The significant challenges and the prospects of phase noise in millimeter
wave 5G communication schemes.

(iii) For the reduction of interference and phase noise, use phase noise filtering
method to reduce together inter-carrier and inter-symbol interference in
MIMO-NOMA systems.

15.1.2 Chapter organization
Section 15.2 shows the related works on the MIMO-NOMA systems. Section 15.3
shows the system model of FFT-NOMA. Section 15.4 presents the uplink and downlink
NOMA network. Section 15.5 discusses the MIMO-NOMA systems, including resource
allocation, user clustering, monotonic optimization, combinatorial relaxation, power
allocation in NOMA, and security and privacy in 5G systems. Section 15.6 shows the
results and discussion. Section 15.7 concludes the chapter with future direction.

15.2 Related work

Systems for mobile wireless communication have become a need in contemporary
life. However, as devices become more numerous and diverse, it becomes
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necessary for numerous users and/or applications to share the same radio spectrum.
The mandate for the Internet of Things also brings the requirement to connect every
person and thing through it. However, the stringent restrictions of the current
communication networks prevent any system adjustments or enhancements that
would match these expectations. Certain academics and businesses have proposed
future technologies to meet the aforementioned stringent standards and take on the
issues facing future generations [9].

Numerous users can use non-orthogonal properties simultaneously in NOMA,
which produces excellent spectral efficiency. System ideas based on non-
orthogonality have recently drawn a lot of attention from researchers and are
being employed in communication networks. Since it does not require significant
network changes, power-domain multiplexing is simpler to implement.
Additionally, expanding bandwidth is not necessary to increase spectral efficiency.
In an ideal [15] environment, orthogonal multiple access (OMA) approaches can
achieve an acceptable system routine even with basic receivers since there is no
mutual interference between users, but they are still unable to handle the new
problems brought on by the rising needs for 5G systems and beyond.

The fixed power allocation technique can realize the different QoS needs. A
power allocation approach influenced by cognitive radio ensures that the user’s
QoS needs are met right away. Additionally, the system OP’s exact and asymptotic
formulas have been developed. The downlink MIMO-NOMA network power
minimization problem under full channel state information (CSI) and channel dis-
tribution information. The linear precoders that offer a higher total throughput
while also enhancing the throughput of the user with a low-quality channel were
constructed while also meeting the requirements of the QoS standard. It is also
demonstrated that higher distinctive channel gains are required to reach the extreme
number of users per cluster to realize an advanced NOMA presentation [16].

Since multicast beamforming provides improved sum capacity presentation
uniform for numerous users, it can also be suggested as a technology for MIMO
schemes. However, there are numerous uses for it. One approach relies on a sole
beam that can be utilized by all users and produces a common signal that everyone
picks up. Another tactic is to deploy a large number of beams that can be used by
different user groups, resulting in each group receiving a distinct signal [6]. In
particular, two users can share one beam. Since just two users with different
channel quality can share the proposed beam, it is likely to be simple to apply
clustering and power allocation methods to boost the overall capacity and minimize
interferences between clusters and users. The comparison between bandwidth for
various generations [38] is shown in Table 15.1.

Every receiver in SIC looks for more robust signals than the signal the user
is attempting to receive first. The received signal is further isolated from the
other signals when just the linked user’s individual signal is left. Then, by con-
sidering users with lesser power quantities as noise, separately user decodes its
specific signal. According to each uplink NOMA network to the BS, a mobile
user sends their signal. The signals of mobile users at the BS are located using
SIC iterations [17].
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Light cannot pass through walls, hence visible light communication (VLC) by
nature provides a greater level of data protection. Additionally, VLC is mainly
helpful in some delicate settings, like aeroplane cabins and hospitals, here inter-
ference to current radio frequency (RF) schemes is a concern by nature. The use of
NOMA to the downlink VLC situation has the possible to significantly improve the
presentation of VLC systems without harming the quality of light emitting diode
(LED) lighting, despite the significant disparities among the VLC channel and the
RF channel. The NOMA-enabled VLC functional in many contexts and circum-
stances, such as NOMA in VLC, more study must be done. Resource distribution in
NOMA-supported VLC is still a concern [10].

In a heterogeneous network (HetNet) that employs OMA, different users are
assigned separate time-frequency resources. OMA enables users to access the
network by using orthogonal channels, ensuring that each user’s transmission does
not interfere with others. When comparing OMA-enabled HetNet with the two-tier
NOMA configuration, it has been determined that NOMA may have an impact on
the performance of users at the cell edge.

A bandwidth-efficient data transmission technique, MIMO-OFDM, is utilized
in several of the most recent broadband technologies, including WLAN, WiMax,
LTE, and others. Phase noise, IQ imbalance, and other issues are the main down-
sides of analogue circuits. Here, data symbols are sent over significant low-rate
subcarriers using OFDM. Phase noise is exceedingly challenging to measure and
reduce [37]. The MIMO technology has been used to reduce the transmission non-
ideals.

15.3 System model of FFT-NOMA

The complexity of the system and other communication-related issues like
channel dispersion are significantly influenced by the choice of an appropriate
pulse-shape. Numerous characteristics of communication structures based on the
OFDM method include receiver designs that are less complex, toughness to

Table 15.1 Comparison between bandwidth for various generations

Generation Frequency (GHz) Wavelength (m) Bandwidth (GHz)

5G (millimeter wave) 28 0.0107 1.3
38 0.0079 1.4
46 0.0065 1.4
73 0.0041 5.0
83 0.0036 5.0

4G 2.1 0.1429 1.1174
2.6 0.1154

3G 1.8 0.1667
2G 0.8 0.3750

0.9 0.3333
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multipath delay spread, interoperability with MIMO systems, and straight for-
ward equalizers. A usual NOMA scheme model with two users, with user 1 being
the far user and user 2 being the close user to the base station (BS). This study
takes into account a three-user NOMA system model with a transitional user in
adding to the far and close users. Separately user’s data is divided into distinct
power levels and turned into a particular data stream using a superimposed
technique, enabling non-orthogonal multiplexing of all three users over the
wireless communication channel [25].

This study focuses on how interference between users 2 and 3 affects the
communication error rate between them. Imperfect SIC at the receiver will pro-
duce a residual inaccuracy if user 3 and user 1 channel estimation are inaccurate.
In our system model, wavelet filter banks are suggested to lessen the impact of
incomplete SIC. At the transmitter side, baseband modulation and source coding
are functional to the input data symbol. For each of the three users, variable
power is assigned based on the channel circumstances. The ideal oscillator output
becomes

m tð Þ ¼ A0 cos 2pfct þ qð Þ (15.1)

Here, A0 is the amplitude, fc is the carrier frequency, q is the phase offset,
m tð Þ is the frequency deviation of an oscillator and power spectral density N0 = v/p,
and v is the oscillator linewidth.

Various minimal symbol errors using multicarrier modulation, which employs
FFT for NOMA and the same wavelet technique for wavelet NOMA, data streams
can be sent over non-orthogonal subcarriers [30]. The MMSE equalization on the
receiver side, DFT filter banks are used to alter the existing data. After baseband
demodulation and decoding, user 1 recovers each user’s interference, and user 3
and user 2’s interference is eliminated using SIC. User 1 considers each user’s
interference as noise and interprets the interference as noise. The impact of user
interference is because of the wavelet NOMA that was recommended by this study
attempt as a way to lessen user interference. The block of phase noise in OFDM
systems [23] is shown in Figure 15.1.

In order to evaluate the SER performance of close, intermediate, and far users in
the downlink NOMA system, considering both ideal and idealized CSI values. Based
on the channel gains, the power issues are assigned to for each user individually in the
instance of QPSK modulation. When the expected signal is demodulated, it is
assumed that the channel is defective, which causes the SIC to be imperfect and leaves
residual error [8]. Users are thought to be equally spaced apart. Both FFT-NOMA and

Transmitted
bits OFDM

modulator Channel

e jϕ(t) w(t)

Received
bitsOFDM

demodulator

Figure 15.1 Block diagram of phase noise in OFDM systems
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wavelet-NOMA assume additive white Gaussian noise (AWGN) channel environ-
ments, hence channel equalization is not taken into account [28]. However, the
wavelet-transform-related NOMA method that combines NOMA as a multiple access
method and wavelet as a pulse shaping method is proposed in this study. The flow
diagram of SIC in millimeter wave NOMA systems is shown in Figure 15.2.

The interference caused by user 2’s data on user 1 and user 3 is the primary
subject of the research endeavor. The signal space for three users describes how
users with high transmit power affect users with relatively low transmit power who
are carrying out SIC. The Constellation opinions are rotated 45 degrees for the third
user to make it easier to understand user 1’s interference. User 2’s constellation is
centered on user 3, which is surrounded by user 3’s constellation [27]. So that user
1’s constellation is tilted 45 degrees toward user 2. This separation of each user
from the others allows for easy identification of all users. The scenario given in this
research effort has each user interfering with the other two participants. The circle
in the middle represents user 3, which affects the received superposed signal in the
same way as the added two high-power users. Where cross symbol indicates user 2,
which will only affect user 1.

Simulation parameters
of 5G signal generation

Association of users

Choose serving BS and
schedule two users

Power allocation

Near user Far user

SIC evaluation SIC evaluation

Decoding process

Output

Figure 15.2 Flow diagram of SIC in millimeter wave NOMA systems
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15.4 Uplink and downlink NOMA network

However, NOMA may simultaneously serve several users on distinct channels,
which improves user fairness and allows for lower latency and greater large con-
nectivity. Since the NOMA does not necessitate significant changes to the current
architecture, it is also well-matched with present and forthcoming communication
technologies [20]. In LTE-A systems, MUST makes advantage of superposition
coding idea for a multiuser communication. The deployment situations, assessment
methodology, and potential NOMA arrangement for the 3GPP radio access net-
work (RAN) have all been looked into, respectively, while employing MUST. For
any output sinusoid with noisy can be

c tð Þ ¼ ej2pfctþjq tð Þ (15.2)

Where q(t) is the phase noise random process over power spectral density, f c is
the carrier frequency. To put it another way, OMA’s poor performance renders it
inappropriate and unable to provide the functionality essential by upcoming gen-
erations of wireless communication systems. Therefore, experts believe that
NOMA is an excellent option for the next generation of MA techniques. Even while
NOMA contains many characteristics that could benefit future generations, nearby
are several problems that need to be resolved earlier it can be used to its full
probable. The block diagram of conventional NOMA systems [31] is shown in
Figure 15.3.

When linked to OMA, the computational difficulty of the receiver will rise in
NOMA since individually user must first interpret the signals of nearly other users
earlier decoding its individual signal. This will cause a longer delay. Additionally,
the BS should be informed of the channel gains of all users, although doing so
incurs a sizable channel state information (CSI) opinion upstairs. Furthermore, the
error chance of subsequent decoding will grow if any SIC procedures at any user
encounter faults. To prevent such error spread, the number of users should be
decreased.

Power domain
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Channel
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Figure 15.3 Block diagram of conventional NOMA systems
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It is predicted that till the user’s interference is recovered, each user’s
receiver will go through the SIC process in turn. Inversely related to the channel
conditions is the distribution of user power coefficients. More transmission power
is given to the user with a poor channel situation than to the user with a good
channel situation. The user with the maximum broadcast power, as a result,
immediately improves its signal lacking going through any SIC processes because
it perceives the indicators of other users as noise. However, other users are
required to do out SIC operations [36].

15.5 MIMO-NOMA systems

Using MIMO technology, wireless communication networks’ capacity and error
probability can both be significantly increased. The factors prevent the optimal
power allocation from being achieved. Technique with a reduced level of complexity
is necessary to maximize throughput. Conditions ergodic capacity is proposed. To
reconcile the highest sum of mobile users with the best sum rate that MIMO-NOMA
schemes are capable of achieving, entirety rate has modeled in two different ways.
Power distribution among user clusters is the goal of the first strategy. Another tactic
is to partition the users into several clusters, allowing each cluster to get orthogonal
spectrum resources in accordance with the preferred user grouping approach. The
efficiency of MIMO-NOMA and MIMO-OMA approaches for two users per cluster
across Rayleigh fading channels has also been investigated [19].

SINR thresholds even though the total number of people accepted and the sum
rate are the highest when they are equal, good results are still obtained despite the
fact that each user’s SINR threshold varies. The proposed method’s low level of
complexity increases linearly as user density in each cluster increases. A downlink
MIMO-NOMA network’s performance is introduced for the straightforward
situation of dual users or one cluster. When comparing the sum rate and ergodic
sum rate between MIMO-NOMA and MIMO-OMA, MIMO-NOMA performs
better [22]. The sentence also mentions that this result holds true when using zero-
forcing (ZF) precoding and signal arrangement together in a more realistic scenario
with multiple users grouped into clusters and sharing a transmit beamforming path.

To prevent the negative impacts of using many antennas at once, antenna range
methods have also been recognized as a potent remedy that can be practical to
MIMO schemes. These side consequences include expensiveness, redundant power
use, and hardware complexity. The benefits of variety that MIMO systems that can
provide are still present. As they were created for MIMO-OMA systems, some
works use antenna selection methods in MIMO-NOMA. The significant inter-user
interference in MIMO-NOMA schemes, unlike in MIMO-OMA networks where
information transfer occurs without hindrance, the improvements achieved in
MIMO-NOMA cannot be easily replicated [26]. Consequently, some works have
raised concerns and questioned the issue of selecting an antenna. The huge MIMO-
NOMA system for two users employs the user scheduling approach that is
employed in addition to a successful TAS scheme to exploit the sum rate for two
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situations. An effective search method is recommended for the first circumstance.
This technique seeks to select the antennas with the maximum channel gains while
restricting the search to a finite candidate set of suitable antennas for the users who
are interested. The phase noise for a free-running oscillator is

f tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
cB tð Þ

p
(15.3)

where B(t) is the Brownian motion and c is the diffusion rate. The standard
Brownian motion (wiener process) is defined as the random process.

The antenna–user pair that contributes the greatest to the overall channel gain
is picked because this algorithm precisely alters the percentage of the channel gain
defined by a particular antenna–user pair to the overall channel gain. In addition, a
hybrid antenna and user influence algorithm does not offer the greatest trade-off
among system presentation and difficulty. Sadly, neither the writers of nor the
authors of have conducted an analytical study of the system performance. However,
the max–min–max antenna selection strategy enhances the user’s immediate
channel gain when the channel situation is low, while the max–max–max method
offers the optimal choice when the channel state is good, state with a good channel
condition. Additionally, both proposed algorithms’ asymptotic closed-form for-
mulations of the regular entirety rates are assessed [9].

15.5.1 Resource allocation
The effectiveness of multicast beamforming is evaluated for a downlink MISO-
NOMA system in a humble model with two users using superposition coding. By
sharing a signal, multicast beamforming makes use of the beam to serve numerous
users within a cluster. BS’s transmitter primarily has many antennas and bases its
information stream on the multi-resolution broadcast idea, which only sends low
priority signals to users who are distant after the BS, or users have poor channel
value. Users with virtuous channel quality who are close to the BS receive together
high priority and low priority signals. A least power beamforming issue has also
been established using superposition coding to discover the beamforming vectors
and powers for both users. A downlink MIMO-NOMA network’s BS performs
random beamforming [39]. According to the system classical, each beam is
expected to be utilized by every user within a single cluster and to have an equal
distribution of transmission power. To reduce inter-cluster interference, it is advi-
sable to employ the zero-forcing beamforming technique, especially when different
channel quality users are anticipated. Additionally, user–cluster algorithms and
dynamic power allocation have been suggested in order to maximize throughput
while minimizing interference.

Numerous studies have looked at the case of a perfect CSI, there is a resource
allocation issues related to maximizing the sum rate. Two users in a single cluster
with two dissimilar precoder implementations are involved in this challenge. It
investigates the downlink MISO-NOMA system sum rate maximization problem
[21]. However, a complex vector is used to weight each mobile user’s sent signal.
Moreover, the minorization–maximization method is recommended as an
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approximation in order to avoid the high computing complexity associated
with non-convex optimization problems. The main goal of the minorization–
maximization technique, which assumes perfect CSI, is to create complex
weighting vectors that maximize system throughput for a given order of users. A
downlink MIMO-NOMA scheme with various beams and perfect CSI existing at
all nodes, BS transmissions precoded signs to all mobile users, meaning that each
beam serves a number of users [29].

15.5.2 User clustering
Since large MIMO technology may guarantee substantial antenna diversity at a lesser
cost, their performance over NOMA has also drawn a lot of interest. For instance,
study a massive MIMO-NOMA system with little feedback, in which the BS has
many more broadcast antennas than the customers’ receive antennas. As a result, the
superimposed code maximization strategy performs better than the orthogonal one
when there are more mobile users and higher levels of mobility. Routine of massive
access MIMO schemes, in contrast to massive MIMO, when the number of users
surpasses the quantity of antennas engaged at the BS [23]. An iterative detection
algorithm is commonly used in mmWave systems to handle multiuser detection with
low complexity. This algorithm aims to minimize the mean square error and achieves
fast convergence in terms of both mean and variance.

In order to lessen interbeam interference, a precoding approach based on the
zero-forcing (ZF) principle has also been proposed. Additionally, a dynamic power
allocation method and iterative optimization approach are suggested to increase
sum rate while reducing complexity. One of the user scheduling strategies effec-
tively handles multiple interference, while the other maximizes multi-collinearity
among users, depending on how the signal space alignment is set up. Hereafter,
change the non-convex constraints into their approximate inner convex forms.
Additionally, it is demonstrated that using a maximum multicollinearity scheme
results in a greater sum rate of centre users and a higher energy efficiency when less
power is sent.

The mmWave-NOMA transmission scheme’s outage sum rate [28] can be

RNOMA
sum ¼ P M ¼ 1ð Þ 1 � R1jM

OMA

� �
R1 þ

X1
k¼2

P M ¼ kð Þ

� 1 � Po
iIM

� �
Ri þ 1 � Po

jjM
� �

Rj

� �
(15.4)

By using mmWave-OMA, the sum rate may be expressed as

ROMA
sum ¼ P M ¼ 1ð Þ 1 � R1jM

OMA
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(15.5)
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Conditional outage probability when OMA is applied is indicated by R1jM
OMA.

The number of users in the disc is Poisson distributed, therefore user i will treat
message as noise and immediately decode its information (M users in D).

As was already established, NOMA capacities to meet the IoT’s demand for
quick service for small packet communications from a large quantity of users. As a
result, research on MIMO-NOMA performance for IoT is a common theme in the
literature. In a MIMO-NOMA downlink system, one transmitter is assumed to be
delivering information to two users. The second user has a larger data rate whereas
the first user has a little data rate, or minor packet transmission. Investigations
focus in particular on outage performance when precoding and power allocation
methods are used [11]. Additionally, it is demonstrated that NOMA still has pro-
mise even when channel and user attributes are similar.

15.5.3 Monotonic optimization
Due to its inherently combinatorial character, user clustering is generally a chal-
lenging problem. In fact, it has been demonstrated for downlink that allocating.
Connecting users in NOMA to orthogonal resource blocks, such as subcarriers and
subchannels, is a challenging task known to be NP-hard. To address this issue,
greedy user clustering algorithms have been proposed, leveraging positive corre-
lation for effective user grouping. It has been widely used to compare the difference
between channel gain and performance gain [32]. But as a result, the performance
advantage may not be distributed equally throughout the numerous clusters.
According to the users, it should initially be separated into two collections based on
their channel gains to overcome this issue. Then, I is matched with the user in group
one with the highest channel gain that is equivalent to group two, and so on.
Furthermore, it has been demonstrated that using the right power allocation in
conjunction with this user clustering strategy can produce the best result. This is
only applicable to channels with flat frequency. These user clustering techniques
based on channel gain are simple. However, because they are heuristic methods,
their performance could be unstable. Systematic frameworks should be used to
establish a balance between complexity and efficacy [30].

Due to intra-cluster interference, the resource distribution difficult in NOMA
systems is typically non-convex. As a result, utilizing the convex optimization
theory to find the best solution is quite difficult. Convexity should therefore not be
the only property used. Among these, monotonicity is a crucial characteristic that
can be applied to solve non-convex issues. It provides an ideal solution to the
combined power and subcarrier distribution that is difficult via monotonic opti-
mization [29].

15.5.4 Combinatorial relaxation
The binary variable that links a person to their associated cluster presents the
fundamental difficulty in user clustering. The unique NP-hard difficult may fre-
quently be converted into a convex difficult by soothing this binary variable into a
uninterrupted one. Convex optimization can then be used to find the best solution.
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Keep in mind that methods like rounding should be used to retrieve the binary
variables [14]. This kind of unwinding and healing, nevertheless, frequently out-
comes presentation break among the unique issue and the calm one. By matching
theory and game theory in NOMA systems, user clustering has recently seen a
widespread use of game theory. It should be noted that the conventional adopts
coalition game, in which each user’s objective is to maximize its personal utility
rather than enhancing system performance.

The particle swarm optimization technique, which modifies the effectiveness
purpose for each user in the direction of a global optimal solution, is used to
improve the coalition game that is planned in as a way to combat this. For a
mmWave NOMA system, a Stackelberg game strategy is suggested by taking user
clustering as the leader and power distribution as the supporter, with the exception
of the coalition game. The unilateral equilibrium deviation and distributed imple-
mentation are the main drawbacks of game theory-based strategies [23].

The aforementioned methods’ computational complexity might be too great
for actual execution. To solve this problem, it is a good idea to refrain from com-
paring candidate user pairs needlessly for user collections that are not suitable for
NOMA multiplexing. The prior user clustering techniques also do not take into
account the possibility that there might not be enough strong. After each robust user
is balancing with its partner in this condition, there can be still weak users left over.
A hybrid strategy that uses OMA to reach the remaining users can be used to handle
this. However, this denies these consumers the benefits that NOMA offers. The
perception of virtual user clustering, in which a strong user, two weak users, and a
third user share a frequency band, can be used as an alternative to implement
NOMA. The bandwidth is split equally between the strong and one weak user and
third weak user and the strong user [24].

15.5.5 Power allocation in NOMA
Due to user multiplexing in the power field, PA is crucial in NOMA. The control of
interference, rate circulation, and even user charge are all directly jammed. A bad
PA could cause a system breakdown due to SIC failure as well as an unjust rate
allocation among consumers. Users’ channel circumstances, CSI availability, QoS
supplies, total power constraints, system objects, and other factors need to be taken
into account while creating PA methods. Thus, the objectives of PA in NOMA are
to either increase the amount of admitted users, increase the total rate, or increase
energy efficiency (EE), or justice that is balanced while using the least amount of
energy. A classification of the numerous PA techniques that have been put out in
the works to address dissimilar facets of PA in NOMA. The two subsections that
follow focus on single-carrier (SC) systems and multiple-carrier (MC) systems,
respectively, as we introduce PA [5].

To exploit the total rate, three proposed techniques are integrated, though. In
the first, weighted sum rate maximization suggests creating a unique beamforming
matrix for each beam that takes advantage of all CSI at the BSs. In the second
approach, each mobile user’s super SIC is intended to be at the receiver. In order to
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fully profit from SIC, channel gain differences between clusters must be strong, and
channel correlation among mobile users must be high [34]. The fourth one aims for
the optimization with fixed power allocation, providing a greater sum rate as well
as practical presentation for the user with poor channel quality. It is researched how
much transmission power can be used by each mobile user [44–46].

Due to resource constraints, spectral efficiency (SE) and energy efficiency
(EE) are two essential presentation indicators in 5G networks. The NOMA allo-
cates the same resource blocks to different users based on their power level, it is
remarkably effective in terms of both spectrum and energy. The rate of the total
capacity over the BS’s overall power consumption [29] is known as

Energy efficiency ¼ R

Ptotal
¼ SE

BT

Ptotal
bits=Jouleð Þ (15.6)

where BT is the transmission bandwidth, Ptotal is the total signal power used by the
BS, and R is the sum capacity.

In terms of bps/Hz, SE can be represented as RT /W. Like in the majority of
wireless networks, SE and EE cannot be optimized simultaneously in NOMA
networks.

15.5.6 Security and privacy in 5G systems
The major drawback of wireless communication systems is interference. The
foundation for the parametric phase noise reduction strategy is the security in
MIMO-NOMA systems utilizing parametric amplifier working in its instability
area in a non-autonomous feedback loop connected at the output of a noisy oscil-
lator. A system can function at particular regions where it behaves like a para-
metrically driven Duffing resonator, effectively becoming resistant to the phase
variations that affect the oscillator output signal. The Parametric Phase Noise
Filtering (PFIL) prototype is used in application at very high frequencies. The PFIL
prototype has successfully reduced the phase noise at the output of a commercial
signal generator. This phase noise suppression technique has been demonstrated,
indicating the potential for implementing passive, low-cost phase noise cancella-
tion circuits [33].

The majority of recent MIMO-NOMA research focuses on capacity and sum
rate optimization issues. However, wireless communication scheme presentation
in terms of symbol error rate (SER) is also very important. The SER performance
in MIMO-NOMA networks is examined using the least Euclidean distance pre-
coding method. Two-user MIMO-NOMA is examined for a straightforward
broadcast scenario. However, two-user pairing techniques are used to make the
practical example of a multiuser MIMO-NOMA system more easily realizable.
Time, frequency, space, code, and power are the key resources used by wireless
communication systems [13]. A NOMA cluster is created by the multiple users
that can be accommodated by each resource block (RB) in NOMA systems. It is
crucial to consider how to distribute power and divide the users into NOMA
clusters [41–43].

362 Security and privacy schemes



CPE and ICI serve to describe phase noise distortions. When the subcarrier
spacing is increased, the phase noise that causes ICI can be decreased. CPE and ICI
are the two impacts that the phase noise causes. The phase shift of each subcarrier is
the cause of the common phase error [11]. Inter-carrier interference is the loss of
orthogonality all neighboring subcarriers. By employing scattered pilots and data
detection, common phase error can be eliminated. Gaussian noise is how ICI behaves
[12]. The two impacts will harm SINR and synchronization. Each and every sub-
carrier shares CPE. The CPE’s time-varying component is referred to as its
frequency-dependent component. This will produce the unwanted and damaging ICI.

15.6 Results and discussions

Any local oscillator will experience phase noise. The oscillation’s power is dis-
persed over neighboring frequencies to create the noise sidebands. The phase noise
is enhanced by the factor referred as 20 log(N) dB if the wave’s frequency is
amplified by a factor of N. Any wireless communication system’s system perfor-
mance will be harmed by phase noise because it lowers signal quality and raises bit
error rate (BER). The local oscillator’s random variables are known as phase noise.
The phase noise has increased as a result of the oscillators’ flaws, and this has led to
unpredictable fluctuations in the oscillator output. Both the transmitter side and the
receiver side experience the phase noise, which results from the oscillator jitter.

In the context of the Fourth Industrial Revolution, robots are taking over a
number of human jobs. It aspires to produce more effective mobility based on a
variety of factors, including self-driving automobiles, intelligent industries, smart
cities, legal and medical advice, and the employment of smart drones for a variety
of purposes, with military. The Fourth Industrial Revolution is enabled by 5G
communications, which include beamforming, huge MIMO, mm-wave commu-
nications, and device-to-device communication. The end result of using NOMA is
to increase spectrum efficiency while maintaining appropriate user fairness [35].

It has the potential to completely alter how future radio access solutions are
developed. Numerous cutting-edge communication methods that will be utilized in 5G
and beyond are compatible with NOMA. The description about NOMA concept
without performing a detailed scientific analysis [40]. Instead, the presentation focuses
on conventional NOMA with MIMO considering the zero-forcing receiver in the
downlink transmission. The simulation includes two NOMA users with power allo-
cation values of (1, 0.5), where the first number represents the power of the reference
user and the second number represents the power of the interfering user (3 dB below).
During the downlink transmission, the BS simultaneously provides signals to both
users at different strengths. In NOMA, users with poorer channel conditions receive
more power, indicating a power allocation strategy based on channel quality. Users
with worse channel conditions receive more power under NOMA. The practical esti-
mator and the actual channel of OFDM systems are shown in Figure 15.4.

The BS provided the two user signals concurrently and at two different
strengths during the downlink transmission. Users with worse channel conditions
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receive more power under NOMA. Additionally, users in the cell’s edge are more
vulnerable to inter-cell interference, necessitating more power to maintain a rea-
sonable signal-to-noise ratio. These power scales can naturally alter due to fading
effects and the power management employed to counteract them [38]. By mea-
suring the BER as a function of Eb/N0, where Eb is the energy of the transmitted
bits and N0 is the one-sided power spectral density of the noise, using the para-
metric phase noise filtering approach, the performance was assessed using Monte
Carlo simulations. The SC-FDE and perfect channel estimations were pre-
summated with QAM modulation and a block length of N = 256 symbols
(equivalent findings for various values of N, provided that N). The comparison of
transmit power and BER in NOMA systems is shown in Figure 15.5.

The BS provided the two user signals concurrently and at two different
strengths during the downlink transmission. Users with worse channel conditions
receive more power under NOMA. Additionally, users in the cell’s edge are more
vulnerable to inter-cell interference, necessitating more power to maintain a rea-
sonable signal-to-noise ratio. These power scales can naturally alter due to fading
effects and the power management is employed to counteract them [38]. By mea-
suring the BER as a function of Eb/N0, where Eb is the energy of the transmitted
bits and N0 is the one-sided power spectral density of the noise, using the para-
metric phase noise filtering approach, the performance was assessed using Monte
Carlo simulations.
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The heterogeneous networks (HetNet) are a good way to increase capacity
while maintaining low costs and smart resource management in the setting of 5G
needs. As opposite to a homogeneous network, which only has one BS in indivi-
dually cell, HetNets have additional small BSs named micro-BS and pico-BS, in
addition to the major BS. To improve spectral efficiency and sum of supplied users,
these lesser BSs with fewer transmit powers and lesser coverages are connected
inside the macrocell’s coverage area. Maintaining user fairness is one of the major
issues of HetNet’s. The comparison of transmit power and outage probability in
NOMA systems is shown in Figure 15.6.

Due to its enormous bandwidth resource, mmWave communication stands out as
one of the most favorable technologies for 5G and elsewhere. IoT and cloud-assisted
vehicle networks are two situations where it can be applied successfully. However,
because mmWave systems transmission is very directed and users’ channels are highly
associated, their performance is significantly diminished. On the other hand, such a high
correlation is a favorable circumstance for the use of NOMA. Therefore, mmWave
and NOMA integration is ideally suited to offer a huge connection in dense nets. The
use of NOMA in mmWave has been examined in a variety of contexts and circum-
stances, and NOMA has been demonstrated to be more effective than OMA. The
NOMA-based mmWave networks research is still in its infancy. To further improve
the system performance, multidimensional research are needed. The comparison of
transmit power and achievable capacity in NOMA systems is shown in Figure 15.7.

By adopting layered transmission, each mobile user decodes signals throughout
SIC sequence by sequence, which results in a significantly lower level of decoding
difficult than in the case of non-layered transmission. It uses beamforming and user
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selection. The outage shows for both uplink and downlink systems in a MIMO-NOMA
architecture with single-cell and multicell. Furthermore, by utilizing two power alloca-
tion methodologies, a suitable trade-off between fairness and throughput has been made.

15.7 Conclusions and future scope

5G is a key user of the Fourth Industrial Revolution since it supports point-to-point
connectivity, greater communication speeds, and reduced latency than 4G. The
NOMA is a capable multiple access for upcoming 5G releases, and it surveys
particularly well for mMTC. NOMA has acknowledged as a robust choice among
all MA procedures since it possesses key characteristics to get beyond OMA’s
shortcomings and fulfil the requirements. NOMA is superior to OMA: (i) spectrum
efficiency and throughput OMA, like OFDMA, assign a precise frequency resource
to individual user regardless of that user who is experiencing excellent or corrupt
channel situations. However, the entire system has low spectral efficiency and
throughput. Contrarily, with NOMA, several mobile users simultaneously share a
single frequency resource with together good and terrible channel conditions. The
resource that was granted to the weak user is used by strong user, and SIC at
receivers can lessen interference. Massive connectivity cannot be supported by this
strategy. NOMA was briefly demonstrated. This survey clearly shows interference
reduced in millimeter wave NOMA systems compared with OFDM systems using
parametric phase noise filtering method. In future, we are going to implement 6G
mmWave systems in massive MIMO-NOMA and OMA systems.
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Chapter 16

A generative adversarial network-based
approach for mitigating inference attacks in

emerging wireless networks
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Abstract

The proliferation of smart, connected, always-listening devices has introduced
significant privacy risks to users in wireless networks comprising dense massive
devices. Beyond the notable risk of eavesdropping, intruders can adopt machine
learning techniques to infer sensitive information from audio recordings on these
devices, resulting in a new dimension of privacy concerns and attack variables for
wireless network users. Techniques such as sound masking and microphone jam-
ming have effectively prevented eavesdroppers from listening to private con-
versations. In this study, we explore the problem of adversaries spying on wireless
network users to infer sensitive information with machine learning techniques. We
then analyze the role of randomness in the effectiveness of sound masking for
mitigating sensitive information leakage. We propose a generative adversarial
network (GAN)-based approach for privacy preservation in the network, which
generates random noise to distort the unwanted machine learning-based inference.
Our experimental results demonstrate that GANs can be used to generate more
effective sound masking noise signals which exhibit more randomness and effec-
tively mitigate deep learning-based inference attacks while preserving the seman-
tics of the audio samples in wireless networks. The GANs would find useful
applications in addressing the proliferating privacy and security concerns in 5G and
the envisioned 6G wireless networks.

Keywords: 6G wireless networks security; Privacy-preservation; Dense
massive devices; Generative adversarial networks; Information leakage
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16.1 Introduction

The presence of “always listening” devices in a user’s environment poses sig-
nificant privacy concerns, as an adversary may leverage these devices to eavesdrop
on a user’s private conversations. With the proliferation of Internet of Things (IoT)
smart home devices, the number of microphone-bearing devices in residential
homes has increased exponentially over the past decade resulting in an increased
attack surface for adversaries. A typical case study in [1] showed that researchers,
with minimal coding effort, converted an Amazon Echo smart speaker into a spy
device for eavesdropping on homeowners. Similar studies [2,3] have suggested a
wide range of adversaries, including IoT platform owners, app developers, device
manufacturers, and solution providers.

The ability of generative adversarial networks (GANs) to create high-
dimensional data has been researched [4]. This study seeks to correlate the rela-
tionship between high-dimensional data in GAN-generated audio samples and
increased randomness. The use of sound masking noise signals has been an
important technique in protecting user privacy against eavesdroppers who attempt
to gain unauthorized access to users’ private conversations. One recommended
approach for protecting user privacy in smart homes from always listening devices
is using sound masking by adding white noise to audio signals [5]. White noise
includes all frequencies at equal energy. However, generating audio signals that
sound more comfortable to listeners is more desirable. As such, only the specific
frequency spectrum required to increase privacy is produced with minimal
distraction.

Providers and vendors of smart wireless devices have argued that connected,
always-listening devices such as Amazon Echo speakers implement a temporary
buffer [6] that prevents the device from continuously recording user conversations.
In addition, users can review and delete their voice recordings through the app or
voice commands. While these techniques are a reasonable proposition, their
effectiveness is not yet proven in preserving user privacy, especially since the
attack surface increases with Internet connectivity and accessibility to various
third-party apps. Moreover, this requires complete trust in several providers
(hardware, software, etc.) and the insiders within the organization, which may not
always be guaranteed.

This study explores risks beyond eavesdropping and considers information
leakage in smart home environments. An information leakage attack provides a
larger attack surface because the adversary can deduce or infer sensitive informa-
tion with the aid of computation and machine learning techniques. For example, an
adversary can infer that there is an infant child in the home, can infer the race and
gender of the occupants, or activities being performed in a home by merely running
inference attacks on the smart home devices [7,8].

Sound-based inference attacks may provide greater incentives to adversaries.
For example, they can get thousands of users to download an app and infer certain
sensitive information, such as behavioral patterns for a large number of people,
which can then be used for commercial purposes such as advertising and sales
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targeting [9]. An adversary may also use such information for more malicious
purposes, which could jeopardize the safety of the smart home occupants, such as
inferring home occupancy and planning a robbery attack [10].

Our contributions from this study are twofold. In our first contribution, we
demonstrate that GAN-generated noise results in better performance in mitigating
machine learning-based information leakage inference in smart home environments
due to the increased randomness in the GAN noise. We show the relationship
between randomness in audio signals and the effectiveness of a sound-masking
noise signal in preventing sensitive information leakage.

For our second contribution, we introduce a novel GAN structure for produ-
cing sound-masking noise signals that are proven to be truly random. We adopt
existing frameworks for measuring the randomness element in discrete signals and
demonstrate that the GAN-based audio noise signals have more entropy-based
randomness compared to digitally generated white noise signals.

The novelty of our research is demonstrated in the following ways. To the best
of our knowledge, this is the first study to investigate the use of GAN-based noise
for mitigating sound-based privacy leakage inference attacks targeted against smart
home environments.

Also, this is the first study, to the best of our knowledge, to investigate the
effect of randomness on the ability of a sound masking noise signal to mitigate
sensitive information leakage. Our findings show that information leakage miti-
gation is strongly correlated with the randomness element in the sound masking
audio signal.

We further demonstrate that GANs can generate noise signals which can
effectively mitigate sound-based privacy inference attacks while maintaining the
semantics of the audio signal, as shown in Section 16.6.3.

The presented GAN-based approach for privacy preservation in the wireless
network would find a useful application in emerging wireless networks such as the
beyond 5G and 6G networks. Specifically, the GAN-based technique would pro-
vide robust security against sophisticated attacks on open wireless communication
channels. This will help to protect sensitive user data on the wireless edge and
guarantee the confidentiality of critical user information over the channels.
Additionally, the security framework will enhance trust and safety among all par-
ties in the wireless ecosystem.

16.2 Related work

Existing research for privacy preservation/information leakage prevention with
noise distortion has focused on signal jamming – to distort the signal and prevent an
eavesdropper from listening. No existing solution has utilized generative adver-
sarial networks to create noise distortion. Similar work [11] has also used ultrasonic
transmission to jam nearby microphones.

Lei et al. [12] proposed a physical presence-based access control mechanism
that ensures that physical presence is detected before activating the “wake word” in
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voice assistants as a security measure or before accepting voice commands from a
voice-activated digital assistant. While this technique is effective, carefully crafted
malware can effectively fool this safeguard [13]. In addition, the presence of a
home occupant is not a deterrent for an intruder who is deploying and executing
malware remotely since the malicious app will most likely operate saliently and
quietly. The authors in [14] proposed a Doppler radar-based liveliness detector to
prevent spoofing attacks on voice assistants and ensure a human is present before
accepting voice commands. The work of [15] proposes a framework that imple-
ments a solution that jams the device microphone until the user issues a voice
command.

Authors in [16,17] discussed the limitations of GANs in that it learns the data
distribution from the dataset and tends to remember the training samples, which can be
used to infer sensitive information from the dataset. The authors thus propose approa-
ches to incorporate privacy preservation techniques into the structure of the GAN.

Researchers have investigated the use of noise audio signals for privacy pre-
servation in smart environments, such as in [18], where a noise generator was
proposed for preserving privacy in smart tactical platforms. In [19], researchers
exploited audio masking to prevent sensitive information leakage in smartphones.

The feasibility of inferring sensitive information in smart homes has been
studied in numerous contexts. In [20], user activities such as walking and sleeping
could be inferred by observing the network traffic in a smart home. Even when
such traffic is encrypted as in [21], an adversary can still perform information
leakage attacks on the smart home, compromising user privacy, and confidentiality.

Several attempts have been made to explore the usage of GANs in network
security. The authors of [22] proposed the use of GANs for defending against
adversarial attacks in network security.

From our literature review, we observed that no published work had explored
the use of GANs to generate audio noise signals to mitigate audio inference attacks
in smart home environments. Our research, therefore, seeks to close this gap.

16.3 Problem statement and proposed solution

Several users have installed various IoT devices to make their homes smarter.
These devices are always connected, measuring and collecting data about the
environment. An adversary can use the information from those sensors to infer
sensitive information about the occupants of the home. This raises significant
privacy concerns. For example, researchers have been able to infer the TV content
of home users by listening to the sound from the TV [23].

While it is easy for someone familiar with the movie to tell just by listening to
the audio sound if the person is in close proximity to the home, the proliferation of
smart, connected devices that are always listening creates a larger attack surface.
This means that IoT devices or smartphones could be accessed remotely without
the owner’s authorization or consent to deduce and infer such sensitive content. We
term this for the scope of this study as an inference attack.
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As machine learning algorithms become more sophisticated, adversaries will
utilize machine learning and deep learning techniques to compromise the privacy
of smart home users. In one of such attack variations, an adversary could seek to
intercept digital voice assistants, which are very common in many smart home
environments and are incorporated into various devices, such as smart speakers,
smart refrigerators, and smartphones. In order to prevent sensitive information
leakage from digital voice assistants, which are heavily integrated into smart home
devices, we need to understand how an adversary can achieve such information
leakage and the risk associated with it as well as the consequences of such leakage.

16.3.1 What is an inference attack?
In the context of this study, an inference attack occurs when an external party infers
sensitive information from data that they have access to [20]. Deep neural networks
(DNNs) are widely used for various audio processing tasks, which fall under two
broad categories: audio analysis and audio synthesis/transformation [24]. Our study
represents a borderline between these two categories where we draw a distinction
between the two categories and differentiate between audio recognition and audio
inference. In this study, we focus on audio inference aspects whereby our target is
not to recognize what was said but what could be inferred from what was said.
Figure 16.1 illustrates the difference between eavesdropping and inference.

Consider a similar case scenario in which a user downloads a malicious app
that exploits the “always listening” capability of a smart device and then runs a
script to infer the user’s movie preferences. This is also an example of an infor-
mation leakage attack.

16.3.2 MaskGAN: our proposed solution
In our proposed solution, we utilize GANs [25] to generate sound masking audio
noise to mitigate the information leakage as a result of the machine learning-based
inference. More details about the MaskGAN structure is provided in Section 16.4.5.
The advantage of our proposed solution is twofold. First, GANs, due to the lack of a
deterministic bias [25] can generate synthetic data samples that are truly random.
Our objective in this study is to investigate if the noise generated by MaskGAN can
mitigate information leakage while preserving the semantics of the audio, as shown

Eavesdropping
(audio recognition)

Information leakage
(audio inference)

What is the content of
the speech?

What can we infer from
the content of the

speech

Figure 16.1 Eavesdropping vs. inference
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in the results (Section 16.6). The second advantage is that our solution is inde-
pendent of the smart home device manufacturer, vendor, or solution provider and is
completely within the control of the user. We ensure that the noise generated by the
MaskGAN does not exceed a sound intensity of 45 dB, which is within the comfort
zone for human hearing [26].

In this study, we seek to understand the role that randomness plays in sound
masking privacy preservation. We conduct experiments to determine if our GAN-
based approach for generating sound masking noise signals can produce audio
noise signals that exhibit more randomness compared to white noise.

16.3.3 Research questions
Our study seeks to answer the following research questions:

1. Are GAN-generated noise samples effective for information leakage preven-
tion in smart home environments to deter various adversaries from inferring
sensitive information from user conversations?

2. Can GAN-generated noise samples be used to deter adversaries from inferring
sensitive information from smart home devices while maintaining the seman-
tics of the audio samples?

3. Are GAN-generated noise samples more random compared to white noise?
What role does randomness play in improving the ability of privacy-preserving
sound masking techniques to prevent the risk of inferring sensitive information
from “always listening” smart home devices?

Our findings to these three research questions are reported in the results
(Section 16.6).

16.4 Threat model

The threat model in our study assumes an information leakage scenario in which an
adversary accesses audio files from an “always listening” connected device in a
smart home and infers sensitive information such as user demographics or activities
of the home occupants. Figure 16.2 illustrates our threat model.

We assume the adversary is anyone other than the legitimate smart home
device’s data owner. The adversary could be a device manufacturer, an insider, an
authorized third-party app developer, an unauthorized intruder such as one who
deploys a malicious app, or a possible state actor, as discussed in [27]. The
adversaries have different capabilities, but it is assumed that all adversaries can
access the smart home device either physically or remotely. The threat model
illustrated in Figure 16.2 illustrates an unauthorized third-party adversary who
deploys a malicious app onto the smart device through physical access or a
phishing attack. The malicious app compromises any existing protection, e.g., the
temporary buffer which prevents the smart device from continuously recording
conversations [6]. Different adversaries follow the same pattern of attack against
the end-user with the same end goal – in which sensitive information the smart
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device user has not given consent to is inferred and ultimately used for the adver-
sary’s gain. We note that there are various capabilities for the different adversaries
and various types of attacks that each of the adversaries can launch based on their
capabilities, such as eavesdropping, inference attacks, or other malicious purposes.
For the scope of this study, however, we focus only on inference attacks, in which
the adversary applies machine learning techniques to infer sensitive information
from the audio recordings from those devices.

It is also assumed that the adversary has full knowledge of the model in what
could be referred to as a white box attack. The adversary gains access to the
recordings and carry out an inference attack on the recorded conversation. In our
experimental approach, three different DNN models, namely the convolutional
neural network (CNN), recurrent neural network (RNN), and the convolutional
RNN (CRNN), were used to infer sensitive information from the audio
recordings.

16.4.1 Solution overview
GANs [25] belong to the set of unsupervised deep learning algorithms known as
generative models, which learn the underlying hidden structure of given data
without specifying a target value. Generative models typically generate synthetic
inputs x0, given input data x, by learning the intrinsic distribution function p(x) of
the input data, in contrast to discriminative models, which tend to model the con-
ditional probability distribution function pðyjx), for a given function y(x), gen-
erative models are direct density implicit models which model p(x) without
attributing the probability distribution function.

1. Deploys
malicious app

to device

2. Overwrites
temporary

buffer

4. Runs machine
learning inference

on device

3. Records and
obtains audio
files from user

Adversary
Has capability to

deploy malicious app
to device remotely
either physically or
via phishing attack

Asset
Is a smart connected
device, with always
listening capabilities

Information leakage
Sensitive information

leaked and transmitted to
remote command center

Figure 16.2 Threat model
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16.4.2 Audio features representation
Feature representation of the audio signal plays an important role in the deep
learning model’s ability to infer sensitive information from an audio sample. We
consider the task of feature representation for this study different from that of audio
classification tasks since the features that serve best for audio classification might
not adequately suffice for inferring sensitive information [28]. As a basic founda-
tion, the upper layers of a DNN are best suited for performing feature extraction. In
contrast, the lower layers are established to perform class discrimination [29] to
output the target class. While it is possible to use Mel frequency cepstral coeffi-
cients (MFCCs) for the acoustic feature representation, since our study utilizes
deep learning models, this approach is ignored because spatial information is lost
from the MFCC.

An alternative representation known as the spectrogram consists of a temporal
sequence of spectra. It can be obtained by omitting the discrete cosine transform
(DCT) to yield the log-mel spectrum [24]. Figure 16.3 shows an illustration of
spectrogram images for an audio sample in our dataset and a white noise sample
generated for our experiment.

Even though the spectrograms are similar to images, the approach for audio
processing using DNNs is considered to be different from image classification due
to the variation in value distribution for audio samples as compared to image
samples.

We desist from using the time-domain waveform samples of the audio repre-
sentation since they do not capture sufficient spatial information, which is crucial
for our machine learning model and technique.

16.4.3 Neural network models
In the past, it was common practice to model and analyzed audio signals using
Gaussian mixture due to their mathematical elegance [24]. However, in recent
times, DNNs have been shown to be more accurate for audio processing, and
classification tasks [30]. In this study, we examine the performance of three types
of neural network models, namely – CNN, RNN, and CRNN, for our task of
inferring sensitive information from audio samples.

Audio sample White noise

Figure 16.3 Mel spectrogram of audio sample vs. white noise
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A CNN consists of a series of convolutional layers passed through pooling
layers, followed by one or more dense layers. Since our study is based on spectral
input features from the Mel spectrogram, a two-dimensional time-frequency con-
volution is used for computing the feature maps, which are further downsampled by
the pooling layers. The optimal parameters for the CNN are obtained experimen-
tally based on the validation error observed during the training process. Recurrent
neural networks (RNNs) are well suited for sequence modeling tasks such as audio
processing [31] due to the fact that they intrinsically model the temporal depen-
dency in the input features. A CRNN [32] is an extension of the CNN in which an
RNN is implemented to process the output of a CNN. While the purpose of the
convolutional layers is to perform feature extraction, the recurrent layers enable the
model to make sense of the longer temporal context.

The audio samples are all processed into 16-bit, 48 kHz wave format before
being converted into spectrogram images. After the audio samples are pre-
processed into spectrogram images, spectral feature extraction is carried out, and
the input is then fed into the DNN classifiers. Figure 16.4 shows a diagrammatic
representation of the solution architecture.

16.4.4 Noise generation methodology
Our solution is based on the premise that GAN-generated noise, when combined
with audio recordings from the smart home device, reduces the effectiveness of
machine learning-based inference from the audio recordings. This enhances smart
home user privacy from various forms of adversaries with varying capabilities
discussed in the preceding paragraph. Our results from Section 16.6 highlight more
details on this.

The GAN noise signal is generated by an external device that is permanently in
the smart home user’s environment and constantly producing noise signals which
when combined with audio recordings from the smart home device prevents an
adversary from inferring sensitive information from the audio recordings. The noise

Audio

sample

White

noise

Audio

sample

Audio

sample

GAN

noise

DNN

classifier Output

Figure 16.4 Solution architecture
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amplitude of the external noise generator is audible for human perception, but it
should not exceed the acceptable noise threshold for human comfort.

In this study, we evaluate the effectiveness of the GAN noise with white noise.
The white noise is generated with a python script using the same hardware for
generating the GAN noise. In our evaluation, both noise samples are produced at
the same amplitude to ensure consistency in the results.

16.4.5 MaskGAN overview
In the original GAN setup introduced by [25], GANs were used to generate syn-
thetic data samples by taking as input, statistically independent noise samples. To
the best of our knowledge, GANs have not been used to generate random noise
signals. We choose to implement GANs in our approach to create audio samples as
against other generative models such as variable autoencoders (VAE) because
GANs do not introduce any deterministic bias and work better with discrete latent
variables [25].

Our solution which we refer to as MaskGAN is an adaptation of deep
convolutional GANs (DCGANs) [33]. DCGANs are a notable architecture for
adversarial image generation in which a transposed convolution operation is imple-
mented for creating high-resolution images from low-resolution feature maps. Since
DCGAN outputs 64 � 64 pixel images, we add two additional layers to produce 2 s
of audio at 16 kHz. Furthermore, the two-dimensional convolutions are flattened into
one-dimensional with the stride factors increased twofold.

Our proposed MaskGAN structure consists of two models as shown in
Figure 16.5. The first model known as the generator tries to generate new and
synthetic audio samples that are identical to the target white noise audio sample.
The second model known as the discriminator performs an adversary role by trying
to detect if the synthetic audio sample is real or fake, hence helping to improve the
knowledge of the generator until the generator eventually succeeds in creating

Discriminator
loss

White
noise

Discriminator

Random

input
Generator Generator

loss

Figure 16.5 MaskGAN structure
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some synthetic audio sample that is realistic and as indistinguishable from the
actual white noise audio sample as possible.

The generator model is represented as Gðz; qgÞ while the discriminator model
is represented as Dðx; qdÞ where x represents the input audio samples and z repre-
sents the generated synthetic samples. The weights of the neural network also
known as parameters are represented as q. The parameters of the generator qg are
updated to maximize the probability that the synthetic audio is classified as the real
audio dataset. The loss function of the generator network seeks to maximize
DðGðzÞÞ. With regard to the discriminator, the parameters are optimized to max-
imize the probability that the synthetic noise audio samples are classified as real
audio samples. Hence, the loss function of the discriminator seeks to maximize the
function DðxÞ while minimizing the function DðGðzÞÞ.

The minmax game between the generator and the discriminator is represented
as a value function V ðG;DÞ, whereby the generator seeks to maximize the prob-
ability that its output is classified as real. In contrast, the objective of the dis-
criminator is to minimize this probability.

The input to the MaskGAN model is a random seed and the target output is a
white noise signal that has been generated from our python code. After several
iterations, the generative model finally arrives at a synthetic noise signal that is
indistinguishable from the digital white noise signal, based on the assessment of the
discriminative model.

16.4.6 Dataset, developmental tools, hardware, and
software

For our experimental work, we used a standalone desktop PC running windows 10
Education OS. The hardware components consist of an AMD Ryzen 7 2700X
processor at 3.70 GHz with 32 GB of RAM and 1TB SSD storage. The graphics
card is a standalone GPU – NVIDIA GeForce RTX 2080 TI with 11 GB RAM.

All software development was carried out using publicly available and open-
source tools. The software code was written in Python programming language
using the Spyder Integrated Development Environment (IDE), which is part of the
“Anaconda software distribution.” For the deep learning framework, we used the
Google TensorFlow v2 deep learning framework.

The three datasets we used represent the three inference attack case scenarios
that were explored in this study, namely music genre inference (MGI), user
demographics inference (UDI), and speech emotion inference (SEI). The datasets
used are publicly available, and details of each dataset are further discussed in
Section 16.6.1.

16.5 Experimental approach

Assuming the smart home has devices that are equipped with always-listening
capabilities. As discussed in Section 16.4 above, these devices could be harnessed
by an adversary to leak sensitive information from the occupants of the home. Our
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experiments seek to deter such leakage inference attacks using truly random noise
generated by a GAN neural network model which we term as MaskGAN. The first
subsection describes our approach for generating audio noise with increased ran-
domness using our GAN solution. Section 16.5.2 describes our approach for mea-
suring the randomness of the GAN-generated noise and performing a comparison
to the white noise using two different runs tests methods. In Section 16.5.3, we
describe how we perform the inference attacks for three different scenarios using
three different datasets, and, for each dataset, three different neural network models
are utilized. In this step, the original audio dataset is used without adding any form
of noise mitigation. In Section 16.5.4, we discuss our approach to mitigate the
leakage of sensitive information via inference attacks with the use of the noise
generated by the GAN and white noise. In Section 16.5.5, we discuss the different
metrics we utilize for evaluating our methodology and results.

Since this paper focuses on information leakage from smart homes rather than
eavesdropping, our case study scenarios and dataset selection best reflect this
context. For example, rather than selecting datasets for automatic speech recogni-
tion such as [34], we instead select datasets in which information inference is
sought from the audio samples. In our “semantic preservation factor” evaluation
metrics in Section 16.5.5.2, we discuss our approach to experientially highlight the
difference between both contexts and report our results in Section 16.6.3. For our
case study, we consider the possibility of an adversary seeking to infer what genre
of music the occupants of a home prefers to listen to and therefore provide targeted
ads to the user. The second case scenario demonstrates an adversary who infers the
user demographics such as race and gender of the home occupants, while the third
case scenario discusses an adversary who seeks to infer the emotion of the home
occupants. The adversary achieves this sensitive information leakage or inference
attacks using machine learning or deep learning techniques applied to the audio
recordings. Other possible adversary scenarios may include the possibility to allow
speech recognition while blocking out contextual information leakage.

16.5.1 Generate noise signals with GAN
The first step in our experimental approach entails using the GAN structure
described in Section 16.4.5 to create noise samples using white noise as the target
output. As illustrated in Figure 16.5, the generative model produces audio samples
from a random seed and learns to improve as the discriminator determines how
close the audio sample is to the white noise signal. The amplitude of the generated
GAN noise does not exceed 45 db in order to remain within the human comfort
level as specified in [26].

16.5.2 Measuring the degree of randomness in noise signals
In the second step of our experimental approach, we compute the degree of ran-
domness of the original sample, the white noise, and the GAN noise. In this section,
we use two different non-parametric approaches in determining the degree of ran-
domness of the audio samples.
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Each audio sample is represented as a matrix of integers, with the shape
representing the dimensions. For the scope of our study, we focus on notable runs
tests in which upward and downward run counts are carried out for a sequence of
variables, by floating the integers of the audio samples represented as an integer
matrix.

Two measures of randomness namely the Wald-Wolfowitz runs test [35] and
the Cox–Stuart test [36] are used to measure and compare the degree of randomness
between the three audio signals. The results are reported in Sections 16.5.2.1 and
16.5.2.2.

16.5.2.1 Wald–Wolfowitz runs tests
The Wald–Wolfowitz runs tests [35] consider each integer in the integer matrix
representation of the audio sample as n observations with a median value. A
measure of the expected runs EðRÞ ¼ 2n1n2

n þ 1 and the variance

VðRÞ ¼ 2n1n2ð2n1n2�nÞ
n2ðn�1Þ are computed respectively below to establish the statistical

ratio. The equation below from [35]

ZR ¼ ðR � EðRÞÞ
VðRÞ (16.1)

which represents the number of runs in the representation of the audio file corre-
sponding to its size.

16.5.2.2 Cox–Stuart test
The Cox–Stuart test [36] focuses on randomness based on negative or positive tests in
data. Taking into consideration the sum of positive signs for an integer matrix repre-
senting each audio sample, a p-value is taken as a cumulative probability function for a
binomial distribution of the dataset. The integer matrix representation of the dataset is
grouped into pairs with the sign computed. The sign test in the equation below is used
to determine if there is a trend in randomness as observed in the integer matrix
representation of the audio sample. The equation below from [36]

signðxi; xi þ cÞ ¼
þ if Xi ¼ Xiþc

0 if Xi � Xiþc

� if Xi � Xiþc

8
<

:
(16.2)

Thus, the p-value with a count of the positive comparisons forms the statistical
ratio for the degree of randomness.

Outcome of the runs test for randomness: For each runs test, we compute the
average across the entire dataset for each inference attack case scenario mentioned
in Section 16.4.6. We repeat the process of the run test computation for each of the
datasets with the white noise added and also with the GAN noise added. First, we
compute the degree of randomness in the original audio sample. We then compare
the degree of randomness with the audio sample superimposed with the white noise
sample as well as the audio sample superimposed with the GAN noise.
Figures 16.6, 16.7, and 16.8 show the results of the randomness tests. The results
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show that on a scale of 0–1, the audio sample overlaid with the GAN noise shows
more randomness based on both runs test compared to the original dataset as well
as the dataset with the white noise.

16.5.3 Perform inference attacks on original audio samples
Machine learning-based audio profiling of voice recordings from always-listening
devices can be used to infer sensitive information from a smart home user’s
environment. We experiment with a total of three publicly available datasets, to
explore three types of inference attacks to leak out sensitive information about the
occupants of a home.
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16.5.3.1 Inferring user music listening preferences from smart
listening devices

We use the Free Music Archive Dataset [37] which is an open and easily accessible
dataset suitable for evaluating several tasks in music information retrieval (MIR). It
consists of full-length and high-quality audio which includes metadata and tags.
The dataset consists of 106,574 tracks from 16,341 artists and 14,854 albums,
arranged in a hierarchical taxonomy of 161 genres.

16.5.3.2 Inferring user demographics from smart listening
devices

This task involves inferring three basic user demographics contexts from audio
files, namely age, gender, and race. The dataset used is the Mozilla common voice
dataset [38], which consists of about 51,000 voice recording samples. We use all
three DNN architectures to perform multi-class, multi-label classification.

16.5.3.3 Inferring emotional content from smart listening
devices

In the third step of our experimental approach, we explore the feasibility of an
adversary to infer emotional context from a user’s private conversations. As earlier
discussed, monetary motives such as targeted advertisements may be a factor for
such an adversary in implementing this form of inference attack. For this case
scenario, the Ryerson Audio–Visual Database of Emotional Speech and Song
(RAVDESS) [39] is used.

16.5.4 Mitigate sound inference attacks
Our methodology entails the superimposition of the original audio samples with
some form of external audio noise to prevent an adversary from inferring
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unwarranted sensitive information from audio recordings. The external noise is
generated in with two methods. For the first method, white noise is generated. The
second method entails the use of a GAN architecture, which forms the basis of our
proposed solution.

16.5.5 Evaluation
We evaluate the effectiveness of our solution based on three metrics. The mitigated
inference accuracy (MIA), the semantic preservation factor (SPF), and randomness to
mitigation relationship (RTMR). First, we establish a benchmark assessment which we
report in Section 16.6.1 as the Baseline Inference Accuracy (BIA). We then proceed to
evaluate our proposed solution based on the metrics described below.

16.5.5.1 Mitigated inference accuracy
The mitigated inference accuracy (MIA) denotes the prediction accuracy of the
DNN model in inferring sensitive information from an audio dataset when the
sound masking noise has been applied. We report this metric for all inference
scenarios using the three different DNN architectures described in the study.

16.5.5.2 Semantic preservation factor
The semantic preservation factor (SPF) represents the attribute of the sound
masking signal to preserve the semantics of the audio content. We use a different
dataset for this experimental setup with the three DNN models to compare the SPF
of both the white noise and the GAN noise.

16.5.5.3 Randomness to mitigation relationship
The third evaluation metric compares the randomness in the GAN noise and white
noise with the mitigation inference accuracy. For both the white noise and the GAN
noise, we calculate the element of randomness in the audio dataset when each noise
sample is added, compared to the effect of the inference mitigation that was achieved.

16.6 Results

In this section, we report our experimental findings based on our three evaluation
criteria discussed in Section 16.5.5. In Section 16.6.1, we establish the effectiveness of
the inference attack on all three datasets. In Section 16.6.2, we compare the effect of
both the GAN noise as well as the white noise in mitigating inference attacks for all
three case scenarios. In Section 16.6.3, we show results that demonstrate that the GAN
noise is more effective in preserving the semantics of the audio compared to the white
noise. In Section 16.6.4, we show how the randomness for both the white noise and the
GAN noise correlates with the mitigated inference accuracy for all three case scenarios.

16.6.1 Baseline inference accuracy
In the first experiment, we conduct a baseline assessment of the inference attacks
against all three datasets for the three case scenarios we considered. All three
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machine learning techniques were effective in inferring information from the audio
dataset with the highest achievable inference of 82% from the CRNN model for the
user demographic inference (UDI). as shown in Figure 16.9. The figures reported
are the best results achieved based on K-fold cross-validation which was used to
determine the optimal parameter settings of the neural network models.

16.6.1.1 Music genre inference (MGI)
As part of privacy considerations and in the context of user privacy, a user’s pre-
ferences for music listening may be chosen not to be shared with external parties
without their consent. An adversary may however want to infer this information for
example for monetary purposes such as targeted advertising without the user’s con-
sent. The ability of an adversary to infer this information is demonstrated using the
Free Music Archive dataset [37]. We confirm using three different DNN architectures
that the music genre can be correctly inferred with an accuracy of up to 67%.

16.6.1.2 User demographics inference (UDI)
We explore the feasibility of an adversary to infer user demographic data such as
age, accent, and gender from the audio dataset using the Mozilla Common Voice
dataset [38]. The dataset consists of about 51,000 voice recording samples of
humans in 18 different languages. Our DNN models identify the demographic
qualities of the speaker with an accuracy of 74%, 71%, and 89%, respectively.
When all demographic properties are combined, an accuracy of 82% is achieved.

16.6.1.3 Speech emotion inference (SEI)
In our third privacy inference case scenario, we examine the ability of an adversary
to infer the emotion of users from a given dataset. We use the Ryerson Audio-
Visual Database of Emotional Speech and Song (RAVDESS) [39] which consists
of 7,356 audio samples of 12 female and 12 male professional actors. Each of the
actors is tasked with speaking out two lexically matched statements using a neutral
North American accent. The dataset is labeled to distinguish a total of seven dif-
ferent emotions including calm, happy, sad, anger, fearful, surprise, and disgusted
expressions.
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16.6.2 Mitigated inference accuracy
In this section, we test the privacy preservation hypothesis of the GAN noise cap-
ability in preventing sensitive information leakage in smart homes. We seek to
determine if the GAN noise is more effective than white noise in preserving the
privacy of smart home devices. Our results show that the noise generated by GAN
results in over 45% reduction in sensitive information leakage from smart home
devices while maintaining the semantics of the audio.

16.6.2.1 Mitigated inference accuracy (white noise)
In our next experiment, we tested the ability of the DNN to correctly infer sensitive
information from the dataset for the case scenarios discussed above. We notice very
little difference in the ability of the white noise when combined with the original
audio to mitigate against information leakage. When compared to the BIA results in
Section 16.6.1, the maximum decrease in the inference that was observed when the
white noise was added was less than 11% as shown in Figure 16.10.

16.6.2.2 Mitigated inference accuracy (GAN noise)
In our third experiment, we combine the GAN-generated noise with the original
audio and repeat the inference attack using the three DNN models. When compared
to the BIA results in Section 16.6.1, we observe up to a maximum of 45% decrease
in inference accuracy when the GAN-generated noise is added to the original audio
sample as shown in Figure 16.11.

16.6.3 Semantic preservation factor
In our fourth experiment, we demonstrate the ability of the GAN noise to preserve
the semantics of the audio while effectively mitigating information leakage attacks.
A visual representation of the results is shown in Figure 16.12 We performed
speech recognition classification using the google speech commands dataset [34].
This fourth dataset was selected since the dataset was collected and labeled for
recognizing the content of the speech. Unlike the other three datasets which were
used in the inference attack discussed in Section 16.5.3, this dataset is more
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appropriate for deducing the content of the speech. The other three datasets were
not used for the semantic experiment since they were not collected and labeled for
speech classification tasks. The result of the experiment shows that the GAN noise
has less impact on the DNN speech recognition classifier compared to the white
noise as shown in Figure 16.13. Hence, we confirm that the GAN noise does indeed
preserve the utility of the device by deterring inference attacks yet, maintaining the
semantics of the conversation.

16.6.4 Randomness to mitigation relationship
We evaluated the relationship between randomness and the MIA in each inference
attack case scenario. The result as illustrated in Figure 16.14 shows that the higher
the degree of randomness, the higher the mitigation effect that the noise exhibits in
deterring the inference attack. The mitigation achieved is calculated as the differ-
ence in the MIA for each case scenario with the white noise as well as the GAN
noise. The GAN noise, having more randomness compared to the white noise, is
proven to have a higher mitigation effect.
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16.7 Discussion

16.7.1 White noise and randomness
White noise is known to exhibit statistical characteristics that are similar to ran-
domly generated numbers. To be considered as truly random, we expect the entity
to be in fact unpredictable; but the possibility of a white noise generator exhibiting
true randomness in the sense of unpredictability is questionable. Speicher et al. [40]
noted that patterns can be noted in pseudo-random generated white noise, based on
the fact that is contains possibly predictable elements for example, a linear con-
gruential random generator, which is a typical algorithm used for producing digital
noise output. Tzeng et al. [41] argued that it is best to treat randomness as a
property of the process that generates the signal of the white noise, not of the white
noise itself.
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Hence, we establish that white noise with its pseudorandom property is thus
limited in its ability as an effective measure in privacy preservation for use in audio
masking for preventing sensitive information leakage attacks.

The ability of generative adversarial networks to create high-dimensional data
has been researched [4] and the relationship of this high dimensionality to ran-
domness is an object of interest. As the generator model in the GAN continuously
learns to produce data samples that the adversary (discriminator) cannot predict, the
randomness element in its output improves, as demonstrated in our results. Our
solution entails the use of a generative model that has learned to produce realistic
noise samples of a given dataset from low-dimensional, random latent vectors.

Several recent efforts have been made to generate sound using GANs including
the use of CycleGAN by [42]. Their approach augments an existing audio sample
with emotions and can also convert speeches between emotional variations e.g.
convert an angry speech into a sad speech.

We differentiate our work from other studies such as [43] which use adversarial
attacks to mitigate speech recognition i.e. the use of machine learning systems to
determine the identity of the speaker. In this specific study, a state-of-the-art DNN
known as X-vector was tested. By adding a carefully crafted inconspicuous noise to
the original audio, their attack method was successful in fooling the DNN into making
false predictions. The solution goes further to incorporate room impulse response
(RIR) estimates while training the adversarial examples to demonstrate the effective-
ness for both digital attacks as well as over-the-air attacks.

16.7.2 Mitigating privacy inference leakage in digital space
vs. physical space

Sound masking in the context of this study occurs in the physical space and is more
practical-oriented. Factors such as the room impulse ratio are considered in deploying
real and tangible audio signals to mitigate unwanted sensitive information leakage due
to machine learning inference. Traditionally, there have been several ways of attacking
speech recognition systems. Adversarial examples, for instance, the work of Carlini
and Wagner [44] could impact a speech recognition system to misclassify by adding a
carefully crafted perturbation. This adversarial attack method was tested against
speech recognition only, but not tested against speech inference. Furthermore, their
attack was proven to be effective in the digital space. Similar studies [44,45] have
proposed solutions mostly against automatic speaker recognition in the digital space.
In our threat model, we considered various adversaries, including the manufacturer or
solution developer who controls the digital space, and therefore, implementing a
solution within the digital space will be ineffective against such adversaries.

Also, the work of Fuxun Yu et al. [46] introduced “MASKER,” a solution that
introduces human imperceptible adversarial perturbation into real-time audio sig-
nals with a significant increase in the word error rate (WER). Their work focused
on mobile platforms and was not tested to work against digital voice assistants or
smart home environments. Also, the solution is primarily effective only in the
digital space and was not tested as an over-the-air solution.
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Our method focuses on a solution that is implemented within the physical
space. Since the user can perceive the sound generated, we ensure that this sound is
within the audible comfort zone for human hearing of less than 45 db [26]. We
tested with various amplitudes of the audio signal and determined that as the
amplitude increases, the effectiveness also increases. However, compared to the
original audio as well as the white noise, our GAN-generated noise achieves better
mitigation based on several metrics.

We show that speech recognition and sound-based inference have varying and
different unique characteristics and adversarial noise techniques should be con-
sidered differently. Refer to Figure 16.1 where we illustrate the difference between
eavesdropping and inference attacks.

16.8 Conclusion

We proposed a novel method for mitigating sensitive information leakage in smart
wireless networks. We highlighted a threat model whereby an adversary deploys a
machine learning-based inference attack on connected, always-listening devices
such as smartphones or smart speakers.

Our solution is based on a generative deep learning model known as the GAN.
We established from our experiments that GAN-based audio samples have
increased randomness compared to white noise. Also, when used for sound mask-
ing purposes, GAN-generated noise can effectively mitigate machine learning-
based inference attacks in smart wireless networks while preserving the semantics
of the audio conversation. The projected approach would find useful applications in
future wireless communication systems such as beyond 5G and 6G networks.
Future work would focus on enhancing the robustness of the security architecture to
mitigate sophisticated security attacks in dense wireless networks.
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Chapter 17

Adversarial resilience of self-normalizing
convolutional neural networks for deep

learning-based intrusion detection systems
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Abstract

Deep learning-based intrusion detection systems (IDSs) can easily be fooled by the
presence of adversarial examples, thus, limiting their usefulness in security-critical
applications such as in 5G and 6G wireless networks. The cause for the adversarial
vulnerability of the neural network requires an elaborate investigation. Still, some
researchers have proposed that regularization and normalization techniques applied to
the neural network models play a significant role. In this paper, we evaluate the role of
self-normalization in the adversarial vulnerability of neural network models within the
context of IDSs for application in the envisioned 6G wireless networks. We propose
the design and implementation of a deep learning-based IDS for botnet traffic and
subject it to various forms of adversarial attacks. We then investigate the impact of
self-normalization on the adversarial resilience of our deep learning-based IDS and
compare our findings with that of image classification neural network models. Our
study proposes a customized convolutional neural network (CNN) model that utilizes
self-normalizing activation in the fully connected layers. Our results show that self-
normalization of the deep learning-based IDS using scaled exponential linear unit
(SELU) results in greater resilience to various adversarial samples. The projected
adversarial resilience of self-normalizing CNNs for deep learning-based IDSs would be
useful in future wireless communication systems such as 6G networks.
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17.1 Introduction

As cyberattacks become more sophisticated and more difficult to overcome using
standard techniques adopted by security operations centers, the role of artificial
intelligence and machine learning in preventing cyberattacks has become more
significant. Intrusion detection systems (IDS), which are a primary defense layer in
any security operative program, have progressively utilized machine learning and
deep learning techniques.

Deep learning-based IDS have an advantage over conventional anomaly-based
IDS because they help overcome the challenge of proper feature selections [1].
However, two major challenges of deep learning in security applications are the
lack of transparency of the deep learning models [2] and the vulnerability of
the deep learning models to adversarial attacks [3]. For the scope of this study, we
focus on the adversarial vulnerability of deep learning models.

An adversarial attack occurs when an adversarial example is fed as an input to
a machine-learning model. An adversarial example is an instance of the input in
which some feature has been intentionally perturbed to confuse a machine learning
model to produce a wrong prediction. Szegedy et al. [3] demonstrated how a deep
learning model for image recognition could be confused into making wrong pre-
dictions by introducing a tiny perturbation to the image. Other researchers [4,5]
have also proved that adversarial attacks are equally effective against deep learning
models in network security applications such as malware detection and IDSs.

Normalization is used in neural networks to dampen the oscillations that occur
in the distribution of activations at the output of each neuron or node. When nor-
malization is applied, a neural network model’s ability to generalize is significantly
improved, and the training time is reduced [6] as a result of normalization during
the backpropagation process. Also, the neural network becomes less prone to
vanishing and exploding gradients due to the normalization process.

A self-normalizing neural network (SNN) [7] is a type of deep learning model
that maintains the stability of the network during the gradient descent process. A
SNN is built by replacing the standard activation functions in a typical neural
network with a specific activation function known as the SELU.

Researchers have shown that self-normalization increases the resilience of deep
neural networks against exploding or vanishing gradients. Still, no publication, to the
best of our knowledge, has demonstrated the impact of self-normalization on the
adversarial resilience of convolutional neural networks (CNNs) in the context of
IDSs. In our previous work [8], we studied how deep learning-based IDSs for IoT
networks could be more resilient against adversarial samples. In our study referred to
above, we evaluated both feed-forward neural networks (FNN) and SNN models.

This paper is an extension of our previous work [9] where we now investigate
the adversarial resilience of self-normalizing CNNs (SCNN). We focus our study
on the context of IDSs for botnet traffic as well as computer vision. Our con-
tributions in this paper are as follows: For our first contribution, we created a novel
deep learning-based IDS which is a variant of the CNN model. We call our method
the SCNN-IDS based on the self-normalizing properties of the activation function
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employed within the dense layer of the neural network model. We evaluate the
performance of our model with a standard CNN-based IDS (CNN-IDS) and report
our results in Section 8.1.

In our second contribution, we studied the adversarial resilience of the SCNN-
IDS within the context of botnet network traffic classification. We demonstrate that
the self-normalizing properties of the SCNN-IDS reduce its vulnerability to
adversarial examples. The results are shown in Section 8.2.

In our third and final contribution, we show that our results on the adversarial
resilience of the SCNN-IDS are applicable to other domains, such as computer
vision. As reported in Section 8.3, we repeat our experiments with an image dataset
and show that the adversarial resilience exhibited by the SCNN-IDS is consistent
when the experiments are repeated with an SCNN-image classifier.

In another contribution, we explore how adversarial samples vary in network
security compared to computer vision. We explore why common defenses used against
adversarial samples in computer vision may be inadequate for network security.

It is worthy of note that the adversarial resilience of self-normalizing CNNs for
deep learning-based IDSs presented in this study would find useful applications in
emerging wireless communication systems, specifically beyond 5G and 6G wire-
less networks. Compared to the available techniques, the projected system helps to
detect network intrusion and other vulnerabilities in real-time, thereby mitigating
network failures resulting from complex security attacks and enhancing the
privacy-preservation and confidentiality of critical user information.

17.2 Related work

We compare our research with previous studies that have attempted to improve the
resilience of CNN-based IDS to adversarial samples. CNN-based IDS have a
unique peculiarity in their feature representation that utilizes high-grade abstraction
in data through the complex structure to produce higher detection rates. These
peculiarities would thus require finding a solution that takes into consideration the
feature representation attributes of CNN models. Zhang et al. [10] proposed a tri-
fold solution that incorporates model voting ensembling, ensembling adversarial
training, and query detection. Their experimental study showed significant
improvement to the robustness of the CNN-based IDS, bringing the detection rates
close to 100%. Even though this is an effective solution, it proves to be very
complex to implement as discussed by the authors.

A similar study by Abou-Khamis et al. [11] evaluated the use of min–max
optimization to defend against adversarial samples in deep learning-based, which
showed low results of less than 80% effectiveness for mitigating adversarial sam-
ples in CNN-based IDS.

Based on our literature review findings, no publication has evaluated the
impact of self-normalization on the adversarial robustness (AR) of a CNN-based
IDS. Hence, our study is novel and offers a useful contribution in understanding the
security of machine learning and artificial intelligence in network security.
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17.3 Background – adversarial machine learning

Deep learning is vulnerable to well-crafted input samples which are designed to
fool the deep learning model. These well-crafted inputs are known as Adversarial
Samples.

17.3.1 Adversarial taxonomy
Below is a brief taxonomy on adversarial machine learning based on six dimen-
sions. Figure 17.1 illustrates this taxonomy.

17.3.1.1 Knowledge
White box attacks in which the attacker has full knowledge of the machine learning
model or algorithm. Black box attacks are attacks in which the attacker has limited
or no knowledge of the machine learning model or algorithm.

17.3.1.2 Falsification
False-positive attacks seek to misclassify a negative sample as a positive one. In the
context of IDSs, botnet traffic will be misclassified as benign network traffic based
on adversarial manipulation. False-negative attacks seek to misclassify a positive
sample as a negative one. For example, benign network traffic is misclassified as
botnet traffic.

17.3.1.3 Perturbation scope
Universal attacks create a universal perturbation for the entire dataset while indi-
vidual attacks generate unique perturbations for each input sample in the dataset.
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Figure 17.1 Adversarial taxonomy
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17.3.1.4 Attack frequency
One-time attacks generate the adversarial sample only once without iteration. This
is often most feasible in computationally intensive tasks such as in reinforcement
learning. Iterative attacks, as the name suggests, create the adversarial sample over
multiple iterations, with each iteration based upon interaction with the target
classifier.

17.3.1.5 Specificity
Targeted attacks create a misclassification towards a specific class while Reliability
attacks only seek to mislead the model without any specific output class in mind.

17.3.1.6 Timing
Evasion attacks create a misclassification during the prediction phase of machine
learning by attacking the model. Poisoning attacks attack the training data and are
launched during the training phase of the machine learning model.

Other taxonomy classifications such as perturbation limitation and measure-
ment are exempted from this taxonomy since they are more applicable to the
computer vision domain than to network security.

17.3.2 Generating adversarial samples
Most approaches for generating adversarial examples aim to alter a target prediction
while minimizing the distance between the adversarial sample and the target
instance. If the attacker has access to the model gradient, then gradient-based models
such as neural networks are vulnerable. However, model-agnostic adversarial craft-
ing methods do not require access to the model gradient but only the prediction
function. To understand how adversarial examples are created, first, we establish that
deep learning classifiers aim to optimize parameters denoted by q while minimizing
the average loss over a training sample fxi 2 Xi; yi 2 Zg; i¼ 1; ::::;m. This optimi-
zation problem is depicted by the equation:

q
1
m

X
lðhqðxiÞ; yiÞ (17.1)

is often solved by some optimization algorithm such as stochastic gradient
descent [12]. The gradient of the loss is then computed with respect to para-
meters q while q is continuously modified in the negative direction until
convergence is reached.

q ¼ q� a
bj j
X
i2b

DqlðhqðxiÞ; yiÞ (17.2)

The gradient DqlðhqðxiÞ; yiÞ in deep neural networks is typically computed
using backpropagation, based on automatic differentiation, which determines how
small changes to each input affect the loss function. However, to create the
adversarial samples, the adversary rather than modifying the input sample to
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minimize the loss, modifies the input sample to maximize the loss:

bxlðhqðbxÞ; yiÞ (17.3)

where bx represents the adversarial example [13].
Several attack techniques and methods for creating adversarial samples exist,

and for this study, we choose five of those techniques. We select attack methods
that are generally applicable to both image classification as well as other domains,
such as network security. Methods such as one-pixel attack [14] are restricted to
only image classification domains and were not included in this study. We also
focus on evasion attack methods, consistent with our threat method in Section 4.3.
We like to note below, based on the selected methods, that the robustness of a
machine learning model depends on the ability of an attacker to find an adversarial
sample that is as close as possible to the original input. For the scope of this study,
we focus on five different adversarial attack methods as illustrated in Figure 17.2.
The five attacks are briefly described in the section below.

17.3.2.1 Fast gradient sign method (FGSM) attack
In the FGSM method proposed by Goodfellow et al. [13], adversarial samples are
created by finding the maximal direction of positive change in the loss. In this
method, a one-step gradient update is performed along the direction of the sign
gradient at each level. The FGSM attack is highly efficient in its computational
requirements.

17.3.2.2 Carlini and Wagner (C&W) attack
Carlini et al. [15] developed a targeted attack specifically for existing adversarial
defense methods. In this study, we deploy the untargeted version of the attack by
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Figure 17.2 Adversarial attack methods
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modifying the objective function. Carlini and Wagner attack is more computa-
tionally intensive than the FGSM attack and it was discovered that defenses such
as defensive distillation [16] were ineffective towards the Carlini and Wagner
attack [17].

17.3.2.3 Basic iterative method (BIM) attack
The FGSM is based on the assumption that the adversarial samples could be fed
directly into the model. However, this is not always practical. The basic iterative
method proposed in [18] overcomes this limitation by running the gradient update
in multiple iterations.

17.3.2.4 Post gradient descent (PGD) attack
PGD [19] seeks to solve a constrained optimization problem. The perturbation
which maximizes the loss of a model is computed while ensuring the perturbation
amount is constrained to a set value of epsilon. This is achieved by projecting the
attack result back to the original input during each iteration.

17.3.2.5 Jacobian-based saliency map (JSM) attack
The JSM attack is proposed by Papernot et al. [4], in which the Jacobian matrix of
input sample x is computed to determine which input features most significantly
affect the output. As such, a corresponding perturbation to the input feature is
computed to generate the adversarial attack.

17.4 Problem definition and proposed study

17.4.1 Problem definition
Adversarial attacks were introduced in 2014 as an inherent weakness of image
classification deep learning models [3]. As artificial intelligence and machine
learning became mainstream in network security, researchers have begun to
demonstrate that adversarial machine learning is also a significant threat against
machine learning applications in network security. Zheng [5] demonstrated that a
deep learning-based IDS that could correctly identify Denial of Service (DoS)
attacks with an accuracy of 93% could have its performance degraded to as low as
24% with adversarial samples. The deep learning model used in the study was a
feed-forward artificial neural network (ANN).

There has been much interest in finding ways to improve the AR of deep
learning models [20]. Various adversarial defenses have been proposed for attain-
ing adversarial resilience, most notably adversarial training [3]. In adversarial
training, the resilience of the deep learning model is achieved by enhancing the
training data with adversarial samples. Due to the limitation of this method, Tramer
et al. [21] proposed ensemble adversarial training. This technique further improves
the adversarial training technique by enhancing the training data with perturbations
imported from a separate model.

Regularization has also been proposed as a possible technique for mitigating
adversarial attacks. The relationship between adversarial vulnerability and input
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gradient regularization was explored by Ross et al. [22], who demonstrated that by
regularizing the input gradient, the robustness of the neural network to adversarial
perturbations was increased as much as by adversarial training. In addition to
increasing the AR, the interpretability of the neural network was also improved
with input gradient regularization.

Normalization is another technique primarily designed to dampen excessive
oscillations in the distribution of activations in the output of a neuron. [6]. In the
context of adversarial resilience, Farnia et al. [23] proposed the use of spectral
normalization for improving the AR of deep learning models.

Despite several proposed methodologies and ideas some of which have been
highlighted in the paragraphs above, a generalized solution for adversarial machine
learning in network security does not exist. The majority of adversarial defense
techniques have been strictly implemented within the context of computer vision,
and their applicability to other domains such as network security is either irrelevant
or unproven. The goal of this study is to attempt to investigate techniques to totally
eliminate or at least reduce the vulnerability of deep learning-based IDSs to
adversarial samples.

17.4.2 Proposed study
In this study, we investigate the effect of self-normalization on the adversarial
resilience of deep learning-based IDSs. Self-normalization is a technique proposed
by Klambauer et al. [7] for preventing exploding gradient problems in deep neural
networks.

For our study, we utilize the CNN which is a type of feed-forward ANN. We
propose to investigate if self-normalization applied to CNNs can result in IDSs that
are more resilient to adversarial samples. Furthermore, we explore if the proposed
technique can be applied to other domains such as computer vision by comparing
our results with that of an SCNN-based image classification model.

The goal of this study is to attempt to answer the following research questions:
(1) Does self-normalization reduce the vulnerability of CNN-based IDSs to
adversarial samples? (2) Can the effect of self-normalization on adversarial sam-
ples within the context of IDSs be applied to other domains such as computer
vision?

17.4.3 Threat model
Figure 17.3 depicts the threat model for this study with respect to the taxonomy in
Section 3.1. Our study considers the following assumptions. First, we limit our study
on adversarial attacks to evasion attacks which are launched during the prediction
phase of the deep learning model. We consider that the attacker has complete
knowledge of the deep learning model, dataset, and deep learning algorithm, hence
resulting in a white-box attack. For the third assumption, in this study, the attacker
does not target any specific prediction outcome, rather the attacker seeks to mislead
the deep learning classifier to make a mistake and produce a misclassification; hence
a reliability attack. The expected outcome is to degrade the performance of the deep
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learning classifier, as measured by various performance metrics. For each adversarial
crafting method, the same perturbation is generated for the entire dataset, so we have
universal perturbation attacks. The objective of the attack is to allow botnet traffic to
go undetected by the deep learning classifier; hence we propose false-positive
adversarial attacks. Finally, in the context of this study, for each adversarial attack
method, the adversarial samples are crafted in multiple iterations, resulting in iterative
attacks.

17.5 Experimental approach

In carrying out this study, we implement two deep learning-based IDS classifiers
using a CNN and a variation of the CNN which we call the self-normalizing CNN
(SCNN). The variation of the CNN is achieved by implementing a SELU activation
function in the fully connected layers of the CNN. The four steps described below
detail our approach to conducting the experiment. An illustration of the experi-
mental setup is shown in Figure 17.4.

First, using a botnet network traffic dataset (CTU-13) [24], we train both IDS’s
and compare their performance accuracy as well as other classification metrics
such as precision, recall, F1-score, and support.
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In the second step, we process the CTU-13 intrusion detection dataset to
create adversarial samples using five different adversarial attack methods. The
methods used in crafting the adversarial samples for this study are the FGSM
[13], C&W method [15], basic iteration method (BIM) [18], the projected
gradient descent (PGD) method [19], and the Jacob-saliency map (JSM) [4]
method.

In the third step, we test the effectiveness of both IDSs by subjecting them to
adversarial samples. We recall that both IDSs were trained using adversarial free
sample datasets. We evaluate and compare to determine if both IDSs respond to the
adversarial samples in the same manner or if the SCNN-IDS is more resilient to
adversarial samples based on the self-normalization techniques.

In the last step, we repeat the experiments using an image dataset – the Sokoto
Coventry Fingerprint Biometric Dataset (SocoFing) and seek to determine if the
results of the IDS dataset are consistent with that of an image dataset. Asides from
the dataset, we keep every other factor kept constant in the experimental setup
including the model parameter and hyperparameter configurations when conduct-
ing the image and IDS dataset comparison.
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17.6 Solution description

In this section, we provide a detailed description of the self-normalizing CNN
(SCNN) architecture. We describe in detail how the SCNN architecture differs
from the basic CNN architecture that was used as the evaluation and comparison
basis for this study.

17.6.1 SCNN
A SCNN is a variation of the CNN that incorporates an activation function with
self-normalizing properties in the fully connected layers. CNNs generally learn the
relationship between inputs and outputs, and the learned experience is stored in the
filter weights. A CNN is a type of FNN. FNNs are known to be excellent universal
approximators in the sense that they possess the capability to approximate a certain
function f to any desired accuracy.

An illustration of the SCNN is shown in Figure 17.5. The convolution layer
combined with a pooling layer together forms the convolution phase of the model.
A convolution layer carries out convolutional operations on the input to detect
patterns. A pooling layer provides spatial-based dimension reduction. A non-linear
activation such as the rectified linear unit (ReLU) is applied after each convolution
phase. The role of the ReLU layer is to clip the negative values to zero while
maintaining the positive values. The ReLU layer performs a significant role in the
forward propagation process since the system performance is noticeably degraded
without the ReLU layer. The author of [25] highlights the necessity of a non-linear
activation function in all intermediate layers for a CNN. The output of the pooling
layer is flattened before it is fed into a fully connected layer.

Since the convolutional operation is a linear operation, applying the ReLU
activation immediately after each convolution phase and before the next means a
non-linear operation in between two linear operations.
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Figure 17.5 SCNN architecture: the SCNN. The convolutional layers perform
feature extraction on the dataset while the fully-connected layers
perform class discriminatory tasks to determine the output class.
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The convolutional layer has its filter weights initialized and subsequently
continuously updated using backpropagation to minimize a cost function. This
occurs during the training phase while during the testing phase, the weights
remain fixed.

We note that a typical CNN model will combine convolutional layers with
fully connected layers. The purpose of the convolutional layers is to bring out
spectral correlation while reducing spectral variation. The fully connected layers on
the other hand receive the learned information from the convolutional layers as
input for performing class discrimination. Hence, convolution neural networks
(CNNs) have an advantage over multi-layer FNNs.

In each neural network architecture, we implement fully connected (dense)
layers as provided by the Keras deep learning framework [26]. The dense layer in a
Keras neural network implements the equation:

output ¼ activation function � ðinput; kernelÞ þ bias

This refers to the dot product of the input tensor and the weight kernel matrix,
plus a bias vector. The output value is then passed through an activation function.
Since the dense layer possesses an input with a rank of 2 or higher, the input is
flattened before the dot product is calculated.

17.6.2 Activation functions
Activation functions in the context of ANNs symbolize an abstract representation
of the firing activity of an artificial neuron. The major task of the activation func-
tion is to map the input of the neuron to the appropriate response variables or class
labels. The neural network’s ability to learn and perform complex tasks is depen-
dent on the non-linear transformation of the input by the activation function since it
would otherwise result in a non-linear combination of the inputs. Hence, the role of
the activation function is to add non-linearity to the network. Due to the non-
linearity, we can produce a neural network model having a target variable that has a
non-linear relationship with the explanatory variables or features.

Neural networks with deep architectures have been known to experience gra-
dient decay, resulting in poor performance. Klambauer et al. [7] proposed the SNN
which is a variant of the ANN that uses a SELU activation function.

For the SNNs, a custom method for initializing the weights in the neural net-
work known as Lecun normal is utilized. The scaled exponential linear unit [7] is
shown as:

seluðxÞ ¼ l x if x � 0
aex � a if x � 0

�
(17.4)

With the SeLU activation function, the mean of the activation output is kept at
zero and the variance is kept at one. This allows the deeper neural network archi-
tectures to be trained without suffering significant gradient decay.

During stochastic gradient descent, the distribution of the weights W in the
neural network as well as the outputs x of each layer are known to vary significantly
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for every iteration of the stochastic gradient descent process. As a result of the
variations, the training process becomes very unstable, hence resulting in saturated
activations and consequently introducing the problem of vanishing gradients.

The initial value for each layer in the neural network is provided with an initial
value denoted by the initializer parameter. In our neural network architecture, the
initial values for the weight matrix and the bias vector are specified using the kernel
initializer parameter. For the bias, the default is the zero initializers which set the
value of the bias vector to all zeros.

The default kernel weight matrix is the Glorot uniform [27] initializer which
takes its values from a uniform distribution using the equation

limit ¼ sqrtð6=ðfan in þ fan outÞÞ
Where the uniform distribution will fall uniformly between [�limit, limit]; Fan_in
and fan_out are the units in the input and output tensors, respectively.

The regularization hyperparameters are unused by default. It is usually applied
to either the weight matrix, the bias vector, or the entire layer output after activa-
tion. The effects include achieving a weight matrix close to zero or making the
network sparse.

Our SCNN model in Figure 17.5 is divided into two sub-networks. The first
subnetwork is the feature extraction subnet which consists of three convolutional
layers, each followed by a max pooling layer and a ReLU activation function.

The other subnetwork is the class discriminatory subnet which determines the
output class for the model. This is made up of three dense layers, each followed by
a SeLU activation function.

17.6.3 Weight initialization
The convolutional layers in the SCNN have their weights initialized with the Glorot
uniform initialization technique. The Glorot uniform initialization takes its samples
around zero while the standard deviation is calculated following the formula below:

stddev ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
ðin þ outÞ

s

For the fully connected layers, the weight initialization is performed using
LeCun normal initialization. Similarly, the samples drawn are centered around zero
while the standard deviation is calculated as:

stddev ¼
ffiffiffiffi
1
in

r

where in corresponds to the number of nodes in the previous layer and out corre-
sponds to the number of nodes in the current layer.

In a standard CNN, the weight initialization in both the convolutional layers
and dense layers is carried out using the Glorot uniform initialization.
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17.6.4 Dropout
Dropout technique [28] is extensively used with the ReLU activation function to
set the weights of randomly selected neurons to zero with the purpose of pre-
venting overfitting. For the SCNN model, the dropout technique produces an
undesirable effect since the weights of zero can be attributed to having low
variance.

We recall from [7] that

limx!1seluðxÞ ¼ �la ¼ a:

As proposed in [7] AlphaDropout is used instead of standard Dropout.
AlphaDropout randomly sets the input values to a predefined value for a instead of
zero. As a result, the self-normalizing properties of the SELU activation function
will be retained in our SCNN model. In the convolutional layers, however, we did
not implement the SELU activation functions, we do not need to use the
AlphaDropout. Instead, the standard dropout is utilized.

17.7 Experimental setup

The basic architecture for the SCNN model which was used for this study consists
of one input layer, followed by three convolutional layers each consisting of a
convolutional layer and a max-pooling layer. The convolutional layers are followed
by three fully connected (Dense) layers with 512, 256, and 128 neurons, respec-
tively. The output of the fully connected layers is fed into the output layer which
utilizes a softmax activation function. For the CNNs, three additional convolutional
layers and three max-pooling layers are added. Specific details for each experiment
are included in the following sections.

The parameters of the SCNN model that affects the quality of the model
include the parameters and the hyper-parameters. The SCNN parameters are con-
figurations that are internal to the model and include the weight and the biases for
training the model. The SCNN parameters are determined during the training
process and are estimated using the ADAM optimization algorithm [29].

Conversely, the hyper-parameters of the SCNN model are external config-
urations that are manually set while creating the model. The number and size of
hidden layers is one example of the model hyper-parameters. For our study, we
arrived at an optimal size of three convolutional and max pooling areas after
experimenting with a variation of sizes. Other hyper-parameters such as dropout
rate, learning rate, and weight initialization scheme were manually determined by
trial and error means.

For the SNN and SCNN, we use a SELU activation function while for the
ANN and CNN, we use a ReLU in the Dense layers. The ANN and CNN use basic
dropout in the Dense layers to prevent overfitting and ensure better stability in the
network during the learning phases while the SNN and SCNN use the
AlphaDropout layer to retain the mean and variance at 0 and 1, respectively.
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For initializing the weights, we select Glorot Uniform initializer [27] for the
ANN and SNN while we use a Lecun Uniform Initializer [30] for the SNN.

For all the neural network models, we select the adaptive moment estimation
(Adam) optimization algorithm to optimize the loss. Compared to other optimiza-
tion methods, Adam calculates adaptive learning rates during the network learning
process for each of the parameters.

In order to accurately calculate the perturbation timing factor, we run the
experiment for each model at a single time to maintain consistency. Each of the
neural network models is trained for a total of 100 epochs. We implemented an early-
stop strategy to terminate the model training if the validation loss remains consistent
for 10 consecutive epochs. A batch size of 1,024 is selected for the experiment.

17.7.1 Hardware platform
The experiments were carried out on a virtualized desktop computing environment
with processor details – Intel core processor (Haswell) 32 cores, @2.85 GHz, 32
GiB DIMM random access memory (RAM), and 64 Gb SSD storage. For the gra-
phics processing unit (GPU), a Tesla V100 PCIe 16Gb was utilized which was also
attached to the virtualized desktop computing environment.

17.7.2 Development platform and tools
For the software, the code was written in Python 3.7 using the Spyder integrated
development Environment prepackaged with the Anaconda data science distribu-
tion. The deep learning model was implemented using Tensorflow machine learn-
ing framework [31] with the specific version Tensorflow-gpu v1.15. We created a
virtual environment for our experiments with specific versions of python software
packages that are compatible with our code.

The adversarial samples were generated using the IBM AR Toolbox (ART)
framework [32]. The ART framework is an open-source python library for
deploying adversarial attacks and defenses using various methods and techniques.
Several machine learning and deep learning frameworks including Keras, PyTorch,
TensorFlow, and Scikit-learn are supported in the ART framework. In this study,
we used the TensorFlow deep learning framework.

17.7.3 Dataset description
We use two types of datasets for our study: an IDS dataset and an image dataset.
For the intrusion detection dataset, the CTU-13 dataset [24] is used which is a
network traffic dataset consisting of real botnet traffic combined with background
traffic and normal traffic. The dataset is captured as network flows. A network flow
is defined as a network connection sharing similar characteristics. The original
dataset consists of 13 different scenarios with each scenario representing various
specific malware, protocols, and intrusion activities.

17.7.3.1 CTU-13 intrusion detection dataset
The original CTU-13 dataset contains 16 features out of which we use six features
that are considered most relevant to the study. The remaining features were omitted
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since they had less impact on the output and were likely to result in overfitting the
model. The dataset was standardized by scaling them to values between 0 and 1.
Also, the target variable was encoded from a string object into numerical values
using LabelEncoder() class from Scikit Learn. The dataset was split into training
and test values using a test size of 33% of the entire dataset sample.

Scenario 8 of the CTU-13 dataset has the following characteristics as shown in
Table 17.1. Traffic distribution is shown in Table 17.2.

17.7.3.2 MNIST digits classification dataset
The MNIST digits classification dataset is an image dataset of handwritten digits
that contains 60,000 training images and 10,000 test images. Each of the 70,000
images consists of 28 � 28 grayscale images of the 10 digits from zero to nine.

17.7.4 Dataset preparation
To prepare the CTU-13 IDS dataset for the convolution layer, the dataset was
reshaped into 3 dimensions to represent a shape of (28,28,1). We perform feature
selection for the CTU-13 IDS dataset in order to reduce the number of features.
This helps to reduce the training time of the neural network model and helps to
prevent overfitting problems. Ports 80 (HTTP) and 443 (HTTPS) are mostly uti-
lized by the majority of network hosts for network traffic and carry HTTP-based
botnet traffic. These two features were omitted from the study. Protocols TCP and
UDP are mostly common. Protocols that are rarely used will create an outlier in the
prediction model and impact the accuracy of the model prediction. These features
were omitted from the study. The MNIST dataset is reshaped, rescaled to pixel
values between 0.0 and 1.0, and one-hot encoded to categorical features.

Table 17.1 Dataset characteristics

Duration 19.5 h

No. of packets 155,207,799
No. of netflows 2,954,231
Bot type Murlo

Table 17.2 Traffic distribution

Description No. of pkts % of pkts

Total traffic 2,954,231 100
Botnet traffic 5,052 0.17
Normal traffic 72,822 2.46
C&C traffic 1,074 2.4
Background traffic 2,875,282 97.32
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For both the CTU-13 IDS dataset and the MNIST dataset, we select only the
first 100 test samples for our experiment to speed up the prediction time and the
adversarial attack time. All training samples are, however, used to ensure a more
accurate model build.

17.7.4.1 Addressing imbalanced dataset for CTU-13
The CTU-13 IDS dataset is highly imbalanced with botnet traffic representing only
0.05% of the entire dataset. To address this imbalance in the dataset, the classifier
apportions heavier weights to the few botnet samples available. We implement this
by passing Keras weights as a parameter for both classes in the dataset – normal
traffic and botnet traffic. This enables the deep learning model to focus more on the
botnet samples during the model training process.

17.7.5 Generating the adversarial samples
The adversarial samples for this study were generated using the AR Toolbox (ART)
[32] framework which is provided by IBM and is available for public use.

The first method used in generating the adversarial examples is the FGSM. The
FGSM method performs a one-step gradient update along the direction of the sign
of gradient for every input in the dataset [13]. The second method is the BIM which
runs a finer optimization of the FGSM with minimal smaller changes for multiple
iterations [18]. In each iteration, each feature of the input values is clipped to avoid
too large a change on each feature. The third method is the projected gradient
descent (PGD) which is also a variation of the FGSM attack but omits the random
start feature of the FGSM [19]. The first three methods are model-dependent
methods [33] and rely on the model gradient. In addition to the model-dependent
methods, we also utilize two other model-agnostic adversarial attack methods
namely the C&W attack as well as the JSM attack.

In our experiments, the adversarial samples are crafted with the intent of
misleading the classifier without any specific target labels being specified. A
complete knowledge of the deep learning model and algorithm is also assumed.

17.7.6 Evaluation metrics
Our evaluation compares the effectiveness of a CNN model with a SCNN model
for intrusion detection using two main metrics: classification accuracy (CA)
metrics and AR metrics. The CA metrics compare the performance of both models
in classifying botnet traffic from normal network traffic using adversarial-free
samples. AR metrics compare the effectiveness of both models using adversarial
samples.

17.7.6.1 Classification accuracy (CA) metrics
The CA metrics include prediction accuracy, F1 score, recall, precision and sup-
port. The prediction accuracy measures the correlation of the actual prediction of
the deep-learning model with the actual score. F1-score measures the harmonic
mean between the precision and the recall. Recall represents the number of true
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positives that were correctly classified. Precision represents a measure of how exact
the classifier is with a high precision representing a low number of false positives.
Support represents how many actual occurrences of the class were present in the
dataset.

17.7.6.2 AR metrics
The AR metrics compare the robustness of both the CNN and SCNN models to
adversarial samples which were generated using the five adversarial crafting
methods discussed in Section 17.7.5. The AR metrics are first evaluated in the
context of intrusion detection. A similar evaluation in the context of image classi-
fication is performed and the observations are discussed in Section 17.9.

17.8 Results

In the first two results, we compare the performance of both the CNN and SCNN
using the CA metrics as well as the AR metrics within the context of IDSs. In the
following sub-sections, we evaluate using the same metrics in the context of
computer vision/image classification. Our intent is to find out if AR in network
security and computer vision follows the same pattern of performance.

17.8.1 Classification accuracy of CNN vs. SCNN for IDSs
Figure 17.6 shows the prediction accuracy of CNN vs. SCNN for intrusion detec-
tion. Both models accurately perform the task of classifying normal traffic from
botnet traffic, based on the CTU-13 dataset. The SCNN-based IDS model achieves
a prediction accuracy of 95% while the CNN-based IDS model achieves a 96%
prediction accuracy.

We evaluate four different classification metrics namely the F1-score, recall,
precision, and support. These classification metrics provide a more holistic report
on the performance between the two IDS classifiers by taking into consideration
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other factors such as false positives and negatives which are considered crucial
metrics in intrusion detection. Our results show that both the CNN-IDS and the
SCNN-IDS have comparable results across all four classification metrics as shown
in Figure 17.7. The CNN-IDS classifier is only slightly better than the SNN-IDS
based on the classification metrics.

We can conclude from the results here in Section 8.1 that the self-normalizing
properties of the SCNN-IDS do not adversely impact the performance of the model.

17.8.2 AR of CNN vs. SCNN for IDSs
In our next experiment, we evaluate the adversarial robustness of the SCNN and
CNN models for intrusion detection. Five different adversarial attack methods were
used in our experiment to generate adversarial samples from the CTU-13 IDS
dataset. The adversarial samples were crafted to mislead the classifiers to classify
the botnet traffic as normal traffic. Section 17.4.3 above describes the threat model
and explains specific details of the attack attributes. The result from all five attack
methods demonstrates that the SCNN-IDS is more resistant to adversarial samples
as shown in Figure 17.8. Based on the results, there is no differentiation between
either category of attack since all five attack methods yielded consistent results
with regard to adversarial resilience through self-normalization (Figure 17.9).

17.8.3 Classification accuracy of CNN vs. SCNN for image
classification

Figure 17.10 shows the prediction accuracy of CNN vs. SCNN for image classifi-
cation. Both models demonstrate satisfactory performance using the MNIST data-
set. The SCNN-based image classifier model achieves a prediction accuracy of
95% while the CNN-based image classifier model achieves a 96% prediction
accuracy.

We evaluate four different classification metrics namely the F1-score, recall,
precision, and support. These classification metrics provide a more holistic report
on the performance between the two image classifiers by taking into consideration

100%

90%

80%

70%

60%

50%
F1-Score Recall Precision Support

CNN SCNN

Figure 17.7 CNN vs. SCNN IDS classification accuracy

Adversarial resilience of SCNNs 415



100%

80%

60%

40%

20%

0%

Pr
ed

ic
tio

n 
ac

cu
ra

cy
 (%

)

Adv
_fr

ee
FGSM CW

BIM PGD

JS
MA

Adversarial attack method

CNN-IDS

SCNN-IDS

Figure 17.8 CNN vs. SCNN IDS AR

100%

96%

92%

88%

84%

80%

Pr
ed

ic
tio

n 
ac

cu
ra

cy
 (%

)

99% 99%

CNN SCNN
Image classification models

Figure 17.9 CNN vs. SCNN image prediction accuracy

100%

90%

80%

70%

60%

50%
F1-score Recall Precision Support

CNN SCNN

Figure 17.10 CNN vs. SCNN image classification accuracy

416 Security and privacy schemes



other factors such as false positives and negatives which are considered crucial
metrics in intrusion detection. Our results show that both the CNN and the SCNN
image classifiers have comparable results across all four classification metrics as
shown in Figure 17.7. The CNN image classifier is only slightly better than the
SCNN image classifier based on the classification metrics.

We can conclude from the results here in Section 8.1 that the self-normalizing
properties of the SCNN image classifier do not adversely impact the performance
of the model.

17.8.4 AR of CNN vs. SCNN for image classification
In our final experiment, we evaluate the generability of our findings to other
domains specifically computer vision by using our SCNN model to create an image
classifier for the SocoFing Fingerprint Biometric dataset described in Section 7.3.2
above in terms of prediction accuracy, the SCNN image classifier shows similar
results to the SCNN IDS classifier, having comparable results with the CNN
models. We further evaluate the adversarial resilience of both CNN and SCNN
image classifiers and the results are similar to that of the CNN and SCNN IDS
classifiers. The results illustrated in Figure 17.11 show that the SCNN image
classifier has comparable results in terms of prediction accuracy and significantly
outperforms the CNN image classifier in terms of adversarial resilience.

17.9 Discussion

17.9.1 Comments on CNNs vulnerability to
adversarial samples

Adversarial vulnerability in CNNs was previously attributed to non-linearity and
over-fitting of the neural network models. However, on the contrary, more recent
research has proven that linearity and the ability to generalize very well is a more
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compelling factors for the adversarial vulnerability in CNNs. Specifically, the
authors of [13] argued that by exhibiting linear characteristics in high-dimensional
spaces, neural network models become vulnerable to adversarial attacks. The cor-
ollary of this theory then is that to overcome adversarial weaknesses, neural net-
work models should have attributes that implement significant effects of
nonlinearity.

We attribute the increased adversarial resilience of the SCNN compared to the
CNN as a result of the reduced invariance which occurs based on the self-
normalizing properties of the SCNN. We importantly note that in this study, the
adversarial attack methods which were launched included both model-based and
model-agnostic adversarial attack methods.

Li et al. [34] utilized spectral analysis to explain adversarial behavior by
implementing principal component analysis. Their findings explained the effect of
non-linear transformation in the activations on adversarial vulnerability. The
authors of [35] suggested that adversarial vulnerability is a consequence of narrow
learning. Also, loss surface irregularity of deep neural networks has been shown to
be a main cause of adversarial vulnerability [36]. While the loss surface improves
the modeling power of the neural network models compared to linear models, it
also makes them susceptible to adversarial attacks. This happens because a very
minimal movement within the input space, which represents the amount of per-
turbation generated by the adversarial attack, will correspond to a relatively enor-
mous increase in the loss experienced by the deep learning model. Other factors
such as adversarial perturbation time and amount of perturbation were evaluated
but there was no direct correlation with the adversarial vulnerability.

17.9.2 Why does self-normalization make SCNN perform
better than CNN in the context of adversarial
resilience?

Our study has demonstrated that self-normalization in a CNN-based IDS results in
greater resilience to adversarial samples. Our proposed version of the CNN-IDS
which we term SCNN-IDS uses a SELU in the dense layers as opposed to the ReLU
which is commonplace in standard CNN models. The original intent behind self-
normalization in CNNs was to enable the capability of high-level abstract repre-
sentation [7]. This is important, though since the ability of a neural network model
to generalize very well depends on its ability to capture high-level abstractions in
the dataset [37].

The self-normalizing exponential linear units SELU have been shown to elicit
three distinct properties. First, the SELU activation function sets to control the
average learning rate (u) of the network using negative and positive values. Second,
the SELU maintains a fixed point in the neural network with the aid of a continuous
curve. Third, the saturation region dampens the variance alpha (learning rate) and
the positive slope augments the alpha (learning rate) [7]. These three properties
form the basis of the SELU activation function which sets the mean and variance of
the activations at 0 and 1, respectively.
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Since CNNs make decisions based on spectral statistical regularities [37],
resulting in excessive invariance we argue that adversarial resilience can be
reduced by reducing the invariance. We have investigated and found out that all
these three properties exhibited by the SELU, including the ability to ensure the
invariance of the deep learning model is kept at a minimum, is responsible for
reducing the adversarial vulnerability of the SCNN-IDS as demonstrated in
our study.

We observed that the adversarial robustness properties of SCNN are more
pronounced for image classification than for IDSs. Future work will seek to
understand what properties of images make them easier to defend and if this could
be transferred to IDSs.

17.10 Conclusion

Self-normalization has been proven to increase the robustness of deep neural net-
works to vanishing gradient problems. Since adversarial samples take advantage of
the irregularity of the loss surface of deep neural networks, we studied the rela-
tionship between this irregularity and self-normalization.

Leveraging on a standard CNN model, we proposed a deep learning-based IDS
classifier which implements self-normalization within the Dense layers. In our
study, we built a self-normalizing CNN IDS classifier (SCNN-IDS) and evaluated
its adversarial resilience based on five adversarial attack methods. We compared
the performance with a standard CNN IDS classifier (CNN-IDS) and established
that the SCNN-IDS is more adversarial resilient. Our results show that self-
normalization in the dense layers of a neural network increases the adversarial
resilience of CNN models for intrusion detection classifiers. Furthermore, our
findings for the deep learning-based IDS classifiers are consistent with image
classifiers using the SocoFing fingerprint biometric dataset.

Furthermore, since we evaluated both model-based and model-agnostic
adversarial attack methods, our study showed that both categories of adversarial
attacks consistently impacted the neural network models which we tested. Hence,
in this study, we also conclude that model or model-agnostic methods have no
direct relationship with adversarial resilience through self-normalization. Future
work would focus on optimizing the detection capabilities of the model to detect
and mitigate sophisticated security attacks in beyond 5G and 6G wireless networks.
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Chapter 18

Legal frameworks for security schemes in
wireless communication systems

Abdulwaheed Musa1,2

Abstract

Wireless communication is one of the very successful technologies that have found
applications in our daily lives. It has drawn the attention of researchers, standard
bodies, and organizations who have continuously proposed and developed different
standards and regulations to further advance the communication system. However,
one of the major issues and concerns that have been raised in wireless commu-
nication is security with its legal frameworks. Security as well as privacy are very
crucial schemes in wireless communication because of the transmission of signals
over unprotected media, thus exposing signals to security and privacy attacks such
as eavesdropping, modification, and data theft, among others. Depending on the
type of data being transmitted, security and privacy and the legal frameworks
become even more critical, especially with the adoption of new technology such as
cloud computing in the healthcare and other sectors. While framework is a structure
that combines, in the form of a single hybrid conceptual solution, different but
relevant areas together, the legal frameworks are simply a set of standards which
can be utilized to deal with a challenge or to decide what to do. Some legal fra-
meworks have been developed, over the years, particularly in the area of health-
care, Artificial Intelligence (AI) and Internet of Things (IoT). However, there are
no sufficient legal frameworks for the security and privacy of wireless network,
particularly for the envisioned 6G network. Thus, this chapter presents the funda-
mental factors of legal frameworks for the security and privacy in a wireless
communication network with a focus on the 6G network.

Keywords: 6G networks; Wireless communication; Security and privacy;
Legal frameworks; Ethics; Compliance; Conflict resolution
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18.1 Introduction

Wireless communication has a plethora of benefits over its counterpart in terms of
flexibility, scalability, increased data transmission rates, and low cost of deployment,
among others. As a result, there is a significant number of end-users and applications
of the wireless communication systems, like the cordless mobile phones, wireless
local area network (WLAN), satellite communication, etc., which have in turn gen-
erated more revenue for the service providers [1]. Similarly, the numerous users of
wireless systems have drawn the attention of various standard bodies and organiza-
tions who have continuously proposed and developed different standards and
regulations as well as defined frequency ranges to further advance wireless commu-
nication systems. Over the years, the wireless communications have evolved from the
pre-cellular era to the first generation (1G) down to the recently developed fifth
generation (5G) network [2]. Researchers have started looking into the future which
presents the sixth-generation (6G) network that has been envisioned to facilitate a
higher data transmission rate as well as support several novel technologies and
applications. However, because of the broadcast nature of wireless communication,
concerns about security and privacy, as well as legal frameworks, have been raised.

Security and privacy are the two most crucial issues in wireless communication
due to the transmission of signals over unprotected media, thus exposing signals to
security and privacy attacks such as eavesdropping, modification, and data theft among
others [3]. Depending on the type of data being transmitted, these issues of security and
privacy become even more critical, especially with the adoption of new technology,
such as cloud computing in the healthcare and other sectors [4]. Legal frameworks are
simply a set of standards or rules which can be utilized to deal with a challenge or to
decide what to do. On the other hand, ethics are a set of moral principles and standards
that guide people’s actions. Legal frameworks have been developed, over the years,
particularly in the area of healthcare [4], Artificial Intelligence (AI), and the Internet of
Things (IoT) [5], however, there are no sufficient legal frameworks for the security and
privacy of wireless network, particularly for the envisioned 6G network.

Thus, this chapter aims to present legal frameworks for privacy and security
schemes in a wireless communication network including the 6G network. The legal
frameworks and innovative solutions to address the privacy and security challenges in
6G wireless networks becomes necessary because of increasing scale and complexity
of the systems. Key emerging security and privacy legal frameworks to support
massive devices and enabling technologies in the context of 6G wireless networks are
established. The chapter presents security legal frameworks and principles, including
compliance, data protection, quality of service, and conflict resolution, in 6G net-
works. The chapter underscores the importance of adherence to laws, regulations, and
standards to maintain the privacy and security of 6G networks. Also, ethical and
moral principles of 6G wireless network security are highlighted in this chapter, with
focus, essentially, on protecting the 6G networks and systems from unauthorized
access and malicious attacks, while emphasizing the importance of secure transmis-
sion, protecting user privacy, data integrity, accountability, monitoring and auditing,
and adherence to best-practice security guidelines and standards.
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18.1.1 Contributions
In this subsection, the contributions of the chapter are summarized and highlighted.
These are in addition to recommendations for future work in the area of study. The
contributions include the following:

● Comprehensive reviews of the security and privacy schemes in wireless com-
munication systems from 1G network up to 6G network.

● Discussion of the foundational background on the evolution of various wireless
communication systems.

● Presentation of the security schemes and framework requirements.
● New conceptual security legal frameworks in wireless communication systems,

including 6G networks are presented.
● Ethics and moral principles for security and privacy in wireless networks,

including the 6G network have been treated.

18.1.2 Chapter organization
Aside Section 18.1 which introduces the chapter, the rest of the chapter is structured
such that Section 18.2 presents the evolution of wireless networks, including an
overview of the 6G networks; while Sections 18.3 and 18.4 review the security and
privacy schemes in wireless communication systems from 1G up to 6G networks.
Section 18.5 presents the security framework requirements. In Section 18.6, the
wireless network security legal frameworks are presented. Sections 18.7 and 18.8
present the legal as well as ethics and moral principles for security and privacy in the
6G network. Limitations of the study are provided in Section 18.9. Section 18.10
concludes the chapter and provides recommendations for further research directions.

18.2 The evolution of wireless networks

In this section, the previous generations of wireless networks are discussed. The
section also presents an overview of the envisaged 6G network, the key enabling
technology and some applications of the 6G network. Since the development of
wireless communication in 1980, it has continually experienced evolution from 1G up
to 5G. These generations have been discussed extensively in the literature where it
was noted that the 1G network brought about the advent of mobile communication,
having to convey users’ voices from the source to the required destination. However,
it had many challenges such as being very expensive, little or no roaming, no security
and privacy, incompatibility among different technologies, limited to voice commu-
nication only, very large equipment, among others [2]. These challenges led to the
development of second generation (2G) which was digital and supported both voice
and data. As a result, numerous numbers of users started utilizing cellular commu-
nication networks. Among other advantages, the 2G provided the use of Short
Message Signal (SMS), a feature that was not available in the 1G network. Also, the
2G network came with little roaming and compatibility with other technologies, as
well as reduced cost compared to the 1G network. However, it had its challenges such
as the inability to support video traffic, lower data rate, weak security, etc. [6,7].
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The third-generation (3G) network was then launched to improve the 2G net-
work by supporting voice, data, and video communication. The 3G network intro-
duced technology, such as Massive Input Massive Output (MIMO), is not found in
the previous generations. However, there were problems with expensive terminals
and high-power consumption, among others [2,6]. The fourth-generation (4G) net-
work was then launched to provide a higher data rate than the 3G network and
support voice and video over IP networks as well as online streaming. The 4G net-
work introduced new features such as the harmonious utilization of both Frequency
Division Duplex (FDD) and Time Division Duplex (TDD) which increased the
capacity of the network. There are other advantages of the 4G network such as higher
throughput and simpler architecture, but there are still some disadvantages faced,
such as the cost, and battery duration of devices, among others [8].

The recently developed 5G network utilizes new technologies, which include
Visible Light Communication (VLC), Network Function Virtualization (NFV),
Device-to-Device (D2D) communication, Software-Defined Network (SDN),
Heterogenous Network (HetNet), massive MIMO (mMIMO), higher frequencies,
network slicing, among others, to significantly improve data throughput, energy effi-
ciency, connection density and reliability [9]. The key 5G use cases are ultra-reliable
low latency communications (URLLC), enhanced mobile broadband (eMBB) and
massive machine type communication (MTC). eMBB may provide high data speeds
of 1G bits/s to mobile users, but URLLC deals more with communication reliability
(99.999%) and latency (in milliseconds), particularly for applications such as IoT and
vehicle-to-everything (V2X). Massive Machine-Type Communications (mMTC)
emphasizes the number of interconnected devices in IoT deployment up to a million
connections/km2 [1,9]. This demonstrated the vast potential of the 5G network.

Figure 18.1 presents a summary of the evolution of wireless communication
systems. Some essential features of different wireless generations, 1G to 5G, are
shown in Table 18.1.

5G
2019

10 Gbps4G
2011

100 Mbps
3G

1998
2 Mbps

2G
1990s

64 Kbps

1G
1984

2.4 Kbps

. Basic voice service

. Low latency

. Fast speed
. IP-based protocols

. True mobile broadband
. Voice and Data

. Mobile broadband

. Designed for voice

. Digital standards

. Analog based

Figure 18.1 Evolution of wireless communication systems [10]
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Table 18.1 A comparative of cellular generations

Generations 1G 2G 3G 4G 5G

Deployment 1979 1991 2001 2009 2018
Switching techniques Circuit

switching
Circuit switching Circuit and packet switching Packet switching Packet switching

Access techniques FDMA GSM, TDMA, CDMA WCDMA, UMTS, CDMA
2000, HSUPA/HSDPA

LTEA, OFDMA,
SC-FDMA,
WiMAX

BDMA, NOMA, FBMC

Application Voice Voice and data Voice, data, and video calls Voice, data, video
calls, HD TV, etc.

Voice, data, video calls,
Ultra HD video, VR
application

Core network PSTN PSTN & packet Internet Internet Internet
Data rate 2.4 kbps 14.4 kbps 384 kbps to 2 Mbps 100 Mbps to

500 Mbps
10 Gbps to 50 Gbps

Frequency band 800 MHz 800 MHz, 900 MHz,
1,800 MHz, 1,900 MHz

800 MHz, 900 MHz,
1,800 MHz, 1,900 MHz,
2,100 MHz

2–8 GHz 1.8 GHz, 2.6 GHz,
30–300 GHz

Merits Mobility Digital voice call, low
power consumption

Better Internet experience,
supports both voice and
video calls

High data rate, body
area network

Low latency, higher data
rate, wider coverage

Demerits Poor
security,
low capacity,
low coverage

Low data rate, inability
to support video
transmission

Expensive terminals and
high-power consumption

Expensive and high
power
consumption

Requires many small
cell antennas



Recently, researchers have started envisioning the 6G network to improve
the traditional wireless communications systems, increase service quality, and
support massive data traffic demands. 6G networks seek to maximally increase
data rates, minimize energy consumption, improve coverage and broadband
connectivity, increase link dependability, reduce latency, and attain cognitive
communication. 6G may offer exceptionally high data rates of over 100 Gbps
with an end-to-end delay of less than 1 ms [11,12]. 6G is also projected to attain
extraordinarily high communication dependability levels. The 6G criteria can be
met by employing new advanced and intelligent communication systems. For
instance, reconfigurable intelligent surfaces, new spectrum, extra-large MIMO,
holographic radio communications, full-duplex wireless communications, mod-
ulation and multiple access are all crucial strategies for improving data rates.
Furthermore, backscatter and energy harvesting techniques are both essential and
required to improve energy efficiency. The merging of terrestrial and non-
terrestrial communications and cell-free massive MIMO systems are viable
methods for increasing connectivity and providing full coverage. AI and machine
learning (ML) are critical strategies for attaining intelligence. Edge computing
and holographic teleportation (telepresence) effectively create low-latency and
ultra-reliable communications. Finally, quantum communication and blockchain
are efficient strategies for increasing communication security, secrecy, and
privacy [12–14].

18.3 Privacy and security schemes in wireless
communication systems

This section presents the various security and privacy schemes in wireless com-
munication systems from 1G to the envisioned 6G. Due to the broadcast nature of
the wireless communication network, it is vulnerable to different security and
privacy threats and attacks. These have drawn the attention of researchers, stan-
dard organizations and other stakeholders to continuously proffer counter-
measures to these challenges. With the advancement of technology, there is a
corresponding advancement in the security and privacy threats and attacks as
summarized as follows.

One of the major limitations of the 1G wireless network, apart from being
analog-based, was the lack of security as well as privacy. The cellular systems
lacked authentication and cryptography which made call interception and
impersonation attacks easy to conduct [15]. The 2G wireless network, being
digital-based, addressed the security and privacy challenges witnessed in the 1G.
However, it was susceptible to threats and attacks such as spamming, session
hijacking, and fake base stations [16]. Other vulnerabilities witnessed in the 2G
include the inability of the operators to be verified by the mobile stations, i.e.
one-way authentication [15]. The 3G wireless network advanced from the 2G
network and incorporated voice, video, and data, but it was susceptible to attacks
and threats, such as denial-of-service, eavesdropping, location update spoofing,
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identity theft, man-in-the-middle attacks which infringe on the privacy of the
users as the attacker accesses confidential information [17]. The 4G was IP-based
and was developed to facilitate a higher data transmission rate than the 3G as well
as other novel features, such as supporting high-dimension television (HD TV).
However, this advancement of technology allowed for even greater security and
privacy risks and challenges as the 4G network suffered from eavesdropping,
transmission control protocol (TCP) flooding, denial-of-service, intrusion,
address spoofing, man-in-the-middle, user identity theft, and malware spreading
and authentication delay attacks [18].

The recently developed 5G wireless network facilitated a very high data
transmission rate as well as other novel applications and technologies that have
significantly advanced the wireless communication system as an entity. The net-
work has a plethora of advantages and has found several applications in various
sectors of our daily lives. However, it is also vulnerable to attacks and threats due to
numerous applications and technologies it supports. Such threats include eaves-
dropping, hijacking, denial-of-service, network slice theft, configuration, man-in-
the-middle, malware spreading, jamming, and hacking attacks [16,19–21]. The 6G
wireless network is expected to be an AI-based autonomous network that would not
only facilitate ultra-high data rate transmission with very low latency but also
incorporate both space and underwater communication to form a ubiquitous net-
work. However, similar to the 5G network, the 6G network would be susceptible to
several threats and attacks such as eavesdropping attacks, jamming attacks, access
control attacks, data modification attacks, 51% attacks, and Sybil attacks [22–25].
There are also some identified privacy challenges such as data theft and the misuse
of users’ data. Table 18.2 presents the taxonomy of some of the attacks and threats
in cellular communication systems.

Table 18.2 Taxonomy of threats and attacks in cellular communication systems

Threats 1G 2G 3G 4G 5G

Eavesdropping � � � � �
Jamming � � � � �
Impersonation or identity theft � � � � �
Spamming � � � � �
Fabricated BS � � � � �
Spoofing � � � � �
TCP flooding � � � � �
Malware � � � � �
Hijacking � � � � �
Configuration � � � � �
Network Slice theft � � � � �
Penetration � � � � �
Injection � � � � �
Sniffing � � � � �
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Several schemes have been proposed to defend against these threats in all the
cellular generations. Schemes, such as voice scrambling, were utilized to provide
some level of protection against eavesdropping attacks in the 1G network.
However, it does not have very strong encryption, making it possible for attackers
to penetrate the network and perform call interception and other malicious activity
[17]. Since the 2G network was digital, cryptography schemes, such as COMP128
and A5 cryptographic, were supported. They were used to provide radio-path
encryption and user authentication, respectively, but they both have shown weak-
nesses [25]. For the 3G network, the 3G Partnership Project (3GPP) designed an
Authentication and Key Agreement (AKA) scheme which was utilized for mutual
authentication of a mobile station (MS) with the network, thus addressing the one-
way authentication experienced in the 2G network [26].

Similarly, in the 4G network, the AKA protocol was also utilized to mutually
authenticate users and the network as well as the combination of Internet Key
Exchange (IKE) and Internet Protocol Security (IP-Sec) was utilized to protect the
transmission between the core network and the base station (BS) [27,28]. As
mentioned earlier, the overall 5G network vulnerabilities are linked to the vulner-
abilities of the key enabling technologies. Thus, some privacy and security schemes
have been proposed to secure these enabling technologies, and improve the privacy
and security of the 5G network. Some of the schemes include enhanced version of
the AKA scheme commonly known as the 5G-AKA, Physical Layer Security
(PLS), Transport Layer Security (TLS), and Session Layer Security (SLS) which
are used to control channel communication [29]. Furthermore, encryption schemes
that were developed for the 5G network include the Elliptic Curve Integrated
Encryption Scheme (ECIES) to protect users’ identities and International Mobile
Subscriber Identity (IMSI) encryption to defend against IMSI catchers [29].

The brief review has shown that security and privacy challenges have been the
major concern in wireless communication systems which has attracted the attention
of many researchers and stakeholders who have proposed schemes to defend
against the threats and attacks. However, a wireless network cannot be completely
secured as advancement in technology presents further vulnerabilities, thus there is
a need for continuous development and evaluation of security and privacy schemes
for wireless communication systems.

18.4 6G wireless network security schemes

The merging use cases for the envisioned 6G wireless network are shown in
Figure 18.2. Although the deployment of the 5G radio networks with assured low
latency, extraordinary dependability, and mass connectivity, is almost completed
[30,31], the network will not be able to satisfy most needs, especially after 2030.

Thus, the impacts of the 6G network include but not limited to the following:
an integrated air-ground-space-sea network (SAGIN) through implementation of
both terrestrial and non-terrestrial networks [32,33]; increased data speed and
network traffic capacity as a result of new radio bands, such as millimeter wave,
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sub-6 GHz, and terahertz (THz); novel intelligent services and applications using AI
and big data technologies [34–37]; and improved network security and privacy [38].

Although the privacy and security threats or attacks of the envisioned 6G
network are somewhat similar to the 5G network, the 6G network technology is
expected to come with better security and more spectrum coverage while using less
energy. Using novel technologies, such as waveform design, multiple accesses,
channel coding methods, network slicing, cloud edge computing, and various
antenna technologies, 6G networks will be able to meet these demands [31].

To maintain secure communications, new security protocols must be devel-
oped to protect sensitive data and communications within these technologies. The
6G wireless network security scheme is a critical aspect of the development of 6G
technology, which aims to provide a secure, reliable and fast wireless commu-
nication infrastructure for various applications. The security of a wireless network
is essential to prevent unauthorized access, protect user data and privacy, and
ensure the integrity of communication. In this context, several conventional
security schemes such as encryption, authentication, and access control have been
proposed for 6G networks. Other schemes that have been proposed to secure most
of the technologies and applications in the 6G network include PLS-based schemes,
quantum cryptographic schemes, Distributed Ledger Technology (DLT), and dis-
tributed AI-based security schemes. These schemes have been proposed as poten-
tial solutions to the privacy and security challenges in the 6G network and beyond
[25,39,40].

The most crucial problems in 6G networks are thought to be threat detection,
data processing, data encryption and traffic analysis. Security requirements for 6G
use cases are more stringent than those for 5G use cases. It will be more difficult to
operate and implement distributed AI security and privacy solutions as a result of
the Internet of Everything’s (IoE) large range of capabilities and services.
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Figure 18.2 6G emerging use cases for 6G [1]
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An important challenge in the development of a 6G security scheme is the
integration of various security mechanisms that can provide comprehensive
security solutions. For instance, encryption is an essential mechanism that ensures
the confidentiality of user data, while authentication ensures that only authorized
users can access the network. Similarly, access control is necessary to prevent
unauthorized access to sensitive network resources [41]. The 6G wireless network
security scheme should also consider the complex and dynamic nature of the net-
work’s environment [42]. For example, 6G networks are expected to be more
diverse than previous generations, including different devices, users, and services.
Also, the mobility of users and devices in 6G networks poses significant challenges
to the security scheme, as it requires effective mechanisms to protect against
unauthorized access [43].

To address these challenges, recent research has proposed the use of advanced
security techniques, such as AI, ML, and blockchain. For example, ML algorithms
can be used to detect and prevent security threats in real-time, while blockchain
technology can provide secure and transparent data sharing between multiple par-
ties. Additionally, the use of network function virtualization (NFV) and software
defined networks (SDN) can give more efficient and flexible security solutions for
6G networks.

In summary, a secure and reliable 6G network security scheme is a critical
challenge that needs a multi-disciplinary approach. The integration of various
security mechanisms and the use of advanced technologies can provide compre-
hensive security solutions for 6G networks. However, more research is needed to
tackle the specific security requirements and challenges of 6G networks, including
the protection of user data and privacy, the integration of different security
mechanisms, and the mitigation of security threats.

18.5 Security framework requirements

To protect sensitive information and critical systems from unauthorized access, theft,
and damage, there is a need for set of guidelines, policies, and standards to ensure
wireless networks security. The security framework requirements for wireless net-
works are crucial for ensuring the integrity, confidentiality and availability of infor-
mation transmitted over the networks. The requirements include the implementation
of various technical and organizational measures to prevent unauthorized access,
modification, or destruction of data. The author of [44] provided an overview of the
security framework requirements for wireless networks. The study highlights the need
for risk assessment, threat modeling, and continuous security monitoring to ensure the
security of wireless networks. It also highlights the need for organizations to adopt a
proactive approach in identifying potential security threats and implementing
appropriate security measures to mitigate the risks.

The security framework requirements aim at protecting the privacy and con-
fidentiality of data transmitted over wireless networks and maintain the reliability
and availability of the network services. These requirements also safeguard against
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unauthorized access and protect against potential security threats to networks. The
framework requirements are a mandatory collection of policies and procedures that
must be put in place to secure the confidential information of customers, subscribers,
network operators, service providers, and public authorities. Subscribers and network
service providers who require security to protect their devices, operation and business
interests all need networks and asset protection. Some of the criteria that are impor-
tant and required to protect data and information from threats are as highlighted.

18.5.1 Customers and subscribers
Customers and subscribers need to comply with certain security framework
requirements to protect their data and devices. The author of [45] discussed the
importance of customer education and awareness in securing wireless networks,
and posited that customers should be aware of the security risks associated with
wireless networks and should be provided with the necessary tools and information
for security. This includes regular security updates, secure password management,
and the use of anti-virus software. However, the requirements also include the
implementation of secure authentication and access control measures to safeguard
customer information and privacy, comprehensive encryption and safe storage of
customer data, secured protocols for transmitting customer data, implementation of
industry standard authentication procedures for secure customer account access, as
well as monitoring and blocking malicious activity. Furthermore, subscribers can
defend themselves against security risks by implementing multi-factor authentica-
tion on their accounts to greatly reduce the likelihood hacking. Also, subscribers
must be cautious before clicking any links and use secure passwords since sig-
nificant cases of successful cyber-attacks start with phishing.

18.5.2 Network service providers
To ensure the security of wireless networks, network operators and service provi-
ders have a significant responsibility in the design, deployment, and maintenance of
the networks. They must ensure that the networks are secure and meet standards.
The author of [46] highlighted security framework requirements for network
operators and service providers to include the use of secure protocols, encryption,
and secure authentication mechanisms. In addition, it is important to conduct reg-
ular security audits, monitor network activities, and respond promptly to security
incidence. The following requirements are also necessary for wireless security:
implementing secure authentication and access controls, data encryption and secure
data storage for operator information, adopting secure protocols for transmitting
data during transit, implementing industry standard authentication procedures for
secure network access, monitoring and blocking malicious activities, as well as
detecting and responding to network threats.

18.5.3 Public authorities
Public authorities play a crucial role to ensure the security of wireless commu-
nication networks by developing and enforcing legal frameworks that promote
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security. The author of [47] analyzed the security framework requirements for
public authorities, including the development of data protection laws and regula-
tions, the establishment of security standards, and the enforcement of penalties for
security breaches. It also emphasized the importance of collaboration between
public authorities and network operators and service providers to ensure the
effective implementation of security framework requirements. As highlighted
under subscribers and service providers’ requirements, implementing secure
authentication and access controls of public information, data encryption and
secure data storage of public data, adopting secure protocols for transmitting public
data, implementing industry standard authentication procedures for secure network
access to public records, monitoring and blocking malicious activities, as well as
robust incident response capabilities to effectively address security breaches are
also necessary to promote the security legal frameworks for public authorities.

18.6 Legal frameworks for wireless network security

The extensive adoption of wireless networks has made the wireless network
security to become a critical aspect. The widespread use of the network could be
hampered by the lack of integrity, confidentiality, and security of data [48]. The
security of wireless networks presents legal as well as ethics and moral issues. To
address these issues and the increasing complexity of the wireless networks, such as
the increasing threat of cyber-attacks, it is important for various stakeholders,
including government, industry, and academia to collaborate for wireless networks
security. Also, the implementation of standards, such as those established by the
Institute of Electrical and Electronics Engineers (IEEE), and the management of
third-party risk can play a crucial role to ensure the security of wireless networks.
Nevertheless, legal frameworks play a key role in ensuring the security of wireless
networks by providing guidelines on how to manage security risks and protect their
networks and data.

Governments around the world, including the United States, United Kingdom,
and the EU, have enacted laws and regulations to protect wireless networks [49]
and safeguard data and networks [50,51]. These regulations focus on technical and
administrative measures such as encryption, authentication protocols, and the
responsibilities of the various parties involved in the network. In the United States,
the Federal Communications Commission (FCC) implemented specific rules and
regulations for wireless network security. These regulations aim to secure users
from unauthorized access and interference, protect user data, and ensure the overall
security of the network.

The FCC’s rules and regulations for wireless network security mandate that all
providers of radio frequency (RF) communication services ensure the security of
their networks and protect user privacy. This act requires providers to secure the
confidentiality, security, and integrity of user data, and to implement authentication
and authorization measures such that only authorized users have access to the
network [52].
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It is also crucial for companies to be aware of the legal regulations governing
their wireless networks and to have established policies to secure their networks.
Various companies have thus established their own in-house regulations and
processes to guarantee the safety of their wireless networks. These guidelines may
touch on subjects such as access authorization protocols, user access control, net-
work surveillance, and antivirus software. Thus, it can be concluded that the
security of wireless networks is a multi-faceted and dynamic challenge.

The challenge of securing wireless networks is increased by the constrain of
resources, thereby making it difficult to easily implement methods for privacy
protection and attack mitigation in traditional networks for emerging wireless
networks, such as 6G network. Therefore, there is a need for innovative response
techniques of wireless network security and the legal frameworks.

18.7 Security legal principles

The concept of legal security underscores the systematization, stability, rule of law,
and protection of human rights through the administration of justice. Security legal
principles are the foundational laws and regulations that govern the protection of
information, communication networks, and other related systems. These principles
are designed to ensure the protection of individuals, organizations, and government
entities from malicious cyber threats, unauthorized access, data breaches, and other
security risks.

Until recently, wireless network security was only talked about to reduce the
risks in data and the technical and organizational infrastructure that supported it.
But technology advancement and awareness of the concerns over network security
have changed that. The advancement has made it possible for individuals, groups,
organizations and government to generate, collect, process, transmit, and store data
from various sources and for different purposes. Thus, concerns over how secured
what is collected are and the possible harm from privacy violations emanating from
their unethical uses have also significantly increased. In recent years, the legal
landscape for network security has rapidly evolved, and various organizations have
published guidance and best practices to help ensure that security standards are up-
to-date, consistent and relevant [53].

The IEEE addresses the importance of security legal principles that govern
network security and in the development of 6G networks. A study in [46] high-
lighted the need for security legal principles in the design of 6G networks. It
emphasizes the importance of including privacy and security considerations in the
design of 6G networks, and of adhering to international privacy and security
standards, such as the ISO 27001 and the NIST SP 800-53. Also, the authors of [54]
emphasized the need for privacy policies and security measures that are compliant
with international privacy laws and regulations, such as the General Data
Protection Regulation (GDPR).

The General Data Protection Regulation (GDPR) provides the basic principles
that form the framework for data protection. The fundamental tenets have a direct
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and indirect effect on the different requirements and restrictions found in the law.
Some of the principles contained in the GDPR include the following: Lawful, fair,
and transparent processing of personal data. There should be awareness on how
personal information is collected, used, or processed. The principle of transparency
entails that all information on personal data processing are clear and simple.
Second, personal data should only be collected for explicit, specified, and legit-
imate purposes; this is as determined at the time of gathering of the personal data.
Thirdly, processing of personal data must be pertinent and restricted to what is
required. Only when there are no other reasonable options for achieving the pro-
cessing goal can personal data be further processed. Restricting storage of personal
data is another (i.e. fourth) principle; a time limitation should be set for deletion or
reviews to ensure that data are not stored longer than necessary. Furthermore,
processing of personal data should be in such a way that confidentiality and
security are ensured, including protection against unauthorized and unlawful use or
access, and guarding against accidental loss or damage. Lastly, adhering to the
security principles and regulations are very vital, and integral parts.

By establishing appropriate legal measures, as well as security and private
policies, the 6G network can be designed and operated to protect the security and
privacy of user data. Adherence to security legal principles is a crucial aspect of
maintaining the safety and security of data, systems, and networks for companies,
governments, and other organizations. Compliance with these laws and regulations
forms an integral part of any security plan. This section further pays attention to
compliance, data protection, quality of service, and conflict resolution as they relate
to the legal security of information.

18.7.1 Compliance
The principle of compliance requires organizations to follow applicable laws,
regulations, and industry standards to ensure the safety of their systems and data
[47]. This is particularly important for organizations operating in multiple jur-
isdictions that must comply with the laws of each country they operate in.
Organizations should have a clear process for ensuring compliance and procedures
for regularly monitoring and updating their efforts [47].

In the context of 6G wireless networks, it is important to consider the adher-
ence to laws, regulations, and standards that organizations must follow to protect
sensitive data and maintain the privacy and security of their systems and networks.
Compliance with security and privacy regulations as well as national and interna-
tional laws related to data privacy and cybersecurity, such as the California
Consumer Privacy Act (CCPA) and the European General Data Protection
Regulation (GDPR) is a critical aspect of any security framework.

Organizations must ensure that their security measures align with industry
standards and government regulations to protect sensitive information and maintain
customer trust. The author of [55] noted that compliance with regulations can be
challenging, as the dynamic nature of IoT-enabled smart cities requires frequent
updates to security and privacy measures. To address this challenge, it is suggested
that organizations adopt a risk-based approach to compliance, regularly assessing
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and updating their security and privacy measures to ensure that they align with the
latest regulations and standards.

18.7.2 Data protection
Data protection is another important principle of security legal frameworks [56].
Organizations must ensure that sensitive information is protected from unauthor-
ized access and breach to secure and protect the integrity, confidentiality, and
availability of sensitive data stored and transmitted over wireless networks. This
includes implementing encryption and other security technologies, as well as
establishing policies and procedures for access control, incident response, and risk
management. Data protection laws vary by jurisdiction, but organizations must
generally handle and store personal data securely and inform customers about data
usage [57]. Organizations must also be transparent in their data handling practices
and follow applicable regulations or standards [58].

In the 6G wireless networks, it will be important to consider new data pro-
tection requirements, such as privacy-enhancing technologies and the management
of large amounts of data generated by IoT devices. The work in [59] underscores
the importance of data protection in the 6G era and the need for innovative solu-
tions to address the privacy and security challenges, especially as the traditional
data management approaches are no more sufficient for the security and privacy
requirements of 6G wireless systems due to increasing scale and complexity of the
systems. To address these challenges, a blockchain-based subscriber data man-
agement protocol is proposed. This leverages the decentralized and secure nature of
blockchain technology to protect the security and privacy of subscribers’ data. The
scheme involves the creation of a distributed ledger that records subscribers’ data
and transactions in a secure and tamper-proof manner, preventing unauthorized
access or manipulation of the data.

18.7.3 Quality of Service
Quality of Service (QoS) is another crucial legal principle in wireless security,
particularly for organizations handling sensitive information. It ensures that the
security framework provides reliable and efficient performance, especially in
mission-critical applications. It is important to consider how security measures may
impact QoS and vice versa in the context of 6G wireless networks, as well as how
to balance these considerations to provide both high levels of security and
acceptable levels of performance for users. This requires an understanding of the
potential trade-offs between performance and security, and the development of
network design and management strategies that take these factors into account.

The European Network and Information Security Agency (ENISA) states
that transferring data with minimum disruption and at desired speed and quality is
critical to data security [60]. Organizations must ensure quick and secure data
transfer to maintain information integrity, and ENISA recommends that they
should be able to detect and respond to incidents promptly to efficiently address
potential breaches.
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18.7.4 Conflict resolutions
Conflict resolution is an important security legal principle that can stem from a
variety of sources, including resource allocation, network configuration, and
interference from other devices. It is important to ensure that conflicts and disputes
between organizations and stakeholders are resolved fairly and successfully. One of
the most important key components for a successful conflict resolution framework
in 6G networks is the ability to quickly detect and identify conflicts as they occur.
This can be accomplished through the use of monitoring and analytics tools that
provide real-time visibility into the state of the network. The author of [61] dis-
cussed the importance of conflict resolution in the context of the IoT in a smart
home environment. The study highlighted the importance of conflict resolution in
IoT-enabled smart homes and proposed a rule-based conflict resolution framework
to address the challenge of managing multiple devices in a smart home.

The EU General Data Protection Regulation (GDPR) approves that data con-
trollers resolve disputes between themselves and data subjects efficiently [62]. The
Global Network Initiative (GNI) promotes a set of principles and guidelines for
companies to respect freedom of expression and privacy online, with conflict
resolution as a key component [63]. The International Standards Organization
(ISO) 27001 requires organizations to have a conflict resolution process in place to
address disputes effectively [64].

18.8 Ethics and moral principles

Ethics are a set of moral principles and standards that guide people’s actions and
behavior. Every user in an organization is required to adhere to certain ethical
standards and codes. Less disruption is expected in a company that conducts its
activities in accordance with ethical code. Similarly, there will be negative effects
on a company that does not uphold ethics. Ethics recognize right from wrong [65].
In computer security for instance, cyber-ethics is what separates security personnel
from hackers.

The field of technology, including wireless network security, has a growing
importance for ethics and moral principles. As technology continues to rapidly
advance, it is important to ensure that its development and deployment align with
ethical values. The author of [66] argues that it is important for individuals and
organizations to consider ethical and moral considerations when making decisions
about the development and deployment of technology and believes that ignoring
these principles can have serious consequences, both for individuals and society as
a whole. Also, policymakers and regulators must be involved in the development of
ethical and moral frameworks, in order to ensure that technology is developed and
used in ways that are consistent with the societal values.

The ethical and moral principles of the conventional security schemes and that of
6G wireless network security are similar. Essentially, they focus on protecting data,
networks, and systems from unauthorized access and malicious attacks. Both
emphasize the importance of protecting user privacy, data integrity, secure
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transmission, responsible use of technology, accountability, monitoring and auditing,
user education, and adherence to best-practice security guidelines and standards.

The authors of [67–71] examine the various conventional security schemes
used in wireless networks and their respective strengths and weaknesses.
Conventional security measures, such as encryption, authentication and access
control have been utilized to secure and protect networks against malicious attacks
and unauthorized access. While these methods have proven to be effective, they
are, however, with their limitations and are vulnerable to new and evolving security
threats. Thus, with the rapid advancement of technology, there is a growing need
for the development of more innovative and sophisticated security protocols and
schemes to stay ahead of evolving threats and ensure security of the wireless net-
work systems.

18.9 Limitations of the study

This study is not without limitations some of which are as presented thus. Only
papers and resources written in English language have been consulted, thereby
limiting the research scope to English literature. Also, it is possible to miss some
relevant information, but this was minimized as much as possible. The topic cov-
ered in this study is multidimensional and interdisciplinary, and this was evident in
unavailability of very rich text in the research context.

Lastly, security and its legal frameworks are rarely at the top of stakeholders’
concerns, except to potentially comply with fundamental norms or regulatory obli-
gations. Besides, security and privacy issues are typically addressed after the wireless
system has been developed and deployed for use. It is therefore difficult to under-
stand the true security requirements. Thus, explanations on protection mechanisms as
a form of design solution are given instead of declarative statements about the pro-
tection required, even when security requirements are to be highlighted.

18.10 Conclusion and recommendations

Legal frameworks for security and privacy schemes in wireless communication
systems have become a critical aspect of modern technology. The increasing need
for real-time information exchange, complexity of wireless networks, threat of
cyber-attacks and more have exacerbated the need for wireless network security,
privacy and legal frameworks. To maintain secure wireless communication sys-
tems, security schemes and legal frameworks have been proposed to protect data
and communications within these technologies. Furthermore, ethical and moral
considerations must be incorporated into the design of the security schemes.

The requirements for the network security framework emanated from various
sources which include the customers (i.e. subscribers), the service providers (i.e.
network operators), and the public authorities. The customers require confidence in
the wireless network and reliability of the services being offered. The network
service providers require security of their business interests and operations, as well
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as meeting their customers and the public’s obligations. As for the public autho-
rities, they need security by legislation and orders for services availability, fair and
free competition, and privacy protection.

It is recommended that the requirements for the security of wireless networks
and services should be premised on international security standards. This will
increase interoperability and prevent duplication of efforts. There is a need to
balance the cost of security measures and the probable financial impacts of brea-
ches in security since the security mechanisms and services are relatively expensive
compared to the value of what are being secured and protected. Thus, it is necessary
to have a way of customizing the provided security vis-a-vis the protected services.

Also, it is better to consider security profiles covering a range of wireless
network services because of the high number of probable security features com-
binations. Besides, standardization will allow for reuse of solutions and products, as
well as faster and low cost security. The economy of scale in component inter-
operation and product development within wireless networks in terms of security
are important benefits of standardization both for the systems dealers and users.

The security services and mechanisms for wireless networks and operators are
associated with protection against malicious attacks, such as eavesdropping, denial
of service, spoofing, forgery, or tampering with messages in forms of modification,
deletion, delay, replay, misrouting, re-routing, or re-ordering. Protection includes
prevention, detection and recovery from threats and attacks, as well as management
of personal or security-related data and information. Finally, in the framework,
provisions to allow lawful and duly authorized interception are also expected.
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Chapter 19

Design of a quantum true random number
generator using quantum gates and

benchmarking its performance on an IBM
quantum-computer

Vaishnavi Kumar1 and Padmapriya Pravinkumar1

Abstract

Random numbers are used in various domains, including quantum communication
and cryptography applications such as key generation and authentication. Quantum
mechanics has the intrinsic ability to generate truly random numbers, making it an
ideal alternative for scientific applications that require randomness. Quantum
wireless communication is proposed as a new means of communication that is safe,
secure, and efficient. The simplicity of our source rotation gate, combined with its
independently verifiable solitary unpredictability, is essential to obtain quantum
random number generators without spending any money. In this chapter, we
explore and study the 24-qubit random number. The worst-case entropy value for
such randomly produced integers is 0.999445, with the min-entropy of such num-
bers being 0.0008. Additionally, steering restart tests were used to validate later
verification of true randomness, and the statistical characteristics of the True
Random Number Generation (TRNG) were assessed using an autocorrelation study
and the statistical test suites.

Keywords: Quantum random number; Key generation; Entropy; Qubit;
IBM-QISKIT

19.1 Background

The idea of randomness has intrigued and puzzled people [1] in every task they
handled. We have placed ourselves in the hands of chance throughout history, from
reading the inner workings of birds and practising divination in antiquity to rolling
dice in casino games to conducting risk assessments and stock market investments
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in the present. The idea of chance and randomness was initially discussed and
connected to divinity by ancient Greek thinkers [2]. Since the development of
probability theory, randomness has been a topic of ongoing discussion. In the
interim, its utility was gradually discovered in several scientific and industrial
domains [3].

The study of randomness became even more crucial as modern cryptography
advanced since it became evident that producing reliable randomness is essential in
almost all information security techniques. However, this ostensibly simple task is
challenging. Numerous mathematics and physical approaches have been put forth
and used, but only a few numbers are thought to be entirely fulfilling. Moreover,
while the quality of randomness creation is a problem, most current communication
protocols also call for higher generating speeds. Therefore, one of the foundational
elements of creating a secure and effective communication system is having a
quick, dependable random number generator that generates truly random numbers.
This numerous motivated researchers in the arena [4].

19.1.1 Random numbers
Everybody can comprehend the idea behind a random number: a coin toss gen-
erates one random bit with two equally likely outcomes. Since there is no way to
foresee the outcome in advance, we refer to it as random [5].

Nevertheless, despite the straightforward concept, providing a good descrip-
tion of random numbers is challenging. D.H. Lehmer pointed out two key char-
acteristics that a collection of random numbers should have in 1951: changeability
and a lack of organization in its statistics. First, a random number series should be
impossible to anticipate because knowing the previous numbers should not reveal
anything about the following number. The string should, nevertheless, appear
random and have statistics that are on par with those of truly random series. It is
possible to make even stricter arguments that the first feature implied by the second
is true: identifying a specific statistical arrangement in the numbers would create
the sequence more predictable. Still, a random number sequence with these char-
acteristics should at least be appropriate for most applications found in daily life
[6]. It is important to note that additional information theory and computer science
initiatives exist. Kolmogorov, Martin-Lof, and Chaitin have all produced studies
that explain randomness in terms of computational complexity [7,8].

19.1.2 Importance of randomness
Randomness connotes unpredictability, disorder, and lack of direction. A sequence
that lacks any regularities and patterns is said to be statistically random [9].
A number is said to be random when selected randomly from a particular dis-
tribution. These numbers almost always have no relationships with preceding
numbers and are most likely independent. Random processes have a long, illustri-
ous history. Ancient peoples often used dice to predict their fate. The majority of
prehistoric tribes used a variety of divination techniques to try to avoid uncertainty
and randomness [10].
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Random events are known to occur in nature. For instance, it is impossible to
accurately anticipate the physical outcome of an electron being scattered by an
atom. Additionally, random events can be produced artificially, and there is no
distinction between randomness occurring naturally and not. When artificial ran-
dom generators are used in place of natural ones, it appears that a succession of
random events can be produced. The result of an unexpected event can frequently
be translated into a numerical value [11]. As an illustration, a photon that meets
with an atom may scatter or trigger other changes inside the bit. There is no prac-
tical method to give the alternative alterations a numerical value corresponding to
them. Random numbers are uniform distribution random variates. More compli-
cated distributions can be produced with uniform variates, rejection, or inversion
techniques. A standard and fundamental definition of a random number series is
that each number is independent of the numbers generated before it and is uni-
formly dispersed among all possible values.

19.1.3 Applications of random numbers
Even in epics, we encounter games with random results based on specific gadgets,
proving that the demand for unpredictability is eternal. In reality, lottery games and
gambling of some kind were practised by all the ancient civilizations. The use of
random numbers has expanded throughout time, with new applications appearing in
fields as diverse as encryption, statistical sampling [3,9], and Monte Carlo simu-
lation [12,13]. Unknowingly or not, we frequently employ the results of random
number generators in our daily lives. For instance, passwords, pins issued by banks,
and CAPTCHAs [14,15] displayed on your screen when you attempt to log in to a
website are all supposed to be the output of random number generators [16].

19.1.3.1 Application in cryptography
Cryptography is conceivably the one area where random numbers are used the
most. The notion of random numbers is well reflected in the use of random num-
bers in cryptography, which also offers some guidelines for creating random
number generators.

19.1.3.2 One-time pad
One-time pad (OTP) is a cryptographic scheme created in the early twentieth
century by Gilbert Vernam and Joseph Mauborgne.

The protocol is straightforward:

1. Binary-code the plaintext before encoding it.
2. Create a key using random bits with a length equal to the plaintext.
3. By bitwise XORing the plaintext and key, you can get the ciphertext.
4. The receiver receives both the key and the ciphertext separately.
5. By accomplishing another bitwise XOR between the ciphertext and the key on

the receiving side, the ciphertext is decrypted.

It should go without saying that the OTP is a mechanism of encryption that
heavily relies on creating random integers. In that instance, the OTP is regarded as
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resistant to ciphertext assaults because the encrypted message will look entirely
unexpected, provide no information about the plaintext, and take a lifetime to
decipher by an observer. The entire plan bottleneck is the generation rate.

19.1.3.3 Key generation
A somewhat extreme protocol created for maximum security is the OTP. Although
safe, the protocol is not helpful in most real-world situations. Only those who
possess the proper pair of keys may effectively encrypt or decode messages.
Eavesdroppers will have to guess the contents of the keys if they do not have access
to them to decipher the ciphertext. The intention of the algorithms and, more sig-
nificantly, the selection of keys determine the protocol’s security.

19.1.4 Quantum randomness in cryptography
It is considered secure if someone other than the intended recipient cannot under-
stand the information. The unintended person, called the hacker, is attempting to
steal the data. Such data is known as encrypted data in the field of cryptography,
which is a branch of cryptology. The confidentiality of the information is the main
consideration in the design of the cryptosystem, which also includes security
measures to prevent unwanted access. A method for creating encryption and
decryption keys is the KSA. The original or user-defined key is a group of bits
depending on processing steps or rounds. The encryption algorithm used 40, 128,
192, or 256. The KSA’s goal is to make the key so robust that it cannot be broken
and prevents hackers from discovering the original key [17].

The process of converting data into an unintelligible format and encrypting it
using a key is known as encryption. On the other hand, a decryption algorithm
entails utilizing the same or a different key to decode the cypher and turn it back
into the original data.

Encryption converts plaintext into ciphertext and secure cyphers by combining
several cryptographic qualities like nonlinearity, propagation criteria, correlation, and
algebraic immunity. The security of a cipher is determined by the degree of the key
susceptible to a cryptanalysis attack. Random numbers can be employed to increase
the strength and complexity of the key in addition to KSA, which breaks the key down
into subkeys. The random numbers or bits required to achieve randomness in a
cryptosystem are produced by random number generators. By using a random number
generator-based cryptosystem, encryption transforms plain text into ciphertext; the
KSA key also uses random number bits created by a random number generator [18].

19.1.4.1 Method of quantum computing

1. Most approaches to building a quantum computer are based on one of three
techniques for controlling quantum particles.

2. Manipulating a nucleus or subatomic particles spin. The superposition of up
and down spins yields a qubit.

3. Altering the electrical charge. A qubit is created by superimposing two or more
distinct charge sites.
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4. Altering a photon polarization or phase. Phase or polarization angle super-
position is used to create qubits.

5. Nuclear magnetic resonance

Nuclear spin control is the foundation of a nuclear magnetic resonance quantum
computer. This has been accomplished by adjusting the nuclear spins of atoms
within a molecule. Spin is affected by magnetic pulses within an NMR chamber
magnetic field. The chemical bonds between nearby atoms form the entanglement
of spins needed to establish a qubit. Scalability is the primary flaw.

19.1.4.1.1 Ion trap
Nuclear spin control is also the foundation of an ion trap quantum computer. An
electromagnetic field can trap a single ion or even small groups. Theoretically, this
method is scalable, but it needs a cryogenic setting. Only single qubit systems have
been demonstrated up to this point.

19.1.4.1.2 Quantum dot
Electrical charge, spin, or energy state manipulation may occur in a quantum dot
computer. A quantum dot is often a tiny molecular mound on a silicon substrate
that is 180 nm or smaller and contains a small number of electrons or potentially
only one electron. Such dots would be arranged in a predictable pattern to form a
computer. This approach appears to have the best chance of being commercially
saleable.

19.1.4.1.3 Josephson junction
In a Josephson junction, electron cooper pairs are tunneled via a thin semi-
conducting layer that is sandwiched between two layers of superconducting mate-
rial. Voltages applied across the junction can change the likelihood of which side of
the sandwich the electron pairs will occupy. There have been demonstrated two-
qubit operations. The production of these junctions is seen as scalable. This idea is
the foundation of the most promising system now in use.

19.1.4.1.4 Optical
The polarization or phase of each photon is the foundation of an optical quantum
computer. By simultaneously creating identical photons, entanglement is made
possible. Polarizing lenses, phase shifters, and beam splitters are used to manage
the superposition of polarization phase states. Theoretically, this technique can
handle several qubytes.

19.1.5 Quantum information processing
The analogous data unit in quantum computing systems is the qubit. It is capable of
simultaneous computations since it can exist in both states (0 and 1) at any given
time. Superposition is the idea that a particle can exist in two states simultaneously.
Quantum entanglement is a crucial idea in quantum computing [19]. In correlation,
photon particles interact at some time and can be entangled in pairs (similar to a
couple of magnets interacting with each other). For example, we may determine the
spin state of the second entangled photon particle by determining the spin state of
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one of the photons. As a result, quantum entanglement enables instantaneous
interaction between qubits separated by vast distances.

The combined effects of superposition and quantum entanglement boost
computing capability. When qubits are expanded, capacity increases. As a result,
quantum computers are better at solving problems than conventional computers. As
a result, enormous volumes of information may be stored and processed in very few
storage units.

By using the idea of polarization, it is feasible to exclude a portion of the light
waves oriented geometrically. An essential part of quantum key distribution is
photon and light polarization. So far as processing and storage speeds are con-
cerned, quantum computing is a game changer. Quantum computing can provide
better answers more quickly, helping to maximize profit.

19.1.6 Highlights of the proposed work

● Utilized the rotation gates Ry and Rz for the quantum true random number
generator.

● The random number generator is made out of 24 qubits.
● Non-repeatability is ensured through the restart analysis and the statistical

autocorrelation analysis.
● Min entropy and worst-case entropy are calculated.
● Post-processing is not employed in the generation process.
● Randomness verified through NIST 800-22 test.
● The entropy source is verified through NIST 800-90B test.

In this chapter, Part 2 reviews the literature survey for the proposed system, Part 3
adds the necessary information regarding the gates and system imparted in the
proposed system, Part 4 gives a detailed description of the method of generation of
the proposed quantum true random number generator, Part 5 gives the result ana-
lysis of the designed random number generator, and Part 6 gives the conclusion and
the future scope.

19.2 Literature survey

19.2.1 Methods of generating random numbers
Naturally, creating random number generators is of great interest to scientists and
technologists, and in recent years, a variety of RNGs have been developed and
suggested [20,21]. The criteria of homogeneity and independence should ideally be
followed by the output of the random number generator. The strength of the
cryptographic algorithms employed in modern computers depends on the ran-
domness of the seed, which is used to seed the key. Since the encryption process is
deterministic, attackers who can predict or restrict the random seed’s range will
have an easier time decrypting the data.

Therefore, random number generation is the cornerstone of contemporary
cryptographic security. Unfortunately, many encrypted systems have been rendered
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useless by poor RNGs [22]. A random number generator should produce bits that
are independent of one another and have an equal chance of being 0 or 1.
Additionally, a random number generator must be unpredictable, with no way to
predict the results. Currently, there are two primary methods for producing random
numbers. Both hardware and pseudorandom number generators. Usually, the ran-
dom seed is created by combining true random number generator (TRNG) and
pseudorandom number generator (PRNG):

1. Pseudorandom number generator
2. True random number generator

19.2.2 Survey of pseudorandom number generators
PRNGs use a sequence of mathematical processes to produce random numbers.
However, PRNGs are deterministic and can be anticipated if the PRNG’s state is known
[23]. PRNGs need inputs known as seeds to increase predictability. Because the seed
influences the sequences produced by PRNGs, PRNGs alone cannot make genuinely
random data [24]. The requirement for randomness and unpredictability in the seed
itself leads us back to the original issue. In a procedure known as entropy input, PRNGs
are frequently seeded with an HRNG to address this issue. It would seem that utilizing
PRNGs defeats the purpose of using them since one already needs a random number to
start the process because PRNGs need to be seeded with a random number [25].

However, PRNGs are advantageous because they can generate numbers faster
than HRNGs and produce superior statistical features for unpredictability. The
Blum–Blum–Shub (BBS) generator, Mersenne twister, and linear congruential
generator are a few well-known pseudorandom number generation algorithms that
are entirely based on arithmetic techniques. The most typical applications of these
techniques are in generic programming and Monte Carlo simulations [26]. The
pseudorandom number generator’s deterministic nature raises the possibility that
results may be foreseen, which is not suitable for cryptography. Pseudorandom
numbers are not random, strictly speaking.

By using the information from a physical process, HRNGs generate random
numbers. Typically, sensors gather chaotic signals like background noise from the
environment to generate a random number. HRNGs frequently rely on methods like
camera data pointing towards an entropic scene that is challenging to simulate and
model. It is unavoidable that random data has a significant level of entropy, but this
does not imply that the data is truly random; various criteria other than entropy are
advised for cryptographic RNGs [27]. Other HRNG techniques draw information
from sources like disc drive timing data, mouse movement, and keyboard delays.
Since these techniques lack true randomness, they must be sent through a ran-
domness extractor before being accepted for use in cryptographic standards. HRNG
also generates quantum random numbers, but many quantum random number-
generating techniques frequently need randomness extraction. The issue of creating
an HRNG that is impossible to manage, compute, or predict persists.

With sufficient knowledge of the beginning state, it is theoretically possible to
identify HRNGs that depend on processes prescribed by classical physics.
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Unfortunately, fundamentally unpredictable non-deterministic quantum processes
exist. Quantum processes in identical stacked states will not necessarily yield the
same result from repeated measurements. To put it another way, quantum systems
are essentially random. Therefore, the final version of HRNGs and potentially the
answer to the RNG puzzle will be quantum random number generators.

19.2.2.1 Middle square method
The middle square technique was the initial idea Von Neumann and Metropolis
offered for an arithmetic generator. Using the middle digits of the square of the
preceding number, the following number in the sequence is generated using this
procedure. The middle digits of earlier numbers serve as the seed value for the next
number. Numerous researchers have explored this approach and discovered that it
has not always yielded good results.

19.2.2.2 Linear congruential generator
It is one of the earliest methods, and it is quick at the same time as being incredibly
simple to learn and put into practice. An easy linear equation based on modulo
arithmetic can be used to generate a pseudorandom sequence. Mathematicians
often use modulo arithmetic, in which integers wrap around after they reach a
specific value. A recurrence relation is used to define the linear congruential
generator:

19.2.3 Physical random number generator
A hardware random number generator, commonly referred to as a physical random
number generator, produces random numbers via physical operations. They take
measurements of noisy physical systems and transform the data into random bits
rather than utilizing deterministic techniques. Randomness has been attributed to
various physical processes, including ambient noise and radioactive decay events.
In addition, events involving human activity may potentially be beneficial sources
of randomness. For example, a unique device file called /dev/ random, included in
many Unix-like operating systems, acts as a random number generator by gathering
unpredictability from mouse movements, keyboard timings, and other potential
environmental disturbances [28].

19.2.4 Survey of true random number generators
Bruce Schneier claims that a truly random sequence is one that not only meets the
criteria for a pseudorandom sequence but also cannot be reliably duplicated. A real
random sequence generator will produce two completely distinct random sequences
if you run it twice with the same input. True random number generators generate
randomness by sampling and digitizing real-world physical phenomena and entropy
sources. Physical principles ensure the generated values’ unpredictability [29].

Such physical phenomena include background radiation, thermal noise, jitter,
photonic emission in semiconductors, radioactive decay and quantum vacuum.
Entropy here refers to the degree of uncertainty surrounding a result. Entropy,
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which makes a real random number generator unpredictable, is produced by phy-
sical processes. However, there would be a limit to how quickly random events
could be recorded and generated [30]. Most real random number generators
struggle significantly with their poor generation rates. The fact that these generators
depend on hardware is another significant drawback. They require physical
instruments to record the event because they utilize real-world phenomena.
Because of this, they are creating real random generators can be very expensive,
especially if the required hardware is not widely available. These systems often rely
on microscopic events like thermal noise and the photoelectric effect, which uses a
beam splitter to produce low-level, statistically surprising noise signals. These
stochastic processes are completely unpredictable in theory. A transducer is fre-
quently used in hardware random number generators to transform physical phe-
nomena into electrical signals. An amplifier and other electronic gear boost the
random fluctuations’ amplitude to a quantifiable level. Some analogue to digital
converter turns the output into a digital number, often only the binary digits 0 or 1
be represented mathematically. Random numbers can be collected by periodically
sampling the randomly fluctuating signal [31].

19.2.5 Unpredictable random number generators
Unpredictable random number generators (URNGs) are one of the practical TRNG
approximations. The intricacy of the underlying phenomenon causes unpredict-
ability, which is the foundation of URNGs. These generators typically take ran-
domness from readily accessible sources, such as computer parts, unstable internal
processor states, human–computer interaction, race situations and so on. As a
result, they may offer a high level of randomness. A detailed understanding of the
underlying phenomenon is fundamental because the components are deterministic,
suppressing the ease of prediction of internal states of the features and, conse-
quently, upcoming values.

19.2.6 Quantum random number generator
Quantum random number generators (QRNGs), a specific type of physical random
number generator, get their randomness from the unpredictable outcome of a
quantum measurement [27]. The fundamental assumptions of quantum mechanics
contain the idea of randomness. A measured quantum system will randomly enter
one of its potential eigenstates and produce the matching result. These measure-
ment results can be truly non-deterministic, the authors of [32,33] confirmed by
studies, making them excellent candidates for random number generation.

Semi self-testing

1. Trusted
2. Self-testing

19.2.6.1 Trusted device QRNGs
Trusted device QRNG assumes that the sources and devices utilized to extract
randomness are accurately described. They are suitable for practical applications
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because of their simplicity in theory and implementation. However, they can only
be applied if the performance closely matches the model. A trusted device is a
complicated experimental setup because it is challenging to manage quantum sys-
tems. These tools cannot confirm if the output bits are truly random or under the
control of an enemy. It is referred regarded be a trustworthy gadget because of this.
You could select suitable quantum protocols to produce random numbers if you are
confident that your gadget is operating as intended. The categories of non-optical
and optical trusted device QRNGs will be used to categorize trusted device QRNGs
in the following sections. Several possible implementations for each sub-class are
briefly detailed below regarding their advantages and disadvantages. Let us first
talk about other non-optical reliable QRNG solutions that might be used.

19.2.6.2 Non-optical trusted device QRNGs
The categories of non-optical and optical trusted device QRNGs will be used to
categorize trusted device QRNGs in the following sections. Several possible
implementations for each sub-class are briefly detailed below regarding their
advantages and disadvantages. Let us first talk about other non-optical reliable
QRNG solutions that might be used.

19.2.6.3 Radioactive decay
One of the earliest quantum processes employed to produce random numbers was
the radioactive decay of particles [18]. Only the uncertainty principle of quantum
mechanics can explain radioactivity. The radioactivity-based random number
generators used the sensitive Geiger–Muller (GM) tubes and well-known radio-
active sources of a, b, and g radiations. Radiation detectors are much more
extensively utilized since they are much simpler [34]. GM tubes use a Townsend
avalanche to generate a pulse for each detected particle.

The special rate depends on several variables, including the half-life of the
sample, its position, and the gas condition in the GM tube. The pulses have a
Poisson distribution. There are two approaches to producing random numbers from
the arrival of pulses at random [35]: (1) the Fast clock method [36], where the clock
frequency is higher than the mean detection rate; and (2) the Slow clock method,
where the counts occur more frequently than a clock cycle. The unpredictability in
the arrival time is transformed into bits by counting the number of clock cycles
between two consecutive clicks. The fast clock reads and resets itself to zero after
each detection, and the resulting time is utilized to produce a random number [37].
By using the count parity (odd/even), we may more uniformly distribute the results.
The least significant digit or the coefficients of 2� in binary form should be used if
the counts are taken in binary. For instance, if there are two counts, the binary
representation of that number is "10," and the resulting random number is "0." In
binary, the generated number for an odd number, such as “3” or “11,” would be
“0.” The slow clock method produces random numbers by counting how many
times a fixed amount of time passes. A modulo counter should be used to limit the
number of counts to an integer N. Furthermore, distributions with tiny arbitrary bias
[18] can be obtained by adding various counts modulo. Some contemporary
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radioactive decay-based random number generators employ semiconductor devices
rather than GM tubes because they are more practical and work at lower voltages.
As a result, the output signals can still be amplified further, even though they are
weaker. In addition, they streamline the generators’ design. Interestingly, the pro-
posals produce uniform distribution using an RC circuit that converts an expo-
nential or Poissonian random variable to one with a uniform distribution.

The usage of QRNGs based on radioactive sources is severely constrained by
these disadvantages. The unpredictability source must be handled with extreme
caution and expertise because it is radioactive. The radioactivity can also impact
the detectors, reducing their effectiveness over time. Another restriction is the
detector dead time brought on by an accumulation of ions inside the detector. After
a successful detection event, GM tubes and semiconductor tubes require some time
to regain their full detection capabilities due to the detector’s dead time. This must
be considered when producing random bits and the necessary post-processing
processes.

19.2.6.4 Electronic noise
Entropy can also be obtained from the noise in electronic circuits to extract
unpredictability. Typical electronic noise-based random number generators derive
their entropy from circuit components like resistors or diodes. The charge carrier’s
quantum nature is often responsible for the noise. Once more, this is a result of the
quantum mechanical uncertainty principle. Once it has been created, the noise can
be amplified and used for extraction. A straightforward technique would be used to
test the noisy element voltage output against a threshold value to produce random
bits. Utilizing time of arrival techniques is an additional strategy [36].

Shot noise and thermal noise are two general noise categories in such systems.
Shot noise develops because current carriers are quantum objects, making it a
probabilistic phenomenon. Shot noise is produced when carriers tunnel through p–n
junction-created quantum barriers to create reverse or leakage current. Under a
sufficiently low current, the voltage peaks across a diode represent the hopping of
quantum carriers. The motion of the carriers in reaction to the surrounding tem-
perature, however, produces thermal noise. Since shot-noise is an actual quantum
process, it would be ideal for extracting randomness from it. However, extraction of
randomness from shot noise suffers from this flaw since it is challenging to dis-
entangle these effects in practice.

Furthermore, as voltage spikes depend on past charge flow in the diode and
therefore affect the quality of the extracted randomness, they also have memory
effects. Nevertheless, under the right circumstances, shot-noise effects have been
known to manifest predominately in Zener diodes and transistors. Moreover,
commercial QRNGs exploit shot noise as a source of entropy [38].

19.2.6.5 Atomic systems
Apart from the approaches mentioned above for quantum random number genera-
tion, there have been proposals for random number generation using atomic sys-
tems. For example, trapped ions were used for random number generation [39].
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However, the experimental setups needed for random number generation using
trapped ions are much more complex, and such arrangements produce random
numbers with low generation rates. Still, various proposals for generating random
numbers using atomic systems have been reported [40]. Specifically, a QRNG
based on the spin noise of an alkali metal vapor was proposed. The spin noise arises
due to inherent quantum uncertainty due to the interaction between different sys-
tems of atoms. The signal acquired from such a process has been proved to arise
from quantum noise, not optical pumping effects.

19.2.6.6 Optical trusted device QRNG
Optical QRNGs take advantage of the quantum nature of photons for generating
random bits. Optics-based protocols are more accessible to implement than the
methods mentioned above due to the ease of equipment availability and extensive
research that has already been performed for various other purposes. Sources of
entropy in this class of QRNGs are the light emitted from LASERs, LEDs, and
single-photon sources. The light is then manipulated using optical elements and
eventually measured. Different protocols utilize different aspects of the quantum
nature of light to extract randomness. We classify the different optical QRNGs
based on the type of detector used as QRNGs using single-photon and QRNGs
using macroscopic detectors [41].

19.2.6.7 QRNGs using single photon detectors
The devices belonging to this class utilize single-photon detectors for their func-
tioning. Various techniques can be used to construct single-photon sources [42,43].

19.2.6.7.1 Qubit state
These devices generate randomness by measuring qubits in superposition. The
principle behind these devices lies in quantum theory axioms, including collapse
upon measurement. Specifically, the quantum state of a photon can be in a super-
position of possible paths. For example, if a photon is passed through a beam splitter.
It exists in the superposition state of the state on the reflected side and the state on the
transmitted side [44]. Similar is the case when a linearly polarized photon inserts on a
polarizing beam splitter, a device that transmits horizontally polarized light and
reflects vertically polarized light. At the output, the photon exists in a horizontal and
vertical polarization superposition. Any quantum system can live in a superposition
of the basis states. One can easily design a QRNG using this quantum property of
photon along with the collapse on measurement postulate that states that a quantum
state would collapse to one of the basis states upon measurement. In the computa-
tional basis representing the absence or presence of the photon, we can define a state
which means one photon in the first path and no photon in the second path and a state
with the photon in the second path and no photon in the first path.

19.2.6.8 Self-testing QRNGs
The methods for creating random numbers that have been detailed thus far rely
entirely on the reliability of the tools being utilized. However, realistic scenarios do
not support this. In actual use, the gadgets might not work properly or might even
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be under enemy control [45]. Therefore, some testing system must be in place to
confirm the random number generator output sequence. They can be modeled to
keep track of the generator’s internal state and alert the user if an unexpected
failure or skewed output occurs. However, the same issue arises because the user is
now expected to believe the checking device. However, trusted device QRNGs
cannot even distinguish the impacts of classical noise from the generated numbers
without an appropriate checking mechanism; thus, it is better to incorporate at least
some self-testing methods in terms of security.

19.2.6.9 Semi-self-testing QRNGs
Some components of the random number generator may be better characterized than
others. In reality, one might believe certain aspects of the device while ignoring
information regarding other factors. This is especially important if our only issues are
with loud channels and faulty devices, not adversarial situations. Such device
security is between fully self-tested and trusted devices. The choice is between self-
testing QRNGs with high credibility but low performance and practical, trusted
devices that offer excellent performance at low cost and low credibility [46].

Noisy intermediate-scale quantum (NISQ) computers, like the IBM quantum
processor based on superconducting technology, have been the focus of current
scientific research efforts [47]. This research shows how to use quantum rotation
gates to create a 24-qubit quantum true random number generator. We demonstrate
the random number generation using Python scripts in Qiskit [48]. The quantum
circuits are executed on actual quantum computers with reasonable agreement. The
incorrect performance of the superconducting devices offered by IBM is linked to
the experimental departures from the initial findings.

19.3 Preliminaries

The following parts describe how quantum computing is relevant to business and ser-
vices. In this chapter, we lay down the foundations of quantum information processing.
First, we present the most common notation used in quantum physics. Then, we define a
qubit, how to compose larger systems from qubits, how the state of a system can be
changed, and how we can learn something about the state using a measurement.

19.3.1 Dirac notation
Quantum mechanics uses the Dirac notation for vectors, also called the bra-ket
notation. The vector v is denoted by v>. The inner product between u> and |v> is
denoted by <u|v>. We sometimes denote the inner product by (|u>, |v>) because it
can make expressions easier to read. The outer product between |u> and |v> is
symbolized by |u><v|.

19.3.2 Quantum system
The state can be applied to calculations in the manner listed below. The system
starting state is encoded in the input. The state is then evolved, and a measurement
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obtains output. The quantum system used most often in quantum computing is
called a qubit.

19.3.3 Qubit
A qubit is a quantum system with a two-dimensional Hilbert space associated with
it called H. We work only with this mathematical abstraction. The physical qubit
can then be realized in various ways. We define {|0>, |1>} as an orthonormal basis
of H. This basis is called the computational basis. The state of a qubit is a vector
|v> C H |v> ¼ a|0> þ b|1>, Where | a |2 þ | b |2 ¼ 1. Vectors where represent the
same state as vector |v>. They differ only in their global phase, which is physically
insignificant. It means that vectors yield the same measurement statistics and
cannot be distinguished. Two often used states with their unique label are states
represented in (19.1):

jþ >¼ 1ffiffiffi
2

p j0 > þ 1ffiffiffi
2

p j1 >; j� >¼ 1ffiffiffi
2

p j0 > � 1ffiffiffi
2

p j1 > (19.1)

States |+>, |-> form an orthonormal basis.
A qubit is the fundamental unit of computing in a quantum computer. A quan-

tum gate, also known as a quantum logic gate, is a quantum circuit that can operate
on multiple qubits. A qubit function |q0⟩ can be represented as in (19.2) and (19.3):

jq0⟩ ¼ 1ffiffiffi
2

p j0⟩þ iffiffiffi
2

p j1⟩ (19.2)

j0⟩ ¼ 1
0

� �
j1⟩ ¼ 0

1

� �
(19.3)

A qubit can be symbolized in a normal state as in (19.4):

jY⟩ ¼ cos
q
2

� �
j0⟩þ eiYsin

q
2

� �
j1⟩ (19.4)

19.3.4 Bloch sphere
The Bloch sphere may be employed to depict the state of a qubit. We can always
rewrite the vector |v> up to the global phase as in (19.5):

���v >¼ cos
q
2

���0 > þeifsin
q
2

���1 > (19.5)

Angles q, f with the term eif is called the relative phase. Contrary to the global
phase, the relative phase can be determined by measurements. The Bloch sphere
representation does not have any extension to multi-qubit systems. The tensor
product combines vector spaces into a larger vector space. Suppose we have n
qubits with their two-dimensional Hilbert spaces H. The vector space of the com-
posite scheme is then Hn ¼ H . . . . . . . H.
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The state of a 2-qubit system with both qubits in states |0> is |0>|0>. To make
the notation more compact, we write tensor products also as |0>|1> |0>|1> |01>.
To make this notation even more concise, we often write labels in decimal base,
e.g. |101> |5>.

The computational basis of an n-qubit system can be written as in (19.6):

ji > iC 0; . . . ::; 2n � 1f gf g (19.6)

Product states may be expressed as the tensor product of two 1-qubit states.
Entangled states are those that cannot be written in this manner. The state is

1ffiffiffi
2

p j00 > þ 1ffiffiffi
2

p j11 > (19.7)

Equation (19.7) is an example of an entangled state. The state

1ffiffiffi
2

p j00 > þ 1ffiffiffi
2

p j01 >¼ j0 > � 1ffiffiffi
2

p j0 > þ 1ffiffiffi
2

p j1 >

� �
¼ j0 > �jþ >

(19.8)

Equation (19.8) is an example of a product state.

19.3.5 Evolution of a quantum system
A closed quantum system is a system that does not interact with its surroundings. If
we assume that qubits form a secure quantum system, then the development of their
state is labeled by a linear transformation. Since the resulting state must be nor-
malized, this transformation must be unitary. If we start in a state |v>, then after the
state evolves according to unitary U, it will end up in the state U|v>. Often we want
to apply a unitary U only to one qubit and leave other qubits unchanged, and can be
achieved by using the unitary I�i1 � U � I�i2 to the state of the system, where
i1 þ i2 þ 1 is the number of qubits, and U is applied to (i1 þ 1)th qubit. Unitary
operators can be composed of more straightforward unitary operators. In quantum
computing, we are interested in sets of unitary operators that can decompose
arbitrary unitary operators.

19.4 Proposed method

The IBM quantum lab is the primary source for generating genuine quantum
random numbers. The suggested context aims to quantify the unpredictable
and difficult-to-reproduce random number sequence. The Rotation gate Ry
and Rz is used in this technique to produce random numbers. There are two
sections to the suggested method. While segment 2 covers the design of the
random number generator, segment 1 describes quantum programming with
Qiskit. In this study, the Rotation gates will be used for measurement in the ibmq
qasm Simulator.
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Segment 1

19.4.1 Qiskit quantum programming
IBM Qiskit Python unit ropes quantum programming for simulators and actual
devices. The built-in functions of Qiskit can be used to design quantum registers
and circuits. Quantum programme run via joining to the IBM hardware in the real
world. Invariably, a regular computer coexists with a quantum gadget.

19.4.1.1 Role of Qiskit
It converts conventional programming language into quantum machine language
and provides tools for creating and modifying quantum programmes. It combines
the physical quantum device and quantum algorithms to execute quantum proces-
sing. The actual quantum gadget is programmed using quantum languages in
Qiskit, known as open quantum assembly language (OpenQASM). Even though
software varies, minor syntactical variations with new version announcements do
not drastically modify the product’s functionality.

Segment 2

19.4.2 Scheme of random number generator
In our decorum, the single-qubit gate RY л

2

� 	
;RZ л

2

� 	
and P л

2

� 	
.

The RY л
2

� 	
) gate can be articulated by square matrices in (19.9),

i:e:; RY
л
2


 �
¼

cos
л
4


 �
�sin

л
4


 �
sin

л
4
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cos

л
4
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0
@

1
A (19.9)

The RZ л
2

� 	
is stated with square matrices in (19.10):

RZ
л
2


 �
¼ e

�i
л
4 0

0 e
i
л
4

0
B@

1
CA (19.10)

The P л
2

� 	
gate can be uttered by square matrices in (19.11):

P
л
2


 �
¼ eiл2

1 0
0 1

� �
(19.11)

In the quantum computer, the initial state of a qubit is usually organized in |0>
and can be represented with a state vector as [1 0]T. By applying RY л

2

� 	
, RZ л

2

� 	
,

P л
2

� 	
gate, the superposition state jþ >¼ j0>þj1>ð Þffiffi

2
p can be acquired as in Figure.

19.1. Based on the mathematical hypothesis of quantum mechanics, if the quantum
computer is noiseless and the quantum operations are flawless, the measurement
results in the computational basis |0> and |1> should be equally random. In con-
trast to traditional and pseudorandom number generators, which need random seeds
to generate separate sequences from the same root. Because all possible outputs
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originate from the same source, there is less chance that a random number gen-
erator’s production can be predicted.

Unpredictability is one of the most fundamental features of quantum
mechanics that underlie reality. A qubit must be put into superposition to generate a
random bit, after which its measured value will likely be either zero or one. Linear
algebra and Dirac notation can explain the quantum state and the use of quantum
gates in a circuit.

Statevector ([0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j,
0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j,
0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j,
0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j,0.125�0.125j, 0.125�0.125j,
0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j,
0.125�0.125j, 0.125�0.125j, 0.125�0.125j, 0.125�0.125j],dims=(2, 2, 2, 2, 2))

A state vector simulator is used for the measurement of the state vectors for the
random number generators for 5 qubits as a sample which is indicated in
Figure 19.2.
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Figure 19.1 Random number generator of 5 qubits
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Figure 19.2 State vectors for 5 qubits random number generation
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1. A true random number generator comprises Qubits set at state “0,” Rotating
operators Y, Z, and Ph, Barrier, Measurement, Quantum registers, and Classical
registers. Initially, all 24 qubits are set to state zero.

2. Transform the qubit state arbitrarily between two points on the Bloch sphere.
This is accomplished by the unitary transformation of gates which corre-

spond to state rotations around different axes in the Bloch sphere. The rotation
operator Rx

л
2

� 	
is written with the SU(2) gate. The general SU(2) gate is given

in (19.12):

Uðq; f; dÞ ¼
cos

q
2

� �
�ieidsin

q
2

� �

�ieifsin
q
2

� �
ei dþfð Þcos

q
2

� �
0
BB@

1
CCA with f ¼ 0; d ¼ 0; q ¼ л

2

(19.12)

3. The barrier is applied to limit the operation of the superposed qubit state; the
barrier is used as the indication of separating the functions on the quantum
registers.

4. Since all the 24 qubits are given on the individual quantum register wires,
24 measurement devices should be shown on the registers.

5. Once the measurement is done, the measured states are stored on the classical
registers. No of qubits used ¼ 24, No of shots given ¼ 65,536 (“shots” is the
no of times it runs in a single time), Simulator used ¼ qasm Simulator (IBM
lab), No of bits generated at single run ¼ 24 qubits � 65,536 shots ¼
1,572,864.

Because of cloud computing, we can now collaborate with pioneers in quan-
tum computing. One of these innovators is IBM Quantum Experience, which
allows clients to design, polish, and construct their circuits using actual quantum
computers and simulators. However, the physical realizations of the circuits are
constrained by the designs of these devices [49]. Furthermore, IBM QX comes with
features that enable users to project and use various trials for various claims. In this
scenario, cloud quantum computing has been used to create random numbers. This
study uses the IBM QX to design a new QRNG circuit. As a result, both the IBM
QX simulator (also recognized as the Qasm simulator) and the actual quantum
processor are incorporated.

The measurement outputs of the superposition state paired with the computa-
tional base are supposed to create random number sequences, according to quantum
physics. Accordingly, the designed arrangements would satisfy the statistical
requirements for RNGs indicated earlier. In this instance, the two-dimensional
Hilbert space is covered by the computational framework. A quantum computer
can create the needed state by applying the rotation gate to one quantum bit. It is
crucial to remember that this process always begins in the same place. Since every
possible output comes from the same seed, there is less chance that a random
number generator output can be predicted.
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19.5 Testing random number generators statistically

It is crucial to authorize the random number generator statistical tests for encryp-
tion techniques. In this case, the random number generators used must be unpre-
dictable. This test discovers whether the random number generators produce
substantial bias or correlation sequences.

A random number generator is seen as a "black box" when employed in statis-
tical testing. One would anticipate the generator output to have particular char-
acteristics under the null hypothesis that it is impartial and independent. The test
statistic, whose probability distribution is infamous, counts the features of the output.
The test statistic tells us how likely a genuinely random number generator will pro-
vide a result with a test statistic value below one. The p-value refers to this prob-
ability. Statistical tests are often designed as test suites to be comprehensive. Well-
known test suites include NIST SP 800-22 and NIST SP 800-90B, for instance.

If a biased random number generator were used, statistical tests would fail
because they are designed to look for statistical irregularities below the assumption
that the generator is unbiased. It can be hard to test quantum random number
generators since these machines can be biased and unexpected. Since statistically
faulty generators can provide incredible results, the structure of statistical tests falls
short of expressing the core of randomness: unpredictability. Quantum inequalities
have been used to ensure that unpredictability exists, but they have not yet
advanced to the point where they can fully replace statistical tests.

19.5.1 Restart experiment
A renowned appropriate analysis is used to differentiate between actual random-
ness and pseudo-randomness. The result of the TRNG is that it will consistently
produce different sequences instead of the PRNG, which always generates identical
sequences for a given seed. This experiment was conducted to demonstrate the
proposed QTRNG’s genuine unpredictability. For the analysis, 128 starting bit
sequences are recorded.

S1 01001110001011011111000000010000010010100010010011100100010
001010111100000010101001111101100011000101011101

S2 10010111001110111110011101000010010100001110111111010011000
110011000010111110100010100111100011011110001011

S3 01011100101100100001111111011010011100100000111010100100100
010101111000011011111110100011001000100100111001

S4 11010110111100101010110110111001100011110000010000100110000
001111001010111101110010010001101110000111110001

S5 01101110010101110110001000000001001010100000000111110000111
101001001010011010010011100101001110100101001100

19.5.2 Statistical test suite – autocorrelation analysis
Autocorrelation assesses the similarity between data points. When measurements
close to one another have comparable values, there is no repeating pattern relation
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in an orderly process. The autocorrelation values represented in (19.13) are calcu-
lated using a mathematical method:

ATC ¼ jI � NI j
S

(19.13)

S is the size of the sequence; I is the number of identical bit positions
between shifted bits; NI is the number of non-identical bit positions between
shifted bits.

From Figure 19.3, we can clearly state that the random numbers are highly
autocorrelated. The impulse is indicated on point 1, and from this, we can
clearly state that the statistical analysis for the generated random numbers is
passed.

19.5.3 National Institute of Standards and Technology
(NIST) SP 800-22

This test suite is an established statistical test for testing cryptographic random
numbers. Random number generators must be unexpected for cryptography
applications, even though this unpredictability property is not required in other
contexts like simulation and modeling. In the test suites 16 tests as in Table 19.1,
the amount that binary sequences deviate from randomness is expressed using a
separate test statistic. Three steps make up the NIST SP 800-22 testing proce-
dure. The 16 tests must be performed on each sample first. Next, the likelihood
that a fair, independent RNG is generated in each sample is reported for each
test. Then, the p-value, a measure of the significance of 0.01, is applied to this
likelihood. If the p-value is less than the level of importance, the illustration
bombs the test [50].
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Figure 19.3 Autocorrelation analysis
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Table 19.1 NIST SP 800-22

S. no. Type of test p-value Conclusion

1 T1 0.0155 Random
2 T2 0.6104 Random
3 T3 0.1052 Random
4 T4 0.1310 Random
5 T5 0.9166 Random
6 T6 0.9634 Random
7 T7 0.3011 Random
8 T8 0.4043 Random
9 T9 0.0734 Random
10 T10 0.4624 Random
11 T11 0.8675 Random

0.8005 Random
12 T12 0.6540 Random
13 T13 0.0174 Random
14 T14 0.0096 Non-Random
15 T15 State Chi-squared p-value Conclusion

�4 7.3511 0.1958 Random
�3 5.8948 0.3165 Random
�2 4.1968 0.5214 Random
�1 3.4653 0.6286 Random
+1 2.2520 0.8132 Random
+2 5.3737 0.3719 Random
+3 2.6757 0.7498 Random
+4 1.3310 0.9317 Random

16 T16 State Counts p-value Conclusion
�9.0 291 0.5274 Random
�8.0 301 0.5642 Random
�7.0 289 0.4573 Random
�6.0 299 0.4866 Random
�5.0 308 0.5108 Random
�4.0 340 0.7676 Random
�3.0 364 0.9601 Random
�2.0 360 0.9828 Random
�1.0 363 0.9406 Random
+1.0 340 0.4344 Random
+2.0 342 0.6830 Random
+3.0 357 0.9469 Random
+4.0 367 0.9327 Random
+5.0 402 0.6110 Random
+6.0 434 0.4127 Random
+7.0 417 0.5632 Random
+8.0 352 0.9310 Random
+9.0 290 0.5216 Random

T1–T16: Represents the various tests like Frequency Test, Frequency check within a Block, Run Test,
Longest Run of ones in a Block, Binary Matrix Rank Test, Discrete Fourier Transform (spectral) Test,
Non-overlapping Template Matching Test, Overlapping Template Matching Test, Maurer’s Universal
Statistical Test, Linear Complexity Test, Serial Test, Approximate Entropy Test, Cumulative Sums
(forward) Test, Cumulative Sums (reverse) Test, Random Excursion Test, and Random Excursions
Variant Test, respectively.
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According to the National Institute of Standards and Technology (NIST), these
methods can spot deviancies from randomness in binary sequences. The NIST test
suites are 16 tests that evaluate the unpredictable nature of binary sequences pro-
duced by hardware or software-based random number generators. The value of the
next element in the series cannot be anticipated, regardless of what has been cre-
ated. If the p-value is lesser than 0.01, the series is considered non-random;
otherwise, if it is greater than or equal to 0.01, it is called random. A total of 2 crore
bits is admitted in this test and verified for randomness.

19.5.4 NIST 800-90B statistical test
Estimate the entropy of the given raw random number to refine quantum random-
ness. It is necessary to enumerate the extractable randomness by the worst-case
min-entropy from the quantum entropy source [45]. The minimum entropy of a
probability distribution is well-defined through Horiginal(minimum entropy/sample)
and Hbitstring(additional entropy estimation/bit). We used NIST statistical test suite
SP800-90B for entropy assessment. It is used for deterministic and non-
deterministic design and testing entropy sources. According to the NIST recom-
mendation, ten entropy estimators are employed to authorize an entropy source. For
accuracy, a consecutive raw dataset of 100 Mb sample values was acquired straight
from the proposed random number generator. By following the test, tracking of IID
or non-IID is possible. By referring to Table 19.2, the min-entropy for all raw
sequences is determined through the T-Tuple test estimate as 0.0001/1 bit.

Tests 1–10: Represents the estimate of most common value, Collision test,
Markov test, Compression test, T-Tuple test, LRS test, Multi most common in
window prediction test, Lag prediction test, Multi Markov model with counting
prediction test, LZ78Y prediction test respectively.

Table 19.2 NIST 800-90B statistical test

S. no. Type of test p-value/1 bit

1 Entropic statistics 1 0.8295
2 1.0000
3 0.8474
4 0.5681

2 Tuple 5 0.0001
6 0.0003

3 Predictor 7 0.8295
8 0.8228
9 0.0701
10 0.8295

4 Original_H 0.0008
5 Bitstring_H 0.0001
6 Minimum of (4,5) 0.0008
7 (2�m)Entropy_Worst case 0.999445
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19.6 Conclusion and future scope

Researchers were able to reckon the qubits in a cloud quantum computer and use
arithmetic tests for random number generators to assess the device’s potential health
indicators. Device samples were statistically examined to check for bias and patterns.
The min-entropy was computed to determine each sample’s degree of homogeneity.
Statistical testing for random number generators is a worthwhile technique aimed at
assessing the stability and condition of qubits inside a cloud quantum computer. The
outcomes using IBM Quantum Device quantum gates are more encouraging.
Assuming more qubits become available, the contemporary era of quantum com-
puting will emerge. The new set of quantum gates will be used to create genuine
quantum random number generators, and the random numbers they produce will be
compared. In particular, the generated prime random numbers will be applied to the
quantum key distribution for security purposes as part of the examination of the
structural arrangement of the gates. In our future work, we intend to concentrate on
various areas, including applying generated real quantum random numbers in sym-
metric cryptography. We will generate real quantum random numbers using a set of
quantum gates, compare the results, and analyze the non-identical arrangement in the
gate structure to derive prime numbers from it. The quantum key distribution will use
the random prime numbers generated for security reasons. Prime numbers analysis
will be carried out from the different random numbers obtained through various
random number generators using quantum gates.
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Chapter 20

Security challenges and prospects of
6G network in cloud environments

Peace Busola Falola1, Emmanuel Abidemi Adeniyi1,
Joseph Bamidele Awotunde2, Rasheed Gbenga Jimoh2 and

Agbotiname Lucky Imoize3,4

Abstract

Global technological and industrial development is advancing in the current world.
The development of the 6G communication system has been facilitated by the
pervasive adoption of the latest generation of information and communication
technologies (ICTs), such as artificial intelligence (AI), virtual reality (VR), aug-
mented reality (AR), extended reality (XR), the Internet of Things (IoT), and
blockchain technology. Exploratory research into 6G networks as the next wave of
services is likely motivated by the limits of 5G networks that have been discovered
as additional 5G networks are installed. These analyses cover the fundamental
privacy and security concerns raised by 6G technology. This chapter discusses 6G
security problems as a foundation for future research directions. Last, the security
problems of cloud computing were explored.

Keywords: 6G networks; Cloud computing; Security; Technologies; Internet
of Medical Things; Artificial intelligence; Communication

20.1 Introduction

6G will investigate novel communication modes without regard for current network
concepts or technologies. It includes compatible novel ideas, frameworks, protocols,
and approaches that assist the present and future. Intelligent, deep, holographic, and
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pervasive connectivity are characteristics of the 6G system. Every part of the data
transmission, such as the competence of the net components and net design, the
smartness of the integrated entity (the node sensor), then the smartness of the infor-
mation transferred to facilitate the smart support, reflects the intelligence of the data
transmission. Profound connection implies deep sensing, learning, and cognition.
Holographic connectivity has the following characteristics: high-quality, seamless
coverage across augmented reality (AR) and virtual reality (VR), and holographic
communication anywhere (and at any time). Ubiquitous connectedness is a multi-
dimensional coverage link that spans all terrains and spaces [1,2].

Essentially, 6G is expanding and upgrading the previous generation, 5G.
Regarding network access, the 6G standard will cover mobile cellular, satellite,
airborne, undersea, acoustic, and visible light communications (VLCs). To deliver
genuinely worldwide seamless coverage of integrated information, a space-
spanning interconnected network, the air, the sea, and land, will be created by 6G
[3,4]. 6G will considerably enhance data transmission rate, point-to-point lag,
dependability, communication concentration, bandwidth proficiency, and net per-
formance to satisfy the diverse network specifications of several sectors of the
economy. The 6G network and its users will become a cohesive matter regarding
network intelligence. Each user will be able to enhance their experience with AI
assistants (AIAs) since AI will look into consumer desires in more detail.
Connecting persons, machinery, and tangible items in the real globe to those in the
digital globe will be the aim of 6G services, going beyond network service borders.

A 6G mobile network system must provide very fast speeds, expanded capacity,
and the need for distance to enable potential new applications like virtual reality,
vigorous medicine, and computer disaster predicting. Given the earlier control on
cellular networks, the premiere 6G links will be mainly based on the current 5G
structure, taking profit off the benefits obtained in 5G. For instance, the upsurge in
permitted bandwidths also enhanced the architecture of a distributed network and
modified how we work and play [5]. Moreover, data will likely influence humans by
2030, providing quick and limitless cellular access. 6G should therefore enhance
existing wireless technology and enable system prosecution. Regarding speed, 6G is
designed to utilize a more sophisticated frequency band than earlier generations to
boost the data transmission rate, which is predicted to be 100–1,000 times quicker
than 5G [6]. To be more precise, 6G systems will enable broadband spectrum to
connect at hundreds of GB per second, for instance, by combining the utilization of
spectrum from one to three GHz, a terahertz band, and a millimeter wave band.

Fundamental societal and personal needs are what motivated the projected
improvement in 2030. Global Tesla predictions are possible, and 6G will play an
exceptional part in this transition by providing an ICT infrastructure that will allow
end users to be absorbed by a sizable artificial brain. It delivers virtual storage,
infinite storage, and collective intelligence. The crucial goal of 6G is to offer
mobile phone users access to several services, including network identifiers in
diverse areas, multimedia apps, and web connection for cellular users with high-
speed data speeds without damaging the network. Figure 20.1 illustrates the pro-
spect of a 6G network in the cloud ecosystem.

472 Security and privacy schemes



Artificial Intelligence (AI) technology is anticipated to provide the foundation for
constructing the 6G network. 6G will be essentially “intelligent” due to the so-called
“Intelligent connection.” Larger, more complex networks, a greater range of endpoints
and networking devices, and more complex and diverse company kinds will all provide
challenges for 6G networks. “Intelligent Connectivity” will concurrently meet two
requirements: first, all linked devices on a network that are connected are smart, and
the services that are connected to them have been smart; second, the intricate and
massive network itself demands intelligent management. Deep Connectivity,
Holographic Connectivity, and Ubiquitous Connectivity, the 6G network’s other three
essential components, will all be supported by “Intelligent Connectivity,” which will be
its essential characteristic. According to our predictions, deep coverage will give way
to “Deep connectivity” in the following 10 years (2030) of 6G systems. In 10 years
(2030), planar multimedia will predominate in media communication, along with
advanced value augmented reality/virtual reality (AR/VR) interactions, hologram data
interactions, and wireless hologram information exchange becoming a reality.

High-quality augmented AR/VR will be readily available, together with
holographic communication and projection that can be utilized anytime, anywhere,
to achieve the information exchange goal of supposed “holographic connected-
ness.” As a result, individuals can participate in completely immersive, interactive
holographic experiences at any time or location [7]. A vast world will be more and
more available if the “Anytime, Anywhere” connection condition is ultimately
reached a decade ahead (2030), that is, to attain true “Ubiquitous connectivity.”
The 6G network trunk is created by the three extra attributes of “Deep
Connectivity,” “Holographic Connectivity,” and “Ubiquitous Connectivity,” while
“Intelligent Connectivity” will eventually act as the network brain and nerve.
Together, these four features will create a fully organic, soul-filled 6G network.
Based on the current 5G, the communication system will be improved and devel-
oped further. As a result, the network will reduce the distance between everything,
information will overcome the barriers of time and space, and seamless integration
of people and everything else will be possible [8].
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Figure 20.1 Prospect of 6G network in the cloud ecosystem

Security challenges and prospects of 6G network 473



20.1.1 The primary contribution of this chapter is as follows

(i) Presents various issues and challenges related to 6G network communication.
(ii) Describe the many privacy and security concerns the 6G technology may

cause in the cloud environment.
(iii) Analyze how blockchain and AI technologies may be leveraged to treat the

privacy and security concerns linked with the 6G network in the cloud.
(iv) The study concludes by identifying AI-based solutions regarding safety and

confidentiality concerns of 6G networks in the cloud environment.
(v) The potential directions in 6G network security were also discussed.

20.1.2 Chapter organization
Section 20.2 introduces the 6G network issues and solutions. Section 20.3 discusses
the application of AI in 6G networks. Section 20.4 presents the application of
blockchain in the 6G network. Section 20.5 presents the security challenges of
6G networks and cloud environments. Section 20.6 discusses security challenges
in cloud environment. Section 2.7 covers security requirements for 6G networks in
cloud environment. Finally, Section 20.8 discuss the AI solution to 6G privacy
and security issues in cloud environment, while Section 20.9 concludes the chapter.

20.2 6G network issues and solutions

(A) Network security issue
Security is a main issue for 6G wireless networks, especially while utilizing
the Terrestrial Space Integrated Network (STIN) method. With the traditional
physical series security, 6G must look at other sorts of confidentiality, such as
coordinated network security. An innovative security approach that depends
on low complexity and high levels of security must thus be strengthened.
In light of this, several physical layer security mechanisms created for
5G systems may be expanded to 6G systems, including a secure multiple
input and multiple output (MIMO) with low-density parity control (LDPC);
mm-Wave (millimeter wave) safe techniques can also be used for “UM-
MIMO (ultramassive multiple input and multiple output) and Terahertz
(THz) spectrum applications.” Integral network security depends on the
availability of a suitable management objective for multiple function
approaches for various security segments. For example, a centralized
distribution management solution, which might be used for STIN, considers
the administration of multilingual and information exchange keys that do not
require a certificate. This comprehensive solution, which successfully
protects secret data and then secrecy on 6G networks, may be created by
integrating physical and network-level safety measures with efficient
administration and application [9].

With novel approaches, 6G communications should considerably
increase safety, confidentiality, and secrecy. However, the safety and

474 Security and privacy schemes



confidentiality of transmissions are still ensured in 5G networks by using
conventional encryption techniques built on the public cryptosystem. Rivest–
Shamir–Adleman (RSA) crypto-spores are less concerned about the demand
from big data and AI technologies than they are about the lack of privacy
protections in the 5G future.

(B) Resource as a Service (RaaS)
Software-defined networking (SDN) and network functionality verification
(NFV) have created RaaS, an integrated and resource-oriented resource
allocation strategy that has been made easier. As a result, the physical
infrastructure seems to be divided into many virtual networks. It allows cel-
lular providers or telecommunications companies to deploy virtual network
resources according to the needs of a certain service. Software specificities
and customizable metro conditions are likely to be among the resources of
the network. As a result, network screening using proprietary software and
metro-determined surfaces, ranging from a machine-activated cloud access
network (C-RAN) to open-form wireless, will only be network functionality
verification (NFV) development patterns throughout the 6G cycle [10].

(C) Heterogeneous high-frequency bands
The utilization of mm-Wave and THz in 6G results in several new open
problems. A significant outstanding question for mm-Wave will be the sup-
port for big motions at those frequencies. New architectural designs and
propagation models are necessary for THz [11]. The transmitter’s high
power, high sensitivity, and low noise levels are essential characteristics
necessary to offset for THz loss on a high route. It is imperative to fully
comprehend these physical series elements before creating new connections
and network layer procedures that better use cross-frequency resources. The
knowledge of how microwaves, mm-Waves, and THz cells interact in each
series is an additional crucial method.

20.2.1 Secure and privacy issue in 6G network transmission
technology

Streaming content is turned into encrypted information blocks for transmission and
caching using network coding technology in accordance with a detailed grasp of the
needs for 6G mobile services that concentrate on huge, low-latency streaming
media services [12]. This improves the effectiveness of data transfer while pre-
serving user privacy and content security. Additionally, feature data is retrieved
from the service content using edge computing and AI technologies for high-
security user services. They are subsequently routed back to the cloud technology
facility. This guarantees user information confidentiality while decreasing the
burden on the 6G backhaul network and enhancing customer service quality. They
are subsequently routed back to the cloud technology facility. This guarantees
client information confidentiality while decreasing the burden on the 6G backhaul
network and enhancing customer service value.
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20.3 Application of AI in 6G network

Although applying AI to 6G is a current trend, it is erroneous to see AI as a 6G
technology that is simply tacked onto mobile communications. We can only
understand the technological trend of 6G mobile communications by delving into
user demands and examining the connections between intelligence, communica-
tion, and the future of mankind. Three stages of the interaction between AI and
humans were anticipated by Israeli historian Yuval Harari in “A Brief History of
the Future”: (1) AI is the super oracle of humans, capable of comprehending and
mastering all of a personal psychological and physiological quality and providing
timely and correct advice on how to live and work; nonetheless, it is up to the
person receiving the advice to decide whether to follow it; (2) AI will evolve into a
human super-agent and replace some of the human capacity for decision-making. It
is fully empowered to manage matters on behalf of people; (3) as AI develops, it
eventually becomes the ruler of humanity, the master of humanity, and all human
behavior is governed by its plans. According to the forecast above, 6G should
continue the trajectory of the AI–human connection and enter the oracle stage, the
first stage of relationship evolution. Figure 20.2 shows AI application in 6G net-
work framework requirement.

The capabilities of 6G will further into different systems, the actual world and
the online world, serving as a crucial implementation base for the oracle stage. The
actual-world system services are backward compatible with standard situations like
enhanced mobile broadband (eMBB), massive machine-type communications
(mMTC), and ultra-reliable low latency communications (uRLLC) in 5G to meet
the fundamental requirements of the interconnectedness of everything in the real
world. The simulated world system services are an expansion of real-world services
and are tailored to meet the diverse demands of the virtual world. In the simulated
world in which the 6G has developed, users may have their own AIA, which can
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Figure 20.2 AI application in 6G network framework requirement
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record, save, and interact with everything they say, see, and think. The simulated
world system creates a complete three-dimensional simulation of each user and
allows for the digital abstraction and representation of the varied unique demands
of human users. The three spaces that make up the simulated world system are
virtual physical space, VBS, and virtual spiritual space.

The virtual physical space (VPS) produces a virtual environment that mirrors
the actual world (including geographic environment, houses, highways, vehicles,
internal structures, etc.) and offers a simulated digital space for massive users’ AIA
information interaction. It operates on real-time huge data transfer of common
situations that is 6G compatible. For example, a large sporting event, a huge cele-
bration, a disaster aid and rescue operation, a military operation, simulated e-
commerce, an online factory, etc. may all be supported by the data in VPS due to its
real-time updating and high-precision simulation capabilities.

The 5G mMTC scenario is expanded by virtual behavior space (VBS). VBS
can gather and track the bodily movements as well as biological functions of people
in live time, convey diagnostic and treatment information to AIA promptly, and do
all of this by utilizing the 6G human–machine interface and biosensor network.
AIA forecasts the user’s health state according to the data interpretation supplied by
VBS and offers prompt and efficient treatment options. The widespread imple-
mentation of precision medicine is an example application that VBS supports.

Virtual spiritual space may be built based on the analysis of virtual physical
space, VBS, and service scenario data and the huge information interaction. The
advancement of differential demands perception and the development of semantic
information theory have allowed AIA better to recognize the distinct psychological
and users’ religious demands. These perceived demands range from virtual needs
like games and hobbies to actual needs like social connection and job searching.
AIA offers comprehensive recommendations as well as services for consumers’
health lives and fun according to the perceived needs captured by VSS. For
instance, with the help of 6G, data engagement and cooperation, AIA of various
users can give users comprehensive advice on choosing a partner and getting
married, accurately evaluate consumers’ job searching and promotion, and assist
users in establishing, maintaining, and developing better social relationships.

In order to back up AI Genie’s semantic perception and analysis, 6G must
process semantic information in addition to digital information. This necessitates
overcoming the constraints of classical information theory and developing gen-
eralized information theory to create a thorough processing system for syntax and
linguistic information. This is also the conceptual underpinning for the imple-
mentation of human–computer intelligent communication.

20.4 Application of blockchain security in 6G network

A decentralized ledger, a blockchain, stores information in a series of data chunks
[13]. Blockchain aggregates many network, consensus, and automated management
technologies [13]. All of these technologies must be appropriately blended and
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chosen to provide the needed security characteristics necessary for the underlying
application situation [13]. The future wave of cellular networks, notably 6G, which
will gradually become softwarized, decentralized, and a network of free devices, is
thought to require blockchain technology’s safe and complete automation [14]. In
particular, it is anticipated that the use of blockchain technology will enhance both
the 6G technology (safety, confidentiality, broadband service management,
resources usage, and bandwidth planning) as well as 6G applications [healthcare,
power web, autonomous aerial vehicles (UAVs), self-driving cars (CAVs), and
augmented reality] [14]. Blockchain technology has much more to offer than only
security measures for 6G networks. Blockchain-based resource optimization can
achieve the extremely high data speeds needed for 6G [14]. Blockchain adoption is
very advantageous for networks with decentralized control. Additionally, block-
chain can support the 6G RAN need for cooperation [15].

Blockchain is seen as a crucial technology for 6G applications [13]. Future
wireless networks’ cutting-edge applications may undergo a revolution thanks to a
combination of 6G and blockchain [16]. Several 6G applications need high safety
and confidentiality, which blockchain can deliver [16]. The backing of develop-
ments like reconfigurable intelligent surfaces (RIS), Terahertz (THz) communica-
tion, AI, and tiny cell networks would be necessary to meet the demanding network
performance needs of 6G applications [14]. Coordination and cooperation in an
unreliable and open area are required to make these technologies work together
effectively to supply resources and meet performance criteria [13]. These tech-
nologies also call for the implementation of dense networks, which will require
additional infrastructure and network deployment that is more complex [13].

Since 51% of systems are to be specifically designed to aim at a blockchain
network, a major advantage of blockchain is its potential to produce an attack-proof
network. Consequently, it is a decentralized, immutable ledger where all transac-
tions take place [16]. Decentralization of the network will be required to streamline
network deployment. Blockchain will give the decentralized network the required
transparency and trustlessness. Blockchain technology’s key features are decen-
tralized ledger, decentralized networks, openness, immutability, and irreversibility
[16]. It is therefore anticipated to offer greater efficiency and cheaper cost. Because
it is immutable, blockchain is known to be trustworthy to support a lot of users
across several sectors. Blockchain will also fulfill the strict security requirements of
emerging communications networks owing to its designed security features [13].
The function of blockchain in 6G networks is depicted in Figure 20.3.

Massive connection in future systems in terms of scalability, real-time com-
munication with minimal delay, better efficiency, and synchronization are some of
the problems of 6G [17]. It would be difficult to modify the structure of 6G net-
works to accommodate an unforeseen traffic request, given the billions of con-
nected devices that would operate in future industrial ecosystems [17]. For correct
functioning in real-time with minimal latency, device-to-device and machine-to-
machine interactions need strong accuracy with almost zero delays. For use cases
like automated driving and augmented reality (AR)-supported medical systems, it
could be required to have a consistently low latency communication capacity in
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large-scale data transfer [17]. Billion-device connections are required for higher
throughput, and ground stations and other network elements must be able to man-
age the big transaction volume in real-time [17]. Synchronization is a critical need
in industrial applications that require timing. Security requirements like as con-
fidentiality, integrity, availability, authentication, access control, and auditing are
problematic in 6G computing environments. This section explores the potential and
advantages of utilizing blockchain technology to resolve any potential 6G issues.

20.4.1 Intelligent resource management
The spectrum, processing power, and other available resources and infrastructure
would all be in high demand for 6G applications. Spectrum sharing, orchestration,
and decentralized computation are resource management procedures that must be
compatible with extremely large infrastructures [17]. In Beyond 5G, Zhang et al.
[18] provided a paradigm for edge intelligence and IoT with safe and flexible
service management. In order to control the interaction between owners and users,
Maksymyuk et al. [19] suggested an efficient network structure that uses block-
chain technology. The researchers created an unlicensed bands allocation
mechanism using game theory. Dai et al. have applied blockchain and deep rein-
forcement learning [20] for effective resource allocation solutions, such as band-
width distribution and energy management. Mafakheri1 et al. [21] used blockchain
technology for sharing resources and showed how smart contracts might be used to
give functionality for self-organizing networks.

The most crucial resource in the network is the spectrum. Due to the intro-
duction of the 6G latest services, this resource is scarce and needs to be utilized
carefully [16]. As the data rate is closely proportional to the provided broadband,
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spectrum sharing can help with spectrum management or spectrum sharing to
support the increased data transmission needs of 6G applications [13]. Licensed
spectrum owners and unauthorized bandwidth users in any band can collaborate
and coordinate under various general guidelines automated by smart contracts
implemented on a blockchain to maximize spectrum usage [13]. Selecting a con-
sortium blockchain and suitable consensus methods may make this system more
secure for 6G [13].

The application of blockchain in infrastructure and asset management is
demonstrated by the sample of a user who wants to reduce communication lag by
locating the finest channels of transmission offered by specialized asset service
providers (SASPs) [13]. A verified and authorized user in a system for managing
blockchain assets and infrastructure will look for the closest communication relays
[13]. One of the major benefits of blockchain in resource control is its capacity to
store data, such as location-based data. This historical data can be used to promote
access equity [16].

20.4.2 Elevated security features
Blockchain integration in 6G helps to manage the need for privacy and secrecy,
data integrity, non-reliability, and auditability. Blockchain can offer the needed
degrees of data integrity, non-repudiation, and auditability by choosing the right
network, consensus, and automated management algorithms [13]. Considering
security from the standpoint of privacy is important. The varied ways that data
confidentiality is used in the intricate safety needs of the upcoming 6G network
environment [17]. For improved data privacy and confidentiality, blockchain
enables asymmetric PKI-based encryption and the addition of confidentiality pro-
tection mechanisms [13]. The blockchain accepts fresh blocks only after verifica-
tion by several P2P nodes using a consensus process [13]. Blockchain technology
complies with confidentiality, integrity, and availability (CIA) criteria since it is a
new technology with access control to ensure privacy, authenticity, and accessi-
bility. Because blockchain data is distributed, secrecy cannot be guaranteed; yet,
because of its distributed ledger and tamper-proof architecture, it retains integrity
and availability [22].

The large amount of information that will be generated in future computer set-
tings poses a significant difficulty with regard to data integrity. A blockchain-based
approach to stop assaults that compromise data integrity was described by Adat et al.
[23]. A blockchain-based architecture was suggested by Ortega et al. [24] to guar-
antee the accuracy of data shared through the network. Any block data integrity may
be easily checked by looking at the hash trees [13]. Additionally, because of the
connections between the chained blocks, data tampering becomes much more chal-
lenging as the blockchain grows [13]. Blockchain uses two layers of security, with
the data being encrypted for data verification. The block hash is cascaded into the
following block for data storage [13]. By creating a unique key pair for each trans-
action on the blockchain to prevent transaction linkage, privacy is guaranteed [13].

Only upon confirmation by a consensus process among several P2P nodes are
new blocks accepted by the blockchain. Each unit is connected to its parent unit
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using a cryptography hash mechanism, which is the preceding block in the chain.
As a result, data can be audited and verified back to the beginning block [13].
Future communication ecosystems will demand additional elements like service
availability [17]. Rodrigues et al. [25] created a distributed denial of service
(DDoS) protection system using blockchain technology. For the execution of cru-
cial security services like DDoS attack prevention, data protection, and access
control, Sharma et al. [26] advocated the use of blockchain with SDN.

Another important aspect of the 6G network ecosystem is its accountability.
Overall, blockchain and decentralized ledger technologies may be used to achieve
network security, surveillance, and governance [17]. The distributed ledger con-
tinues to serve as an unchangeable, transparent log of every event that may be used
for event auditing [17]. In 6G systems, scalability is a crucial necessity. To meet the
anticipated massive connection demand in the future, blockchain and smart con-
tracts can eliminate the scalability restrictions of centralized systems [17]. In
addition, the edge and fog computing nodes’ decentralized nature and ease of
integration will boost such networks’ capacity for service [17].

20.5 Security challenges of 6G networks and cloud
environment

Security has become a critical concern in all industries where major efforts are
made regularly [27]. Technological advancements, new gadgets, and usage habits
have evolved, resulting in many vulnerabilities. These vulnerabilities may be
exploited maliciously. Furthermore, the increased usage of IoT devices with new
innovations, such as multi-access edge computing (MEC), may significantly
expand security holes [27]. As a result, trust in new breakthroughs always begins at
a very low level. Trust difficulties will occur with an even more mysterious tech-
nology, such as 6G. This may be regarded as a substantial problem that must be
conquered [27]. Safety and confidentiality concerns in 6G technology are addressed
in this section.

20.5.1 The 6G technologies: security and privacy issues
Certain critical innovations are now intriguing in key sections of the 6G network.
They provide 6G networks with strong dependability, minimal delay, and secure
and effective communication solutions. However, most of these technologies pose
serious privacy and security hazards.

(A) AI
AI is frequently seen as one of the most crucial elements of the upcoming
network design in relation to every other technology anticipated to be used in
6G networks [28]. It would be an understatement to say that network spe-
cialists are intrigued by AI. A greater number of new safety and con-
fidentiality matters result from this concentration [28]. Although AI on the
5G network seems to be run in remote areas with lots of learning information
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and sophisticated yet secure computing hubs, AI will have a larger impact on
the 6G network [28]. AI and machine learning are used to secure different 6G
security, defense, and protection frameworks [29]. Security systems have
become more autonomous and correct, thanks to the usage of AI and machine
learning, and security analytics is given predictive powers [29]. The archi-
tectural layers that physical and computing technologies serve (physical
layers, which include elements like information links and Internet infra-
structure, as well as computational stacks consist of, among other things,
software-defined networks, network function virtualization, and cloud/edge/
fog computing) are used to classify AI technologies [29].

The physical layer may use various AI-based technologies, including
deep neural networks, K-means, and supervised/unsupervised learning [28].
By enhancing connections, these techniques not only raise physical layer
performance but also forecast traffic and enhance security [28]. A machine
learning-based antenna design was created by Hong et al. [30] with the
potential to stop information leakage in physical layer communication.
Sattiraju et al. [31] created an unsupervised learning technique that might be
used to the verification method to improve physical layer security. Nawaz
et al. also suggested using quantum encryption techniques and machine
learning to safeguard 6G network communication lines.

According to Loven et al. [32], AI might augment edge security through
safety procedures and smooth network architecture controls. In their inves-
tigation of AI technologies, Zhou et al. [33] suggested that more accurate
deep learning may be used to identify risks in edge computing. But more
research has to be done on this proposition.

AI is helpful for large-scale data processing, dispersed AI, asset opti-
mization, network optimization, and the physical layers and network design.
In order to increase the safety of 6G networks, Dang et al. [34] claim that AI
may help identify network problems and provide early warning systems.
According to Tomkos et al. [35], the deployment of decentralized and fed-
erated AI in a 6G network reduces the need for edge systems for transmitting
data, enhancing network safety. Furthermore, Wang et al. [14] provide
numerous differential confidentiality strategies that would be perfect for
resolving some of 6G confidentiality difficulties. In contrast, Zhang et al.
[36] claimed that the effect of data correlation in particular machine learning
algorithms might exacerbate confidentiality breaches.

(B) Quantum communication
Quantum transmission is yet one potential solution for the 6G network. It has
the capability to enhance data transfer security and reliability considerably
[37]. Security and reliability are seen to be two major concerns for quantum
transmission that is greatly enhanced [29]. The quantum state is affected by
any negative eavesdropping [37]. The quantum state will change if an
attacker edits or copies information in the quantum transmission [29]. In
principle, quantum transmission enables absolute reliability and, with the
right innovation, is well-suited for long-distance communication. It provides

482 Security and privacy schemes



a range of creative solutions that raise the standardization of communication
[29]. Security and essential improvements are both provided by quantum
communication. It could improve communication and offer solutions in ways
that conventional communication tactics cannot. It does not, however,
address every security concern. Despite efforts to build quantum crypto-
graphy, fiber attenuation is a challenge in big gap quantum information
exchange [37]. Nawaz et al. and Zhang et al. [36,38] have developed quan-
tum approaches for private information exchange using quantum key allo-
cation systems. Research on quantum computing is still in its early stages,
although it is moving quickly [39].

(C) Blockchain technology
Blockchain is yet another crucial 6G network technology. It may be used for
a variety of things, including bandwidth sharing, decentralized ledger tech-
nology, and network decentralization [37]. Network decentralization was
employed by Dang et al. [34] to improve network performance. Through the
use of distributed ledger technology, Strinati et al. [40] increased authenti-
cation security. Additionally, spectrum monopolies and unused spectrum
may be resolved with the aid of blockchain technology [41]. The three key
privacy concerns are transmission, verification, and access management.
Blockchain technology was used by Ling et al. [42] to demonstrate ver-
ification and safe network access.

(D) VLC
In order to address the continually growing needs for wireless communica-
tion, VLC is a potential solution [43]. Ad hoc networks in cars and indoor
navigation devices have both employed VLC. An indoor locating device
based on VLC was shown by Luo et al. [44]. VLC has been shown to lessen
EM interference. LEDs have been used to show high-speed data transmission
in a number of research activities. Resilience to electromagnetic interference
and increased bandwidths are features of VLC [45]. However, VLC com-
munication suffers from a number of flaws. For example, VLC technology is
frequently used to assist indoor environments adversely affected by natural
light. Among the safety and confidentiality issues are criminal activities and
communication methods with VLC [46]. An attacker must be visible to the
victim in order to assault a VLC operation that is already in progress,
according to Pathak et al. [47]. This would undoubtedly make it simpler for
attackers to be found. Aggressive behaviors are among the other VLC tech-
nology security risks. The SecVLC protocol [29] is created for information
data transfer in a vehicle network. A thorough summary of optical wireless
communication (OWC) and 6G was provided by Mehedi et al. [46] in their
most recent systematic review. It is anticipated that 6G will transform
underwater optical wireless communication (UWOC) and underwater wire-
less power transfer (UWPT) [37].

(E) Terahertz technology (THz)
Future 6G technology cannot use the current RF band [48]. As a result, THz
technology has drawn more interest. The frequency spectrum from the range
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of 0.1 and 10 THz was utilized by THz communication technology.
Additionally, electromagnetic waves and optical signals are used. According
to authors in [3], the THz spectrum provides a number of benefits, including a
100 Gbps data throughput, strong security, and less listening in the intercell
effect. THz can lessen the intercell effect significantly [41]. Strianti et al. [40]
looked at the issue of energy consumption in THz communication. Security
flaws in THz authentication and malicious attack systems exist.

(F) Molecular communication
A particularly promising technique for 6G communications is molecular
communication technology. However, it is an emerging multidisciplinary
method [28]. Utilizing biochemical signals to communicate information is
the main principle of molecular communication [28]. Bionano machines
communicate utilizing organic signals or particles in aquatic environments,
making molecular communication a potential 6G method in various health
applications [49]. However, there are a number of safety and confidentiality
concerns related to communication, verification, and encryption procedures
since molecular communication deal with highly sensitive information. As a
result, it is crucial to provide safe molecular communication [49]. In order to
ensure information integrity, the concept of biochemical cryptography was
first proposed in [50], where a biological macro-composition molecule and
structure might be used as a means [49].

Nakano et al. [51] demonstrated how the sender, receiver, and connected
nodes might communicate while moving using a mobile molecular commu-
nication method. However, the communication, verification, and encryption
processes have already been linked to several security and privacy concerns.
According to Farsad et al. [52], only a small number of studies have even
considered the safety of molecular communication linkages, and an enemy
might break this communication channel. In order to increase the security of
the transmitted data, Lu et al. [53] suggested a coding method. Furthermore,
Loscri et al. [54] suggested numerous conceivably useful key molecular
communication routes that would encourage the creation of fresh validation
systems to safeguard data safety and confidentiality. These researchers also go
through a number of attack methods at various molecular communication
levels, including flooding attacks, jamming, and desynchronization [44]. Even
though it is clear that additional time is needed to create workable routes for
molecular transfer in the 6G network, this technology should perform what
conventional communication approaches cannot do [44].

20.6 Security challenges in cloud environment

There has recently been a lot of interest in cloud computing due to the ever-growing
demand [55]. While cloud computing has provided many useful services, it has also
opened up a wide range of opportunities and risks [55,56]. Due to the volume of data
being sent over the network and stored in specialized cloud services, there are various
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weaknesses that malicious actors may take advantage of [55]. Security is one of the
issues that is seen to be a major barrier to cloud computing success [57,58].
Therefore, many cloud computing security issues are active [56].

Regardless of the infrastructure being used, data security risks are at the top of
the list [58,59]. Cloud computing is no different; its distributed architecture and
multi-tenant design emphasize security issues more [59]. The generation, storage,
usage, distribution, and disposal of data are all included in the data life cycle.
Therefore, each cloud service provider (CSP) should offer appropriate security
features to all data life cycle phases [58,60]. A customer could be able to look into
another customer’s data without that customer’s knowledge and remove or edit it,
for instance if the software application (shared application) is not constructed
securely [58,61]. To avoid this, adequate safety measures must be put in place. The
point of erasing information is significant in the cloud once more. The CSP should
handle it carefully to ensure that data is completely demolished at a customer’s
request [59]. In addition, the customer should have access to and be able to audit
the data backups being used to prevent data losses (scope, saving intervals, saving
timings, storage duration, etc.). Utilizing a cloud service will provide all of these
issues as well as several more [59].

Another crucial aspect of cloud computing security is data location [58,62].
Site transparency is among the most notable benefits of cloud computing. Still,
there is a potential threat as well: without knowing the exact location of informa-
tion storage, privacy laws for a particular region may be seriously affected and
violated [56]. Thus, privacy of private user information is critical in cloud com-
puting [56]. Since technology protection alone is inadequate to address the issue,
cloud providers’ strategic strategies are crucial for maintaining the security of their
clients’ personal or business data [56,58,63].

Because cloud computing sometimes necessitates accessing open connections
and thus exposes information being sent to the rest of the world, cyberattacks of
any kind are to be expected. Security flaws have been discovered in popular
modern cloud-based systems that an attacker might possibly use. Cloud computing
considers safety and confidentiality due to the features of its computational archi-
tecture [64]. Both network and information protection flaws can affect cloud
computing due to how it is implemented [65,66].

Third-party interactions may become a problem for cloud systems and other
security issues brought on by infrastructure and virtual machine (VM) features [67].
Cloud security is dynamically difficult because of things like software flaws, social
engineering, and human mistakes [68]. Intrusion detection is the most crucial ele-
ment of smooth network monitoring to reduce security threats. If the current gen-
eration of intrusion detection systems (IDSs) is inadequate, a security breach in the
cloud environment may result [69]. Operating systems, load balancing, memory
management, and concurrency control are just a few components that might pro-
vide a security risk in a cloud environment, in addition to databases, virtual servers,
and networks [70].

Security on cloud servers may be breached through data loss and other botnets.
In terms of security, the multi-tenancy model is also crucial to consider [58].
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Secrecy, accessibility, and integrity are the main categories into which cloud
environment security issues can be divided. There are difficulties with cloud
infrastructure for both data and equipment [58].

When using cloud services, trust, which is closely linked to the reliability and
legitimacy of CSPs, raises security concerns. Building trust could be vital to devel-
oping a productive cloud computing ecosystem. Whether a provider has overcome all
obstacles, including data protection, VM protection, and other legal and regulatory
requirements, forms the basis of trust. The three factors considered in this examination
of cloud system security are confidentiality, integrity, and availability (CIA) [71].

Cloud-based services are susceptible to a number of assaults, including man-
in-the-middle (MITM) attacks and phishing schemes, intercepting, spying, and
other related attacks that can attack a computer network and data in transit. Attacks
by DDoS botnets are a common but severe hazard to the cloud computing infra-
structure [58]. If there is no way to prevent the well-known DDoS attack, cloud
computing may be in danger. The consistency and level of protection of a cloud
environment will be mainly determined by the security of VMs [58]. When con-
sidering the protection of cloud computing, accounting, authentication, and the use
of encryption are all components of safe computing [58].

20.6.1 Important concepts in cloud security
Cloud security encompasses a wide variety of subjects. It is necessary to present the
essential ideas that may be utilized to pinpoint the origin of threats and vulner-
abilities in order to understand them. This part covers these subjects, starting with
an overview of virtualization components and moving on to multi-tenancy. The
idea of outsourcing data and cloud software is also discussed. Before concluding
with a discussion on trust, the section examines data storage security and standards.

20.6.2 Virtualization elements
Virtualization is heavily integrated as a fundamental technology in cloud comput-
ing [72]. Virtualization describes how computational resources, including hard-
ware, software, and storage, are shared or aggregated between instances [72].
Virtualization is a necessary technology inextricably linked to the cloud computing
theory. It is the virtualization technology that facilitates cloud services, particularly
platform as a service (PaaS) and software as a service (SaaS), where a single
physical infrastructure comprises services or platforms to offer to numerous cloud
users [72]. This adds the entire security features of virtualization technology to the
current cloud computing security problems and challenges [72]. In addition, vir-
tualization is a crucial technique for attaining cost-effectiveness and availability in
cloud infrastructure, which dramatically cuts costs and helps CSPs [72].

Furthermore, the reliance on virtualization implies that security is equally
important; yet, it has been identified as a weak target [72]. Cloud privacy and
security are allegedly directly threatened by virtualization and its multi-tenancy
[72,73]. For instance, virtualization and equipment characteristics make attacks
through the side and backdoor channels possible.
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20.6.3 Trust
Trust can be a subjectively measurable scale that influences decisions depending on
the underlying assumptions. Various criteria are used to evaluate trust, a complex
and multi-phased phenomenon with many dimensions. Because of this, it is very
varied and depends on the underlying circumstance [72,74]. For example, trust
difficulties develop when a customer infrastructure is kept on an external basis and
is handled by an external party company in cloud settings. These two factors imply
that a human element that clients are unaware of and interact with the infrastructure
exists [72,74].

The cloud provider’s duties include configuring the underlying SaaS, PaaS, or
IaaS infrastructure. The inclusion of security management is very crucial. The
infrastructure, including bare metal, hardware, and data centers, is also related to
trust [72,74]. When potentially important data is entrusted to someone else almost
entirely, problems might develop with the smallest asset and the most compre-
hensive security picture [72,74].

20.7 Security requirements for 6G network in cloud
environment

The 6G network security structure was created with flexibility in mind.
Considering 6G is designed to provide an enormous advantage over 5G, the dis-
tinction between within and beyond the system will become increasingly hazy [29].
Consequently, conventional network security methods such as IPsec and firewalls
will be ineffective in protecting the network from attackers. The 6G safety model
should include the crucial safety principle of zero trust (ZT) in the cloud environ-
ment network to overcome this problem. ZT is a safety idea that prioritizes memory
space preservation. ZT assumes that an intrusive party might be present throughout
the network, as well as the network infrastructure is vulnerable to intrusion or
dishonesty from outsiders. Regularly conducting such an evaluation and taking
precautions will minimize the risk of internal resource harm [75]. The ZT design
(ZTD) is a framework to enhance that includes interactions between networked
devices (NDs), protocols procedures, and access controls. As a result, ZTD should
serve as the core of 6G security architecture. Using the ZT paradigm, some security
needs may be met to allow secure 6G networks. The safety needs that must be
addressed and addressed by the safety infrastructure in 6G networks are explained
in the following paragraphs.

● Virtualization security solution: To address VMs security risks, a scheme with
a reliable virtualization layer is required, as well as security mechanisms that
detect hidden malicious programs, such as rootkits. Furthermore, the hyper-
visor must provide a complete division of compute, capacity, as well as net-
work capabilities utilizing hypertext transfer protocol (HTTPS) protocol such
as transport layer security (TLS), secure shell (SSH), a virtual private network
(VPN), and so on. VM inspection (VMI) is a hypervisor capability that
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analyses and detects safety threats by monitoring each VM virtual central
processing unit (vCPU) register metadata, file IO, and communications packets
to avoid invasion. When adopting containerization, the operating system
should suitably establish the rights of the various containers and prohibit the
installation of critical system domains and immediate access to the host
machine storage package.

● Autonomous management solution: The essential thing to undertake when
dealing with open source concerns is to control flaws produced by using,
updating, and removing public documents. As a result, timely identification of
attacks needs an intelligent decision-making system capable of detecting
loopholes and applying updates. A further step is required to guarantee that the
modified software is administered promptly and correctly using the secure
over-the-air (OTA) approach. Moreover, a safety governance model must be
built to deal with (1) long-term open source weaknesses, (2) shifts in developer
perspective, and (3) the implementation of safety mechanisms.

● AI-powered data security: AI systems must be transparent about how they
defend users and the cloud ecosystem from attackers in order to guarantee that
they are secure against threats. The first step in the procedure is to create
reliable AI models. Additionally, it is necessary to validate if the AI algorithms
operating on user equipment (UE), radio access networks (RAN), and the
kernel have been unethically modified or changed due to an unfriendly assault
by using a method like digital signatures. A system must perform self-healing
or recovery methods when a hostile AI model has been discovered.
Additionally, the system must restrict data collection for AI training to strong
network elements.

● Users’ privacy: To protect their safety, users’ private details should be main-
tained and utilized in line with established procedures between the service
provider, the cloud users, the client, and the cloud ecosystem. The 6G system
secures private information in a secured execution environment (SEE) and
trustworthy software while reducing or anonymizing the volume of publicly
available data. Before cloud users publish private information, its integrity and
authorization must be confirmed. Another alternative when engaging with
customer data is to employ homomorphic encryption (HE) to ensure that the
content may be retrieved in an encoded format. AI-based approaches, like a
learning-based confidentiality offloading system, might also be utilized to
protect the geolocation and use behavior.

● Post-quantum encryption scheme: Because supercomputers will render present
asymmetric key authentication schemes unsafe, the 6G system must abandon
them. Many academics have focused on post-quantum encryption (PQE)
methods such as lattice-based encryption, code-based cryptology, multimodal
polynomial encryption technology, and hash-based signatures. The US
National Institute of Standards and Technology (NIST) plans to choose the
best PQE techniques between 2022 and 2024 as part of its PQC research. The
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key length for PQE is predicted to be several orders of magnitude greater than
Rivest–Shamir–Adleman (RSA). In addition, PQEs are anticipated to be more
computationally expensive than the present RSA technique. As a result, it is
critical that PQE be properly incorporated into the hardware and software
performance and service requirements of the 6G network.

20.8 AI solution to 6G privacy and security issues in
cloud environment

Intelligence network administration configurations have several security problems.
First, automated closed-loop networks may be vulnerable to security threats,
including MITM attacks, deception, and denial of service (DoS) [75]. DoS assaults
can be carried out by gradually developing fictitious high demands on virtual net-
work functions (VNFs), which would upsurge the size of VMs. MITM attacks can
reroute traffic through malicious devices by generating bogus fault events and
collecting domain control signals. Attacks using deceit may be made by altering the
sent data. Second, if 6G networks use information-disclosure-prone Intent-Based
Interfaces like Zero touch network & Service Management (ZSM), attacks
including malicious configuration and aberrant behavior may occur. Information
that unauthorized parties intercept with harmful intent might jeopardize system
security objectives (such as confidentiality and privacy) and inspire other attacks.
The entire security of the management system may be compromised by undesired
settings in intent-based interfaces, such as modifying the mapping from intent to
action or lowering the security level. A faulty intention might potentially lead to
similar effects.

In addition to smart surfaces, zero-energy IoT devices, improved AI meth-
odologies, potential quantum computing systems, AI-powered automated devices,
AI-driven air interfaces, humanoid robots, and autonomous networks, 6G is pre-
dicted to establish the way for the development of a number of new innovations
[76]. Future developments in digital societies will also call for new applications,
including the huge availability of little data, the rise in the old population, the
meeting of communication, sensing, and computation, and gadget-free commu-
nication. AI technologies demonstrate a stronger influence on privacy issues related
to 6G security issues in two ways [77]. First, while the proper use of AI may
improve privacy in 6G, there is also a chance that AI attacks may violate privacy
[78,79]. Second, AI models may be the target of privacy attacks during the testing
and training phases (e.g., a poisoning assault, reverse, membership interference,
adversarial attacks) [79].

With the utilization of AI and a 6G network, networks may be able to self-
configure, self-organize, self-heal, optimize, self-segment, and recover from faults.
As a result, it will boost feasibility, shorten recovery times, and improve service
quality for the customer. Figure 20.4 illustrates how AI is used in 6G networks.
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20.9 Conclusions

The influence of AI is pervasive across all industries, and when 6G is progressively
implemented, it is anticipated to fully utilize AI approaches. A 6G architecture that
is AI-enabled and makes use of a variety of AI technologies, from the physical
layer up to the application layer. This chapter introduces to research on the 6G
network security issues and requirements. It depicts the progression of privacy in
older wireless networks, beginning with the 1G network and progressing to the
eventual 6G network. This chapter introduces critical 6G network needs as well as
6G architecture. Security issues in the 6G network and cloud environment were
explored. The advantages and challenges of incorporating cloud computing/mobile
edge computing into 6G were also discussed. A more in-depth study on various
assaults on the 6G network connected to cloud computing is still required. This
chapter delves into the essential issues and challenges of 6G network security and
privacy in the cloud environment. Various technology and security problems are
also covered. This chapter provides an overview of 6G applications and safety
needs. Furthermore, the use of AI in reducing the safety problems of 6G in the
cloud context was explored. Finally, this chapter covers the security of 6G net-
works as well as AI-based solutions. Finding a way to defend 6G critical security
challenges in the cloud environment is a significant topic that could be explored in
the future to ensure the security of 6G technologies.
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