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PREFACE 

It is not in dispute that A . M .  Turing was one of the leading figures in 
twentieth-century science . The fact would have been known to the general 
public sooner but for the Official Secrets Act , which prevented discussion 
of his wartime work . At all events it is now widely known that he was , to 
the extent that any single person can claim to have been so, the inventor 
of  the "computer" . Indeed, with the aid of  Andrew Hodges 's  excellent 
biography, A .M. Turing: the Enigma,  even non-mathematicians like my­
self have some idea of how his idea of a " universal machine" arose - as 
a sort of byproduct of a paper answering Hilbert ' s  Entscheidungsproblem . 
However , his work in pure mathematics and mathematical logic extended 
considerably further; and the work of his last years ,  on morphogenesis in 
plants , is, so one understands ,  also of the greatest originality and of perma­
nent importance . 

I was a friend of his and found him an extraordinarily attractive com­
panion, and I was bitterly distressed , as all his friends were , by his tragic 
death - also angry at the j udicial system which helped to lead to it. How­
ever , this is not the place for me to write about him personally. 

I am, though , also his legal executor ,  and in fulfilment of my duty I have 
organised the present edition of his works, which is intended to include all 
his mature scientific writing , including a substantial quantity of unpub­
lished material . The edition will comprise four volumes , i . e . : Pure Mathe­
matics, edited by Professor J . L .  Britton; Mathematical Logic, edited by 
Professor R . O .  Gandy and Professor C . E . M. Yates; Mechanical In­
telligence, edited by Professor D . C .  Ince ; and Morphogenesis , edited by 
Professor P .T.  Saunders . 

My warmest thanks are due to the editors of the volumes , to the modern 
archivist at King ' s  College , Cambridge , to D r. Arjen Sevenster and Mr. Jan 
Kastelein at Elsevier (North-Holland) , and to Dr . Einar H. Fredriksson, who 
did a great deal to make this edition possible . 

P .N. FURBANK 
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ALAN MATHISON TURING - CHRONOLOGY 

1912 Born 23 June in London, son of Julius Mathison Turing of the 
Indian Civil Service and Ethel Sara nee Stoney 

1926 Enters Sherborne School 
1931 Enters King ' s  College, Cambridge as mathematical scholar 
1934 Graduates with distinction 
1935 Is elected Fellow of King's  College for dissertation on the Central 

Limit Theorem of Probability 
1936 Goes to Princeton University where he works with Alonzo Church 
1937 (January) His article "On Computable Numbers , with an Applica­

tion to the Entscheidungsproblem " is published in Proceedings 
of the London Mathematica/ Society 

Wins Procter Fellowship at Princeton 
1938 Back in U .K .  Attends course at the Government Code and Cypher 

School (G. C .  & C.S . )  
1939 Delivers undergraduate lecture-course in Cambridge and attends 

Wittgenstein 's  class on Foundations of Mathematics 
4 September reports to G . C .  & C.S.  at Bletchley Park,  in Bucking­

hamshire, where he heads work on German naval "Enigma" 
encoding machine 

1942 Moves out of naval Enigma to become chief research consultant to 
G .C .  & C.S.  

In  November sails to USA to establish liaison with American code­
breakers 

1943 January-March at Bell Laboratories in New York,  working on 
speech-encypherment 

1944 Seconded to the Special Communications Unit at Hanslope Park in 
north Buckinghamshire, where he works on his own speech­
encypherment project Delilah 

1945 With end of war is determined to design a prototype ''universal 
machine" or "computer" .  In June is o ffered post with National 
Physical Laboratory at Teddington and begins work on ACE 
computer 

1947 Severs relations with ACE project and returns to Cambridge 
1948 Moves to Manchester University to work on prototype computer 
1950 Publishes "Computing Machinery and I ntelligence" in Mind 
1951 Is elected FRS. Has become interested in problem of morphogenesis 
1952 His article "The Chemical Basis of Morphogenesis" is published in 

Philosophical Transactions of the Royal Society 
1954 Dies by his own hand in Wimslow (Cheshire) (7 June) 
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INTRODUCTION 

Alan Turing 's  contribution to computer science was immense; not only 
in terms of depth , but also in terms of breadth . Today, his name tends to 
be frequently invoked in philosophical discussions about the nature of arti­
ficial intelligence . However , it is often forgotten that he was also a pioneer 
researcher in the areas of computer architecture and software engineering . 
A breadth of  achievement that nobody has yet equaled in world computer 
science and , considering the rate at which the subject is developing, a breadth 
that nobody is ever again likely to achieve . 

This volume contains details of his contributions to the development of 
computing . They range from a painstaking technical description of the 
architecture of the ACE computer , to broad philosophical descriptions of 
the nature of intelligence and the prospect of computers ach ieving the level 
of performance of humans . 

What is surprising about the vast majority of these papers is that although 
many were written over thirty-five years ago , they still address major issues 
which are concerning computing researchers now . It is a measure of Tu­
ring ' s  greatness that his work can live for so long , in a subject where 
research becomes out of date at a frightening speed . 

We now briefly introduce the papers included in this volume . 

Proposals for Development in the Mathematics Division of an A utomatic 
Computing Engine (ACE) ( 1 945) 

The computer described in this document had its roots in a visit  made by 
J . R .  Womersley , Superintendent of the Mathematics Division at the Na­
tional Physical Laboratory , to America in 1 945 (HODGES 1 983) .  Womersley, 
who was the first non-American to visit the American ENIAC computer , 
had read Turing ' s  original work on Computability and had been impressed 
by seeing a Turing machine realised as electrical circuits in ENIAC . 

The American work on computers had impressed Womersley so much 
that he invited Turing to join the National Physical Laboratory as a Scien­
tific Officer . Turing' s  first task after joining the NPL was to produce a de­
tailed design of an electronic universal machine; and it is this which is re­
produced in this volume . This report was completed in 1 945 and was placed 
before the executive committee of the NPL in March 1 946. The difficulties 
that Womersley encountered in persuading the committee of the advantages 
of the proposal to build such a computer are graphically described in 
HODGES ( 1 983) . 
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Eventually £ 1 0  000 was allocated to a pilot computer and Turing started 
to refine the design of the computer and some programs . In 1 947 the con­
struction of the Test Assembly, a small experimental version of ACE , 
started . However ,  in October 1 947, Turing left the NPL partly because of 
disappointment over the non-realisation of a full-scale ACE . In the end the 
Test Assembly was never realised . However , in 1 949 work began on the con­
struction of a Pilot Model of ACE . This was completed in 1 950 and the 
computer entered regular use in 1 952  (CAMPBELL-KELLY 1 98 1 ) .  

The course o f  the project , including the political machinations which lead 
to the eventual departure of Turing from the NPL,  is described in HonoEs 

( 1 983) .  
Much of the report i s  now only of small historical interest ,  for example 

the mathematics of delay lines which occurs towards the end of the report .  
However , the report i s  o f  major importance for a number of reasons . 

The first is Turing ' s  insistence that the computer has a hardware system 
that would be as simple as possible.  Turing ' s  philosophy being that the main 
functionality of the ACE computer would be achieved by programming 
rather than by complex electronic circuitry . The trend in computer architec­
tures since the publication of this report has been towards more and more 
complex hardware. However , the inevitable result of  this has been the com­
puter becoming increasingly baroque and inefficient . This has resulted in a 
new generation of very powerful Reduced Instruction Set Computers which , 
while not exactly matching Turing ' s  Spartan hardware design , are concep­
tually much nearer to it than the vast majority of the computer architectures 
that have been designed over the last three decades .  

The second remarkable feature o f  the proposal was the idea o f  modifying 
a stored program .  The report on the ACE does not contain an implementa­
tion of conditional branching in terms of hardware , but implements this 
form of branching by the selective overwriting of instructions in memory. 
An idea which is staggeringly simple , which was not a feature of  the original 
Turing machine, but which has been adopted in virtually every computer 
that has been built since . 

The third feature of the proposal-and almost certainly the most impor­
tant-was the idea of a hierarchy of programs . This was the first instance 
of a developer drawing attention to the fact that certain operations for a 
computer would be required time and time again, and that some facilities 
would be required for storing the programs (tables) that implement these 
operations , and for controlling the hierarchical execution of these pro­
grams . Turing ' s  solution using BURY and UNBURY instructions is still the 
preferred method for controlling the execution of software . 

It has been claimed that Turing ' s  ideas represent the invention of the art 
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of programming (HODGES 1 983) .  This claim can be seen as something of a 
slight exaggeration as Conrad Zuse had , during World War II,  worked out 
some similar ideas; indeed , a good case could be made that Babbage was 
the real father of programming . Nevertheless , the description of a software 
system as a hierarchic series of programs which communicate with each 
other is a unique insight which represents a major leap forward from the 
rather primitive programming ideas that were current in 1 945 and 1 946 . 

As is obvious from this introduction HODGES ( 1 983) provides an excellent 
description of the development of ACE . Huskey's involvement in the ACE 
project and an excellent potted technical description of the ACE can be 
found in HusKEY ( 1 984) . A description of the computer that eventually 
emerged from the NPL can be found in CAMPBELL-KELLY ( 1 98 1 ) .  As well 
as providing an accessible introduction to many of Turing's ideas about 
programming this paper contains interesting material on the application of 
ACE . CAMPBELL-KELLY ( 1 982) describes the growth of three schools of 
computer programming based on Cambridge University, Manchester Uni­
versity and the NPL. The conclusion that the paper arrives at about the 
NPL school of  programming, which was a di rect legacy of the work de­
scribed in this article ,  is that it was the least developed and sophisticated 
but gave rise to numerical applications of computing which were world­
class . A good analysis of the report can be found in CARPENTER and DORAN 

( 1 977) , a paper which ought to be read in conjunction with the report .  

Lecture to the London Mathematical Society on 2 0  February 1947 ( 1 947) 

This paper is of note for a number of reasons. First , it provides a good 
potted description of the ACE computer. Second , it is an early description 
of  the use of subroutines , or subsidiary tables-an idea described in much 
more detail in his Proposals for Development in the Mathematics Division of 
an A utomatic Computing Engine (A CE) (this volume) . The context in the 
paper being that of  using subroutines in order to evaluate a mathematical 
function. The third item of note is the brief mention of the use of machine 
learning techniques as a natural progression from conventional program­
ming-a theme explained in more detail in Intelligent Machinery (this 
volume) . 

Intelligent Machinery ( 1 948) 

This is one of the most startling of the articles in terms of insight and pre­
diction . In i t ,  Turing predicts three main concepts : one of which has played 
a major part in computer science research , one which lies at the centre of 
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commercial software development , and one which is a current burgeoning 
research area. The concept that lies at the centre of commercial software 
development is the subroutine; this was described in more detail in Propos­
als/or Development in the Mathematics Division of an Automatic Computing 
Engine (A CE). Suffice it to say, Turing, in this paper , describes one of the 
fundamental building blocks which enable software developers to produce 
large, complex systems and which allow the software developer to reuse 
chunks of software . 

The concept that has fertilised a number of branches of computer science 
is the idea 6f computer-based theorem proving. Much of current artificial 
intelligence activity can be seen as the production of systems which carry 
out efficient deductions, based on facts culled from the environment in 
which a system is to be embedded . For example , expert systems are a highly 
successful product of the current boom in artificial intelligence . At their 
heart lies a database of rules which a human consultant employs in his 
work . The expert system takes these rules and attempts to make a deduction 
using a form of theorem proving . 

For example, a medical expert system for diagnosing disease might con­
tain a database of rules which represent the thought processes a doctor uses 
in order to diagnose a disease and the factors on which such a deduction is 
based ; for example ,  the vital signs of a patient and the results of chemical 
tests . WINSTON ( 1 979) provides a good introductory discussion of  the role 
of deduction in artificial intelligence, while GALLIER ( 1 986) provides a thor­
ough treatment of the distance that computer science has traveled since this 
article was written . 

Another example of automatic theorem proving is its use in formal meth­
ods of software development-the techniques heralded by Turing in Check­
ing a Large Routine-where a developer wants to demonstrate that a design 
matches a mathematical functional specification or a program matches its 
design . Such proofs tend to be quite shallow but, unfortunately,  generate 
a lot of mathematics . A major strand of research is the development of com­
puter programs which carry out the proof process automatically. A good 
example of the type of program that has been developed is described in 
Goon ( 1 985) .  

The final prediction-one which lies at  the  centre of a very active research 
area-is that which concerns self-organising machines . Research scientists 
in artificial intelligence are currently attempting to discover whether it is 
possible to build networks-analogous to Turing' s-which learn from expe­
rience. For example ,  such a system, say for recognising the faces of employ­
ees allowed to enter a secure building , will be trained by showing a number 
of pictures of each member of staff, together with a message from the trainer 
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stating that these staff are to be allowed into the building . The system will 
then organise itself to accept those staff whose pictures it has been shown. 
Such pattern recognition has been handled poorly by current artificial intel­
ligence systems , and researchers are attempting to produce orders of magni­
tude improvements using structures known as neural nets . These are 
self-organizing systems which attempt to mimic the neural connections in 
the human b rain . Some early applications of neural networks are described 
in RUMELHART and McCLELLAND ( 1 986) .  

Checking a Large Routine ( 1 949) 

This paper describes the earliest attempt to use mathematics to specify 
the functionality of  a computer program and to prove the properties of the 
computer program. Over the last three decades there have been a number 
of techniques used to check the correctness of a program or software subsys­
tem against a specification,  of which the most popular is testing: the execu­
tion of a program with data and checking-usually visually-that the 
output is what is expected . Unfortunately, testing has a number of 
drawbacks ,  the major one being that you can never guarantee correctness 
of a program, since testing is analogous to attempting to demonstrate a 
theorem by showing it holds in a number of cases . 

A number of computer scientists , for example Hoare (HOARE 1 969) , have 
pointed out that programming languages have an exact semantics , and that 
it is possible to characterise the properties of constructs in a programming 
language by using relatively simple mathematics such as predicate calculus. 
This can be used in program proving by specifying what a program should 
do in terms of mathematics and using these semantics to demonstrate that 
the program meets this specification. It is popularly held that the notion of 
proving a program correct originated with Floyd (FLOYD 1 967) and was 
considerably refined and developed by Hoare. This paper demonstrates that 
Turing had formulated the idea well before these researchers . 

The legacy of program proving is now a great one . Software projects are 
becoming larger and larger , and software systems are becoming more and 
more complex .  Experience over the last decade has shown that the major 
problems with software projects arise because o f  the nature of the specifica­
tion medium used: normally natural language. Consequently, software engi­
neers are increasingly turning to mathematics as a medium for the specifica­
tion of systems . The mathematics used today for system specification tends 
to be richer than that us�d in this paper , employing set theory and logic­
for a good example of a modern specification notation ,  see HAYES 
( 1 987)-and is merely a reflection of the fact that the systems o f  today are 

[XIII] 



many orders of magnitude more complex than the systems of Turing ' s  time . 
Nevertheless ,  the principles described in this paper are exactly the same . The 
errors of transcription which occur in this paper were first pointed out and 
rectified by Jones and Morris (MORRIS and JONES 1 984) . 

Computing Machine1y and Intelligence ( 1 950) 

This paper has its root
.
s in an unpublished report that Turing wrote while 

at  the NPL. In it, Turing attempts to describe an operational definition of 
intelligence by means of a guessing game in which a participant attempts 
to discern the sex of two other participants by means of questions . The 
paper briefly describes the architecture of digital computers ; puts forward 
his own point of  view: that in fifty years time computers would have a stor­
age capacity which would enable them to play the guessing game, such that 
a participant would have no more than a 70% chance of making a correct 
identification of a computer after five minutes of questioning ; and finally 
describes some objections to his own views , objections which are also out­
lined in Intelligent Machine1y. 

Turing' s  paper is, almost certainly , the fundamental paper on artificial in­
telligence and provides a theoretical base point from which subsequent dis­
cussion about the nature of thinking and its relationship to computation has 
been based . For an excellent compendium of analyses of the mind/computer 
problem which is generally sympathetic to Turing' s  viewpoint , see DENNETT 
(1978). Some early computer programs which attempted to replicate human 
behaviour and made superficial attempts at passing the Turing test are de­
scribed in COLBY ( 1963 , 1964) , WEIZENBAUM (1966). An excellent descrip­
tion of the test applied to a computer program can be found in HAREL 
(1 987) . 

Some hostile views can be found in SEARLE ( 1 980, 1 982) , DREYFUS (1972) .  
The latter being the work o f  a follower of Polanyi , one of the major oppo­
nents of Turing' s  point of view at the time of the writing of this article . 

Although the debate about the relationship between thought and compu­
tational processes is at its height-occasioned by the dramatic rise of artifi­
cial intelligence of the last decade-there are as yet no clear cut answers to 
the hypotheses put forward by Turing in this paper . What can be said about 
this paper is that it is the focal point of such a high-level debate , and has 
practical ramifications for the present generation of artificial intelligence 
program developers . 

Such developers produce, as their main product , the expert system . This 
is a program which atempts to replicate the skills of  a consultant over a 
narrow domain . A maj or problem pointed out by artificial intelligence re-
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searchers ,  for example in PARTRIDGE ( 1 987) ,  is deciding on whether such an 
expert system is of a high enough quality; i . e .  it provides the r ight answers ,  
or in Turing ' s  terms can pass muster in an imitation game , where the aim 
is to detect a highly skilled consultant rather than a computer . Turing 's 
paper , although theoretical , provides a solid starting off point for research 
in this area . 

Digital Computers Applied to Games (1953) 

Games have always had a fascination for computer scientists . In particu­
lar chess has provided an ideal laboratory for the study of artificial intelli­
gence techniques . It provides a limited environment for the exploration of 
topics such as planning , heuristic search and the role of  knowledge . Another 
advantage is that it provides good quantitative measures of how successful 
artificial intelligence techniques are . 

This paper was the first to point out a number of directions that artificial 
intelligence researchers pursued over the next two decades . I t  is a remark­
able paper in that it predicts many of the developments that have occurred 
in artificial intelligence that have enabled chess playing programs ,  for exam­
ple , to be capable of triumphing over the vast majority of human players . 

In particular,  Turing identified the use of evaluation functions: a rule 
which gave a numerical indication of the strength or weakness of a particu­
lar game position .  He identified game playing as an excellent laboratory for 
research into cognitive processes . He predicted the change in the nature of 
chess game-playing as the game moved from the middle game to the end 
game . The paper predicts the course of current research on computer chess 
where researchers are attempting to replace brute-force algorithms for the 
end game in favour of  algorithms which are based on a chess-players know­
ledge . 

Currently , games programs-notably chess programs-have achieved a 
level of  capability that few would have predicted two decades ago . The rea­
son for this is that researchers have developed sophisticated searches ,  which 
examine a tree of moves , counter-moves , counter-counter moves etc. for a 
move which leads to a numerical advantage for the program . This paper sets 
the scene for the research which produced these searches . 

There are two schools o f  research in artificial intelligence . The first at­
tempts to build intelligent artefacts which do not depend on too close a con­
sideration of  what human thought processes are behind the system . The 
second attempts to use the computer as a laboratory for exploring 
hypotheses about human behavior .  

This paper straddles both of these schools . I t  does so because Turing ad-
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mits that his methods , at least applied to chess ,  are based on how chess 
players such as himself plan and evaluate moves . However , the paper does 
not wholly fall into the laboratory for cognitive processes school ,  in that 
a number of experiments , for example DE GROOT ( 1 966) , have shown that 
the very best chess players do not base their play on a search of  a space of 
solutions based on a consideration of move, counter-move and counter­
counter move , but base it on a consideration of the patterns that occur on 
the chess board . 

Solvable arid Unsolvable Problems (1954) 

An algorithm is a procedure that a software developer defines in order 
to solve some problem . For example , the algorithm below describes the so­
lution to the problem of producing an omelette . 

REPEAT 
Find an egg 
Add egg to bowl 

UNTIL three eggs have been added 
Add some water to bowl 
Mix contents of bowl 
Add contents of bowl to frying pan 
REPEAT 

Cook contents of  frying pan 
UNTIL solid and l ight brown in colour 

Where the words between REPEAT and UNTIL are repeated until the con­
dition after the word UNTIL is true . The existence of an efficient algorithm 
is a pre-condition for a program to be developed . 

An algorithmic problem that admits to no algorithm is known as non­
computable. If  the non-computable problem is a decision problem: one 
whose answer is a s imple yes or no , then the problem is known as undecid­
able.  This popular article was intended as an attempt to explain,  to a relati­
vely unsophisticated audience , the nature of undecidable problems . The 
paper opens by describing a solvable problem: the sliding squares puzzle . 
Turing uses this example to graphically describe the fact that undecidable 
means that no systematic procedure is available for the solution of that 
problem . In the case of the sliding square puzzle there is a systematic pro­
cedure, albeit a computationally inefficient one, which enables the problem 
to be solved . 

The remainder of the article concentrates on one particular undecidable 
problem; the word problem for groups . It  was announced in 1952 that this 

[XVI] 



problem was undecidable (Nov1Kov 1952) and Turing ' s  paper attempts to 
provide an easily accessible introduction to the subject by giving analogical 
examples . The article requires close reading . Undecidability is still a very 
difficult subject to describe to the layperson and , although Turing does an 
excellent j ob in describing the problem, its very nature means that the prose 
can be difficult to understand at times . In particular page 20 onwards re­
quires full attention from the reader .  

The article describes an area of applied mathematics that has blossomed 
since the date of this article. A major area of research , particularly in the 
United States , is algorithmic complexity; i . e . , the study of the questions that 
are posed by Turing in pages 16 and 17 . A good introduction to this subject , 
for the relatively inexperienced , can be found in HAREL (1987) where both 
the word correspondence problem and the Halting problem {TURING 1937) 
are described . 

Darrel C .  INCE 
Februmy 1989 
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2 Proposal for Development in the Mathematics Division of an 

Automatic Computing Engine (ACE) 

A. M. Turing 

Proposed Electronic Calculator 

Part I. Descriptive Account 

I. In t roductory 2. Composi t ion of the Calculator 3. Storages 
4. Ari thmetical Considera t ions 5. Fundamental Circui t  Elements 
6. Outl ine of Logical Con tro l  7 .  External Organs 8. Scope o f  the 
Machine 9. Checking 10. Time-Table, Cost ,  Nature of Work ,  Etc . 

1. Introductory 

Calcula t ing machinery in the past has been designed to carr y  out  accura tely 
and moderately q uick ly  small parts of calcula tions which frequent ly recur .  

The four processes addi t ion ,  subtraction ,  mul t ip l icat ion and d iv i s ion ,  to­
gether perhaps with sorting and in terpolat ion,  cover all that could be done 
unt i l  qu i te recent ly ,  i f  we except machines of the nature of the d i fferent ia l  [ 1 ]  
ana lyser and wind tunnels ,  etc. wh ich operate by measurement  rather than 

by calcula t ion .  
I t  i s  i n tended that  the elect ronic calculator now proposed should be 

d i fferen t  in  that  i t  wi l l  tackle whole  problems. Instead o f  repeated ly  using 
human labour for  taking mater ia l  out  o f  the machine and putt ing i t  back at [2] 
the appropria te moment a l l  th is  wi l l  be looked a fter by the machine i t se lf. 

This a rrangement has very many advantages . 

(I) The speed o f  the mach ine is no longer l imi ted by the speed of  the human 

opera tor .  
(2) The human element o f  fal l ibi l i ty i s  e l iminated, a l though i t  may to an [ 3 ] 
exten t be replaced by mechan ical fal l ibi l i ty .  
(3)  Very much more complica ted processes can be ca rried out  tha n  could 

easi ly be dea l t  wi th by human labour. 

Once the human bra ke is removed the i ncrease in speed is enormous. For 

example, i t  i s  in tended that mult iplication of two ten figure numbers shal l  be 
ca rried out  in 500 µs. This is probably about 20,000 t imes faster than the 
normal speed with ca lcula t ing machines. 

I t  i s  evident that if the machine i s  to do a l l  that i s  done by the normal 
human opera tor i t  must be provided with the analogues of three th ings, viz .  
fi rst ly,  the computing paper on which the computer wri tes down h is  resu l ts  
and h is  rough workings; secondly,  the instruct ions as to what  processes a re 
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to be applied; these the computer wi l l  normal l y  carry i n  h is  head; th i rdly,  
the function tables used by the computer must be avai lable in  appropriate 

form to the machine. These requ i rements a l l  involve storage of information 

or  mechanical memory. This is not  the place for a detai led d iscussion o f  the 
various k inds of storage avai lable* and the considerat ions  which govern 

thei r usefulness and which l imi t  what we can expect .  For the present  let us 
only remark that the memory needs to be very la rge indeed by comparison 
with standards  which prevai l  i n  most valve and relay work,  and that  i t  i s  
necessary therefore to look for some more econ omical form of  storage .  

[4] I t  i s  in tended that  the  sett ing up of the  mach ine for new problems sha l l  

be  virtual ly on ly  a matter of  paper work .  Besides the  paper work  nothing 
wi l l  have to be done except to prepare a pack of Hol ler i th cards in 
accordance with th is  paper work , and to pass them th rough a card reader 

connected with the machine .  There wi l l  posit ively be no in ternal  a l tera t ions 
to be made even i f  we wish suddenly  to swi tch from calculat ing the energy 

levels of the neon atom to the enumerat ion of groups of  order 720. It may 
appear somewhat puzzl ing that  th is  can be  done .  How can one expect a 

machine to do al l  th is  mul t i tudinous variety of things? The a nswer is that  
we should consider the machine as doing something qu i te s imple ,  namely 
carrying out  orders given to i t  in  a standard form which i t  i s  able to 
understand . 

The actual calculat ion done by the machine wi l l  be carried out i n  the 
b inary scale .  M ateria l wi l l  however be put  in  and taken out  in decimal form . 

In order to obtain h!gh speeds of calcu lat ion the calculator wi l l  be 
ent i re ly  electronic .  A uni t  opera t ion (typified by adding one and one) wi l l  

take I microsecond . I t  i s  not  thought wise to design for higher speeds than 
this as  yet . 

The present report gives a fa i rly  complete accoun t  o f  the proposed 
calculator .  It i s  recommended however that  it be read in conj unction with 
J .  von Neumann's  'Report on the EDVAC'. 

2. Composition of the Calculatm· 

We l i s t  here the main components of  the calculator as a t  presen t  conceived : 

[ 5 ] ( I )  Erasible memory uni ts  of fair ly  large capaci ty ,  to be known as dynamic 

storage (OS) .  Probably consist ing of  between 50 and 500 mercury tanks 
with a capaci ty of  about 1000 digits each . 

*See§ 16. 

[2]  



22 A. M .  Turing 

(2) Quick reference temporary storage units (TS) probably numbering 
about 50 and each with a capacity of  say 32 binary digits .  
( 3 )  Input organ ( IO)  to  transfer instructions and  other material into the 

calculator from the outside worl d .  I t  wi l l  have a mechanical part consisting 
of a Hollerith card readi ng un it, and an electronic part which wi l l  be 

internal to the calculator .  
(4) Output organ (00), to transfer results out of  the calculator. It wi l l  have 
an external part consisting of a Hollerith card reproducer and an interna l  

electronic part. 
(5) The logical control (LC) . This is  the very heart of  the machine .  Its 
purpose is  to i n terpret the instructions and give them effect. To a large 
extent it merely passes the i nstructions on to CA . There is no very d istinct 

line between LC and CA. 
(6) The cen tral ar ithmetic part (CA) .  I f  we l ike to consider LC as the 
analogue of  a computer then CA m ust be considered a desk calcu lating 
machine. It  carries out the four fundamental ar i thmetical processes (wi th  
possible exception of  divis ion ,  see p .  68) ,  and various others of  the  nature of  
copying, substi tut i ng, and  the  l ike .  To a large extent these processes can  be  

reduced to  one another by  various roundabout means; judgment is there- [ 6] 

fore requi red i n  choosing an appropriate set of fundamental processes .  
(7) Various ' trees' requ ired in  connect ion with LC and CA for the selection 

of the information required at  any moment. These trees require much 
more valve equipment tha n  LC and CA themselves .  
(8) The clock (CL) . This provides pulses, probably at a recurrence fre­
quency of a megacycle, which are applied , together with gating signals, to 
the grids of most of the valves . It provides the synchron isation for the 

whole calculator .  
(9) Temperature control  system for the de lay l ines. Th is  is a somewhat 

mundane matter, but is important. 
( 1 0) Binary to decimal and decimal  to binary converters. These wi l l  have 

virtual ly no outward and vis ible form. They are mentioned here lest it be 
thought they have been forgotten . 

(11) Starting device. 
( 1 2) Power supply .  

3 .  Storages 

( i)  The storage problem . As was explained in § 1 it is necessary fo r  the 
calculator to have a memory or i nformation storage. Actua l ly  this  appears 
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to be the main limitation in the design of a calculator, i.e. if the storage 

problem can be solved all the rest is comparatively straightforward. In the 

past it has not been possible to store very large quantities of information 

economically in such a way that the information is readily accessible. There 

[7] were economical methods such as storage on five-unit tape, but with these 

the information was not readily accessible, especially if one wishes to jump 

from point to point. There were also forms with good accessibility, such as 

sto rage on relays and valves, but those were quite prohibitively uneconom­

ical. There are now several possibilities for combining economy with 

accessibility which have been developed, or are being developed. In this 

section we describe the one which will most probably be used in the 

calculator. 

(ii) Delay line storage. All forms of storage depend on modifying in some 

way the physical state of some sto rage medium. In the case of 'delay line 

storage' the medium consists of mercury, water, or some other liquid in a 

tube or tank, and we modify its state of compression at various points along 

the tube. This is done by forcing supersonic waves into the tube from one 

end. The state of the storage medium is not constant as it would be for 

instance if the storage medium were paper or magnetic tape. The infor­
mation moves along the tube with the speed of sound. Unless we take some 

precautions the sound carrying the information will pass out of the end of 

the tube and be lost. We can effectively prevent this by detecting the sound 

in some way (some form of microphone) as it comes out, and amplifying it 

and putting it back at the beginning. The amplifying device must correct for 

the attenuation of the tube, and must also correct for any distortion of form 

caused by the transmission through the tube, otherwise after many pas­

sages through the tube the form will be eventually completely lost. We can 

only restore the form of the signal satisfactorily if the various possible ideal 

signal forms are quite distinct, for otherwise it will not be possible to 

distinguish between the undistorted form of one signal and a distorted form 

of another. The scheme actually proposed only recognizes 21024 distinct 

states of compression of the water medium, these being sequences of I 024 

pulses of two different sizes, one of which will probably be zero. The 

amplifier at the end of the line always reshapes the signal to bring it back to 

the nearest ideal signal. 

Alternatively we may consider the delay line simply as providing a delay, 

as its name implies. We may put a signal into the line, and it is returned to us 

after a certain definite delay. If we wish to make use of the information 
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contained in it when it comes back after being delayed we do so. Otherwise 

we just delay it again, and repeat until we do require it. This aspect loses 

sight of the fact that there is still a storage medium of some kind, with a 

variety of states according to the information stored. 

There are, of course, other forms of delay line than those using acoustic 

waves. 

(iii) Technical proposals for delay line. Let us now be more specific. It is 

proposed to build 'delay line' units consisting of mercury or water tubes 

about 5' long and 1 11 diameter in contact with a quartz crystal at each end. 

The velocity of sound in either mercury or water is such that the delay will 

be 1 .024 ms. The information to be stored may be considered to be a 

sequence of 1024 'digits' (0 or 1 ) , or 'modulation elements' (mark or 

space). These digits will be represented by a corresponding sequence of 

pulses. The digit 0 (or space) will be represented by the absence of a pulse at 

the appropriate time, the digit 1 (or mark) by its presence. This series of 

pulses is impressed on the end of the line by one piezo-crystal, it is trans­

mitted down the line in the form of supersonic waves, and is reconverted 

into a varying voltage by the crystal at the far end. This voltage is amplified 

sufficiently to give an output of the order of I 0 volts peak to peak and is 

used to gate a standard pulse generated by the clock. This pulse may be 

again fed into the line by means of the transmitting crystal, or we may feed 

in some altogether different signal. We also have the possibility of leading 

the gated pulse to some other part of the calculator, if we have need of that 

information at the time. Making use of the information does not of course 

preclude keeping it also. The figures above imply of course that the interval 

between digits is 1 flS. 
It is probable that the pulse will be sent down the line as modulation on a 

carrier, possibly at a frequency of 15 Mc/s. 

(iv) Effects of temperature variations. The temperature coefficient of the 

velocity of sound in mercury is quite small at high frequencies. If we keep 

the temperatures of the tanks correct to within one degree Fahrenheitit will 

be sufficient. It is only necessary to keep the tanks nearly at equal tempera­

tures. We do not need to keep them all at a definite temperature: variations 

in the temperature of the room as a whole may be corrected by altering the 

clock frequency. 

4. Arithmetical Considerations 

(i) Minor cycles. It is intended to divide the information in the storages up 

into units, probably of 3 2  digits or thereabouts. Such a storage will be 
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appro priate for carrying a s ingle rea l  number as  a binary decimal  or  for 
ca rrying a single instruct ion . Each sub-storage of  this kind i s  cal led a minor 
cycle or word. The longer storages of length about I 000 digits a re cal led 

major cycles. I t  wi l l  be assumed for defini teness that  the length of the minor 
cycle is  32 and that of the major I 024,  a l though these need not  yet be fixed . 

( i i )  Use of the binary scale. The binary scale seems particularly well 
sui ted for e)ectronic computat ion because o f  i ts  s impl ic i ty and the fact that 
valve equipment can very easi ly prod uce and dist inguish two sizes of pulse .  

Apart from the input and ou tput the binary scale wi l l  be used throughout in 
the calculator .  

(iii) Requiremen ts/or an arithmetical code. Besides provid ing a sequence 
of digits the statement of the value of a real number has to do  several other 
things .  Al l  included (probably), we must :  

(a) State the d igits themselves, or  in other words we must  specify an i nteger 
in b inary form. 
(b) We m ust speci fy the pos i t ion of  the decimal  poin t .  
(c) We m ust specify the  s ign.  
(d) I t  would be desirable to give l imits  of accuracy . 

(e) I t  would be desirable to have some reference describing the significance 

of the number.  This reference might at  the same time dist inguish between 
[ 8] minor  cycles which con ta in numbers and those which conta in  orders or  

o ther information.  

None of these except for the fi rst could be said to be absolutely indis­

pensable, but ,  for instance, i t  would certainly be inconvenient to manage 
without a sign reference. The d igi t requ i rements for these various purposes 
are roughly: 

(a) 9 decimal digi ts ,  i . e .  30 binary,  
(b) 9 d igi ts ,  
(c) I digi t ,  
(d )  10  digits ,  
(e) very flexible .  

(iv) A possible arithmetical code. I t  i s  convenient to put  the digits in to 
one minor cycle and the fussy bits i n to another .  This may perhaps be 
qual ified as far as the sign digi t  is concerned : by a tr ick it can be made part 

of the normal digit series, essential ly in the same way as  we regard an in i t ia l  

series of figures 9 as  indica t ing a negative n umber i n  normal comput ing .  Let 
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us now speci fy the code without further beat ing about the bush. We will use 

two minor cycles whose d ig i ts wi l l  be cal led i1 •.. i32, )1 ••• )32• Of these 
j24 • • .  )32 are avai lable for ident ification purposes, and the remain ing digits 

make the fol lowing statement  about the number�. 
There exist  rat ional  numbers {J, y and an in teger m such that 

I� - 2"'/31 < r 

31 
{J- '°' 2•-I · _ 231 · - L, 1, 132 

s=I 
9 

m= I 21-11, - 2s6 
r=l 

17 
r = l: 2"+"'-"J., u=!O 

23 
11= L 2v-IBJv v=IB 

Thi s  code al lows us to speci fy numbers from ones which are smaller than 

10-10 to ones which are larger than 1086, mention ing a va lue with sufficient 
figures that  a d i fference o f  I i n  the last place corresponds to from 2.5 to 5 
parts in  10 1 0• An error can be described smaller than a un i t  i n  the last  p lace 
or as large as 30,000 t imes the quanti ty  i tsel f (or  by more if th is  quant i ty  has 

i ts  firs t  few 'sign i ficant '  d igi ts zero) .  
(v)  The operations of CA. The div is ion of  the storage in to  minor cycles is 

only of value so long as we can conveniently d ivide the operations to be 
done in to unit opera t ions to be performed on whole minor cycles.  When we 

wish to do more e labora te types of process in which the digits get indiv idual  
trea tment we may find this form of d ivision rather awkward, but we shal l  
s t i l l  be able to carry these processes ou t  i n  some roundabout way p rovided 
the CA opera t ions are sufficient ly inclusive .  A l is t  is given bylow of  the 
opera tions which will be included . Actually this account  is d ist i nct ly 
s impl ified ,  and a n  accurate picture can only be obtained by read ing § 12. 
The account  is however qu i te adequate for an unders tand ing of the main 
p ro blems involved . The l i s t  i s  certa in ly theoretical ly adequate ,  i .e .  given 
t ime and instruction tables any requi red opera t ion can be carried ou t .  The. 

opera t ions a re :  
( I )  Transfers of  material  between d ifferen t  temporary storages, and [9] 

between temporary storages and dynamic storage . 

[7] 



Proposal for Development of an Automat ic Computing Engine 27 

(2) Tra nsfers of material  from the DS to cards and from cards to DS.  
(3) The various ar i thmetical opera tions, add i t ion ,  subtraction ,  a nd mul­

t ipl ica t ion (d iv is ion being omit ted),  also ' short  mul t ipl icat ion'  by numbers 

less than 16, which will be much qu icker than long m ult ipl icat ion .  
(4) To perform the various logical operat ions d ig i t  by d igi t .  I t  wi l l  be 

sufficient to be able to do 'and' ,  'o r' ,  'not ' ,  ' i f  and only i f ' ,  'never' ( in  
symbols A & B,  A v B, - A ,  A = B, F). I n  other words we ar range to do 
the p rocesses corresponding to xy, x + y + xy, I + x, I + (x + y)2 , 0 digit 
by digi t ,  modulo 2, where x and y are two corresponding d igits from two 
part icular TS (actua l ly  TS 9 and TS I O) .  

5. Fundamental Circuit Elements 

The electron ic  part of the calculator wi l l  be somewhat elaborate, and it wi l l  
certa in ly  not be feasible to consider the influence o f  every component on 

every other .  We sha l l  avoid the  necessity of do ing th is  i f  we can arrange that 
each component  only has an appreciable influence on a comparat ively 
smal l  number o f  others .  Ideal ly we would l ike to be able to consider the 
c i rcuit as built up from a number of c ircui t  elemen ts, each of which has an 

output  which depends on ly on i t s  inputs, and not  at  a l l  on  the ci rcui t into 

which it  i s  working. Besides th is  we would probably l i ke the output to 

depend only on certain special  characteris t ics of  the inputs .  In  add i t ion we 
would often be glad for the output to appear s imultaneously with the 
inputs .  

These requirements can usual ly  be sat isfied , to a fair ly high accuracy, 
with electronic equ ipmen t working a t  compara t ively low frequencies. At 

megacycle frequencies however various  d ifficult ies tend to a rise .  The i nput 
capaci ties of valves prevent us from ignoring the na ture of the ci rcu i t  i n to 

which we are working; l imiting circuits do not  work very sat isfactori ly :  
[ l OD capaci t ies and trans i t  t imes a re bound to cause delays between input and 

output . These d ifficul ties may be best resolved by bend ing  before the storm . 
The delays may be tolerated by accept ing them and work ing  out  a t ime 
table which takes them into account .  I ndefin i teness i n  output may be 
to lera ted by th ink ing in  terms of ' classes of outputs ' .  Thus i nstead of saying 
'The inputs A and B give r ise to the output C', we shall say ' Inputs belonging 
to classes P and Q give rise to an  output i n · class R' . The various classes 

must be quite dist i nct and must be far from overlapping, i . e .  topo logica l ly 

[ 1 1  D spea k ing we might say that they must be a fin i te d is tance apart .  I f we do  th is  

we shal l  have made a very defin i te div is ion of labour between the ma the-
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maticians and the engineers, which wi l l  enable both parties to carry on 

without serious doubts as to whether their  assumptions are in agreemen t  

with those of the other party . 
For the present we shal l  merely ignore the difficulties because we wish to 

i l lustra te the principles . We shall assume the ci rcui t  elements to have a l l  the 

most agreeable properties . I t  may be added that this will only affect our 

circui ts  in so far as we assume instantaneous response, and that not very 
seriously. The questions of stable output only involve the mathematician  to 

the extent of  a few definit ions .  
In  the  present section we sha l l  on ly  be  concerned wi th  what  the  c ircu i t  

elements do .  A discussion of how these effects can be  obtained wi l l  be given 
in  § 1 5 . The ci rcui t elements wil l  be divided in to valve-elemen ts and delay 

elements .  
(i) Delay line, with amplifier and clock gate. This is shown as a recta ngle 

with an input and output lead 

1 024 

REF 

the arrow a t  the input end faces towards the rectangle and at  the output  end 

faces away . The name of the delay line, if  any, will be written outside and 

the delay in  pulse periods inside. 
This circuit element delays the input by the appropria te number of pulse 

periods and also standard izes it, i .e. converts it into the nearest standard 
form by correcting ampli tude shape and time. 

(i i) The unit delay. This is  represented by a triangle, thought of as a 

modified form of arrow 

The input to output d irection is indicated by the arrow.  This delay element 

ideally provides a delay of one pulse period. 

( i i i)  Limiting amplifier. Ideal ly this valve-element is intended to give no 

output for inputs of  less than a certain standard value, and to give a 
standard pulse as output when the input exceeds a second standard value . 
Intermediate input values are supposed not to occur. If we combine this 

with a resistance network in  which a number of input signals a re combined 
the condit ion takes the form that if  the input signals are s 1 s 2  • • •  s,. there wi l l  

be zero output  unless ix 1 s 1 + · · · + ix11s11 � Pi and a standard or  uni t  ou tput 
ifo 1 s 1  + · · · + ix11s11 > p2 • This may be simplified by assuming that the inputs 

[ 9] 
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s1 • • •  s,, a re always either 0 or I and the coefficients ex 1  . . .  ex,, e i ther I o r  - oo 

and also by requir ing the i n tegral parts of {11 {12 to be the same. We represent  

the  valve element by a circle, and the  i nputs with a l i ne and an arrow facing 
towards i t ,  the outputs with l i nes and arrows facing away .  (Fig. 1) . A 
coefficient - oo (inhibitory coupl ing) is shown with a smal l  circle cutt ing a 
la rge circle (Fig. 2). The smal lest total  for which an  output is obtained (i . e .  

[ 1 2] in tegral part of  {1 1  or {12 plus I )  i s  shown ins ide the circle, but  is omi t ted if i t  
i s  I .  This number w e  m a y  cal l  the th reshold . 

When we requ i re coefficients ex la rger than I we may show more than one 
connection from one source . Negative coefficients may effectively be 
shown by means of the nega tion circu i t  which in terchanges 0 and 

I .  Thus  in  the  ci rcui t  of F ig .  3 the  valve element D wil l  be  stimulated ( i . e .  
em i t  a standard pulse) i f  ei ther A i s  s t imulated or  both B and C are not .  

( iv )  Trigger circuits. A trigger ci rcuit ,  which is  shown as an e l l ipse, 
di ffers from a l im i ting  ampl ifier ci rcui t  in that once the inputs have reached 
the threshold so that  it em i ts one pulse, i t  wi l l  continue to emit pulses unt i l  i t  

receives an inh ib i tory stimulus .  I t  is i n  fact equivalent to a l im i ting ampl ifier 
with a n umber of excitatory connections from itself with a delay of  one 

[ 1 3] uni t .  Thus for instance the two circui ts shown in Fig.  4 are equivalent .  We 

show the trigger circuits with a differen t  notat ion part ly to s impl ify the 
drawing and partly because they wi l l  in fact be made up from d ifferent 
circui ts .  There i s  a lso another practical d i fference . The output from a 
trigger c ircu i t  wi l l  be a D.C. vol tage, so long as i t  is not  disturbed one way 
or the other, whereas the output from a l im it ing ampl i fier with feed back is 
more or  less puls iform . 

(v) Differentiator circuit and change circuit . We sometimes wish to ind i ­
cate an output from a trigger ci rcui t  ei ther a t  the beginn ing or  the end of i ts  

st imulation .  This would in  fact be done with a capacity resistance 'd ifferen­
tiator' circu i t .  Such a ci rcui t  designed to produce a posi t ive (exci tatory) 
pulse at the beginn ing will be denoted by -------@- and one at the end 

by -------@- . These a.re understood to be respectively equivalent to the 
two circuits of Fig. 5. We may also occas ional ly wish to make connect ion to 

a tr igger ci rcui t  i n  such a way that s t imulus always changes the cond i t ion of 
the trigger ci rcui t ,  either from sti mulat ion to non-st imulat ion or  v ice-versa . 
This is ind ica ted by a smal l  square a t  the connect ion point  thus 

and i s  equivalen t to Fig . 6 .  
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(vi) The trigger limiter. Sometimes we wish a con t inuously varying 

vol tage to in i t iate a tra in  o f  pulses, the pulses to be synchronous with the 
clock and to start approximately when the cont inuous vol tage reaches a 
certai n  value.  Al l  o f  the pulses that occur must be of the standard o r  un i t  
size. There m ust definitely be  no half-size pulses possible. The t ra i n  of  

pulses may be  stopped by pu lses from some other source. 
This  valve element is  indicated by a somewhat squat rectangle conta in ing 

the letters TL.  The cont inuous vol tage input is shown as in an  exci ta tory 

connect ion and the stopping pu lse as a n  inh ibi tory connect ion ,  as in  Fig .  7 . 
(vi i )  The adder and o ther examples. We may now i l l ustra te the use o f  

these ci rcui t  elements b y  means of  some s imple examples .  
The s implest circui t  perhaps i s  that  for the logical 'or '  (cf. p .  49) . I n  the 

ci rcu i t  of  Fig .  8 there is an output pulse from the unnamed element i f  there 

is one from any  one of A ,  B, C. We shal l  find it convenient in such cases to 
describe this element  as A v B v C. The c i rcui ts o f  Fig .  9 are sel f ex­
planatory in v iew of our treatment of A v B v C. 

An adder network is shown in Fig. 10. It wi l l  add two numbers which 
enter along the leads shown on the left i n  binary form, with the least 

[ 13 D 
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sign ificant d ig i t  fi rst, the output appearing on the right .  An input s ignal 
from the top wi l l  inh ib i t  any  output .  The method of  operation i s  as fol lows . 
The three valve elements on  the left a l l  have st imulat ion from the same 
three sources, viz .  the two inputs and one corresponding to the carry d igi t  
from the last figure, which was fo rmed b y  the element with threshold 2 .  We [ 1 4] 

can di st inguish the four d i fferen t  possible totals 0, I ,  2, 3 according to 

which of the valve elements a re s t imulated . We wish to get  an  output pulse 
i f  the tota l  i s  I or  3 .  This may be expressed as a pulse i f  the tota l  i s  3 or  i f  i t  
i s  I and not 2 or  more. I f  we wri te T,,  to mean ' the total is n or more' the 

condi t ion i s  T3 v ( T1 & � T2) .  Using our standa rd networks for  A v B and 

for  A & � B and observing that the three valve elements on the left o f  the 
adder a re st imulated respectively in the cases T1 , T2 , T3 we fina l ly obtain 

the ci rcu i t  given .  
The adder w i l l  be  shown as  a s ingle block as  in  F ig .  1 1 . The input  w i th  the 

inh ibi t ing circle being of course that shown at the top i n  the complete 
diagra m .  

6 .  Outline of Logical Control 

A simple form of logical con t ro l  would be a l i s t  of operations to be carried 
out in the o rder in which they a re given .  Such a scheme can be made to 

cover qui te a number of jobs, e .g .  calculat ions from expl icit  for�ulae, and 
has been used in  more than one machine .  However i t  lacks flex ib i l i ty .  We 
wish to be able  to arrange that the sequence of orders can divide a t  various 
points ,  continuing in d ifferen t  ways according to the outcome o f  the 

calcu lations to date .  We also wish to be a ble to a rrange for the spl i t t ing up 
of  opera t ions in to subsid iary operat ions .  This should be done in such a way 

that o nce we have writ ten down how an operat ion is  to be done we can use i t  
a s  a subs id iary to any  othe r  operation . 
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These requi rements can largely  be met  by having the instructions on a 
form of erasible memory, such as the delay l ines. This gives the machine the 

possibi l i ty of constructing its own orders; i . e .  there i s  a lways the possib i l i ty 
of  tak ing a particu lar  minor cycle out  of storage and trea ting i t  as an o rder 
to be carried out .  This can be very powerfu l .  Besides this we need to be able 

[ l 5 D  t o  take the instructions i n  a n  order d i fferen t  from thei r natural order i f  we 

are to have the flexibi l i ty we desi re. This is sufficient .  
I t  i s  convenient to d ivide the instruct ions in to  two types A and B .  A n  

instruction of type A requires the central a ri thmetic part CA to carry out  
certain opera tions .  Such an instruction, translated from i ts symbolic form 
into English might run :  

Instruction 491 A.  M ul tip ly the content of  T S  23 by the content of  T S  24 
and store the result  in TS 25. Then proceed to carry out  the next i nstruction 
(i .e .  No . 492). 
Instructions of  type [BJ merely specify the number of  the next instruction .  

Instruction 492 B.  Proceed w i th  instruction  30 1 .  
We must  now explain i n  more detai l  how i t  comes about that we can 

branch the sequence of instructions and arrange for subsidiary opera t ions .  

Let us  take branching first .  Suppose we wish to arrange that a t  a certain 
point instruct ion 33  wi l l  be applied if a certain digit  i s  0 but instruction 50 if 

i t  i s  1 .  Then we may copy down these two instructions and then do  a l i ttle 
calcula tion involving these two instructions and the digi t D i n  question .  
One form the  calculat ion can take  i s  to  pretend that  the  instructions were 

real ly n umbers and calculate 

D x Instruction 50 + ( 1  - D) x Instruction 3 3 .  

The resul t  m a y  then b e  stored away, l e t  us s a y  i n  a box which i s  permanently 
[ I  6D label led ' Instruction I ' . We are then given an order of type B saying that 

instruction I i s  to be fol lowed, and the result  is that we carry out  i nstruct ion 
3 3  or 50 according to  the  value of D. 

[ l 7D  When we wish to start on a subsid iary operat ion we need only make a 
note of where we left off the major  operat ion and then apply the first 

instruction of the subsidiary. When the subsid iary i s  over we look up  the 
note and conti nue with the major operation .  Each subsid iary opera t ion can 
end with instructions for this recovery of  the note.  How is  the burying and 
d is interring of the note to be done? There are of  course ma ny ways.  One is  
to keep a l i s t  o f  these notes in one or more standard s ize delay l ines ( 1024) ,  

[ 1 6D 
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with the most recent last .  The position or  the most recent or  these wil l be 
kept i n  a fixed TS , and this reforence wi l l  be modi fied every t ime a sub­
s id iary is  sta rted or  fi nished . The burying and dis interring processes a re 
fair ly elaborate ,  but  there is fortunately no need to repeat the instructions 

involved each t ime,  the burying being done thro ugh a standard i nstruction 

table BURY, and the d is interring by the  table UN BURY. [ 1 8 D 

7. External Organs 

(i) General. It might appear that it would be dirficult  to put  information 
in to the calcu lator  and to take i t  out ,  on account  o r  the high speeds 
associa ted with the calculator, and the slow speeds associated with mechan­
ical devices; but this  d i rficulty is  not a real one.  Let us consider for i nstance 
the output o rgan .  We wi l l  a l low the mechanical part o r the output organ to 
work at  whatever pace su i ts  it, to take i ts own time in fact. However we wi l l  
req uire i t  to g ive out  s igna ls  s ta t ing when i t  i s  ready to accept informat ion .  
This s igna l  provides a ga te for the reeding or the information out  to the 
output o rga n ,  and also s ignifies to the calculator that i t  may note tha t 

information as recorded and proceed to reed out some more. The prepara­
tion for reeding the informat ion out consists merely in  t ransforring i t  from 

dynamic  stora ges onto trigger ci rcui t s .  [ l 9D  
In the  case of the  output  a rrangements we have the  ful l  power or  the 

calcu lator behind us, i . e .  we can do the convers ion of  the i nformation into 
the requ i red form as  an  ITO. I n  the case or the i nput organ we must  go more 

wari ly .  I f  we a re putt ing the instruction  tables in to delay l i nes, then when 
the power has been turned off all memory wi l l  have been effaced , including 
the instruction ta bles . We cannot use instruction tables to get the informa­

t ion back ,  because the instruct ion tables are not there.  We a re able to get 

over this d i rficu l ty as wi l l  be seen below. 

( i i) Output organ . The output wil l  go on to 32 columns  of some Hol ler i th 
ca rds .  A l l  the 1 2  rows may be used . On the receipt of  a s ignal  from the 
calculator a card wi l l  begin to pass thro ugh a punch or  ' reproducer ' .  
Short ly before each row comes i nto pos i t ion for punching a s ignal  i s  sent  
back to  the  calculator and trigger circuits contro l l ing  the  punches are  set 

up. After the punching another signal i s  sent to the calcula tor  and the 
trigger circui ts are clea red . The reproducer punch also gives a signa l  on  the 
fi nal  ex i t  or the card .  The c i rcui t  i s  shown in connect ion with CA ( Fig .  26) .  

( i i i )  Input organ . Let us first describe the act ion of th is  without worrying 
a bout the d i rficulty concerning absence of  instruction tables. I t  i s  very 

[ l 7Il 
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s imi lar  to the output organ in  many ways .  The input i s  from 32  columns  

and 1 2  rows of  a Hol lerith ca rd . When the  calculator is  ready a ca rd release 
s ignal  goes out to the card reader and a ca rd begins  to pass through . As 
each row comes in to posi tion for  reading a s ignal i s  sent back to the 

ca lcu lator ,  wh ich then prepares to accept  the output from the reader at the 
moment appropriate for send ing i t  to its dest inat ion in the delay l ine .  It is 
assumed tha t  this destinat ion i s  a l ready decided by the ca lculator. A signal 

is sen t back to the calculator on the final  ex i t  of  the card . 

Now let us consider what is done r ight a t  the begin ni ng. Arrangements 
are made for set t ing in to CI and CD a certa in i nvari a ble in i t ia l  order and 
IN.  These state that the card is to be transferred i n to a particu lar  delay l i ne, 
and that the nex t o rder i s  to be taken from a particu lar  spot ,  which wi l l  
actua l l y  be  in  this  same de lay  l i ne .  The informat ion i n  th i s  de lay  l ine can 

conta in  sufficien t orders to ' get us started ' .  The first few o rders obeyed wi l l  
probably be  to take  i n  a few more cards. The informat ion on these wi l l  la ter 
be sorted to i ts final  destinat ion .  When the fina l  i nstructions are i n  p lace i t  

[ 20D wi l l  be as  wel l  to ' read them back' .  

Actual ly  i t  has been arranged that the specia l  in i t ia l  order consists of  0 
throughou t  so that  there is no need to  set i t  up .  

( iv)  Binary-decimal conversion. I t  is proposed to do b inary-decimal  and 
decimal-binary conversion as ITO .*  This wi l l  be appreciab ly  assisted by  the 
fact that  short mul tipl icat ion i s  a CAo.t 

(v) Instruction-table cards. It was explained in  connect ion with the input 

organ that the instruct ions would be on cards,  o f  whose columns al l  but  32  
were avai lable for external use . A proposed use  of the 80 co lumns i s  

suggested below, without proper explanat ion ;  the  explanat ion comes la ter .  

Genuine input 

Repeat  of  dest inat ion 
Popular  name of group 

Deta i l  figure (popular) 
Instruction (popular) 
Job number 
Spare 

* ITO = I n struct ion Table Opera t i o n .  
1 C A O  = Cen tra l  Ari thmet ic  Opera t i o n .  

[ 1 8] 

Col umns 

4 1 -72 

26-40 
1 -8 
9- 1 1  

1 2-25 
73-77 
78-80 
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Of these the genu ine input  has a l ready been spoken of to some exten t ,  and [ 2 1  D 

wi l l  be spoken of  again further. The job number and the spare columns do 

not  require explanat ion .  The popular data describe the instruction in  let ters 
a nd figures in a manner appropriate for the opera tor to apprecia te quickly 
i f  for i nstance the cards are l i sted . I n  this respect we might say that the 

popular  data is  l i ke a telephone number Mol 1 380 whereas the genuine [ 22D 
input is l ike  the pulses used i n  d ia l l ing: indeed we shall  probably carry the 
analogy further and rea l ly  on ly  d is t inguish l 0 d ifferent letters, as is  done on 
automatic exchanges. The popular  data have also another important func-
t ion ,  which on ly  appears when we consider that the same i ns tructions wi l l  
be used on qu i te d i fferen t  jobs .  I f  we were j ust to number the instructions 

seria l ly  throughout  al l  the instructions ever used on any job,  then, i n  the set 
of  instruct ions actua l ly  used in  any particular job there would be large gaps 

in the numbering. Suppose now that these ins tructions were stored in the 
DS with posi t ions accordi ng to their numbers there would be a lot of  
wasted space, and we should need elabora te arrangements for  making use 

of this space . Ins tead , when a new job appears we take the complete set o f  
cards involved and m a k e  a new copy of  each of them; these w e  sort i n t o  the 

order of  popular group name and detai l  figure. We then renumber them 

consecutively in  the binary scale .  This number goes into the columns 

described as ' repeat o f  dest ination ' .  The renumbering may be done ei ther 

with a relay counter attached to a col later ,  or by in terleaving a set of master  
cards with the binary numbers i n  seria l  order. To complete the process we 
have to fi l l  i n  other  i nstruction numbers i n  binary form into the genuine 
input ,  e .g .  i f  an instruction i n  popular form were " . . .  and carry out  
ins truct ion Potpan 1 S"  the gen ui ne i nput wi l l  have to be of fo rm " . . .  and 
carry out  ins truct ion 00 1 1 0 I . . .  I "  where 00 1 1 0 I . . .  I i s  the new number 

gi ven to Potpan 1 5  i n  this particular job .  This is a stra ightforward sort ing 

and col lat ing process .  
I t  would be theoretica l ly  possible to do this rearra ngement of  orders 

wi th in  the machine .  I t  is thought however that this would be unwise in the 
earlier stages of  the use of the machine, as it would not be easy to identi fy 
the o rders i n  machine form and popular form. In  effect i t  would be 
necessary to take an output from the calculator of every order in  both 

forms. 

8. Scope of the Machine 

The class of problems capable of solut ion by the machine can be defined 
fair ly specifica l ly .  They are those problems which can be solved by human 

[ 1 9 D  
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clerical labour, worki ng lo fixed ru les, and wi thout  understanding,  pro­
vided that  

(a) The amount of written material which need be kepl a t  any one stage i s  
l im i ted to the  equivalent of 5 ,000 rea l numbers (say), i . e .  about  what can 
conven ient ly be  written on 50 sheets of  paper .  
(b) That the h uman operator, doing his ar i thmetic wi thout  mechanical  a id ,  
would not  take more than a hundred thousand t imes  the  t ime ava i lab le  o n  
t h e  calcula Lor,  this figure rep re sen t i n g  t h e  ra t io of  t h e  speeds of  calcu lat ion 

by the two methods .  
(c) I t  should be  possible to describe the  instructi ons to the  opera tor in  
ordi nary language wi th in  the space of an ord inary novel . These instruc­
t ions wil l  not be qui te the same as the instruct ions which are normally given 
to a computer, and which give h im credi t  for  in te l l igence. The i nstruct ions 
must cover every poss ible even tual i ty .  

Let us  now give rea l  examples of problems tha t do and problems that do  
not sat isfy these cond i tions .  

Problem 1 Construction of  range tables.  The complete process of  range­

table construction could be carried out as a single job. This would involve 

ca lculat ion of  trajectories by smal l  arcs, for various di fferent  quadrant 
eleva t ions and muzzle veloci t ies .  The resul ts at  th is  stage would be checked 
by d i fferencing wi th  respect to o ther pa rameters than t ime.  The figures 
actua l ly  requi red would then be obtained by interpola t ion and these would 

final ly  be rea rranged in the most convenient form .  Al l  o f  th is  could in 
theory be done as a s ingle job .  In  practice we should probably be wiser to do 
i t  in several parts  i n  order to throw less responsibi l i t y  on to the check ing 
arrangemen ts .  When we have acqui red more practical experience wi th the 
machine we wi l l  be bolder .  

I t  is est imated that  the fi rst job of this  k ind might take one or two 
months ,  most of which would be spen t in  designing instruct ion tables. A 
second job could be run off in a few days . 

Problem 2 To find the potential  d is tribut ion outside a charged conduct­
ing cube.  This is a problem which could eas i ly be tack led by the mach ine by 
a method of successive approximat ions;  a relaxat ion process would prob­

ably be used. In  relaxat ion processes the action to be taken at  each major  

step depends essen t ia l ly  on  the  resu l ts of  the  steps tha t  have gone before .  
Th i s  would normally be  considered a serious hindrance to the  mechanisa-

[20] 
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t i  on  of a process, but the logical control  of the proposed calculator has been 
designed largely  with such cases in  veiw, and will have no d ifficul ty  on  th is  

score . The pro blem proposed is one which is wel l  wi th in  the scope of  the 

mach ine ,  and could be run off in  a few minutes, assuming i t  was done as one 
of a sequence of s imi lar  problems. It i s  qui te ou tside the scope of hand 

methods .  

Problem 3 The so lut ion of  s imul taneous l inear equat ions .  In  th is  problem [23 D 
we are l ike ly to be l imi ted by the storage capaci ty of the mach ine.  If the 
coefficients i n  the equations are essent ia l ly random we shal l  need to be a ble 
to store the whole matrix of  coefficients and probably also a t  least  one 
subsid iary matri x .  I f we have a storage capacity of 6400 n umbers we cannot  
expect to be ab le  to solve equat ions in more than about  50 unknowns .  In  
practice, however, the  major i ty o f  problems have very degenerate matrices 
and we do not need to s tore anything l ike  as  much . For instance problem 

(2) above can be transformed i n to one requir ing the solut ion of l inear 
s imul taneous equations i f  we replace the con t inuum by a la tt ice . The 

coefficients i n  these equat ions are very systemat ic and mostly zero .  In this 

problem we should be l imi ted not by the storage requ ired for the matri x  o f  

coefficients, b u t  by that requi red for the solut ion or fo r  the approximate 

solu t ions .  

Problem 4 To calculate the rad iat ion from the open end of a rectangular 
wave-guide. The complete polar d iagram for  the radiat ion could be cal­
culated , together with the reflect ion coefficient for the end of  the guide and 

in teract ion coefficients for the various modes; this would be done for any  

gi ven wavelength and guide d imensions .  

Problem 5 Given two matrices of  degree less than 30 whose coefficients [ 24D 
a re polynomials of degree less than 1 0, the machine could mul t iply the 
matrices together, giving a resul t  which is another matrix a lso having 
polynomial  coefficients .  This has important  applicat ions in  the design of 

opt ical  instru men ts .  

Problem 6 Given a compl ica ted electrical circui t  and the characteris t ics of  
i t s  components ,  the  response to given i nput s igna ls  cou ld  be  calcula ted . A 
standard code for  the descript ion of  the components could easi ly be devised 

for th is  purpose, and also a code for describ ing connect ions .  There is no 

need for the characteristics to be l inear .  

[ 2 1 D 
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Problem 7 I t  would n o t  b e  possible t o  i ntegra te the a rea u nder a curve, a s  
the machine wi l l  have n o  appropria te input .  

Problem 8 To count  the  number of butchers due to be  demobi l i sed in  June 
1 946 from cards prepared from the army records .  The machine would be 
qu i te capable of doing this ,  but i t  would not be a sui table job  for  i t .  The 

speed a t  which i t  could be done would be l im i ted by the rate at which cards 
can be read, and the high speed and other valuable characteristics of  the 
calcu lator would never be brought in to play. Such a job can and should be 
done with standard Hol ler i th equipment .  

[ 25 ] Problem 9 A j ig-saw puzzle is made up by cut t ing up a halma-board in to 
pieces each consist i ng of a number of whole squares .  The calculator could 
be made to find a solut ion of  the j ig-saw, and, i f  they were not  too 

numerous, to l ist al l  so lut ions .  
This part icu lar  problem is of  no grea t i mportance, but  i t  i s  typical of  

a very large class of  non-numerical problems that  can be trea ted by the 
calculator .  Some of  these have great mi l i tary importance, and o thers are of 
immense in terest to mathematicians .  

[ 26] Problem JO  Given a posi t ion i n  chess the machi ne could be made to l ist a l l  
the 'winning combinations' to a depth of about three moves on ei ther side. 

This i s  not  un l ike the previous problem, but  raises the quest ion 'Can  the 

mach ine play chess?' I t  could fa i rl y  eas i ly  be made to play a ra ther bad 
game . I t  would be bad beca use chess requi res i n te l l igence. We sta ted a t  the 

beginn ing of this sect ion that  the machine should be t rea ted as ent irely 
without in te l l igence. There a re indicat ions however that  i t  i s  possible to 
make the machine d isplay i ntel l igence a t  the risk of  i ts making occasional  
serious mistakes .  By following up this  aspect the machine could probably 
be made to play very good chess . 

9. Checking 

It wi l l  be a lmost  our most serious problem to make sure tha t the calcu lator  
i s  do ing what i t  should . We may perhaps d is t inguish between three k inds of  
error .  

( I )  Permanent faul ts tha t  have developed in  the  w i r ing  or  components ,  e .g .  
condensers that  have become open c ircu i t .  
(2 )  Temporary erro rs due  to  in terference, noise reach i ng unexpected 

levels ,  unusual combinat ions of vol tages at some point  in the ci rcui t ,  etc .  

[22] 
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(3) Errors due to the use of  i ncorrect instruction tables, or even due to 
mistaken views as  to what the circui t  should do. 

I t  wil l be our i n tent ion to insta l l  moni toring circu i ts to detect errors of 
form ( 1 )  fa i rl y  soo n .  The idea l  to a im at  should be that  each conceivable 

form of  fai lure would give a d ifferen t indicat ion on the monitor .  In practice 
we should probably simply local i se the error to some part, e .g .  an adder, 
which could be changed and then examined a t  leisure. 

Errors o f  type (2) should not  occur when the apparatus is i n  proper 
working order ,  however when a component is beginn ing to age its defi­
ciencies will often show themselves first  in  this sort of way.  For instance, if 
the emiss ion of a valve in a Kipp relay ci rcui t  i s  beginning to fail it wi l l  
eventual ly  not  pass on any of  the pulses i t  should ,  but this  wi l l  begin with 
some occas ional  fai lures to  react .  The worst  of  this can probably be 
el im ina ted by frequen t test  runs in  which the condit ions of H .T. volts ,  
i nterference, e tc . ,  a re al l  modified in a way calculated to accentuate the 

deficiencies of  the components .  Those which are ra ther down at  heel may 
then be removed , and when the cond i t ions are restored to normal there 

should be a good margin of safety . We cannot of course rely on this 1 00% . 
We need a second string. This  wil l  be provided by a variety of  checks of the [27] 
types normally employed i n  computing, i .e .  wherever we can find a simple 

iden t i ty which should be sati sfied by the results of  our calculat ions we shall  
veri fy it .  For i ns tance, i f  we were mul tiplying polynomia ls  algebraical ly  we 
should check by tak ing a particular value for the variable.  I f  we were 

calculat ing the values of an analytic  function at  equal in tervals  we should 
check by d ifferencing. Most  of these checks wi l l  have to be set up as part of 
the ins truct ion tables, and the appropriate action to be taken wi l l  a lso be 
put into them. A few checks wi l l  be made part  of  the circui t .  For i nstance, 

all mult ipl icat ions and addit ions will be checked by repeating them module 

255 .  
Incorrect i nstruct ion tables (3)  w i l l  often be  shown up  by  the  checks [ 28] 

which have been put  i n to these same ins t ruction tables .  We may also apply 

a specia l  check whenever we have made up a new instruction table, by 

comparing the resu l ts with the same job done by means of  a d ifferent table, 

probably a more straightforward but slower one. This should e l iminate a l l  
errors on the part  of  the mathematicians, but would leave the  possibi l i ty of  

los t  cards, e tc . ,  when  the  table i s  being used a second t ime. Th i s  may  
perhaps be  corrected by running a test job as  soon  as the  cards have been 

put into the machine .  

[23] 
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There are three chief functions to be performed by the checking.  It must 
el iminate the possibi l i ty of  error, help to d iagnose faults, and i nspire 
confidence .  We have not yet spoken at a l l  of this las t  requirement .  I t  would 

clearly not  be satisfactory i f  the checking system in fact prevented a l l  errors, 

but nobody had any confidence in the resul t s .  The device would come to no 
better end than Cassandra . I n  order to inspire confidence the checking 
must have some vis ible manifestat ions .  Certa in ly  whenever a check fails to 

work out the matter must be reported by the machine. There would not  be 
time for all checks which do work out to be reported , but there could be a 

faci l i ty by which this could be laid on temporari ly a t  moments of shaken 
confidence . Another faci l i ty  which should have a good effect on morale is  
that of the artificial error. By some means the behaviour of  the machine is 
d isturbed from outside, a nd one wai ts for some error to be reported . This 

could be managed quite easi ly .  One could arrange to introduce an un­
wanted pulse at  any point in  the circui t .  I n  fact of  course we cannot do  very 
much about checking unt i l  the machine is made. We cannot real ly tell what 
troubles of this kind a re i n  store for us, a l though one can feel confident that 

none of  them wil l  be insurmountable. We can only prepare against the 
difficul ties we can foresee and hope that they will represent  a large percent­
age of the whole .  

10. Time-Table, Cost, Nature of Work, Etc. 

The work to be done in connection wi th the machi ne consists of the 
following parts :  

( I )  Development and production of  delay l ines .  

(2) Development and production of  other forms of  storage. 
(3) Design of valve-elements .  

(4) Final schematic c ircui t  design of LC and CA. 
(5) Production of the electronic part, i .e .  LC and CA . 
(6) Making up of instruction tables. 
(7) External  organs .  

(8) Bui lding, power supply cables, etc .  

( I )  Delay l ines have been developed for R . D . F .  purposes to a degree 

considerably beyond our requirements in many respects .  Designs are avai l ­
a ble to us, and one such is  wel l sui ted to mass production .  An est imate of  

£20 per  delay l i ne  would seem quite high enough. 

(2) The present report has only considered the forms of storage which 
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are almost immediately avai lable .  It must be recognized however that  other 
forms of  storage are possi ble, and have important  advantages over the 
delay line type. We should be wise to occupy time which falls free due to any 
kind of  hold-up by researching into these possibi l i t ies. As soon as  any real ly 

hopeful  scheme emerges some more systematic arrangement must  be made.  

We must  be ready to make a change over from one kind o f  storage to 
another, or  to  use two kinds at once . The possib i l i ty of  developing a new 

and better type of storage is a very real one, but is  too uncerta in ,  especia l ly  
as regards t ime,  for us to wait  for i t ;  we must make a s tart  wi th de lay l ines .  

(3) Work on valve element design might occupy four months or more. In 
v iew of the fact that  some more work needs to be done on schematic ci rcuits  
such a delay wi l l  be tolerable, but  i t  would be as wel l  to start  a t  the earl iest 

possible moment .  
(4)  Al though comple te and workable circu i ts for LC a nd CA have been 

described in this report these represent only one of a considerable number 
of a l terna tives. I t  would be advisable to investigate some of  these before 
making a fina l  decision on the c i rcuits .  Too much time should not however 

be spent on this. We shall learn much more quickly how we wan t  to modify 

the ci rcu i ts by actual ly  us ing the machine .  M oreover if the electronic part i s  

made of  s tandard uni ts  our  decis ions wi l l  not  be i rrevocable. We should 

merely have to connect the uni ts up  d ifferent ly if we wanted to try out  a new 

type of LC and CA . 

(5) I n view of  the compara tively smal l  number of valves involved the 
actual product ion of  LC and CA would not  take long; s ix  months would be 

a genero us est imate .  
(6) Ins t ruct ion tables wi l l  have to be made up by mathematici ans  with 

comput ing experience and perhaps a certa in puzzle-so lv ing a bi l i ty .  There 

wi l l  pro ba bly  be a grea t deal  of work of this k i nd to be done, for every 
k nown process has got to be trans lated into instruct ion table fo rm at  some 
stage. This work will go on whi lst  the mach i ne is  bei ng bui l t ,  in order to 
avoid some of the delay between the deli very of the machine and the 

prod uction of resul ts .  Delay there must be, due to the vi rtua l ly  i nevita ble 
snags, for up to a poin t  i t  is be tter to let the snags be there than to spend 
such time in  design that there a re none (how many decades would this 

cou rse take?) . This process of  construc t i ng  instruct ion tables should be 
very fascinat ing .  There need be no rea l da nger of i t  ever becoming a drudge,  

for any processes that are qu i te mechanica l may be tu rned over to the 
machine itself. 
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The earl ier stages of the making of ins truct ion tables wi l l  have serious 
repercussions on the design of LC and CA . Work on  instruction  tables wil l  
therefo re start almost immediate ly .  

(7) Very l i t t le need be done about the external  organs .  They wi l l  be 

essent ia l ly  standard Hollerith equipment with specia l  mount ing .  
(8) I t  i s  d i fficul t to make suggestions about bu i ld ings owing to the great 

l i ke l ihood of the whole scheme expanding great ly  in scope. There have been 
many poss ib i l i t ies that could helpful ly have been i ncorporated, but which 
have been omit ted owing to the necessity o f  drawing a l ine somewhere . In  a 
few years t ime however, when the machine has proved i ts  worth,  we shal l  

certa in ly  want to expand and include these other faci l i t ies, o r  more prob­
ably to include better ideas which wil l have been suggested in the working 

o f  the first model . This suggests that  whatever size of  bui ld ing i s  decided on 
we should leave room for bui ld i ng-on to i t .  The immedia te requirements 
a re: 

Room for 200 delay l ines .  These each require about 6 inches of  wal l  space 
if they a re to be i ndividual ly accessible ,  and if this i s  part ly provided by 

cubicle construction 300 square feet is probably a min imum.  To this 

we might add another 1 00 square feet for the temperature correction 
a rrangements .  

Space for LC and CA . This  i s  d ifficu l t  to estimate, but 5 eight foot  racks 

might be a reasonable guess and would require another 200 square feet or  
more .  In  the  same room we would  put the  input  and output  organs which 
migh t  occupy 40 square feet .  We should also provide another  1 00 square 

feet for operators tables, etc. 400 square feet would not  be unreasonable fo r  
this  room. 

Card storage room.  We would probably keep a stock of  about  1 00,000 
cards, a very insignificant number by normal Hol leri th  standards .  200 
square feet  would be qui te adequate .  

Maintenance workshop We would do wel l  to be l iberal here. 400 square 
feet .  

This total  of  1 400 square feet does not al low for  the planning of  oper­

at ions ,  which would probably be done in an office bui ld ing elsewhere, 

nor for the processing of Hol lerith cards which wi l l  probably be done o n  

machinery a l ready avai lable t o  us.  

Cost I t  appears that  the cost of the equipment wil l  not be very great .  An 
estimate of  £20 per delay l ine would be l ibera l ,  so that  200 of  these would 
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cost us £4000. The va lve equ ipmen t a t  £5 per inch of rack space might tota l  
£5000 . The power supply might cost  £200 . The Hol leri th equipment would 

be hi red , which would be advantageous because of the danger of i t  going 
out of date .  The capi ta l  cost of  such Hol lerith equipment even i f  bought 
would not exceed £2000. With th is  included the total i s  £ 1 1 ,200. 

Part II Technical Proposals 

1 1 . Detai ls  of Logical Contro l  1 2 . Detai led Descript ion of the Ari th­
metic Part (CA) 1 3 . Examples o f i nstruction Tables 1 4 . The Design of 
Delay Lines 1 5 . The Design of Valve Elements 1 6 . Alternative Forms 

of Storage 

1 1 .  Details o f  Logical Control 

In this sect ion we shal l  describe c ircuits for the logical control in terms of 

the ci rcui t  elements i ntroduced in §5 .  It is assumed that §5 ,  6 are well 
understood . 

The main  components of LC a re as follows :  

( I )  A short storage ( l ike a TS) cal led curren t data CD. This conta ins  

noth ing but the appropriate instruction number IN,  i . e .  the posi t ion of the  
next ins t ruct ion to be carried out .  

(2 )  A short  storage cal led current instructions CI . Th is  conta ins  the instruc­
t ion being or  about to be carried out .  
(3) A t ree for the select ion ofa particu lar  delay l ine, with a view to finding a 
particular inst ruction .  
(4) Timing system for the  select ion o f a  particula r  minor  cycle from a delay 

l ine .  
(5) Timing system for the selection of  part icular pulses from within a 

minor cycle . 
(6) Arrangements for contro l l i ng CA, i . e .  for passing i nstructions o n  to 

CA. 
(7) Arrangements for the cont inual  change of  the con ten ts of  CD, CI .  
(8) . Tim ing arrangements for LC i tself. 
(9) S tart ing device . 

Let us fi rst describe the start ing device. This merely emits  pulses syn­
chronously with the clock from a certa in poi n t  onwards ,  on the closing of  a 
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switch man ually. The switch causes a voltage to rise and this  eventually 

operates a trigger limiter. This star ting mechanism sets a pulse running 

round a r ing of valve elemen ts providing the timing within a minor cycle. 

( Fig . 1 2 , 1 3 ) .  

I n  order t o  chec k that this circuit is behaving w e  com pare P 3 2  with a 

signal which should coincide with it and which is obtained in another way, 

stimulating a n  SOS signal when t here is failur e. This forms one of the 

monitoring devices . We are not showing man y  of them in the present 

circuits. ( Fig.  1 4). 

The timing system for the selec tion of  minor cycles is quite simple, 

consist ing chiefly of a 'slow counter'  SCA , which coun ts up to 255  in the 

scale of 2, keeping the total in a delay line of lengt h 8 .  The pulses cou n ted 

are rest ric ted to a ppea ring a t  in tervals which a re multiples of eig h t .  As 

shown ( Fig. 1 5 ) it is cou n ting the pulses P I  0 .  The s uppression of  t he 

ou tputs at P9 preven ts u ndesi ra ble carries from t he most significa n t  dig i t  to 

t he least. 

The informa tion in CD a nd CI being in dyn amic ( Lime) fo rm is not very 
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O K C A  

OKSS 

convenient for control  purposes . We therefore convert th is  i nformat ion 
in to  stat ic  form, i . e .  we transfer i t  on to tr igger c i rcuits .  (Fig .  1 6) .  

I t  w i l l  be  convenient  to make use  of a symbol ic notat ion  i n  connection 

with the valve circuits .  We wri te A & B (or manuscript A '1-- B) to mean 'A 
and B ' .  I f  A and B are though t of as numbers 0 or  1 then A & B is just A B. 
We wri te A v B for 'A or B ' .  With numbers A v B is 1 - ( I  - A )( I - B) . 

We also wri te - A  (manuscr ipt � A ) for ' not A '  or 1 - A .  Other logical  
symbols wi l l  not be used . Where a whole sequence of pulses i s  i nvolved, i t  is  

to be understood that  these operat ions are to be carried out  separa tely 

pulse by pulse .  We shal l  combine these symbols with the symbol + which 

refers to the opera t ions of the adder. Thus for  example (A + (P3 v P4)) & 
- PS means that we take the signal A and add to i t  a s ignal  consis t ing of  
pulses i n  posi t ions 3 and  4 and  nowhere else, (addi t ion i n  t he  sense of the 
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adder circuit} ,  and that  we then suppress any pulses i n  posit ion 5 ,  a s  i n  Fig .  
1 7 . We wi l l  a lso abbreviate such express ions as P5 v P6 v P7 v · · · P l 9  to [29D 

P5- 1 9 , and expressions such as A & P l 4- 1 8 to A 1 4- 1 8 . 
I n  ci rcui t  d iagrams  we have the a l ternatives of showi ng the l ogical 

combinat ions by fo rm ulae o r  by c i rcu i ts .  There i s  l i tt le to choose but there 
may be someth ing to be said for an arrangement  by which purely logical 
combinat ion is  not  shown in  c i rcui t form, in  order that  the c i rcu i t s  may 

bri ng out  more clea rly the t ime effects. 

We have agreed that there sha l l  be two k inds of ins t ruct ions ,  A and B. 
These a re d is t inguished by CI 3. The standard forms for the two types of 
instruct ions a re :  

Type A Carry out  the  CA opera t ions given by d igi ts CI  5-32 ,  a nd 

construct a new CD accord ing to the equat ion CD = (CD' + P l 9} & 
- P l 7 . 
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Type B Construct a new CD according t o  the equation C D  = C I  1 7-32.  
Pass the old CD in to TS 1 3 .  

CD' here represents the old CD. The significance of  the formula fo r  C D  i n  

case A i s  this .  Normally i t  i s  in tended that after a n  operation of  type A the 

next instruction to be followed will be that with the next number, and it 

might  be supposed therefore that the formula CD = CD' + P l 7 would 

apply .  Actual ly we devia te from this simple arrangement in  two ways. 
Fi rstly we find i t  conven ient to have a faci l i ty by which an instruction may 
be taken from a TS, viz. TS 6 :  this has considerable t ime saving effects .  The 

conven t ion is that a digi t  I in column 1 7  indicates that the next instruction 
[ 30D is to be taken from TS 6 .  This wil l  involve our having only the digits CI 

I S-32 available to indicate normal positions for instructions and would 

suggest that the formula should be CD = CD' + P I S . However i f  we did 
this we should always be obliged to have orders of  type B in TS 6 ,  for if  we 

[ 3 1 D had an order of type A we should find that  we had to go on repeating that  

o rder. I f however we have the formula CD = (CD' + P I S) &  - P l 7 we can 
obey an  i nstruction i n  TS 6 and then revert to the instruction given by CI 
I S-32; a much more convenient arrangement .  I t  remains to explain why we 

have P l 9  rather than P l 8 . This i s  due to the fact that we wish to avoid the 

necessi ty of  wait ing a long time for our instructions .  If the equat ion were 

the one with P I S  i t  would mean that the next i nstruct ion to be obeyed, after 

one of  type A, is  a lways adjacent to i t  in  time. This would mean that even 
with the shortest CA operations the next instruction would have gone by 

before we were ready to apply it; we should always just miss the boat. By 

putt ing P 1 9  instead of  P I  8 we give ourselves an extra minor cycle of  time 

which is normally just  what we need . In  order that the consecutive instruc­

tions may be consecutively numbered in spite of this it is best to adopt 
[ 32D  a sl ightly unconventional numbering system for the minor cycles (see 

Fig. 1 9) .  

A number of trigger circuits are employed to keep t rack of  the stages 
which the various processes have reached at any moment .  The most im­

portant of  these are l isted below wi th a short descript ion of  the functions of 
each . 

OKCI This is st imulated when the new instruction has been found and is 
avai lable a t  the input of Cl ,  and the CA operations belonging to the last 

instruction have been carried out. St imulat ion begins s imultaneously with 
st imulation of P l ,  and ends on a P32 .  The end of OKCI has to wait for the 
gating of CD, indicating that the new CD is  available a t  i ts input .  

[ 3 2D 
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OKCA Only applies in case A and ind ica tes that the CA operat ions have 
been fin ished .  

OKCK Indicates that  w e  may now begin t o  look for  the next ins truct ion 

with a view to putt ing i t  i n to CI .  I t  is s t imulated when OKCI is ext in­

guished,  and is  i tse l f  ext inguished when the new CI has been found . 

[ 33 Il We may now describe the t ime cycle of  LC. Let us begin at the poin t  
where OK LK is  s t imulated indicat ing tha t the search for the new C I  may 
now begin ,  beca use we have finished with the old one and informat ion for 

finding the new one is now ava i lab le in CD.  The new CI is determined by 
digits 1 7-32 of CD. Of these digits 23-32  determine the delay line and 

1 8-22 determine the minor  cycle within the delay l i ne .  A digi t I i n  column 
1 7  indicates that  the order is  to be taken from TS 6 i n s tead of from the 
longer delay l ines .  This d ig i t  i s  erased whenever we obey an i ns t ruct ion of 

type A .  Digi ts  23-32 are set up on t rigger circuits and opera te via t rees as 

described below.  Digits 1 8-22 determine the time at  which we must take the 
output of the delay l ine .  We compare these d igi ts wi th the output of  the 
slow counter SCA (Fig. 1 5) and when they agree we know that the righ t 

moment has come . I t  is convenient to a rrange that the slow counter is 

a lways one minor cycle ahead of t ime, so as to give us t ime to organise 
ourselves before tak ing the requ i red output .  As has been mentioned the 
o rder of  the digi ts in  CD is arranged rather unconvent iona l ly  in  order to 

put consecutively numbered minor cycles i n  a l ternate posit ions; th is  has 
t ime saving effects .  The requi red mi nor cycle now passes into CI and the 

s ignal  OKSS is given ; OKLK i s  suppressed . When the CA operat ions 
belonging to the las t  ins truction have been fin i shed OKCA i s  s t imulated 
and wi th  it OKCI .  We are now able to in i t i ate any new CA opera t ions (case 

A) and to set up the new CD. When th is  has been done we have finished 
with CI and suppress OKCI,  which automatica l ly  s t imulates OKLK 

beginn ing the cycle over aga in .  (Figs .  22, 22a) . 
The digi ts  23-32 determine the delay l i ne requi red . This amounts  to I 0 

digi ts  and wi l l  certa in ly  be adequate for our  present  programme .  Treeing i s  
done i n  two stages, going fi rst thro ugh trees for three or four d igi ts on ly .  

These are TRA 000 . . . TRA 1 1 1 , TRB 000 . . . TRB 1 1 1 , TRC 0000, . . .  , 
TRC 1 1 1 1 . These number 32 valve elemen ts .  A t  the second stage there a re 

1 024 valve elemen ts  TREECI 0000000000, . . .  TREECI 1 1 1 1 1 1 1 1 1 1 . The 
connections a re shown for TR EEC I I 0 1 1 I 0 1 1 0  I .  The connect ion  from CI 

1 7  prevents  any of the TREECI elemen ts being  s t imula ted when CI 1 7  is 
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s t imulated . This i s  requi red to deal with the case where the next order i s  
taken from T S  6 and not  from t h e  delay l ines. (Fig .  20) . 

It is very probable that some other form of tree circui t ,  not capable of  
being drawn i n  terms of  our valve elements, wi l l  be  used , and  the  same wi l l  

apply to many parts of  the ci rcu i t .  I t  i s  thought worth whi le however to 
d raw these circuits, i f  only to c lar ify what i t  i s  i n tended the circuits  should 

do .  

We have a s imi lar  t ree system for the  select ion of temporary storages. 

12.  Detailed Description of the Arithmetic Part  (CA) 

We shal l  d iv ide the CA operat ions in to  a number of types. We shal l  make 
provis ion for 1 6  types,  but for  the present wi l l  only use nine. · · The types are 

d isti nguished by dig i ts  CI 5-8 . 

Type K Pass the content of  TS 6 into a given minor cycle .  

Type L Pass the content of  a given minor cycle into TS 6 .  

Type M Pass the con tent of a given TS in to TS 6 .  

Type N Pass  the content  of  TS 6 in to a given TS other than TS 4 or  TS 5 ,  [ 34] 
or  TS 8 or TS I .  

Type 0 Pass the con tent of  the fi rst 1 2  minor cycles of  a given DL out [ 3 5 ] 
onto a card v ia the reproducer .  

Type P Pass the con tent of the card a t  present in  the card reader on to a 

given DL .  

Type Q Pass CI 1 7- 3 2  in to TS 6 .  

Type R Various logical opera t ions and others yielding resul ts forming 
one minor  cycle, to be performed on the contents of  TS 9 and TS l 0 and 

transferred to TS 8 .  

Type S Ari thmetical operat ions yield ing a result  requi r ing more than one 
minor cycle for i ts reten t ion .  Resul ts  go in to  TS 4 and TS 5 .  

Type T St imulate a given valve element .  

A tr igger ci rcui t  i s  associa ted with each type . With the exception of  Q 
these are a l l  exci ted for a period consist ing of  a number of complete minor  
cycles beginning wi th a Pl  and ending with a P32 .  

[ 3 5 ] 
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F I G. 23 

The main components of CA are the 32 temporary storages TS 1 - 32 .  Of 
these TS 1 - 1 2  have some specia l  duties . 

[ 36] TS I is used to carry the ret i r ing data , i .e .  the CD which appl ied jus t  

before the last  instruct ion of  type B .  
TS 2 and TS 3 conta in  the a rguments for  the  purely ari thmetical oper­

at ions ,  or  most of  them, and for the logical opera t ions .  
TS 4 and 5 conta in the resu l ts of the ar i thmetical opera t ions .  They are 

frequen t ly connected up in series to form a DL 64 . This i s  because the 
resul ts  of most  of the ari thmetical opera t ions  are sequences of more than 32 

but not more than 64 d igi t s .  

TS 6 is used as a shunt ing  s ta t ion  for the  t ra nsfer of information from 
place to place . 

TS 7 is used to carry the dig i ts  of  a number m when i t  is proposed to 
mul t ip ly  by 2"' .  

TS 8 i s  used to carry the resu l t  of logica l opera t ions and other opera t ions 
not requir ing more tha n one minor cycle .  

TS 9 and TS 10 are the i nputs for the l ogical opera t ions .  
TS 1 1  wi l l  usua l ly  be used i n  connect ion with error calcu la t ions ,  a nd 

accord ingly has a special ro le i n  the product ion of mu l t ip l iers . 
TS 1 2  is used fo r the t iming in ' automatic '  mu l t ipl ica t ion  and for the 

select ion of unusual  combinat ions of  digi ts  i n  the mu l t ipl ier .  The word 
'a utomat ic '  is used because of an analogy from desk mach ines .  

To decide between types K to T we use CI  5-8 .  Digi t s  5 ,  6 ,  7 are treed 
out  to the valve elements TRG 000, . . .  TRG 1 1 1 , as in Fig .  23 . These t ree 

elements are each associa ted wi th  two types, which are d is t inguished by CI  
8 .  Thus  TRG 000 would be  ident ical  w i th  K v L, i f i t  were not  for t iming .  

For  th is  t iming we i n t rod uce CATIM which is to be  s t imula ted during the  
appropr iate t ime in CA opera t ions .  K v L is  ident ical  wi th TRG 000 & 
CA TIM (Fig .  24) . 

[ 38]  
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C AT I M  

K 

F IG.24  

In case K we  pass the  output  of TS 6 to COM M  IN and  hence to the 
inputs of al l  the delay l ines. We gate the appropriate one of these a t  the 
appropriate t ime, given by TIM CA by comparison of the output of the 

slow counter SCA with CI . 
In case L we do  somewha t  s imi larly, passing the appropri a te output to 

COMM OUT and thence to the input of TS 6 a t  the appropriate t ime given 
by TIMCA .  

I n  case M w e  gate the appropr iate output and pass in to T S  6 .  

In  case N we pass  the output o f  TS 6 to the i nputs of the other  TS,  only 
gat ing the one required . 

In case 0 the first  effect is to set the mechanism in  motion to pass a card 

through the reproducer. By means of a commutator a rrangement or 
o therwise the reproducer sends back a series of pulses which ind icate the 
t imes when the reproducer punches are ready to accept current .  In the 

c i rcu i t  diagram (Fig. 25) two sets of pulses a re shown which are i n tended to 

mark the beginnings and ends of these periods .  They may be separately 
provided by the reproducer, or  one may be derived from the other by 

delaying o r  o therwise. The two sets of  pulses each control tri gger l imi ters 
connected up so as  to ext inguish one another .  (Do not confuse th is  with the 

two mutual ly ext i nguishing triodes that will normal ly form part of a t rigger 
c ircu i t  or tr igger l im i ter) . One of  the trigger l im i ters TIMOUTCA RD 
st imulates the trigger c ircu i t  OUTIM on  the firs t  admissible P 1 0 . A pulse 

on the st imulat ion of OUTIM goes in to a slow counter SCB and enables us 

[ 3 9] 
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t o  keep track of  the number o f  rows o f  the card that have been punched . 

The con tent of  SCB is compared with that of SCA and when they agree we 
know that the m inor  cycle which we wish to pass out  is now avai lable ,  and 

TIMCA is accordingly st imulated . TIMCA and OUTIM together permi t 
COM M  OUT to pass out  to the tr igger c ircuits  OUT 1 . . .  OUT 32  on  which 
i t  i s  set up sta tica l ly  and controls the punches . 

On t he final  ex i t  o f  the ca rd the reproducer sends  back a s ignal  to 
the calculator, which,  in  combination with 0 opera tes a trigger l im i ter 
CA RDEXOUT. This suppresses CA TIM and hence 0. CARDEXOUT 

has feedback to suppress itself, and this wil l be successful  because 0 wil l  
have been suppressed by the t ime i t  comes to act .  

The behaviour  in case P ( input) is  very s imi lar .  The chief di fference i s  that 
whereas OUTIM was used to gate the output from the ca lculator INTIM is  
used to gate  the input .  

I t  should be not iced that a completely b lank instruction  has a defin i te 

meaning,  viz .  to pass the material  on the card in the reader in to DL 
0000000000. 

In Fig .  27 TS 0 1 1 0 1  typi fies any of  the TS as regards output connections 
shown on other diagrams.  It is  a lso typica l as regards input connec t ions , 
except as regards TS 4, 5 ,  8 ,  1 ,  which have no input  connect ions except 

those shown on other diagrams .  

In the case o f  operat ions of  type R we shal l  calculate a l l  o f  the expressions 
involved and select them by means of t ree elements, d ig i ts 1 8  to 23 being 
used . The opera t ions so far  are: 

Digits 000000 TS 8 = TS 9 & TS 1 0 . 
Digits OOJOOO TS 8 = TS 9 v TS l O . 

Digits OJOOOO TS 8 = - TS 1 0 . 

Digits 0 1 1000 TS 8 = (TS 9 &  TS 1 0) v ( - TS 9 &  - TS 1 0) .  

Digits 100000 TS 8 = 0 .  

As we shal l  have very much to say about type S we shal l  make a few 
remarks first about type T.  In order  to be able to obta in  a ra ther d i rect 
access from the instruct ions to the valves we sha l l  i n t roduce a number of 

valve elements which can be s t imulated to order. We may have 64 of these, 
say F LEX 000000 to FLEX 1 1 1 1 1 1 . The c ircui t wil l be simply as shown in 

Fig. 3 1 .  I t  is  in tended that the outputs of  these valve elements  should be 

connected in various ways into the c i rcu i t  when it is  desired to try out new 

c ircu i t  a rra ngements .  I t  is thought that they may often provide means for 

[42] 
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doing th ings s imply which could be done length i ly  as an  ITO . To an extent 

this represents a compromise between the new system of 'control  by paper'  

and the old pl ugboard and soldering-i ron techniques .  
We sha l l  a l so describe the t iming a rra ngements before passing  on to type 

S. We have a l ready mentioned CA TIM which determines the t iming but we 

have s t i l l  to ment ion what controls  CA TIM .  CA TI M i s  s t imulated as  soon 
as  the fi rst P I  appears a fter the signal A ,  or, in case Q, the fi rst  P l 7 . It is 

ext inguished by a variety of mea ns .  In  cases K and L i t i s  ext i ngui shed by 
the end ing o f  TIMCA indicat ing that the requ i red minor cycle has j ust 
passed thro ugh . fn cases M, N, R, T, i t  i s  only permi t ted to last for one 

minor  cycle. In case Q i t  is a lso only a l lowed to last for ha lf  a minor  cycle .  In 
cases 0, P the ext inguishing signal i s  CA RD EX, which i s  given by the card 

reproducer of  reader on the fi nal exit of  the card, via a trigger- l im i ter .  I n  
case S the s ignal comes from FINA RITH . 

The faci l i t ies provided under type S a re not  eas i ly enumera ted , because 
they do not consist of  a number of d i fferent opera t ions s t imulated by 

d i fferent  tree valve elemen ts ,  as for  instance appl ies in  the case of the logical  
processes . Rather they are to be thought of as one process which can be 

modi fied in  various ways . The s tanda rd process a lways i nvolves converting 

the content of  TS 4 and TS 5 i n to ' series form ' ,  i . e .  i ns tead of connect ing the 

outputs  of  TS 4 and TS 5 to their own inputs they a re connected to each 
others .  When they are so connected thei r content wil l  be described as  the 
'part ia l  sum ' .  Some quant i ties a re then added to or  subtracted fro m  the 

part ia l  sum.  I f  the quant i ty is  to be added then POS i s  s t imulated , otherwise 
they a re subtracted . We may i f  we wish cancel the original part ia l  sum 
before adding in which case we must s t imula te CANCEL for a period of 

two minor cycles. The quant i ty to be added or  subtracted is express ib le as 
the prod uct of a q uant i ty  k nown as the 'mul t ip l icand ' and an i nteger which 

may be taken to l i e  i n  the range - 7 to 1 5 , pos i t ive values being the more 

norma l .  The mul t ip l icand may be taken from TS 3 or  from the part ia l  sums 
register i tsel f. This  la tter case is  conven ient for the purpose o f  mu l t ip ly ing 

the part ia l  sum by a sma l l  i n teger wi thout  a compl ica ted series o f  previous 
transfers; i f  the mu lt ip l icand i s  taken from the part ia l  sums register then 
SELF is s t imulated.  The mult i p l ier may also be taken from a variety of 

sources. I t  may be taken from TS 2 or  from CI or  from TS 1 1 , and we 

accord ingly st imula tie NOR, GIV or ER R .  The mu l t ip l ier  consists o f  four 
consecut ive d ig i ts  from whichever source i s  chosen .  The choice of the d ig i ts  
i s  made by means o f  a choice of one of the pu lses P l to P32 to en ter on a 

[46] 
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certai n  l ine (DIGIT) . A t  present  it is suggested that i n  case NOR th is  
should be P I ,  resul t ing i n  the use of  d igi ts l ,  2,  3 ,  4 ,  in case IV i t  should be 
P23 resul t ing in  the use of  d ig i ts 23 ,  24,  25 ,  26, i n  case ERR I i t  should be 

P I O , and i n  case ERR2 i t  should be P l 4 . In  case DIFF these arrangements 

are to be overridden and the pulse wi l l  be stored in TS 1 2  and taken from 

there. 

In case A UTO the above fundamental p rocess i s  repeated eight times. In 
each repet i t ion the mul t ip l icand i s  taken from TS 3 ,  but i t  is  modified each 
time by m u l tip l icat ion by 24 , th i s  effect being obtained by al lowing it to 

ci rculate i n  a DL34 dur ing A UTO. We also wish to take d ifferent digits of 

the mu l tip l ier  at each repet i t ion o f  the process; this  i s  done by taking our  
pulse from TS 12  but  a l lowing  i t  to c ircula te i n  a DL 34 a l so .  Faci l i t ies a re 

also provided for m ul t iply ing the part ia l  sum by a power of2 .  A l though the 
circui ts are arranged so that this could be combined with other operations ,  

i t  i s  no t  i n tended tha t  th i s  should be done.  The faci l i ty  consists in enabl ing 

the part ia l  sums to be delayed by any t ime up to 63 and passed through fo r  a 
period of  2 or  3 minor cycles as desi red . The amount of  delay is taken from 
dig i ts  1 -5 of  TS  7 .  We st imulate ROTATE 2 or  ROTATE 3 according 

as we wish the rotation to last for 2 or 3 minor cycles . 
I t  may be as well to descr ibe how some ra ther defin i te operat ions a re 

done.  

A ddit ion We do not  have a faci l i ty for addit ion of  two given numbers so 

much as  for the add i t ion o f a  given number i n to the part ia l  sum . To add the 

con tent  of TS 3 in to the part ia l  sum we must st imulate S ,  POS, GIV, a nd 
m ust also set up the number 1 i n  columns 24-27 .  The mult i pl icand i s  then 

TS 3 and the mult ip l ier  i s  I .  
Subtraction As addit ion but  we do not s t imulate POS. 

Short multiplica tion (A ) To mul t ip ly TS 3 by 6 (say) proceed as for 
addi t ion with 0 1 1 0  in  columns 24-27 instead of 1 000. We shal l  very l ikely 

also want to cancel the or ig inal  con ten t of the partia l  sums regi ster and 

therefore s t imulate CANCEL. 

Short multiplica tion ( B) To m ult ip ly the part ia l  sum by 6 we must 

s t imulate S ,  POS, CANCEL, SELF, GIV, and set up 0 1 1 0  in C I  24-27 . 

Short mult iplicat ion ( C) As B but  do not  cancel and put 1 0 1 0  i n  CI 
24-27 . 

ff 47 D 
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Short multiplication with addition We wish to mult ip ly TS 3 by TS 2 and 

add into the partial sum.  We st imulate POS,  NOR, A UTO, DIFF.  

Long multiplication with subtraction I r  we wish to subtract from the 

partial sum we do not st imulate POS. 
Division is  an ITO and wi l l  p robably be carried out by means of the 

recurrence relat ion u0 = 3/4, 1111 + 1  = 1111 (2 - au,. ) .  The l imit  of the sequence 

u,. is a- 1 provided I < a < 2 .  
The appropriate i nstructions for these operations w i l l  b e  found in  

F ig .  37 .  
The content of TS 2 or TS 3 is  best considered to be  a binary integer, i .e .  

that  the least significant  d ig i t  is  in  the  un i t s  position .  We must also consider 
that the most s ignificant  digit has reversed sign .  The least significant digi t  

appears at  t ime Pl and the most significant  at  P32.  In  the part ia l  sums 
register s imi larly the least s ignificant d igi t  is to be considered to be in the 

uni ts posit ion and the most significant to have reversed sign and to appear 

63 pulses la ter .  In  order to keep track of which part of the partia l  sum is 
avai lable a t  any moment we have a s ignal ODD which i s  st imulated during 

the first minor cycle of  the stimulat ion of S ,  and thereafter in  a lternate 

minor cycles so long as S i s  st imulated . When the mul tipl icand is taken 

from TS 3 we have to make some sl ight modifications to it  before it i s  in 

su i table condi tion for adding into the partial sum. We have to convert the 

periodic signal with period 32 or 34 into a sequence of 64 digits of  which 32 

form the original content of TS 3, and the rest is a sort of padding. We may 
call the 32 d igits the genuine digits . Those digits of  padding which are less 

significant  than the genuine digits are to be all zero, those which a re more 

significant are to be the same as the most significant genuine digi t .  I t  wi l l  be 
seen that this modified mul tipl icand M U  CA ND 2 has the same meaning as 

the original mul tiplier, but expressed in  the code which is appropriate to the 

partial sum,  and multipl ied by the power of 2 which is requi red at the time. 

It may be necessary to change the sign of  this mult ipl icand, i f  POS was not 

stimulated . A simple circui t  wil l  do this (Fig.  34).  

Owing to the fact that the partial sums register is  a closed cycle of64 there 
is a danger of carries from the most significant  digit  on to the least 

significant .  This has to be prevented, and i t  i s  done by suppressing the carry 

in  the appropriate adder at the time P32 & - ODD. This is  shown by an 

inhibi t ing connection on to the adder. 
The detailed correctness of  the circuits  is best verified by working  

ll49D 
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F I G. 34 . .S I G N  C H A N G E �  

through various particu lar  cases. I t  i s  necessary t o  work several d i fferent  
ones i n  order to bring out  the var ious different  specia l  points involved . In  
Fig .  3 5  the prel iminaries to a long mul tipl icat ion have been worked . This  

shows the sett ing up o f  the new CI and the t ransfer of d ig i t s  to the valve 
elements Z I ,  Z2, Z3,  Z4. It brings out  the point o f  adding 2 ra ther than 1 to 
the CD in cases A, B ,  for we are just in time to catch the next ins truct ion .  
The fina l  stages of  the mul t ip l ica t ion are shown in  Fig .  36 .  Here i t  has been 
assumed that  the minor  cycle is of length 1 6 , in  order to red uce the space 

occupied by the working.  

13. Examples of Instruction Tables 

In th is  chapter a short  account of the paper technique of us ing the machine 

wil l  be given .  I shal l  try to give some idea o f  what the ins t ruction tables for a 

job  wi l l  be l i ke  and how they a re related to the job and to the machine .  This 
account  must  necessar i ly be very incomplete and crude because the whole 

project as yet exists on ly  in  imagina t ion .  
Each ins truct ion wi l l  appear in  a number of  d i fferent  forms, probably 

three or  four .  

[ 5 1 Il 
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Machine form When the ins truct ion i s  expressed i n  fu l l  so as to be 
understood by the machine it wil l occupy one m inor  cycle. This we cal l  

machine form . 

Permanent form The same i nstruct ion wi l l  appear in  d i fferent machine 

forms i n  d i fferen t jobs,  on account  o f  the renumbering technique as 

described on p. 3 8 .  Each of  these machine form ins truct ions ar i ses from 

the permanent form of  the i ns t ruct ion .  These permanent forms a re on 

Hol ler i th cards and are kept in a sort of  l i brary.  

Popular form Besides the cards we need some fo rm of  the table which can 
be easi ly read ,  i .e .  i s  in the form o f  prin t  on paper rather than punching. 

Thi s  wi l l  be the popular form of  the table .  I t  wi l l  be much more abbreviated 
than the machine form or the permanen t form, a t  any rate as regards the 

descrip tions of  the CAO. The names of  the instruct ions used will probably 

be the same a s  those i n  the permanent form. 
I n  add i t ion to these we must recognise the 'general descr ipt ion'  ofa table .  

This wil l  contain a fu l l  descript ion of  the process carried out by the mach ine 
act ing  under o rders from th i s  table .  I t  w i l l  tell us where the quant i ties or 

expressions to be operated on are to be stored before the operation begins, 

where the resu l ts a re to be found when i t  is over and what is the rela t ion 

between them. I t  wi l l  also tel l  us other important information of a rather 

dryer k ind ,  such as the storages that  must  be left vacan t  before the oper­
at ion begins ,  those that  will get clea red or  o therwise a l tered in  the process, 

what checks wi l l  be made, and how various possible d i fferen t  outcomes of 
the process are to be dis t inguished . It is i n tended that when we are trying to 
understand a table all the i nformat ion that  i s  needed about the subsidiar ies 
to it should be obta inable from thei r general descript ions .  

The major i ty o f  actual i nstruct ion tables wi l l  cons is t  a lmost ent ire ly of  
the in i t ia t ion of  subsid iary operat ions  and transfers of  materia l .  I t  should 
be recogn ised however that  the t ime spent  wi l l  be i n  qu i te d i fferen t  propor­

t ions .  The three most t ime consuming opera tions a re mul t ipl ica t ion ,  wait­
ing for material in long delay l ines, and t ra nsfers of  materia l .  In some jobs 
the input  and output of  material  may also be very time-consuming.  [ 37] 

In  o rder to give a fa i rly  complete picture of  what the tables a re l ike I am 
giv ing examples of  two tables, o f  which one is  elementary a nd does not 

i nvolve subsid iaries; the other i s  a more advanced table and cons is ts  la rgely [ 38 ] 
of such orders. Besides these I have added a number of general descr ipt ions 
of tables. 

[ 55 ]  
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The fundamental table chosen is INDEXIN, used for finding a minor 

cycle whose posit ion has been written down in a particular place. 

In  these tables DL m, n will denote the nth minor cycle of DL m. 

INDEXIN (general description) The minor cycle whose position i s  de­

scribed in digits 1 7-32 of TS 27 is  transferred to TS 28 .  The contents of TS 

2,  3, 4, 5 ,  6, 8, 9, 10 get altered in  the process. 

Now follows the popular form of the table. 

INDEXIN 

l Q, 0000, 0100, 0000, 0000 2 

2 TS 6-TS 2 3 
3 ADD 'A'  4 

4 ROTATE 1 6  5 

5 TS 4-TS 6 6 

6 TS 6-TS 9 7 

7 TS 27-TS 6 8 

8 TS 6-TS 10 9 
9 OR 10 

1 0  TS 8-TS 6 1 1  

1 1  B,  I ,  INDEXIN 1 1  

1 2  TS 6-TS 28 1 3  

1 3  B ,  BURY 

[ 39] The firs t  column gives the popular form of the name of the instruction, 

[ 40] and the last column that of the next instruction to be followed . In most 

cases this could in theory be omitted because of  the instructions being of 

type A .  When the instructions are of type A the middle column describes 

them in abbreviated form. For instance TS 6-TS 3 describes the operation 
[ 41] of transferring the content of TS 6 into TS 3. Expressions of form Q, . . .  

mean an instruction of type Q, and the expression after the comma de­
scribes what i s  in  columns 1 7-32 .  ADD 'A' i s  to mean 'Add TS 2 in to TS 4 
cancell ing the partial sums' , ROTATE 1 6  means ' Rotate the content of TS 

4, TS 5 forwards 1 6  places ' ,  OR is a logical operation . 
The expression B, I ,  INDEX IN 1 1  is i ntended to stand for B in column 3 ,  

l in column 1 7  a n d  INDEXIN 1 1  in  columns 1 7-32 .  

Outline of operation (INDEXIN) From I to 10 we are constructing the 

i nstruction which tells us to make the appropriate transfer and putting that 

i nstruction into TS 6 .  The instruction B,  I ,  INDEXIN 1 1 requires us to 
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carr y  out the i nstruction in  TS 6 . The new IN formed wi l l  be 0,  INDEXIN [ 42] 

1 2  so that  we then cont inue with instruction INDEXIN 1 2 . 

The table for INDEXIN is shown in  ful l  i n  Fig.  38 .  [ 43 ] 

We use the conven t ion that  no digi t  is shown i f the value of the d igi t  is not  

s ignifican t .  Both 0 and 1 a re shown i f  either value is possible, and 

significan t .  

DISCRIM (genera/ description) I fTS 8 contains any digi t  I then TS 1 5 is [ 44] 

passed in to TS 24, otherwise TS 1 6  is passed into TS 24 .  The contents of TS 

2, TS 3 ,  TS 4, TS 5, TS 8 a re a l tered . 
Outline of operation TS 8 i s  transferred to TS 2 and then subtracted from 
zero , pass ing in to the part ia l  sums regis ter  TS 4, TS 5 .  By taking out  TS 5 we 
obtain a minor cycle fu l l  of d igi ts I or of digits 0 according as there was or  

was not  a digi t 1 i n  TS 8 origina l ly .  We then form (TS 5 & TS 1 5 ) v ( � TS 5 
& TS 1 6) by logical opera tions and pass i t  on to TS 24 .  

Th is  table provides the main means of  deciding between two a l ternative 
procedures, by set t ing up one or the other of two instruct ions,  contained in  

TS 1 5  or  TS 1 6 . 

PL US/ND (general description) 1 is added to the posi t ion reference i n  TS 

27, e . g . DL 7 ,  9 becomes DL 7 , 1 0 , but DL 7 , 32 becomes D L  8, I .  

TRA NS 45 (general description) The fol lowing set of  t ra nsfers is made 

TS 22-TS 20, TS 23-TS 2 1 .  

B UR Y (general description) The con tent of TS I with I added is trans- [45 ] 

ferred to the posi t ion indica ted in TS 3 1 ,  and 1 is added to the reference in 

TS 3 1 .  We then pro ceed to carry ou t  the instruct ion in  TS 1 .  

UN B UR Y (general description) The minor cycle whose posi t ion is given [ 46] 

in TS 3 1  is taken to be posi t ion of  the nex t i nstruct ion .  

MULTIP (general description) The number i n  TS 1 8 , 1 9  i s  mul t ip l ied by 

the number in  TS 20,  2 1 :  the resu l t  i s  bro ught to standard form by sh ift of  
decima l  poin t .  An  error  i s  obtained for the product by us ing the erro rs in  

the given numbers and a l lowing for  rounding off. The resu l t  is stored in  
TS 22,  23 .  

A DD i s  ana logous to M ULTIP. 
As an  example of  a more compl ica ted process , I have chosen the ca lcu­

lat ion of the val ue of  a polynomia l .  

[ 57 ] 
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CA LPOL (general description) The minor cycles of DL 3 taken in pai rs 
conat in the coefficients of a polynomial in descending order.  Evident ly we 
are restr icted to degrees not  exceed ing 1 5 , and we assume the degree always 

to be 1 5 , fi l l ing up with appropriate zero coefficients .  The value of this 

polynomial  will be calculated for the a rgument in TS 1 3 , TS 1 4 and the 
resu l t  wil l be transferred to TS 25, 26. Before start ing we requ i re special  
contents i n  DL 1 ,  14 and D L  I ,  1 5 . There are 

DL I ,  1 4 0000,0 1 0 1 ,0000 ,0000,0 1 00 ,0 1 1 0 ,0000,0000 

D L I ,  1 5  0000,0000,0000,0000,0000,0 I 00,0000,0000 
the express ion in DL I ,  1 4  represent ing the order to transfer DL 3, I to 

TS 6. 

[47 D  CA LPOL 1 .  Clear T S  22, 23 ;  DL I ,  1 4-TS 27; DL 1 ,  1 5-TS 2 9 .  CALPOL 
8. 
CA LPOL 8.  B,  BURY;  B, INDEXIN; TS 28-TS 1 8 ; B ,  BURY; B, 
PLUSIND; B,  BURY; B ,  INDEXIN; TS 28-TS 1 9 ; B ,  B U RY; B ,  ADD; 

B, B U RY;  B, PLUSIND; TS 27-TS 2; TS 29-TS 3 ;  AND; Q, CALPOL 40; 
TS 6-TS 1 5 ; Q, CA LPOL 37; TS 6-TS 1 6; B ,  BURY; B ,  DISCRIM; B, 

I .  
CA LPOL 3 7. TS 1 3-TS 1 8 ;  TS 1 4-TS 1 9 ; B ,  BU RY; B, TRANS 45 ;  B, 
BURY; B, M U LTIP;  B, BURY;  B, TRANS 45. CA LPOL 49. 

CA LPOL 49. B, CALPOL 8 .  
CA LPOL 50. T S  22-TS 25 ;  T S  23-TS 2 6 ;  B,  UNBURY. 

The above tab le  fo r  CALPOL has been expressed in  a more abbrevia ted 
form than the one we gave for INDEXIN, severa l opera t ions being l is ted at 
a t ime.  AND is of course the logical opera tion and B, 1 ind icates B wi th a 1 

in col umn 1 7 . 

Outline o.f' operation ( CA LPOL) If we denote the polynomial by a 1 x 1 5 + 
a2x 1 4 + · · · the calculat ion pro ceeds by the equa tions b 1  = a 1 , C i = 

[48D b i x, b2  = C i +  a2 , c2 = h 2x, . . . After the calcu lation of each b, we have 
to determine whether th is  i s  the one requ i red , viz .  b i  6 or  no t .  This  is done by 

examin ing the conten t ofTS 27 which includes the number r and is also,  one 
might say principally, used to describe the posi t ion of the next coefficient 
a,+ 1 • I f  it i s  the one requi red we find ourselves a t  CA LPOL 40 and have to 
pass h, out to TS 25, 26. Otherwise we go to CALPOL 3 1 ,  and after 

mul ti ply ing b, by x to give c, we find ourselves back a t  CA LPO L 8 and 
repeat ing processes we have done before. 

[ 59D 
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It  wi l l  be evident that the table CALPOL is somewhat wastefu l  of  
space . Each time a subsidiary operat ion i s  requ ired we have to repeat B ,  

BURY, and each t ime we make a transfer we have to do i t  in  two stages, 

each of  which uses a whole minor cycle of which most i s  wasted . I t  is 
possi ble to avoid this  waste of  space by keeping the i nstruction  tables i n  

some a bbreviated form, a n d  expanding each table whenever w e  want i t .  

This wi l l  requ i re a table EXPAND, and wi l l  requ i re each table t o  inc lude 
appropriate references to the table EXPAND. These references wil l how­

ever be put in  by EXPAND i tsel f (when working under contract to a h igher 
au thori ty), just as EXPAND will put  in  the references to BURY and 
UNBURY.  

BIND E C  (general description) The number in  TS 1 3 , 14  i s  transla ted into 
decimal  form of the type a x 1 0"' where I � a <  I O, and i s  t ransferred in to 

DL I O . The notat ion of the decimal  form i s  such that the content  of DL 1 0  
can be passed out  onto a card i n  the usual way and i f  the card is  then l isted 

the dig i ts of  the numbers a,  m will then appear on the l i s t ing paper in the 
usual  way. Or in other words only the fi rs t  I O  minor cycles of  DL 1 0  a re 

used , and a decima l  digi t  is represented by the minor  cycle in which a pulse 

occurs, and i ts s ignificance by the posit ion of i t  wi th in the minor cycle . 
(This account  is i ncomplete as regards signs and some o ther detai ls) . 

14. The Design of Delay Lines 

(i) General. A considerable amount of  work has been done on delay l i nes 
for  R . D . F .  purposes . · On the whole our problems coincide with the 
R . D . F .  problems but  there are a few differences .  

(a) Owing to the fact  tha t there wi l l  be more than one tank used i n  the 

calculator the stab i l i ty of the de lay i s  of importance.  In  R . D . F .  the de lay is  
a l lowed to determine the recurrence frequency a nd the effects of var iat ions 
i n  i t  a re thereby e l iminated . 

(b) In R .D . F .  i t  is requ ired that  the delayed signal should not d iffer from 
the  undelayed by  a n  error signal which is less than  60 d B  (say) down on  the 
signal proper. We are less d ifficu l t  to please i n  this respec t .  We only requ i re 
to be able to d is t inguish mark from space wi th a very high pro bab i l i ty (e .g .  
a t  l eas t  1 - 1 0- 3 2) .  This  requ i res a h igh s igna l  to noise rat io ,  so fa r  as  the 

true ra ndom noise and the in terference are concerned , but  i t  does not 

requ i re much as regards hum, frequency distort ion and other factors 
producing unwanted signa ls  of fair ly constant ampl i tude .  
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Our main concerns then in  designing a delay l i ne wil l  be: 

( I )  To ensure sufficient signal s trength that noise does not cause serious 

effects. 
(2) To e l iminate or  correct frequency and phase distortion sufficient ly that  
we may correct ly  d is t inguish mark and space . 

(3) To stabi l i se the delay to with in say 0 . 2  pulse periods .  

(4) To e l iminate interference . 
(5)  To provide considerable storage capaci ty at small  cost .  

(6) To provide means fo r  sett ing the crystals sufficient ly  nearl y  paral lel . 

The quest ions of  noise and signal strength are t reated in some detai l  in  
the  fol lowing pages . I t  i s  found that  there is  plenty of power avai lable un­
less e i ther  very long l i nes or  very h igh frequencies are  used . The e l iminat ion 

of in terference is main ly a matter of  shield ing and i s  a very s tandard rad io 
problem, which in  our  case i s  much less serious than usua l .  Various means 
have been found by the R . D . F. workers for sett ing the crysta ls .  Some prefer 

to machine the whole delay l ine very accurately, others to provide means 

for moving the crysta ls  t h ro ugh small angles, e .g .  by bending the tank .  A l l  

are satisfactory.  
I l i s t  below a number of q uestions which m ust be answered i n  our design 

of  delay l ines .  In order to fix ideas I have added the most probable answers 

in brackets a fter each q uest ion .  

[49] ( I )  What l iquid should be used in the l i ne? (Ei t her  mercury or a water­

a lcohol mix ture) .  
(2) Should we use a carrier? If so, of  what frequency? (Yes, certa in ly use a 
carrier .  Frequency should be about 1 0  Mc/s with water-a lcohol  mixture, 

but may be higher if desi red when mercury i s  used) .  
(3)  What  shou ld  be  the  clock-pulse freq uency? ( I  Mc/s). 

(4) What  should be the dimensions of the crys ta ls? (Diameter might  be ha lf  
that  of  the tan k ,  e .g .  I cm . Thick ness should be such that the first reso­
nances of  the two crystals a re two or  three megacycles on e i ther side of 

the ca rrier ,  i f  wa ter-alcohol i s  used . Wi th  mercury the thick ness is  less 
critical and may be e i ther as  with water-alcohol or may have resonance 
equal  to carrier .  

(5) Should the i nside of  the tank be rough or smooth? (Smooth) .  
(6)  What  should be the d imensions of  the tank? (Standard tanks to give a 

delay of I ms.  should be about 5' long whether water-alcohol o r  mercury .  

Diameter !' ) .  

[6 1 ]  
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( Keep a l l the tanks wi th in one degree Fahrenheit  i n  temperature .  Correct 

systema tic tempera ture changes by a l ter ing the pulse frequency . )  

In order to be  able to answer these quest ions  various mathematical 
p ro blems connected with the delay l ines wi l l  have to be solved . 

( i i ) Electromagnetic conversion e.Ulciency . The de lay l i ne  inay best be 

considered as  forming an  electrical network of  the k ind usual ly  ( ra t her 
m isleading ly) described as  'four-pole' , i .e .  a network wh ich has  one i nput 
current and one in pu t voltage which together determine an output voltage 

a nd current .  Such a network is described by three complex numbers a t  each 
freq uency . In the case where there i s  l i t t le coupl ing between the output and 

i nput ,  which wi l l  a pply to our problem, we may take these quant i t ies to be 
the input  and output  admi tta nces and the ' transfer admi ttance' . S t rict ly 
speak ing we should speci fy whether the output i s  open c ircu i t  or  short 

c i rcui t  when s ta t ing the input impedance, but  wi th wea k coupl ing these are 
e ffectively the same; s imi larly  fo r  the output  impedance. The transfer 

admit tance i s  the current prod uced a t  one end due to un i t  vol tage a t  the 
other, and does not  depend on which end has the  vol tage appl ied to i t .  In  

the case o f  the de lay l ines the i nput and output  admit tances wi l l  be effec­

t ively the capaci t ies between the crystal electrodes .  We need only determine 

the t ransfer admit tance. 

We shal l  consider the fol lowing idea l i sed case . Two crysta ls of  th ickness 
d a nd d' are immersed in a l iqu id ,  with the i r  faces perpend icu lar to the 
x-ax is .  The l iquid extends to i nfini ty  in both the posi t ive and the negative 
x-d i rect ions,  and both l iquid and crystals ex tend to i n fin i ty in  the y and z 

d i rections ( Fig.  40). The di stance between the near s ide faces of  the crysta ls  

i s /. I t  i s  assumed that there i s  considerable a t ten ua t ion of  sound waves over 
a d is tance of the order of I but ha rd ly any over a dista nce of  the order of 
d or d' . 

These assump t i ons are i n troduced la rgely  with a view to e l iminat ing the 
possib i l i ty  of reflections .  In pract ice the reflect ions would be e l iminated by 
o ther means .  For i nstance, the infin i te l iq uid on the extreme r ight  and left 

would be replaced by a short length of  l i q uid i n  a stub of not very regul a r  
shape, so  tha t t he  reflected waves would no t  be para l le l  t o  t he  face of the 
crys ta l .  More l i ke ly  s t i l l ,  o f  course, we shou ld  have some en t i re ly  d i fferen t  
med i u m  there .  

The physical quan tit ies i nvo lved a re :  

(a )  The dens i ty  p .  We wri te p for t h e  densi ty of  t h e  crys ta l  and  p 1  for t h a t  of  
the l iq uid . Li kewise a suffix I wi l l  i nd icate l i qu id  va l ues th ro u ghout .  
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(b) The pressu re p .  In the case of the crysta l th is is unders tood to mean the 
xx-component of  s t ress . 
(c) The displacemen t  � i n  the x-d i recti on .  
(d) The velocity v i n  t he  x-d i rect ion . 

(e) The rad ian frequency w .  

(f)  The e last ic i ty 17 . This  i s  the  rate of  change of  pressure per un i t  decrease 

of logar i thm o f  volume due to compress ion .  
(g) The ve loci ty of  pro pagat ion  c .  

(h)  The mechan ical character ist ic impeda nce ' ·  
( i )  The rec iprocal rad ian  wave length fl .  

( j )  The piezo-electr ic constan t  e .  This gi ves the  induced pressure due to  an 
elec tr ic fie ld s t rength of  un i ty .  This  field strength shou ld normal ly  be 
thought of as in the x-d i rec t ion ,  but  we sha l l  have to consider the case of a 

field i n  the y o r  z d i rec t ion br iefly a lso .  

These quant i t ies a re re la ted by the eq uat ions 

c = .filfP, 
d� 

p =  - 17 - + & dx 

(1) 
[J = -- , c 

v = iw� ,  . dp 
1wpv = - ­

dx ' 

In what fo l lows we assume that a l l  quant i t ies such as p, v ,  � depend on t ime 
accord ing  to a factor ei"'' , which we om i t .  
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We now consider the ' t ransmit t ing crysta l ' ,  which we suppose extends 

from x = - a to x = a where d = 2a.  The solut ion of  the equations wil l be 
o f  form 

p = Ee + B cos {Jx 

with in the crysta l ,  i . e .  for ! x i  < a. Since the pressure is cont inuous we sha l l  
have . 

p = (Ee + B cos {Ja)e ;p , (a - lxl> i f l x l > a . 

This gives for  the veloci ty 

l 
v = - ·  - B{J sin {Jx = - iBC - 1 s in {Jx i f l x l  < a 

wp 

v = Cl
1 (Ee + B cos {Ja)e ;p , (a - lxh sgn x i f l x l  > a.  

Cont inui ty  of  veloci ty now gives 

( {J 
iC 1 . fJ ) 

B cos a + T sm a = - Ee 

a nd therefore the velocity a t  a i s  

- iB sin {Ja 

' 
iEe sin {Ja 

C cos {Ja + iC 1 s in {Ja 

i .e .  the veloci ty at the i nside edge of the crystal is 

iEe 

C cot(dw/2c) + iu 

where u = (1 /C .  
Assuming that the exci t ing voltage is  longi tudina l  we may say that  

Veloci ty ie 

Exci t ing vol tage = Cd
. 
cot (dw/2c) + iu · 

The effect of the medium between the two crysta ls  we wi l l  not  consider just  
yet .  Let  us s imply assume that 

Veloci ty a t  inside edge of receiv i ng crystal  

Velocity at  inside edge of transmi tt ing crystal 
= '9· 
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We have now to consider the effect  of the receiving crysta l .  Fortuna tely we 

can deal with th is  by the pri nciple of reciproci ty. When applied to a mixed 

electrical and mechanical system th is  s tates that the velocity produced a t  
the  mecha nical end by uni t  voltage a t  the  electrical end is  equa l  to the 
current produced a t  the electrical end by unit force at  the mechanical end. 

Hence 

Current at receiv ing end ie 

Force on receiv ing crysta l d' ( cot (d'w/2c) + iu · 

To these eq uat ions we may add that  the ra t io of force to pressure Is the area 
A '  of the receiving crystal ,  and that  the ra t io of pressu re to velocity is the 

mechanical characteris t ic  impedance ( 1 • Combining we obtain 

A 'e 2 (  
Y = Transfer admit tance = 8 -,-1 • dd (2 (cot (dw/2c) + iu) (cot (d'w/2c) + iu) 

Let us now assume that  the input  to the valve from the receiv ing crystal 
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consists of a tuned ci rcui t  with a fa i rly low 'Q' as  in Fig. 4 1 .  Then 

· Vol tage a t tenuat ion and phase change factor 

Grid vol tage 

Input  vol tage 

y 
( l /Liw) + Ciw + ( l /R) 

Y WW0 

eiw0 (w + w0 + ( iw0/2Q) ) (w - Wo + (iw0 /2Q) )  

where 

z I 
LCw0 I + 

4Q2 
= I , e = C. + ex 

where 

Q = Rew0 

ex 2ne2 = 8  · - · R(w) 
ex + e, "'1 

K = Dielectric constant  of crystal 

85 

,9 = A ttenuation due to viscosi ty of  med ium and geometrical causes . 

R(w) = t1 

(dw0/2c) (cot (dw/2c) + it1) (co t (d'w/2c) + it1) 

(w + w0 + ( iw0 /2Q) ) (w - w0 + UWo /2Q))  · 

The quant i ty  2ne2/K17 depends only on the crysta l ,  i . e .  on the material  o f  
which i t  i s  made a n d  i t s  c u t  a n d  fo r m  of excita t ion .  B o t h  e2  and 1 7  are of the 
d imensions of  a pressure .  4ne is of  the d imensions of  an electric field , and 

may be thought of as a constant  electric field which has to be added to the 
varying field in  order that the combinat ion should prod uce the correct 
pressure va riat ions,  somewhat  like the permanent magnet field in  a tele­

phone recei ver .  A typical val ue for 2ne2/K17 i s  0.004 .  

Let us now consider the frequency-dependent factor,  R(w) . The pa ra­
meter t1 entering here is the ra t io of the cha racterist ic impedances of the 
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crystal and the l iqu id .  It i s  equal to 

Velocity of  sound in  l iqu id  x density of  l iquid 

Veloci ty of  sound in  crystal x density of  crystal · 

The veloci ty o f  sound in the crystal (X-cut quartz) is 5 .  72 km/sec. and i ts 
density is 2 .7 .  The velocity i n  water is 1 .44 km/sec. , and the density l ,  hence 

u (water) = 0 . 1 abt .  

The velocity i n  mercury is  m uch the same but the density is 1 3 . 5 .  Hence 

u(mercury) = 1 . 3 abt .  

These figures suggest that  we consider the  two cases where u i s  smal l  and 
where u i s  l .  The lat ter  case may be described by saying that the l iqu id 

matches the crysta l .  
I t  may be  assumed for the moment t ha t  our  object i s  t o  make the 

min imum val ue of  I R (w) I in a certain given band of  frequencies as  large as 

possible. I f  the width of the band is  2Q and i t  is centred on w0 and if we 
ignore the variat ions in .9 we shall find that the optimum value of u is  of  the 
form NQ/w0 where N is  some numerical constant probably not  too far 

from l .  The va l ue of  Q should be as large as possible. Wi th n = I Mc/s, 

w0 = l 0 Mc/s this seems to suggest that wa ter (u = 0 . 1 )  i s  very sui table .  In 

practice the d ifferences due to the value of .9 are more serious than those 
d ue to u, and there is  in  any case plenty of power. We would not in practice 

take Q as  large as we could but wou ld ra ther try to arrange that I R(w) I was 
fai rly constan t  thro ughout the band concerned and a rg R(w) fairly l i nea r 

when plot ted against  w. I f  water were used one would probably choose the 

thicknesses of  the crystals and the value of Q to give poles of I R (w) I 
somewhat as shown in Fig .  4 1 .  With th is  a rrangement of  the poles the gain  
correspond i ng to I R (w) I  is  9 d B  throughout the  range 8 Mc/s a nd the  phase 
characterist ic l ies wi th in  5° o f  the stra ight l ine within this range, 

With  mercury where u is nearly I we should put 

dw0 n d'w0 n 

2c 2 ' � 2 '  
and then 

I R (w) I = - sm - - . 2 ( . n w )2 1 ww0 I n 2 w0 (w + w0 + ( imo /2Q)) (w - w0 + (iw0 /2Q) ) 
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We should pro bably find i t  desirable to omit the tuned circu i t ,  i n  which case 
R(w) would represent  a fairly  constant  loss of 4 dB. One could use a Q of2 if 

one wished , giving a gain of 2 dB instead . 

We have assumed above that  the crysta l  is longi tud ina l ly  exci ted . If i t  
were t ra nsversely exci ted t h e  figures would b e  much less sat isfactory. At  the 

t ra nsmit t ing end a far la rger vol tage would have to be appl ied i n  order to 
obtain the same field s t rength,  and a t  the recei ving end the s t ra y  capacit ies 

wi l l  have a more serious effect with tra nsverse e lect rodes, a l though i f  the 
stray capacity were zero transverse elec trodes at the receiving end would 

actua l ly  be more efficien t .  

( i i i )  Geometrical at tenuation . If  a rectangular crys ta l  is crookedly  placed 
in a plane paral le l  beam ,  the t i l t  being such that  the one edge of the crystal i s  
advanced in  phase by a n  angle tjJ then the a tten uat ion due to the t i l t  i s  

sin !tfl/tt/I . With a square crysta l  whose side is I cm.  and a frequency of 1 5  
Mc/s this  would mean that we get the fi rst zero i n  the response for a t i l t  of  
about  1 6' .  The set t ing is probably not  rea l ly  as  cri t ical  as  th i s  owing  to 

curva ture of  the wave fronts .  If  the crystals  a re opera t ing i n  a free medium 
without the tube th is  effec t  i s  eas i ly  est imable and we find that ,  for  crysta l s  

sufficien tly fa r  apar t  the  a l lowable a ngles of  t i l t a re o f  the order of the angle 
subtended at one crystal by the o ther .  I t  has been found experimenta l ly  
wi th tubes opera t ing a t  1 5  Mc/s that  t i l t s  of  the o rder of  ha l f  a degree are 
admiss ib le .  

Now let us consider the loss due to boundary effects. We assume a wave 
inside the tank of fo rm p = J0 (/J' r)e - iPz + icot and assume a boundary con­

d i t ion of  form ( 1 /p) (dp/dn) = ( where we do not know ( nor even whether i t  
is  rea l o r  complex. The radius of  the tank is a ,  so that  the boundary con­
dit ion becomes fJ'aJ1 ({J'a)/J0 ( {3'a) = (a . Let the so lu t ion of uJ1 (u) /J0 (u} = 

y be u ( y) .  Then we have /J2 + (u ((a)/a) 2 = w2 /c2 and therefore Rf3Jf3 + 
( l /a 2 ) RuJu = 0. But  si nce u((a)/f3a is smal l  this means approx imately 

Jf3 = c RuJu/a2w, and the loss i n  a length I of the tank is ( lc/a2w) RuJu 
nepers . For a given value of ( there a re many solut ions of uJ1 /J0 = (a but 

there i s  a bounded region of  the u plane in  which there i s  a lways a solut ion 
whatever value (a may have .  This means to say that  for any  boundary 

cond i t ion there i s  a lways a mode in  which the a t tenuat ion does not exceed 
t(c/a2w) where t is some numerical constant .  

The value of t i s  a bout  1 . 9 .  I t  is  the la rgest va lue of  xy such that 
(x + iy)J1  (x + iy)/J0 (x + iy) is pure imagina ry a nd y > 0,  0 < x < 2 .4 .  
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Tak i ng lc/a2w0 = 0 .3 1 (as p .  90) the maximum loss in th is  mode is 6 d B .  

W e  should however probably add a certain amount t o  a l low fo r  the fact 

that not all of the energy will be in this mode. A total loss of  1 0  dB would 
probably not  be too smal l .  

( iv )  A llenuation in the  medium. The attenuation coefficient i s  given by 

2w2 v/3c3 where v i s the  dynamic  coefficient of viscos i ty ,  i . e . ,  the  ra t io of 

viscosi ty to densi ty .  With water ( v  = .0 1 3  c = 1 .44 Km/sec . )  at a frequency 

of 1 0  megacycles and a delay of  1 ms we have a loss of 1 2  d B .  With mercury 
under the same circumstances the loss i s  only 1 dB .  

These figures suggest t ha t  i f  water i s  used the  frequency should not  be 
much above 1 0  Mc/s, but  that  we can go considerably higher with mercury .  

(v)  Noise . Before leav ing the subject of  at tenuation we should veri fy how 
m uch can be tolerated . The l imi t ing factor  is  the noise ,  due to thermal 
agi ta t ion and to shot effect in the fi rst ampl i fying valve. The effect of these 
is equivalent to an unwanted s ignal on the grid of the first valve, whose 
component in a na rrow band of  width / cycles has an R . M .S .  value of 

VN = 4k Tf(R + R.) 

where T is the abso lute tempera ture, k is Bol tzmann ' s  constant  and R is the 
res is t ive component of  the impedance of  the ci rcu i t  working i n to the fi rst 
va lve, including the va lve capaci t ies .  R. i s  a constan t  for the valve and 
describes the shot  effect for the va lve .  In the case that we use mercury and 
do not tune the input  the value of R will be qui te negl igible in  comparison 
with Re , which might typica l ly  be 1 000 ohms . For a pu lse frequency of  1 
megacycle we must  take f = 1 06 (the theoretica l figure is t 1 06 but th is  is 

only at ta inable with rather pecul iar  c i rcuits) .  At norma l  tempera tures 
4k T = 1 . 6 x 1 0 - 20 and therefore VN = 4 µV . In the case that  we use wa ter 

and tune the input ,  we have R = Q/w(C,, + C,) at the worst frequency . 
Assuming w/2nQ = 2 M c/s (see Fig. 4 1 )  and C" + C, = 20 pf and ignoring 
the fact that  the effect wi l l  not  be so bad at other freq uencies , we have 

VN = 9 µ V .  
Now suppose t h a t  w e  wish t o  m a k e  sure that the pro babi l i ty of  error is 

less than p, and that the d i fference in  signal voltage between a d igi t 0 and a 
d ig i t  1 is V. Then we sha l l  need 

2 l oo  e- tx> dx < p.  J V/2 VN 

(This  follows from the fact that  a random noise vol tage is normal ly d is-
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tr ibuted in all its coord inates). I f  we put p = I 0 - 3 2 we find 

v 
- � 24, V � O. l mV .  
VN 

89 

(v i )  Summary of output power results . Summaris ing the voltage at tenu­
ation and noise questions we have: 

(a) There i s an attenuat ion factor depend ing  on the materi a l  of  the crysta l 

a nd i ts  cut and for q uartz typica l ly  giv ing a loss of 48 d B .  

( b )  There is  a factor R depend ing on the ra t io of band width requi red to 
carr i e r  frequency, and the matching factor u between crystal and l iqu id . In 
practical cases this amounts to gains  of 1 0  dB with wa ter and 2 d B  with 
mercury .  

(c)  There is a loss factor CxfCx + C, due to s tray capaci ty C, across the 
receiv ing crysta l .  This might  represent  a loss of 6 d B .  
(d) There is  a loss due t o  the viscosi ty of t h e  med ium . F o r  a water t a n k  with 

a delay of I ms .  and a carrier of I 0 M c/s the loss may be 1 2  dB:  wi th mercury 
a nd a carrier of  20 M c/s i t  may be 4 d B .  

(e) Losses in  the wal l s  of  the tank .  Apparent ly th is  should n o t  exceed 1 0  
d B .  
( f )  The noise voltage m a y  b e  4 x 1 0- 6 volts R M S  (mercury) or 9 x 1 0 - 6 

volts R M S  (wa ter) . 

(g) The s ignal vol tage (peak to peak) should exceed the noise vol tage 
(RMS) by a factor of 24 fo r  safety.  

These figures requ ire input voltages (peak to peak) of 0 .2 volts or  4 . 5  
volts with mercury and water respective ly .  W e  could qu i te convenient ly put  

200 volts on ,  so that we have 60 d B  (or 53  dB)  to spare .  There i s  no da nger 

of break ing the crystals when they a re operated with so much damping .  
(vi i )  Phase distortion due to rejlectionsfi·om the 111alls. We cannot eas i ly  

trea t this problem quant i tat ively because of lack of i n format ion about the 
boundary cond i t ions and because the rat io of  d iameter of  crystal to d i ­
ameter of tank is  s ignificant .  Let us  however t ry to  est imate the  order of  

magni tude by  assuming the  pressure zero on the  bounda ry and considering 
the gravest mode .  In  th is  case the pressure i s  of  form 10(/< J/a)e - i/lz + icor 
where 2a i s  the d iameter of the tank and k 1 = 2.4 is the smal lest zero of 10 , 
and p2 + (/< 1 2 /a2 ) = w2 /c2 • I n  this case the change of  phase down the 
length / of tank is <.p = l(w2/c2 ) - (/< 1 2/a2 ) . I f we a re using carrier work ing  
we are chiefly inte rested i n  d2cp/dw2 which turns out to be  -k i 2 cl/w0 3 a2 
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where w0 i s  the carrier freq uency . I f  we suppose tha t the band width 
involved is  20, then the grea test phase error which is i n t roduced i s  
k 1 202 cl/2w0 3 a 3 •  Let  us suppose tha t  the  grea test admissi ble error i s  0 .2  
rad ians ,  then we must  have 

Tak ing 

w0 = 10  Mc/s 

!l =  1 M c/s 

c= 1 .4 x 1 0 5 cm/sec . 

I =  1 . 4 x 1 0 2 cm.  

a= I cm.  

Then 

c 
- = 2 . 2  x 1 0- 3  cm . Wo 

0.4 (Wo )2 
= 

6 . 9 5  
k/ n 
The s i tuat ion i s  thus  ent i re ly  sat isfactory.  The carrier frequency co uld even 
be halved . 

(v i i i )  The choice ofmedium . In choosing the med ium we have to take in to  

account  

(a)  That  a med ium with a smal l  characterist ic impeda nce such as water has 

a s l ight advan tage as regards the factor R(w) . 

(b) Tha t  water is more a t tenuat ive than mercury .  
(c)  That mercury gives wide band widths more easi ly than water beca use of 

close r . match ing ,  but  that  adequa te band widths are nevertheless possi ble 

with wa ter. 
(d) That a water-alcohol mixture can be made to have a zero temperature  
coefficient of veloci ty a t  ord inary tempera tures. 
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O n  the whole the advantages seem t o  b e  s l ight ly o n  the side o f  mercury .  

( ix)  Long lines. The idea of using delay l i nes wi th a long delay,  e .g .  of  the 
order of  0. 1 second , i s  a tt ractive because o f  the very large s torage capaci ty 
that such a l ine would have. A l though the long delay would make these 
unsu i table for genera l purposes they would be very su i table for cases where 
very la rge amounts of i nforma tion were to be stored : i n  the majori ty  of such 
cases the materi a l  is  used i n  a fairly defini te order and the long delay does 

not matter .  

However such long l ines d o  not  rea l ly  seem to be very hopeful .  In  order 
to red uce the a ttenuat ion to reasonable proportions it wou ld be necessary 

to abandon carrier working, or  else to use mercury .  In  ei ther case we should 

probably be obl iged to make the tank in  the form of a bath ra ther than a 
tube; in the former case in order to avoid the phase d istort ion a ris ing from 

reflect ions from the  wa l l s ,  and in  the  la tter to economise mercury, using 
a system of m i rrors in  the bath .  In  any case the technique would i nvolve 
much development work . 

We propose therefore to use on ly  tanks wi th a delay of  1 ms .  
( x )  Choice of parameters. Considerat ions affect ing the  carr ier frequency 

are :  

(a) The higher the carrier frequency the grea ter the poss ible band width .  

(b )  The d i fficulty of  cutt ing th in crysta l s ,  somewhat  modified by  the 
absence of necessity of frequency stabi l ity .  

(c) The attenuat ion a t  high frequencies of  the sound wave i n  the l iqu id . 
(d) The d ifficul ty  of  set t ing the crystals up sufficien t ly  nearly para l lel i f the 
wavelength i s  short .  

(e) The d ifficulty of  ampl ificat ion at  high frequencies. 

Of these (a) and (c) are the most important .  A reasonable arrangement 
seems to be to choose a frequency a t  which the attenua t ion i n  the medium is 
about 1 5db .  

With  the  compara t ively low frequencies and with wide  tanks the  sett ing 
up d i fficulty wi l l  not be serious .  With long l i nes we should probably not 
attempt to do tempera ture correction ,  but  would rephase the output .  

Considerat ions affecting the pulse freq uency are :  

(a)  The l imi tat ion of  the pulse frequency to a comparatively smal l  fract ion 
of the carrier frequency if wa ter i s  the transmission med ium ,  and the 
l imi ta t ion of this ca rrier frequency . 

(b) The fin i te react ion ti mes of the valves . 
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(c) The greater capaci ty of a l i ne if the frequency is  high . 

(d) Greater speed of  operat ion of the whole machine i f  the pulse frequency 

is  h igh .  
(e)  Coward ly  and i rra t ional  doubts as to the feas ibi l i ty of  h igh frequency 

working.  

If  we can ignore (e)  the other considerat ions  appear t o  poin t  to a pulse 

frequency of about 3 megacycles or  even higher. We are however somewhat 
a larmed by the p rospect of  even working at  I megacycle si nce the d i fficu lty 

(b) might turn out  to be more serious than an ticipated . 
Considerat ions affect ing the d iameter of the tank a re: 

(a) That the crystals a re most conveniently adjusted to be parallel by 
bending  the tanks and that the d iameter should therefore not be too la rge . 
(b) That the d iameter should be at least la rge enough to accommodate the 

crysta l .  
(c) Tha t  smal l  d iameters give phase distort ion (p .  89) .  

(d) That with mercury smal l  diameters are economica l .  A t  a price of  £ 1  
sterl ing per I lb .  avoirdupois o f  mercury a l ms.  tank o f  d iameter I "  would 

conta in  mercury to the value of  about £2-2-6 .  

A diameter of  I "  or  rather less  i s  usual  i n  R . D . F. tanks  and appears 

reasonable in view of these condit ions .  
(x i )  Temperature control system . The tempera ture coefficient  o f  the 

velocity of  propagat ion in mercury i s  qu i te smal l  at 1 5  Mc/s, being only 
0 .0003/degree cent igrade .  This  means that i f  the length of a I ms .  l ine i s  to 
be correct to wi th in  0 . 2  ms .  then the tempera ture must be correct to 

wi th in two-th irds  o f  a degree cent igrade .  

15 .  The Design of Valve-Elements 

( i) Outline of the problem. To design valve-elements with pro pert ies as 
described i n § 5 and to work a t  a frequency o f  say 30 or  I 00 k i locycles would 
be very straigh tforward . When the pulse recurrence frequency i s  as high as 

a megacycle we shall have to be more careful  about the design, but we need 
not fear any real d i fficult ies of principle about working at these frequencies, 
and with such band widths. The successfu l  working of televis ion equipment 
gives us every encouragement in this respect .  A word of  warning m ight 

perhaps be in  order at  th is  poin t .  One is  tempted to try and carry the 
argument further and t ry to infer  something from the success o f  R .D .  F. at 

freq uencies of  several thousands o f  megacycles. S uch an analogy would 
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however not be in  order fo r  a l though these very high frequencies a re used 

the bandwid th of inte l l igence which can be t ra nsmi t ted is s t i l l  compara­
t ively small ,  and i t  is not  easy to see how the band width could be great ly 
increased . 

I n  this chapter I sha l l  d i scuss the l imitat ions inheren t in the pro blem, and 
shal l  a lso show very tentat ive circuit diagrams  by way of  i l l ustra t ion .  These 

ci rcu i ts have not yet been tried out ,  and I have too much experience of 
electronic circuits to  believe that they will work well jus t  as  they stand . (This  
does  not  represent a superst i t ious belief in the  cussedness of  circuits a nd the 

inapplicabi l i ty of ma themat ics thereto .  Ra ther it means that  normally the 
amount  of  ma themat ical a rgument requi red to get a rel iable prophecy of 

the behaviour  o f a  c i rcu i t  i s  out of  proport ion to the smal l  trouble requ i red 
to try it out ,  at any  ra te if one is  in an electrical labora tory .  In  practice one 
compromises with a rough mathematica l a rgument and then fol lows up 

with experimen t .  The apparent "cussedness" of electronic  c ircuits  i s  d ue to 
the fact  that i t  i s  necessary to make rather a lot o f  s impl i fying assumptions 

i n  these a rguments, and tha t one is very l iable to make the wrong ones, by 
false ana logy with other ci rcuits one has dea l t  with on previous occasions .  

The cussedness l ies more i n  the minds dea l ing with the problem than i n  the 
electron ic c i rcu i ts themselves . )  

( i i )  Sources of delay. There a re two ma in  reasons why vacuum tubes 
should cause delays, viz. the input  capaci ty and the trans i t  t ime .  Of these 
perhaps the first is in practice the more serious ,  the second the more 

theoretica l ly unavoidable .  

The. delay due to the input capaci ty,  when the valves a re dri ven to 
satura t ion o r  some other l imi t ing a rrangement is  used , i s  of  the order of 
C/g111 , where C is  the input capacity and g111 is the mutua l  conducta nce of  the 

valve .  We may, for ins tance consider the idea l i sed circu i t  Fig .  44. (Coupl ing 
with a ba t tery i s  o f  course not practical pol i t ics, but  i t  produces essen t ia l ly 
the same effects as more practical ci rcui ts ,  and i s  more easi ly understood) .  
I f  I i s  the  saturat ion curren t then the  gr id  swi ng requi red to prod uce i t  i s  
l/g111 and t he charge which must flow in to  the  gr id  to produce th is  vol tage i s  
Cl/g,.. . I f  t he  whole sa tura t ion cu rrent i s  avai l able the  t ime requ i red i s  C/g111 • 
This a rgument is only approx imate, and omits  some smal l  purely numerical 
factors .  However i t  i l l ustra tes the more importan t  points .  I n  part icular we 
can see that M i l l  er effect i s  not a very serious matter beca use of  the l im i t ing, 

which red uces the effect ive ampl ificat ion factor to 1 .  On the o ther hand , i f  
one valve i s  used t o  serve several inputs the delay wi l l  b e  correspondingly 
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H . T. 

F I G . 44-· 

increased because the capaci ty _has become mul t iplied by the number of 

grids served . 
This connecting of  severa l grids to one anode, and a number of o ther 

practical points wi l l  tend to make the actual delay due to input  capacity 

several t imes greate r  than C/g,., , e.g. I OC/g111 • 
The delay d ue to transi t  t ime may be calculated , in the case of a p lane 

s t ructure,  to be 3d(m/2e V) 112 where m, e are respec tively the mass and 
charge of the electron,  V is the voltage of  the grid referred to cut-off and d is 
the grid-ca thode spaci ng .  In  other words the transit  t ime may be calcula ted 

on the assumption that the average veloci ty of  the electrons between 
cathode and grid is one- th i rd of the veloci ty when passing the grid .  This 

t ime may be compared with Cfg111 which, i f  C is calculated statica l ly ,  has the 

value (3/2)d(m/2e V) 112 , i . e .  ha lf  o f  the transi t t ime.  Tha t  there should be 

some such rela tion between Cfg111 and tra nsit  t ime can be seen by calcu la t ing 
C/(g  x Transi t t ime), where C is the grid�ca thode capacity and g is the 

actual conductance, i . e . ,  the ratio of current to V. 

C C V 

g x Trans i t  t ime I x Transi t  t ime 

Charge on grid 

Charge in trans i t · 

Let us now calcu late actual values. The vol tage V by which the grid 

exceeds cut-off might be 1 0  volts which corresponds to a veloci ty about  
1 /300 o f  velocity o f  l ight (Note :  annih i la t ion energy of electron is  ha l f  a 
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mil l ion vol ts) or  one metre per microsecond . If  d is 0 .2  cm .  the transi t t ime is  
0.006 µs .  A typical  value for  Cjg111 is 0.002 ps .  

The relat ion between C/g,,, and t ra ns i t  t ime brings up an important point ,  
v iz .  that  these two phenomena of  t ime delay a re rea l ly  inseparable .  The 
input  capaci ty  of  the tube when 'hot '  rea l ly  consists la rgely of a capaci ty to 
the elec trons .  When the motion of  the electrons i s  taken i n to account  the 

capaci ty is found to become la rgely res ist ive (Ferris effect) . 
Before pro ceed ing further I should try to exp la in  the way I am using the 

word 'delay ' .  When I say that  there is  a delay of so many micro seconds in a 

ci rcu i t  I do not  mean to say that  the output  d i ffers from the input  on ly  i n  
appea ri ng  t h a t  much la ter .  I wish I d i d .  What I mean i s  someth ing m uch less 

defini te ,  and a lso less agreeable .  S trictly speak ing I should spec ify very 
much more than a s i ngle t ime.  I should spec ify the waveform of  the ou tput 

for every input  waveform , and even th is  would be incomplete unless i t  

referred both to  vol tages and currents .  We have not  space to consider these 
ques t ions ,  nor i s  it rea l ly necessary.  I should however give some idea of 
what k ind of dis tort ion of output  these 'delays' rea l l y  i nvolve.  In the case of 
the input  capaci ty the d is tor t ion may be taken to be of the form that  an 

ideal input pulse of  unit area is converted into a pulse of unit area wi th 
sharp lead ing edge and exponent ia l ly  decaying t ra i l i ng edge,  the t ime 
constant  of the decay bei ng the 'delay' ,  thus Fig .  44a .  I n  the case of the 

trans i t  t ime the curve i s  probably more nearly of the ' idea l '  fo rm (Fig .  44b) . 

To give the word 'delay' a defi n i te meaning,  a t  any ra te for networks ,  I 

shal l  understand it to mean the delay for low frequency sine waves. This i s  
eq ual  to the  d isplacement i n  t ime of  the  cen t re of  grav i ty in  the  case of  
pulses .  

In order to give a n  idea of  the effect of these delays we have shown i n  Fig .  
45  a pulse of  width 0.2 /lS and the same pulse delayed, after the manner of  

F ig .  44a , by 0 .03 µ s, th i s  represent ing our  calcula ted va l ue of  0 .003 mult i ­
pl ied by 10  to a l low for numerous grids, etc .  e tc .  I t  w i l l  be seen that  the 
effect is by no means to be ignored , but  nevertheless of  a con tro l l able 
magn i tude.  

( i i i )  Use of cathode followers. In  order to try and sepa ra te stages from 
one another as  fa r  as possible we shal l  make considera ble use o f  cathode 
fol lowers. This i s  a form of  circuit wh ich gi ves no ampl ificat ion ,  and i ndeed 

a smal l  a t tenuat ion (e .g .  0 . 5  dB);  but has a very la rge input  impedance and a 

very low output  impedance. Thi s  means chiefly that we can load a valve 
with many connect ions i n to cathode fol lowers without i ts  output  being 

seriously affected . 
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Fig.  46 shows a design of cathode fol lower i n  which the input  capacity 
effect  has been reduced by arra ngi ng that the anode is  screened from the 

grid and that the screen voltage as well as that o f  the ca thode moves wi th  
the  grid .  I f  one could ignore t ra ns i t  t ime effects th is  would have v ir tual ly  
zero input  capaci ty .  

( i v )  The 'limiting amplifier ' circuit . When low frequencies a re used the 

l imi ter ci rcu i t  can convenient ly be noth ing more nor less than an ampl ifier ,  
the l imi t ing effect appear ing a t  cut-off and when grid and ca thode vol tages 
a re equal . At h igh frequencies we cannot get a very effect ive l imi t ing  effect 
a t  ca thode vol tage, owing to the fact that the grid m ust be suppl ied from a 
comparatively low impedance source to avoid a la rge delay a ri s ing from 
input capaci ty, but on the other hand,  in o rder to get a l im i t ing effect we 

need a h igh impedance, high compared wi th the grid conduct ion im­
pedance (about 2000 ohms probably) .  

At h igh frequencies i t  is probably better to use a ' K ipp relay'  c ircu i t .  This 
i s  noth ing more than a mul t ivibra tor i n  which one leg has  been made 

infin i tely long (and then some),  i .e .  one of the two semi-stable s tates has 
been made real ly stable .  An impulse wi l l  however make the sys tem 
occupy the other s tate for a time and then return ,  producing a pulse during 
the  period in which i t  occupies the  less stable s ta te .  This  pulse can be taken 
i n  e i ther polar i ty .  I t  i s  fa i rly square in  shape and i ts ampl i tude i s  sensibly 
independent of  the ampl i tude of the tr ipping pulse,  a l though i ts t ime may 

depend on i t  s l igh t ly .  These a re a l l  defi n i te advan tages. 

A suggested c ircu i t  i s  shown in Fig. 47, and the waveforms associa ted 
wi th it at  various poin ts in  Fig .  48 .  

(v)  Trigger circu it . The t rigger ci rcu i t  need only  d i ffer very l i t t le  from the 
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l imi te r  or  Kipp relay .  It needs to have two qu i te stable s tates, and we 
therefore return both of  the gri d s  of the 6SN7 to - 1 5  volts instead of 

returning one to ground . Second l y  the inh ibitory connection is  d i fferent .  In  
the  case of  the  l imi ter i t  s imply  consists of an  opposing or  negative voltage 

on the cathode fol lower; i n  the case of  the t rigger ci rcui t  i t  must tr ip the 

valve back ,  and therefore we need a second ca thode follower input con­

nected to the other grid of  the 6SN7.  
(vi)  Unit delay. The essent ia l  part of the un i t  de lay is  a network ,  designed 

to work out of  a low impedance and in to a high one. The response a t  the 
output to a pulse at  the input should preferably be of the form indicated in 
Fig.  50,  i .e .  there should be a maximum response a t  time I µs after the 
in i t ia t ing pulse ,  and the response should be zero by a time 2 µs after it, and 
should rema in  there. It i s  part icularly important  that the response should 
be near to zero at the in tegral mult iples of  I µ s  after the in i t iat ing pulse 

(other than I µ s  after i t) .  
A simple  ci rcui t  to obtain th is  effect i s  shown in  Fig. 5 1  a .  The response i s  

shown in  F ig .  5 1  b .  I t  d i ffers from the  ideal ma in ly  in having i ts  maximum 

too ear ly .  I t  can be improved at  the expense of a less good zero a t  2 µ s  by 

using less damping, i .e .  reducing the 500 ohm resis tor . It i s  also possible to 
obtain a l together better curves with more elaborate c i rcuits .  

The 1 000 ohm resistors a t  input and output may of course be part ly or 
whol ly absorbed into the input and output circuits .  Further the whole 

impedance scale may be a l tered a t  wi l l .  
The fact  that the  pulse has become grea t ly widened in passing through 

the delay network does not s ignify .  I t  will only be used to gate a clock pu lse 
or to assist  in tr ipping a Kipp  relay, and therefore will give rise to a properly 

shaped pulse agai n .  
(vi i )  Trigger limiter. W e  c a n  bui ld up a trigger l imite r  o u t  of t h e  other 

elements,  a l though we cannot replace i t  by such a combination in the ci rcui t 
diagrams becau·s·e we a re not  putt ing a legi t imate form o f  input into a l l  of  

them . The c i rcu i t  i s  (F ig .  52) .  
The valve P is merely a frequency divider. I t  can be  used to  supply a l l  the 

trigger l imi ters .  The trigger ci rcuit  Q should be tripped by the combination 
of pulse from P and continuous input, and wi l l  itself t r ip  R. The arra nge­
ment of two trigger circuits prevents any danger of ha lf-pulse outputs,  

which we a re most anx ious to aviod .  I n  order that  there might be a half­
pulse output the t rigger circuit Q would have to remain near its unstable 
state of  equi l ibr ium fo r  a period of t ime of I µs .  In  order that this may 
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ha ppen the magni tude of  the con tinuous i nput  vol tage has to be exceed­

ingly fi nely adjusted ; the admissible range is of the form A e - io..,c where A 
might be say 1 00 vol ts ( i t  doesn ' t  matter  rea l ly) and t is the t ime between 
pulses, C and g111 the input  capacity and mutual conductance of  the valves 
used in the tr igger c i rcu i t ;  C/g,,, might be 0 .002 1i s (we do not need to a l low 
for M i l ler effect), so tha t  the admissible vol tage ra nge is about  I 0 - 200 volts 

which i s  adequate ly smal l .  

1 6. Alternative Forms of Storage 

(i) Desiderate for storage systems. A storage system should have a high 
monetory economy, i .e .  we wish to be able to s tore a la rge number of digi ts  

per pound sterl ing of  out lay :  i t  should also have a high spacial economy. 
For the majori ty of purposes we l i ke a form of sto rage to be erasible, 
a l though t here a re a number of purposes , such as funct ion tables and the 
greater part o f  the ins t ruct ion tables ,  for wbich this i s  not  necessary . For the 
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majority of  purposes we a lso l ike to have a short accessibility time, defining 
the accessib i l i ty  t ime to be the average t ime which one has to wait  i n  order 
to find out the value of  a stored dig i t . Normal ly we shall be in terested in the 
va lues ofa group of d igits which a re all stored close together; and very often 
i t  does not take much longer to obtain the information about the whole 

group than about the single digi t .  Let us say that the a?d i t ional  t ime 
necessary per digit  requi red is the digit t ime (reading) . We may a l so define 
the accessib i l i ty  and digit  times for recording in the obvious analogous way, 
though they a re usual ly either equal to the reading t ime or  else exceed ingly 
long. 

( i i )  Survey of available storage methods. The accompanying table gives 

very rough figures for the various avai lable types of  storage and the 
quant i ties defined a bove. This table must not be taken too serious ly .  M any  
of  the  figures a re based on defini te numerical da ta ,  but mos t  are guesses .  In  
spite of the  roughness of the figures the  tab le  brings out  a number of  po in ts  
qui te clear ly .  

( I )  All  the wel l  establ ished forms of storage (except ing the cerebra l cortex) 
are ei ther very expensive and bu lky ,  or else have a very high access ib i l i ty 

time. 
(2) The rea l ly  economical systems consist of  layers packed in to the form of 
a sol id . They are read by exposing the layer wanted . 

(3) The systems which are both economical and fair ly  fast have the infor­
mation arranged i n  two d imensions.  This apparent ly appl ies even to the 

cerebral cortex .  
(4 )  M uch the  most  hopefu l  scheme, for economy combined wi th  speed , 
seems to be the ' storage tube' or ' iconoscope' ( in  J .  v .  Neumann's  
terminology). 

(5) Some use could probably also be made of magnetic tape and o f ft l m  for 
cases where the accessibi l ty t ime i s  not very crit ica l .  

( i i i )  Storage tubes. In an iconoscope as used in  televis ion a picture of a 
scene is stored as a charge pa ttern on a mosaic, and i s  subsequently read by 
scanning the pattern with an electron beam.  The electron beam br ings the 
charge density back to a standard value and the charge lost by the mosaic 

registers i tself through its capaci ty to a 's ignal plate'  behind the mosaic .  The 
information stored in this way on an iconoscope, using a 500 l ine system, 
corresponds to a quarter of a mi l l ion digi ts .  

One might possib ly  use an actual  iconoscope as  a method of storage, but 
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there are bet ter arrangements .  Instead of  put t ing  the  cha rge pattern on to  
the  'mosaic'  wi th l ight  we can put  i t  on wi th an electron beam .  The densi ty  

of  the  cha rge pattern left by the  beam can be  va ried by modula t ing ei ther 
the vo l tage of the s igna l  p late or the current  in  the beam .  Th.e advantages of 
this a re :  

(a)  The charge pattern can be set up more quickly wi th an electro n beam 
tha n with light .  
(b )  Less apparatus i s  requ i red . 

(c) The same beam can be used for readi ng and record i ng, so that  d istor­
t ion of  the pa t tern does not mat ter .  

I t  seems probable that  a su i table storage system can be developed 
wi thout  involv ing any new types of  tube, using in fact an  ord inary cathode 

ray tube with t in-fo i l  over the screen to act as a signal plate. I t  wil l  be 
necessary to furbish up the cha rge pattern from t ime to t ime, as  i t  wil l  tend 
to become d iss ipa ted . The pattern is  said to last for days when there i s  no 

electron beam,  but if  we have a beam scann ing one part  of  the ta rget i t  wi l l  
send out  seconda ry electro ns which wi l l  tend to destroy the rema inder of  

the pat te rn .  I f  we were a lways scann ing the pa ttern i n  a regular  manner as 
i n  televis ion this would raise no ser ious problems .  A s  i t  is we sha l l  have to 

provide fai rly e labora te switching a rrangements to be appl ied when we 
wish to take off a particu lar  piece of i nformat ion .  I t  wil l  be necessa ry to 

stop the beam from scann ing  in  the refurbishing cycle, swi tch to the poi n t  

from which the  informat ion requ i red is  to be  taken,  do some scann ing 
there,  replace the information removed by the scann ing, a nd return to 

refurbishing from the poi n t  left off. Arrangements m ust a lso be made to 
make sure that  refurbishing does  not  get  neglected for too long beca use of  
more pressi ng duties . None  of th is  involves any fundamenta l  d i fficu l ty ,  but  
no doubt i t  wi l l  take t ime to develop.  
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A. M .  Turing 

The automat ic comput ing engi ne now being designed at  N . P . L . i s  a typical 

la rge sca le electro n ic d igital  comput ing machine .  In  a s ingle lecture i t  wil l  

not be poss ib le to gi ve much technical detai l  of  this machine, and most of 
what I shal l  say wi l l  apply equal ly to any  other mach ine of  this  type now 
being  p lanned . 

From the point  of view of the mathematician  the property of  bei ng 

digital should be of  grea ter i n terest than that of  bei ng electro n ic.  That i t  i s  

electron ic  i s  certa in ly  important  because these machines owe the ir  h igh 

speed to th is ,  and without the speed it is doubtful i f  fi nancial  support for 
thei r construction would be forthcoming .  But  this i s  v ir tual ly al l  that there 
i s  to be said on that subject.  That the machine i s  d ig i ta l  however has more 
subt le s igni ficance . I t  means fi rst ly that  numbers are represen ted by se­
quences of d igits which can be as  long as one wishes . One can therefore 
work to any  desi red degree of  accuracy. This accuracy is not obta ined by 
more ca refu l  machin ing  of parts, control of temperature variat ions,  and 
such means,  but  by a s l ight i ncrease in the amount  of  equipment in  the 

mach i ne .  To double the n umber of  significant  figures used would involve 
increasing the eq uipment by a factor definitely less than two, and would 
a lso have some effect i n  i ncreasing the t ime taken over each job .  This is in  

sharp contras t  with ana logue machines, and cont inuous variable machines [ 1 ]  
such as the d i fferent ia l  analyser, where each add i t ional  decimal d ig i t  re-
qu i red necessi ta tes a complete redesign of the machine, and an i ncrease i n  
the cost b y  perhaps as  much as a factor of  I 0 .  A second advantage o f  d igital  

comput ing machi nes is  that they a re not restricted i n  thei r appl ica t ions to 
any part icular type of  p roblem . The d i fferent ia l  ana lyser is by far the most 
general type of ana logue machine yet prod uced , but even it i s  compara-
t ively l im i ted in  i ts scope. I t  can be made to deal wi th almost any k ind of 
ord i nary d i fferent ia l  equat ion,  but i t  is  hard ly  able to deal  with partial [2]  
d i fferent ia l  equat ions at  a l l ,  a nd certa in ly  cannot manage la rge numbers of  
l i near s imul taneous equat ions ,  or  the  zeros of polynomials .  Wi �h digi ta l  
machi nes however i t  is a lmost l i te ra l l y  true that they a re able to tackle any 
comput ing pro blem . A good work ing rule i s  that the ACE can be made to 
do any job that could be done by a human computer ,  and will do it i n  one 
ten-thousandth of the t ime.  This t ime est imate is fairl y  rel iable, except in  
cases where the job i s  too tr ivial  to be worth whi le  g iv ing to the ACE. 

Some years ago I was resea rching on  what might now be descri bed as an [ 3 ]  
investigat ion of  the theoretical possi bi l i t ies and l imi tat ions o f  digital  com-
put ing machines.  I considered a type of  mach ine which had a centra l  
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mechanism, and an infin i te memory which was contained on an infini te 
tape . This type of machine appeared to be sufficiently genera l .  One of my 
conclusions was that the idea of a ' ru l e  of  thumb' process and a 'machine 
process' were synonymous.  The expression 'machine process' of course 
means one which could be ca rried out by the type of machine I was 
considering .  I t  was essent ia l  in  these theoretical arguments that the mem­

ory should be infin i te .  I t  can easi ly  be shown that otherwise the machine 
can only execute periodic opera t ions .  Machines such as the ACE may be 
regarded as practical versions of this same type of machine.  There is  at least 
a very close ana logy. Digital computing machines a l l  have a central  mech­
anism or control and some very extensive form of memory. The memory 

does not have to be infin i te ,  but i t  certa in ly  needs to be very large . In  general 
the arrangement of  the memory on an i nfinite tape i s  unsat isfactory in  a 
practical machine, because of the large amount of  time which i s  l iable to be 
spent in  shift ing up and down the tape to reach the point  at which a 

particular  piece of information required a t  the moment is stored . Thus a 
problem might easi ly need a storage of three mi l l ion en tries, and i f  each 
entry was equal ly l ikely to be the next required the average journey up the 
tape would be through a mil l ion entries, and this would be in tolerable .  One 

needs some form of  memory with which any requi red entry can be reached 
at short notice. This d ifficulty presumably used to worry the Egyptians 
when thei r books were written on papyrus scrol ls .  I t  must have been slow 

work looking up references in them, and the present arrangement of  wri tten 
[4] matter in books which can be opened at any point is great ly to be preferred . 

We may say that storage on tape and papyrus scro l l s  i s  somewhat inac­
cessible . It takes a considerable time to find a given entry .  Memory in book 

form is  a good deal better,  and is  certa in ly  highly suitable when i t  i s  to be 
read by the human eye. We could even imagine a computing machine that 

was made to work with a memory based on books. I t  would not be very 
easy but would be immensely preferable to the single long tape. Let us for 
the sake of a rgument suppose that the d ifficulties involved in  using books 
as memory were overcome, that i s  to say that mechanical devices fo r  
finding the right book a n d  opening i t  a t  the right page, etc. etc. had been 

[ 5 ]  developed , imitat ing the use of  human hands and eyes . The information 

contained in the books  would st i l l  be rather inaccessible because of the t ime 
occupied in the mechanical motions .  One cannot turn a page over very 
quickly without tea ring it, and i f  one were to do much transporta tion , and 
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do it fast,  the energy involved would be very great .  Thus i f  we moved one 
book every mi l l isecond and each was moved ten metres and weighed 200 
grams, and i f  the k inetic energy were wasted each time we should consume 

1 0 1 0 watts,  about half the coun try's power consumption. I fwe a re to have a 

rea l ly  fast machine then, we must have our information ,  or at any rate a 
part of i t ,  i n  a more accessible form than can be obtained with books. I t  

seems that this can only be done at the expense of  compactness and 

economy, e .g .  by cutt ing the pages out  of  the books, and putt ing each one in 

to a separate reading mechanism. Some of  the methods of storage which 
are being developed at  the present  t ime are not un l ike th is .  

I f  one wishes to go to the extreme of accessibi l i ty i n  storage mecha nisms 
one is l iab le  to find that i t  is  gained a t  the price of  an  in tolerable loss of 

compactness and economy.  For instance the most accessible known form 
of  storage i s  that provided by the valve flip-flop or  Jordan Eccles trigger [6D  
circui t .  This  enables us to store one digi t ,  capable of  two values, and uses 
two thermionic valves . To s tore the content of  an ordinary novel by such 

means would cost many mi l l ions of  pounds.  We clearly need some compro-
mise method of  storage which is  more accessible than paper, film etc, but 

more economica l . in space and money than the straigh tforward use of 

valves . Another desirable feature is  that i t  should be possible to record i n to 
the memory from with in the computing machine, and this should be 
possible whether or  not  the storage a lready con ta ins  something, i . e .  the 
storage should be erasible . 

There are three main types of storage which have been developed re­
cent ly  and have these properties in grea ter or less degree. Magnetic wire is 
very compact, is  erasible, can be recorded on from within the machine, and 

is moderately accessib le .  There is s torage i n  the form o f  cha rge pa tterns on 
the screen of a cathode ray tube .  This is  probably the ul t imate solution .  I t  
could eventual ly  be  nearly as  accessible as  the Jordan  Eccles circui t .  A th ird 
poss ib i l i ty  is provided by acoustic delay l i nes .  They give greater accessi­
bi l i ty than the magnetic wire ,  though less than the C . R .T type. The accessi­

bil ity is adequate for most purposes. Thei r chief advan tage is that they are 
a l ready a going concern . I t  is in tended that  the main memory of the ACE 
sha l l  be provided by acoustic de lay l i nes, consist ing of mercury tanks . 

The idea of usi ng acoustic delay l ines as memory units is due I believe to 
Eckert of Phi ladelphia U niversity,  who was the engineer chiefly responsible 
for  the Eniac. The idea i s  to store the i nformation in  the form of com-
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pression waves travel l ing along a column of mercury.  Liquids and sol ids 

wi l l  t ra nsmit  sound of surpris ingly high frequency, and i t  is qu i te feasible 

FD to put as many as 1 000 pulses in to a single 5' tube. The signals may be 
conveyed into the mercury by a piezo-electric crysta l ,  and also detected at 
the far  end by another quartz crysta l .  A train of  pulses or  the information 

which they represent  may be regarded as stored i n  the mercury whi lst  i t  i s  
travel l ing through i t .  I f  the i nformation is not  required when the train 

emerges i t  can be fed back into the column aga in  and aga in  unt i l  such time 
as i t  is required . This requires a ' reci rculat ing ci rcui t '  to read the signal as it  
emerges from the tank and amplify i t  and feed i t  in  again .  I f  this were done 

with a simple ampl ifier i t  is  clear that the characteris tics of  both the tank 
and the ampl ifier would have to be extremely good to permit  the signal to 
pass through even as many as ten times. Actual ly the reci rculat ing circu i t  

does something sl ightly d i fferent.  What  i t  does may perhaps be best ex­
pressed in  terms of  poin t  set topo logy . Let the plane of the diagram 
represent the space of  a l l  possible s ignals .  I do not  of  course wish to imply 
that this is two d imensiona l .  Let  the function f be defi ned for arguments 

in this s ignal space and have values in i t .  In fact let/(s) represent  the effect 
on the s ignal  s when it is passed through the tank and the recirculat ing 
mechanism. We assume however that owing to thermal agi tat ion the effect 
of reci rcu lat ion may be to give any point within a circle of radius  lJ of/(s) . 
Then a necessary and sufficien t condition that the tank can be used as a 
storage which wil l  dist i nguish between N d ifferent  s ignals  is that  there must 
be N sets £1 . • .  EN such that i f  F,. i s  the set of  points within distance e of E, 

s E F,.  -:::> f(s) E E, 

and the sets F,. are disjo int .  It is clearly sufficien t  for  we have only then to 
ensure tha t the s ignals in i t ia l ly  fed in belong to one or  o ther of the sets F,. ,  
and i t  wi l l  remain in  the set after a n y  number of reci rculat ions,  without any 
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danger of  confusion . I t  i s  necessary for  suppose s 1  . . .  sN are signals which 
have d ifferen t  meanings and which can be fed i n to the machine a t  any time 

and read out later without  fear of  confusion .  

Le t  E, be the  se t  of  s ignals which could be obtained for s, by successive 
applicat ions o ff and sh ifts of d is tance not more than e .  Then the sets £, are 
d isjo in t  [two l i nes indecipherable-Ed. ] .  I n  the case o f a  mercury delay l ine 
used for N = 1 6  the set would consist  of al l  con ti nuous signals wi th in the 
shaded area . 

One of  the sets would consist  of a l l  cont inuous s ignals ly ing in the region  
below.  I t  wou ld  represen t  the  signa l  1 00 I .  

In  order to put  such a recirculat ion system i n to effect i t  i s  essent ia l  that a 

clock signal be supplied to the memory system so that i t  wi l l  be able to 
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dist inguish the times when a pulse i f  any should be present .  I t  would for 
i nstance be natural  to supply a t iming s ine  wave as shown above to the 
recirculator .  

The idea of  a process / with the properties we have described is a very 
common one in connection with sto rage devices .  I t  is known as ' regener­
at ion'  of stora ge .  It i s  always present  in some form, but sometimes the 
regeneration is  as i t  were na tura l ly  occuring and no precau tions have to be 
taken . In other cases speci al  precautions have to be taken to improve such 
a n .f process or  else the impression will fade.  

The importance of a clock to the regenera t ion process in  delay l ines may 
be i l lustrated by an  i n terest ing l i t tle theorem . Suppose that  instead of the 
condit ion sE F,. ::J f(s) E £, we impose a stronger one, viz/" (s) -+ c, ifs E £, , 
i . e .  there are ideal forms of the dist inguishable s ignals ,  and each admissible 
signal converges towards the ideal form a fter reci rculat ing .  Then we can 
show that  unless there is a clock the ideal signals a re a l l  constants .  For let U" 

represent a sh ift of  origin ,  i . e .  U"s ( t) = s ( t  + O!) . Then si nce there is no clock 
the properties of  the rec irculator are the same at all t imes and / therefore 
commutes with U" . Then/U,, (c,) = Uaf(c,) = U" c" forf(c,) = c, since c, is 

an idea l signa l .  But this means that U" (c,) is  an ideal s ignal ,  and therefore 
for sufficient ly smal l  O! must be c, , since the ideal signals a re d i screte. Then 
for any fJ and sufficiently large u, /3/u wil l  be sufficient ly  smal l  and Up1., (c) = 
c. But  then by i tera t ion c = Utf/., (c) = Up (c) i .e .  c ( t  + /3) = c( t ) .  This means 
that  the ideal signal c is a constant .  

We might say that  the clock enables us to i n t roduce a di screteness in to  
t ime ,  so that  t ime for some purposes can be regarded as a succession of  
instants instead of  a cont inuous flow. A digital  machine must  essent ia l ly  
deal  with discrete objects, and in  the case of the ACE this  i s  made possible 

by the use of  a clock . Al l  other d igi tal  computing machi nes except for 
human and other bra ins  that  I k now of d o  the same. One can th ink up ways 
o f  avoiding i t ,  but they are very awkward . I shou ld  men t ion that  the use of  
the  clock in  the  ACE is not confined to the  recirculat ion process, but  i s  used 
in a lmost every part .  

I t  may be as well to ment ion some figures connected wi th  the mercury 
delay l ine as  we shall use it .  We shall use five foot tubes, with an inside 
d iameter of  half an  inch . Each of these wi l l  enable us to s tore I 024 binary 
d igi ts . The un i t  I have used here to descri be storage capaci ty is  sel f ex­

p lanatory .  A storage mechanism has a capacity of  /11 binary digi ts  i f  i t  can 
remember any seq uence of  / 1 1  digi ts each bei ng a 0 o r  a I .  The stora ge 

[ 92D 



1 1 2 A .  M .  Turing 

capacity i s  a l so the logarithm to the base 2 of the number of d i fferen t 
s ignals which can be remembered , i .e .  log2 N. The digits wi l l  be p laced at a 

t ime i n terva l of  one microsecond, so that the t ime taken for the waves to 
t ravel down the tube is j ust over a mi l l i second . The velocity i s  about one 

and a half k i lometres per second . The delay in accessibi l i ty time or  average 
wa i t ing for a given piece of information i s  about ha lf  a mi l l i second . I n  
practice this is  reduced t o  a n  effective 1 50 µ s .  The full storage capacity of  

the  ACE avai lable on Hg delay l i nes w i l l  be  about 200,000 binary dig i ts .  
This is probably comparable with the memory capacity of  a minnow.  

I have spent  a considerable t ime in  th is  lecture on this quest ion of  
memory, because I believe that the provis ion of  proper s torage i s  the  key  to  

the problem of  the  d igita l  computer, and certa in ly i f  they are to  be  per­
suaded to show any sort of  genuine i n te l l igence much larger capacities than 
are yet avai lable must be provided . In  my opinion this  problem of  making a 
l a rge memory avai lable a t  reasonably short notice is m uch more important 

than that of  doing opera tions such as mul t ipl icat ion at high speed .  Speed i s  
necessary i f  the machine i s  to work fast enough for the machine to be 
commercia l ly  va luable, but  a large storage capacity i s  necessary i f i t  is  to be 

capable of  anything more than rather tr ivial operat ions .  The storage ca-
pacity i s  therefore the more fundamental requirement .  [ 8 D 

Let us now return to the ana logy of the theoretical computing machines 
with an  infini te tape. I t  can be shown that a s ingle specia l  machine of  that 
type can be made to do the work of  a l l .  I t  could in  fact be made to work as a 
model of  any other machine .  The special  machine may be cal led the 
un iversal machine; it works in the fol lowing qu i te simple manner. When we 

have decided what machine we wish to imi ta te we punch a descript ion of  it 
on  the tape of  the u niversal machine .  This descript ion expla ins  what the 
machine would do in  every configuration in  which i t  might find i tsel f. The 
universal mach ine has only to keep looking at this descript ion in  order to 

find out what it should do at  each stage. Thus the complex i ty of the 
machine to be imi ta ted is  concentra ted in the tape and does not appear i n  

the  universal machine proper i n  any  way .  
I f  w e  take t h e  properties of  the universal mach ine in  combinat ion with 

the fact that machine processes and rule of thumb processes a re syn­
onymous we may say that the universal machine i s  one which, when 
supplied with the a ppropriate instructions, can be made to do any rule of 
thumb process.  This feature is paral leled in  d igital computing machines 
such as  the ACE. They are in  fact practical versions of  the universal 
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machine .  There is a certa in  central pool of  electronic equipment,  and a 
la rge memory .  When any particular problem has to be handled the appro ­
pria te instructions for the computing process involved are stored i n  the 
memory of  the ACE and i t  i s  then ' set up' fo r  carry ing out that process . 

I have ind icated the main stra tegic ideas behind d igi ta l  computing ma­
chinery, and wi l l  now follow this account up with the very briefest descrip­
t ion of  the ACE. I t  may be d ivided for the sake of a rgument into the 
fol lowing parts 

Memory 
Control  
Ari thmetic part  
Input  and output  

I have a l ready sa id enough about the memory and wi l l  on ly  repeat that  in  
the ACE the memory wi l l  cons is t  main ly  of 200 mercury delay l ines each 
hold ing  1 024 binary digi ts .  The purpose of the control  i s  to take the right 
instruct ions from the memory, see what they mean, and arra nge for them to 

[ 9] be carried out .  It is  understood that  a certain 'code of i nstructions '  has been 

laid down, whereby each 'word' or combinat ion of  say 32 binary digits  
[ I O] describes some particular operatio n .  The ci rcuit  of the control  i s  made i n  

accordance with the code, s o  that the ri ght  effect i s  produced . T o  a large 
ex ten t we have also a l lowed the ci rcui t  to determine the code, i . e .  we have 
not just  thought up a n  imaginary ' best code' and then found a ci rcui t  to put 
i t  into effect ,  but have often s impl ified the ci rcui t a t  the expense of  the code. 
I t  is  also quite d i fficult to think about the code ent i re ly in abstracto without 
any k ind of ci rcu i t .  The arith metic part of  the machine is  the part concerned 

with addi t ion ,  mul t ip l ication and any other opera t ions  which it seems 

worth while to  do by means of  special c ircui ts  rather than through the 
simple faci l i t ies p rov ided by the contro l .  The dis ti nct ion between control 
and ar i thmetic part is a rather hazy one,  but  at any rate i t  i s  clear that the 
machine should at least have an adder and a mul t ipl ier ,  even if  they turn out 

in the end to be part of the contro l .  This is the po int  a t  which I should 
mention that the machine is opera ted in  the b inary scale,  with two qua l ifi­
cat ions .  Inputs from external ly  provided data are in  decimal ,  and so are 

outputs intended for human eyes ra ther than for later reconsumpt ion by 
the ACE.  This is  the first q ua l i ficat ion .  The second is  that ,  i n  spite of the 
i n tent ion of binary work ing  there can be no bar on decimal  work ing  of  a 
k ind ,  because o f  the re lat ion of the ACE to the un iversa l machine .  B inary 
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work ing is  the most natura l  thing to do with any la rge sca le  computer .  It is  [ 1 1  D 
much eas ier to work i n  the sca le of two than any o ther, beca use i t  is so easy 

to prod uce mechanisms which have two posi t ions of  stabi l i ty :  the two 
posi t ions may then be regarded as represent ing 0 and I .  Examples a re lever 
as d iagra m ,  Jo rdan Ecc les c i rcu i t ,  thyra t ro n .  If  one is  concerned with a 

� .• · 0 \ //1 
/ 

� 
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smal l  sca le ca lcu lat ing mach ine then there is  a t  least one serious  object ion 
to b inary working .  For practical use i t  w i l l  be necessary to bui ld a converter 
to transform numbers from the b inary form to the dec imal  and back .  This 
may wel l be a l a rger undertak ing  than the binary calculator .  With the la rge 
sca le machi nes th is  a rgument  carries no weigh t .  I n  the fi rst place a conver­

ter would become a re la t ively smal l  piece of appara tus, and i n  the second i t  

would not rea l l y  be  necessa ry . Th i s  last statement sounds q ui te paradox­
ica l ,  but i t  i s  a s imple consequence of the fact that these mach ines can be 
made to do any rule of thumb process by rememberi ng sui table ins t ruc­

t ions. In  pa rt icu la r  i t  can be made to do b inary decimal conversion .  For 
example in  the case of  the ACE the provis ion of  the converter i nvolves no 
more than add ing two ex tra delay l i nes to the memory .  This s i tuat ion is 

very typical of what happens with the ACE.  There a re many fussy l i t t le 
de ta i l s  which have to be taken ca re of, and which, accord ing to normal 
engi neering practice would req uire specia l  c i rcu i ts .  We a re ab le  to deal with 
these poi n ts without mod i fica t ion o f  the machi ne i tsel f, by pure paper 
work, eventua l ly  resul t ing in feed ing in appro pr ia te instruc t ions .  

To return to the  va r ious par ts  o f  the  mach ine .  I was say ing that  i t  wi l l  

work i n  the sca le of two . I t  i s  not unnatura l  to use the convent ion that  an 
elec t rical  pulse sha l l  represen t  the d ig i t  I and that absence of  a pulse sha l l  
rep resen t  a dig i t  0 .  Thus  a seq uence of  d igi ts  OO I O l I O would be  represented 
by a s ignal  l ike 
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(? 0 0 0 

where the t ime interval  might  be one microsecond .  Let us now look at what 

the process of  bi na ry add i t ion  i s  l i ke .  In ord ina ry decimal add i t ion  we 
a lways begi n from the r ight ,  and the same na tura l ly  applies to b ina ry .  We 

have to do th is  beca use we ca nnot  tel l  whether to ca r ry un less we have a l ­
ready dea l t  wi th the  less s ign i fica n t  col umns .  The  same appl ies wi th elec­
t ron ic  add i t i on ,  and therefore it i s  con ven ient to use the convent ion  that  

i fa  seq uence of  pulses is coming down a l i ne ,  then the leas t  s ign i fican t  pu lse 
a lways comes fi rs t .  This has the un fortunate resu l t  that  we m ust e i ther  wr i te 
the least s ign i fica n t  d ig i t  on  the left i n  our  b inary numbers or e lse make t ime 

flow from right to left i n  our  d iagrams .  As  the la t ter  a l ternat ive would 

involve writ ing from right to left as we l l  as adding in that  way, we have de­
cided to put the least s ign i ficant  d igi t  on the left .  N ow let us do a typica l 
add i t ion .  Le t us wr i te the carry dig i ts a bove the addends .  

Carry 0 I 0 0 

A 0 0 I 0 0 I 0 I . . .  
B 0 0 0 0 

0 0 0 0 0 0 

Note that  I can do the addi t ion on ly  look ing  a t  a smal l  pa rt  of  the da ta .  To 
do the addi t ion electron ica l l y  we need to prod uce a ci rcu i t  wi th th ree i nputs 
and two outputs .  

Inputs 
Addend A r:t. 

Addend B {J 
Carry from last  column y 

This  c i rcu i t  must  be such tha t 

I f  no .  of l 's on i nputs  r:t., {J , /' i s  

Outputs 
Sum c5 
Ca rry g 

{ 0 Then sum 

l c5 
2 is  
3 

0 and 0 

ca rry 0 

0 c 

l IS 

I t  is very easy to prod uce a vol tage proport iona l  to the n umber of pu l ses on 
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the inputs ,  and one then merely has to provide a circuit which will discrimi­
nate between four d ifferent  levels and put out the appropria te sum and 
carry dig i ts .  I wi l l  not  a ttempt to descr ibe such a ci rcui t ;  i t  can be qui te 
s imple .  When we are given the circuit  we merely have to connect it up with 

feedback a nd i t  is an  adder .  Thus:  

� -��--���-------

..3 __ --r-,f-' 
---+-- l( 

It wil l  be seen that we have made use o f  the fact that  the same process 
is used in addi t ion with each dig i t ,  a nd a lso the fact  that the properties o f  

the electrical c i rcu i t  are invariant under time sh ifts ,  a t  any  rate i f  these a re 

mul t iples o f  the clock period . It might be said that we have made use of  
the isomorphism between the g roup  of these t ime shifts and the  mul t iplica­
t ive group of  real  numbers to s impl ify our apparatus, though I doubt i f  
many other appl icat ions of  th is  principle could b e  found . 

I t  w i l l  be seen that  with such an  adder the addit ion i s  b roken down in to 
the most elementary steps possible, such as add i ng one and one. Each of 
these occupies a microsecond .  Our numbers wi l l  normal ly cons is t  of  32 
binary digits ,  so that two of  them can be added in 32  microseconds .  
L ikewise we shal l  do  mu l t ip l icat ions in the form of  a number of  consecut ive 
addit ions of  one and one o r  one and zero etc .  There are 1 024 such addit ions 
or thereabouts  to be done i n  a mul tipl icat ion of one 32  digit  number by 
another, so that one might expect a mul t ip l icat ion to take about  a mi l l i sec­
ond . Actual ly  the mul t ip l ier  to be used on ACE wi l l  take ra ther over two 
mi l l iseconds .  This may sound rather long, when the un i t  operat ion is  on ly  a 

microsecond,  but i t  actual ly  seems tha t the machine is fai rly wel l  balanced 
in this respect ,  i . e .  the mul t ip l ica t ion time is  not a serious bott leneck .  
Computers always spend jus t  as  l ong  in  writ ing numbers down and  decid­
ing what to d o  next as they do in  actual mult ip l ica t ions,  and it is just the 
same with the ACE. A great dea l of t ime i s  spent in get t ing numbers in  and 
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out  of storage and decid ing what to do next .  To complete the four  elemen­
tary processes, subtract ion is done by complementat ion and addi t ion ,  and 
div is ion is done by the use of the i tera t ion form ula 

[ 1 2] 1111 converges to a- 1 provided 1 1  - au0 j < I .  The error is sq uared a t  each 
step, so that the convergence i s  very rapid .  This process is of  course 

progra mmed , i .e .  the on ly  extra appara tus req ui red is the delay l i nes 
req u i red for stor ing t he relevan t  i nstruct ions .  

Passing on from the ar i thmetic part there rema ins  the input  and outpu t .  

For th i s  purpose we  have chosen Hol ler i th ca rd equipment .  We a re a ble to  
ob ta in  th i s  wi thout having to  d o  any spec ia l  development work . The speeds 
obta inable a re not very impressive compared wi th the speeds at which the 
electronic equipment works,  but they a re qu i te suffic ient in  all cases where 
the calculat ion is long and the resu l t  concise: the i n terest ing cases in fact. I t  

might appea r that  there would be a d i fficul ty in  convert ing the informat ion 
provided a t  the slow speeds appropr ia te to  the Hol ler i th equipment to the 

h igh speeds required wi th the ACE,  but i t  i s  rea l l y  qu i te easy.  The Hol leri th 

speeds are so s low as  to be coun ted zero or  stop for many purposes,  and the 
problem reduces to the s imple one of convert ing a number of  s tat ica l ly  
g iven digi ts  i n to a s tream of pulses .  This  ca n be done by means  of a form of 

electronic commutator .  
Before leaving the out l ine of  the descript ion of  the mach ine I should 

men t ion some of the tactical s i tuat ions that  a re met wi th in  programming .  I 
can i l l u strate two of them in connection with the calcula t ion o f  the re­
c iproca l  described above .  One of these i s  the idea of the i tera t i ve cycle. Each 
t ime that  we go from u, to u, + 1  we apply the same sequence of opera t ions ,  
and i t  wi l l  t herefore be economical  i n  s tora ge space i f  we use the same 

i nstruct ions .  Thus we go round and round a cycle of  ins t ructi ons :  

!� f 0.\>.V" 

'-4. ..,. (,. o.. ) 
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I t  looks however as  i f  we were in  danger o f  get t ing s tuck in this cycle ,  and 
unab le  to ge t out .  The sol u t ion of  th is  d i fficu l ty i nvolves another tactica l 

idea , that  o f  'd i scrim ina tion '  i .e .  o f  decid ing wha t  to do next part ly accord­
ing to the resu l t s  of the mach ine i tsel f, instead of  accord ing to data 
avai lable to the progra mmer .  I n  th is  case we incl ude a discrimina t ion in 

each cycle ,  which takes us out  of  the cycle when the va lue of  1 1  - au !  i s  
sufficien t ly  smal l .  I t  is l ike  an  aerop lane ci rcl ing over  a n  aerodrome, and 
ask ing permission to l and a fter each c i rc le .  Th is  i s  a very s imple idea , but  

i s  of the utmost  importa nce . The idea of  the itera t ive cycle of  instruc t ions  

wi l l  a l so be  seen to be ra ther fundamental  when i t  i s  rea l i sed that  the  
major i ty of  the instruct ions in the  memory m ust  be  obeyed a great  number  
of  t imes .  I f  the who le  memory were occupied by ins truct ions ,  none of  i t  

being  used for numbers or  other data ,  a n d  if  each instruct ion were obeyed 
once on ly ,  bu t  took the longest possible t ime, the machine could on ly  

rema in  work ing for s ixteen seconds .  

Another importan t  idea is that  of  construct ing an instruct ion and then 
obey ing i t .  This  can be used amongst other th ings for discriminat ion . In  the 
example I have j us t  taken for  instance we could calcu la te a quan t i ty  which 
was I i f !  I - au ! was less than r 3.1 and 0 otherwise. By adding this quant i ty  

to the instruct ion that  i s  obeyed a t  the forking point the ins t ruct ion can be 
complete ly  a l tered in  i ts  effect when fi na l l y  I - au is red uced to sufficien t ly  

smal l  d imensions .  
Probab ly  the most important idea involved in  ins t ruct ion tables is tha t  of 

stand a rd subsidiary tables. Certa in  processes a re used repea ted ly  in  a l l  sorts  

of  d i fferen t  connect ions ,  and we wish to use the same i ns truct ions ,  from the 
same part o f  the memory every t ime .  Thus we may use i n terpo la t ion for the 
ca lcu lat ion of  a grea t n umber of  d i fferen t  funct ions,  bu t  we shal l  a lways use 
the same ins t ruct ion table for in terpo la t ion .  We have on ly  to th ink ou t  how 
th is  i s  to be done once, and forget then how it is  done .  Each time we want  to 
do an in terpo la t ion  we have on ly  to remember the memory posi t ion where 
this table is kept ,  and make the appropria te reference in  the i ns tnlct ion 

tab le which i s  us ing the i n terpo la t ion .  We migh t for insta nce be making up 
an  ins t ruct ion table for finding va l ues of  J0 (x) and use the in terpo la t ion 
tab le  in  this  way .  We should then say that  the i n terpo la t ion tab le  was  a 

subsid iary to the tab le  for ca lcu lat ing J0 (x) . There is thus a sort of hiera rch y  [ 1 3  D 
of  tab les .  The in terpo la t ion table might be rega rded as tak ing its orders 
from the 10 table, a nd reporting i ts  answers back to it .  The master servan t  
ana logy i s  however no t  a very good one ,  as there are many more masters 
than serva nts ,  and many masters have to share the same servants .  
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N ow let me give a picture of  the opera t ion of  the machine.  Let us begin 
with some pro blem which has been bro ugh t in by a customer. It  wi l l  fi rst go 
to the problems prepara t ion sect ion where i t  i s  examined to see whether i t  i s  
in a su i table form and sel f-consisten t ,  and a very rough comput ing p roce­
d u re made ou t .  I t  then goes to the tables prepa ra t ion sect ion . Let us 

suppose for  exam ple that the problem was to tabu la te so lu t ions  of the 
eq uat ion 

y" + xy' = J0 (x) 
wi th i n i t i a l  condi t ions  x = y = 0, y' = a .  This would be rega rded as a 
part icu l a r  case of solv ing the equat ion 

y" = F(x, y, y')  

for which one would have ins t ruc t ion tables a l ready prepa red . One would 
need a l so a table to pro duce the function F(x, y, z) ( in  th is  case F(x, y, z) = 
J0 (x) - xz which would ma in ly  invo lve a table to produce J0 (x), and th is  
we might expect to ge t off the shel f ) .  A few addi t iona l  deta i l s  about  the 
bounda ry cond i t ions and the length o f  the a rc would have to be dea l t  wi th ,  

but  much of  th i s  deta i l  would a l so be found  o n  the shel f, j ust l i ke the table 
for obta in ing J0 (x) . The ins truct ions for the job would therefore consist o f  
a considera ble number  taken off the she l f  together wi th a few made up 
speci a l l y  for the job in  q uest ion .  The ins t ruct ion cards fo r  the s tandard 

processes wou ld have a l ready been punched , bu t  the new ones would have 
to be done sepa ra tel y .  When these had a l l  been a ssembled and checked they 

would be taken to the input  mechanism,  which is  simply a Hol ler i th card 

feed . They wo uld be put  in to the ca rd hopper and a b utton pressed to start 
the cards moving t h ro ugh . I t  must be remembered that  i n i t i a l l y  there a re 

no instruct ions in the machine, and one's  normal  faci l i t ies a re therefore not  

ll 1 4] ava i l able .  The fi rst few cards that  pass in have therefore to be carefu l l y  
though t  out  to dea l  w i th  th i s  s i tuat ion .  They a re the  i n i t i a l  input  cards  and  

a re a lways the  same. When they have passed i n  a few ra ther fundamenta l  
instruct ion tables wi l l  have  been se t  up  in the  machine,  inc lud ing  sufficien t  
to enab le  the  machine to read the  spec ia l  pack of  cards  that  has been 
prepa red for the job we a re doing .  When th is  has been done there a re va r­
ious possi b i l i t ies as to wha t happens nex t ,  depend ing on the way the job has 

been progra mmed . The machine might have been made to go s t ra ight on 
th rough ,  a nd carry ou t  the job,  punching or prin t ing a l l  the answers 

req u i red , and sloppi ng when a l l  of th i s  has been done .  B u t  more probab ly  i t  
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wil l  have been a rranged that  the mach ine stops as  soon as the instruct ion 
tables have been put in .  This a l lows for the possibi l i ty of  checking that  the 

content of  the memories i s  correct ,  and for  a number of variat ions of 

proced ure .  I t  is clea rly a su i table moment for  a break .  We might a lso make 
a number of  other breaks .  For instance we might be in terested in  certa i n  
part icular values of  t h e  parameter a ,  which were experimental ly obtai ned 

figures, and it would then be conven ient to pause after each parameter 

value, and feed the next parameter value i n  from another card .  Or one 

might p refer to have the ca rds  a l l  ready in  the hopper and let the ACE take 
them i n  as it  wan ted them. One can do as one wishes, but  one must make up 
one's mind.  Each t ime the machine pauses in  this  way a 'word' or  sequence 
of  32  binary d igi ts is displayed on neon bulbs .  This word ind icates the 
reason for  stopping.  I have a lready ment ioned two possible reasons .  A 
large class of  further possible reasons is p rovided by the checks .  The 
programming should be done in  such a way tha t the ACE is  frequent ly 
inves t iga t ing ident i t ies which should be sat isfied i f  a l l  i s  as i t  should be.  [ 1 5 Il 
Whenever one of  these checks fai l s  the machine stops and displays a word 
which describes what check has fai led . 

I t  wi l l  be seen that  the possi b i l i ties as to what  one may do are immense. 
One of our d i fficult ies wil l  be the mainta i nence of an appropriate d iscip l ine, 
so that  we do not lose t rack of  what we are doing .  We shal l  need a number 

of efficient l ibrarian types to keep us in  order .  
Final ly  I should l i ke to make a few conjectures as to the repercussions 

that electronic digi ta l  computing machinery wi l l  have o n  mathematics .  I 
have a l ready ment ioned that  the ACE wil l  do the work of about 1 0,000 
computers. It is  to be expected therefore that large scale hand-comput ing 

wi l l  die out .  Computers wi l l  s t i l l  be employed on smal l  calculat ions ,  such as 
the subst i tut ion o f  values i n  formulae, but whenever a s ingle calcula t ion 
may be expected to take a human computer days of work,  i t  wi l l  presum­
ably be done by an electro nic computer instead . This wi l l  not  necessi tate 
everyone i n te rested in  such work having an  electron ic  computer .  I t  would 
be qu i te possible to arrange to cont ro l  a distant computer by means of a 
telephone l ine .  Special  inpu t  and ou tput  machinery would be developed for 
use a t  these out  s ta t ions ,  and would cost  a few hundred pounds at  mos t .  
The  main bu lk  of  the  work  done by  these computers w i l l  however consist  o f  
problems which could n o t  have been tack led b y  hand computing because of  
the  scale of  the  undertak ing .  I n  order to  supply the machine w i th  these 
problems we shal l  need a great number of mathematic ians of abi l i ty .  These 
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mathematicians wil l  be needed i n  order t o  d o  the prel iminary research on 
the problems, putt ing them in to a form for computa t ion . There wi l l  be 
considerable scope for analysts .  When a human computer is working on a 

problem he can usual ly apply some common sense to give h im an idea of  
how accura te his  answers are .  With a digi ta l  computer we  can no  longer rely  
on common sense, and the  bounds o f  erro r must  be  based on some p roved 

[ 1 6D ineq ual i t ies .  We need analysts to fi nd the appropr ia te inequal i t ies for us .  
The inequal i t ies need not a lways be expl ic i t ,  i .e .  one need not  have them in 
such a form that we can tel l ,  before the calculat ion starts ,  and using only 
penci l and paper ,  how big the error wi l l  be. The erro r calcula t ion may be a 
serious part of the ACE's duties .  To an extent i t  may be possible to replace 
the est imates of erro r  by stat ist ical est ima tes obtained by repeat ing the job 
several t imes, and doing the rounding off d ifferent ly  each t ime,  control l ing 

i t  by some random element ,  some electronic roulette wheel . Such stat i s t ical 
est ima tes however leave m uch in  doubt, are wasteful in  machi ne t ime, and 

give no indication of what can be done i f  it turns out that the errors a re 
in to lerably large . The stat i st ical method can only help the analyst, no t  
replace h im .  

Analys is  i s  j ust one of the  purposes for which we sha l l  need good 

mathemat icians .  Roughly speaking those who work in connection wi th the 
ACE wil l  be d ivided in to its masters and i ts  servants .  I t s  masters wil l p lan 
out  instruct ion tables for i t ,  th inking up deeper and deeper ways of us ing i t .  
I t s  servants wil l  feed i t  with cards as i t  ca l l s  for them . They wi l l  pu t  r ight any 
parts  that go wrong. They wi l l  assemble data that i t  requ ires .  In  fact the 
servants wi l l  take the place of  l imbs .  As  t ime goes on the calculator i tself 
wil l take over the functions both of  masters and of servants .  The servan ts 
wi l l  be replaced by mechan ica l and electrical l imbs and sense organs .  One 
might for instance provide curve fol lowers to enable data to be taken d i rect 
from curves instead of having gi rls read off values and punch them on 
cards .  The masters are l iable to get replaced because as soon as any 
techn ique becomes at  al l  s tereotyped i t  becomes possible to devise a system 
of  ins truction tables which wil l  enable the elect ronic computer to do i t  for 
i tsel f. I t  may happen however that the masters wi l l  refuse to do th is .  They 
may be unwil l ing to let their jobs be stolen from them in  this way .  In that 
case they would surround the whole of  their work with mystery and make 
excuses , couched in  well chosen gibberish ,  whenever any dangerous sugges­
t ions were made. I th ink that  a react ion of this  k ind is  a very rea l da nger .  
This topic  natura l l y  leads to the q uest ion as to how far  i t  i s  possible in  
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pri nciple for  a comput ing mach ine to sim ulate human activit ies .  I wil l  
return to this later ,  when I have d i scussed the effects of these machines on 

mathematics a l i t t le  further .  
I expect that digi tal  comput ing machines wi l l  even tual ly  st imula te a 

considerable in te rest i n  symbolic logic and ma thema tical phi losophy . The 

language in  which one comm unica tes with these machines, i . e .  the language 
of ins truct ion tables, forms a sort of symbolic logic. The mach ine i n terprets 

wha tever i t  i s  told in  a q uite defi n i te manner wi thout  any sense of humour 
or  sense of proportion .  Unless in communicat ing with i t  one says exactly 
what one means,  trouble i s  bound to resul t .  Actual ly one could communi­
cate wi th these machines i n  any language provided i t  was an  exact  lan­
guage, i . e .  i n  pr inc ip le  one should be able to communicate in any symbolic 
logic, p rovided that  the machine were given i nstruct ion tables which would 
enable i t  to i n terpret that  logical system.  This would mean that there wil l  be 
much more practical scope for logical systems than there has been i n  the 

past. Some a t tempts w i l l  probably be made to ge t the machine to do actual ll l 7D 
manipulat ions of  ma thematical formulae .  To do so wi l l  req uire the devel-
opment of  a special  logical system for the purpose. This sys tem shou ld 

resemble norma l mathema tical proced u re close ly ,  but  a t  the same time 
should be as unambiguous as possible .  As regards mathematica l phi los-

ophy,  s i nce the machines will be do ing more and more mathematics them-
sel ves, the cen t re of  gravi ty of  the human in terest wi l l  be d riven further 

a nd fu rther i n to ph i losophical quest ions of  what can in pri nciple be done 

etc .  
I t  has been said that  comput ing machines can only carry out  the pro ­

cesses t h a t  they a re i nstructed to do .  This i s  certa in ly  true i n  the sense t h a t  i f  
they do someth ing other than what they were instructed then they have j ust 

made some mistake .  It i s  a l so true that the in tent ion in  constructing these 
machines in the fi rst  instance is to t reat  them as s laves, giving them only 
jobs which have been thought  ou t  i n  deta i l ,  jobs such that  the user  of  the 
mach ine  fu l l y  understa nds what i n  principle is going on a l l  the t ime .  U p  t i l l  
the present  machines have only been used in  this way .  Bu t  is i t  necessary 
that they should always be used in such a manner? Let us suppose we have 

set up a machine wi th certa in  i n i ti a l  ins t ruct ion tables,  so constru c ted that 
these tables might on  occas ion , i f  good reason a rose, modify those tables .  ll l 8D 
One can imagine that  a fter the machine had been opera t ing for some t ime, 
the ins t ruct ions would have a l tered out of a l l  recogn i t ion ,  but nevertheless 
s t i l l  be such that  one would have to admi t  that the machine was s t i l l  do ing 
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very worthwhile ca lculat ions .  Possib ly i t  m ight s t i l l  be get t ing resul ts of the 
.type desi red when the machine was fi rst set up,  but  in a m uch more efficient  

manner .  In  such a case one would have to admit  that  the progress of  the 
mach ine had not been foreseen when i ts  or ig ina l  i ns t ruct ions were put i n .  I t  
would be l ike  a pupi l  who had learnt  much from his  master ,  but  had added 
m uch more by his own work . When this happens I feel that one is  obl iged to 

rega rd the machine as showing in te l l igence . As soon as  one can provide a 
reasona bly la rge memory capacity it should be possible to begi n to experi­
ment on these l ines. The memory capaci ty of  the human bra i n  is  pro bably 

of the order o f  ten thousand mi l l ion b inary d igi t s .  But most of th i s  is 
pro ba bly used in  rememberi ng visual impressions ,  and other compara ­
t ively wasteful  ways .  One  migh t reasonably hope to  be ab l e  to  make  some 
real progress with a few mi l l ion d igi ts ,  especia l ly  i f  one confined one's 
invest igat ions to some ra ther l im i ted field such as the game of  chess . I t  
would probably be qu i te easy t o  find instruction tables which would enable 
the ACE to win against an  ave rage playe r .  I ndeed Shannon o f  Bel l  Tele­

phone labora tories  tel ls me that he has won games playing by rule of 
thumb: the sk i l l  of his  opponents i s  not  s tated . But  I would not  consider 

[ 1 9] such a victory very signi fica n t .  What  we want is a mach i ne that  can lea rn 
from experience . The poss ib i l i ty of le t t ing the machine a l te r  i t s  own ins t ruc­

t ions pro vides the mechanism for th is ,  bu t  th is  of  course does not  get  us 
very far. 

I t  might  be argued that  there is a fundamental  cont radict ion i n  the  
idea of a machine with in te l l igence . I t  i s  certa in ly  t rue  that  'acti ng l ike  
a mach ine ' ,  has  become synonymous wi th lack  of adaptabi l i t y .  Bu t  the  

reason fo r  th is  is obvious .  M achi nes in  the  pas t  have had very  l i t t le  s tora ge,  
and there has been no quest ion of the machine having any discret ion . The 
a rgument migh t however  be put into a more aggressive fo rm .  I t  has for 

ins ta nce been shown that  with certa in  logica l systems there ca n be no 
machine which wi l l  d ist i nguish provab le  form ulae of  the system from 

unprovable ,  i . e .  t ha t  there i s  no test that  the machine can  app ly  wh ich  wi l l  
d ivide p roposi t ions wi th  cer ta inty in to  these  two classes . Thus  i fa  machine 

i s  made for th i s  purpose i t  m ust i n  some cases fa i l  to give an  answer .  On the 
other hand i f a  mathematic ian is  con fron ted with such a problem he would 
search a ro und a nd fi nd new methods of  proof, so that he ought  even tua l ly  

to be  able to reach a decis ion about  any  given formula . This  wou ld  be the 
a rgumen t .  Against  i t  I would say that  fair  play must be g iven to the 
machine .  I nstead of i t  sometimes giving n o  answer we could arra nge that i t  
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gives occasional  wrong answers. But the human mathematician would 

l ikewise make blunders when trying out new techniques.  It is easy for us to 
regard these blunders as  not count ing and give him another chance, but the 
machine would probably be a l lowed no mercy . In other words then, if a 
machine is expected to be infal l ible, i t  cannot also be in te l l igent .  There a re 
several mathematical theorems which say almost exactly tha t .  But  these 

theorems say nothing about how much in tel l igence may be displayed i f  a 

machine makes no pre tence at infal l ibi l i ty .  To cont inue my plea for 'fair  

play for  the machines' when testing thei r I .Q.  A human mathematician has 
a lways undergone an extens ive tra in ing. This tra in ing may be regarded as 
not  un l ike putt ing i nstruct ion tables i n to a machine .  One must therefore 
not expect a machine to do a very great deal of bui lding up of instruct ion 
tables on its own . No man adds very much to the body of knowledge ,  why 

should we expect more of a machine? Putt ing the same poin t  d ifferent ly,  the 
mach ine  must be a l lowed to have con tact with human beings i n  order that i t  
may adapt i t se lf  to the ir  standards .  The game of  chess may perhaps be 

rather su i tab le  for th is  purpose, as the moves of the machine's opponent 

wi l l  automatica l ly  provide this  contact .  
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I nte l l i ge nt M a ch i ne ry 
A. M .  Tur i n g  
[1 9 1 2-1 954] 

Abstract 
The possible ways in which machinery might be made to show intelligent 
behaviour are discussed . The analogy with the human brain is used as a 
guiding principle. It is pointed out that the potentialities of the human 
intelligence can only be realized if suitable education is provided. The 
investigation mainly centres round an analogous teaching process applied 
to machines . The idea of an unorganized machine is defined, and it is suggested 
that the infant human cortex is of this nature. Simple examples of such 
machines are given, and their education by means of rewards and punish­
ments is discussed . In one case the education process is carried through until 
the organization is  similar to that of an A C E .  

I propose t o  investigate the question a s  t o  whether i t  i s  possible for mach­
inery to show intelligent behaviour. It is usually assumed without argument 
that it is not possible. Common catch phrases such as 'acting like a machine', 
'purely mechanical behaviour' reveal this common attitude. It is not diffi­
cult to see why such an attitude should have arisen . Some of the reasons 
are : 

( a )  An unwillingness to admit the possibility that mankind can have any 
rivals in intellectual power. This occurs as much amongst intellectual 
people as amongst others : they have more to lose. Those who admit the 
possibility all agree that its realization would be very disagreeable. The 
same situation arises in connection with the possibility of om being 
superseded by some other animal species .  This is almost as disagreeable 
and its theoretical possibility is indisputable . 
(b )  A religious belief that any attempt to construct such machines is a 
sort of Promethean irreverence. 
( c) The very limited character of the machinery which has been used until 
recent times (e .g. up to 1940) . This encouraged the belief that machinery 
was necessarily limited to extremely straightforward, possibly even to repetiQ 
tive, jobs. This attitude is very well expressed by Dorothy Sayers (The 
Mind of the Maker p. 46) ' . . .  which imagines that God, having created 
his Universe, has now screwed the cap on His pen, put His feet on the 

3 
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mantelpiece and left the work to get on with itself. '  This, however, rather 
comes into St Augustine's category of figures of speech or enigmatic 
sayings framed from things which do not exist at all. We simply do not 
know of any creation which goes on creating itself in variety when the 
creator has withdrawn from it .  The idea is that God simply created a 
vast machine and has left i t  working until it runs down from lack of fuel . 
This is another of those obscure analogies, since we have no experience of 
machines that produce variety of their own accord ; the nature of a machine 
is to 'do the same thing over and over again so long as it keeps going' . 
(d)  Recently the theorem of Godel and related results ( Godel 1 93 1 ,  
Church 1 936, Turing 1937) have shown that i f  one tries t o  use machines 
for such purposes as determining the truth or falsity of mathematical 
theorems and one is not willing to tolerate an occasional wrong result, 
then any given machine will in some cases be unable to give an answer at 
all . On the other hand the human intelligence seems to be able to find 
methods of ever-increasing power for dealing with such problems ' trans­
cending' the methods available to machines. 

[ 1 ] ( e) In so far as a machine can show intelligence this is to be regarded as 
nothing but a reflection of the intelligence of its creator. 

R E F U T A T I O N  O F  S O M E  O B J E C T I O N S  

In this section I propose to outline reasons why we do not need to be 
influenced by the above-described objections. The objections (a )  and (b) , 
being purely emotional, do not really need to be refuted.  If one feels it 

necessary to refute them there is little to be said that could hope to prevail, 
though the actual production of the machines would probably have some 
effect. In so far then as we are influenced by such arguments we are bound 
to be left feeling rather uneasy about the whole project, at any rate for the 
present. These arguments cannot be wholly ignored, because the idea of 
'intelligence' is itself emotional rather than mathematical. 

The objection (c)  in its crudest form is refuted at once by the actual 
existence of machinery (E N I A C  etc. ) which can go on through immense 
numbers (e .g .  1Q60.ooo about for A C E) of operations without repetition, 
assuming no breakdown. The more subtle forms of this objection will be 
considered at length on pages 1 8-22. 

The argument from Godel's and other theorems (objection d) rests 
essentially on the condition that the machine must not make mistakes. But 
this is not a requirement for intelligence. It is related that the infant Gauss 
was asked at school to do the addition 1 5 +  1 8 + 2 1 + . . .  + 54 ( or something 
of the kind) and that he immediately wrote down 483, presumably having 

[2]  calculated it as ( 1 5 + 54) ( 54 - 1 2)/ 2.3. One can imagine circumstances 
where a foolish master told the child that he ought instead to have added 1 8  
t o  1 5  obtaining 33, then added 2 1 ,  etc. From some points o f  view this would 
be a 'mistake', in spite of the obvious intelligence involved. One can also 
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imagine a situation where the children were given a number o f  additions to 
do, of which the first 5 were all arithmetic progressions, but the 6th was say 
23 + 34 + 45 +  . . .  + 100 + 1 1 2 + 1 22 +  . . .  + 199. Gauss might have given 
the answer to this as if it were an arithmetic progression, not having noticed 
that the 9th term was 1 12 instead of 1 1 1 .  This would be a definite mistake, 
which the less intelligent children would not have been likely to make. 

The view ( d) that intelligence in machinery is merely a reflection of that of 
its creator is rather similar to the view that the credit for the discoveries of a 
pupil should be given to his teacher. In such a case the teacher would be 
pleased with the success of his methods of education, but would not claim 
the results themselves unless he had actually communicated them to his 
pupil. He would certainly have envisaged in very broad outline the sort of 
thing his pupil might be expected to do, but would not expect to foresee any 
sort 

·
of detail .  It is already possible to produce machines where this sort of 

situation arises in a small degree. One can produce 'paper machines' for [ 3 Il 
playing chess. Playing against such a machine gives a definite feeling that 
one is pitting one's wits against something alive. 

These views will all be developed more completely below. 

V A R I E T I E S  O F  M A C H I N E R Y  

It will not be possible to discuss possible means of producing intelligent 
machinery without introducing a number of technical terms to describe 
different kinds of existent machinery. 
'Discrete' and 'continuous' machinery. We may call a machine 'discrete' 

when it is natural to describe its possible states as a discrete set, the motion 
of the machine occurring by jumping from one state to another. The states 
of 'continuous' machinery on the other hand form a continuous manifold, 
and the behaviour of the machine is described by a curve on this manifold . 
All machinery can be regarded as continuous, but when it is possible to 
regard it as discrete it is usually best to do so.  The states of discrete machinery 
will be described as 'configurations ' .  
'Controlling' and 'active' machine1y. Machinery may be described as 'con­
troll ing' if it  only deals with information. In practice this condition is much 
the same as saying that the magnitude of the machine's effects may be as 
small as we please, so long as we do not introduce confusion through 
Brownian movement, etc. 'Active' machinery is intended to produce some 
definite physical effect. 

Examples A Bulldozer Continuous Active 
A Telephone Continuous Controlling 
A Brunsviga Discrete Controlling [ 4Il 
A Brain (probably) Continuous Controlling, but is very 

similar to much discrete machinery 
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The E N I A C ,  A CE, etc. Discrete Controlling 
A Differential Analyser Continuous Controlling. 

We shall mainly be concerned with discrete controlling machinery. As we 
have mentioned, brains very nearly fall into this class, and there seems every 
reason to believe that they could have been made to fall genuinely into it 
without any change in their essential properties .  However, the property of 
being 'discrete' is only an advantage for the theoretical investigator, and 
serves no evolutionary purpose , so we could not expect Nature to assist us 
by producing truly 'discrete' brains. 

Given any discrete machine the first thing we wish to find out about i t  i s  
the  number of states (configurations ) it can have. This number may be 
infinite ( but enumerable) in which case we say that the machine has infinite 
memory (or storage) capacity. If the machine has a finite number N of 
possible states then we say that i t  has a memory capacity of ( or equivalent 
to ) log2N binary digits. According to this definition we have the fol lowing 
table of capacities, very roughly 

Brunsviga 
EN I A C  without cards and with fixed programme 
A C E  as proposed 
Manchester machine (as actually working 8 August 1 947 ) 

90 
600 

60,000 
1 , 1 00 

The memory capacity of a machine more than anything else determines 
the complexity of its possible behaviour. 

The behaviour of a discrete machine is completely described when we are 
given the state (configuration)  of the machine as a function of the im­
mediately preceding state and the relevant external data. 

Log i cal  c o m p u t i n g  mach i n es ( L C M s ) 

In Turing ( 1 937 ) a certain type of discrete machine was described . It had 
an infinite memory capacity obtained in the form of an infinite tape marked 
out into squares on each of which a symbol could be printed . At any moment 
there is one symbol in the machine ; i t  is called the scanned symbol. The 
machine can alter the scanned symbol and its behaviour is in part described 
by that symbol ,  but the symbols on the tape elsewhere do not affect the 
behaviour of the machine. However the tape can be moved back and forth 
through the machine, this being one of the elementary operations of the 
machine . Any symbol on the tape may therefore eventually have an innings. 

These machines will here be called 'Logical Computing Machines ' .  They 
are chiefly of interest when we wish to consider what a machine could in 
principle be designed to do, when we are willing to allow it both unlimited 
time and unlimited storage capacity. 
Universal logical computing machines. It is  possible to describe L C M s  in a 
very standard way, and to put the description into a form which can be 
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'understood' ( i .e . ,  applied by) a special machine. In particular i t  i s  possible 
to design a 'universal machine' which is an LCM such that if the standard 
description of some other LCM is imposed on the otherwise blank tape from 
outside, and the (universal) machine then set going it will carry out the 
operations of the particular machine whose description it was given. For 
details the reader must refer to Turing ( 1 937 ) . 

The importance of the universal machine is clear. We do not need to have 
an infinity of different machines doing different jobs. A single one will 
suffice. The engineering problem of producing various machines for various 
jobs is replaced by the office work of 'programming' the universal machine 
to do these jobs. 

It is found in practice that LCMs  can do anything that could be described 
as 'rule of thumb' or 'purely mechanical' . This is sufficiently well established [5 D 
that it is now agreed amongst logicians that 'calculable by means of an 
LCM '  is the correct accurate rendering of such phrases . There are several 
mathematically equivalent but superficially very different renderings . 

P ractical  c o m p u t i n g  mach i n es ( P C M s )  

Although the operations which can be performed by LC  Ms include every rule­
of-thumb process, the number of steps involved. tends to be enormous. This 
is mainly due to the arrangement of the memory along the tape. Two facts 
which need to be used together may be stored very far apart on the tape. 
There is also rather little encouragement, when dealing with these machines, 
to condense the stored expressions at all. For instance the number of symbols 
required in order to express a number in Arabic form (e .g . ,  1 49056) cannot 
be given any definite bound, any more than if the numbers are expressed in 
the 'simplified Roman' form ( 1 1 1 1 1  . . . I, with 149056 occurrences of I ) .  
As the simplified Roman system obeys very much simpler laws one uses it  
instead of the Arabic system. 

In practice however one can assign finite bounds to the numbers that one 
will deal with . For instance we can assign a bound to the number of steps 
that we will admit in a calculation performed with a real machine in the 
following sort of way. Suppose that the storage system depends on charging 
condensers of capacity C= 1 µf, and that we use two states of charging, 
E= 1 00 volts and - E =  - 1 00 volts. When we wish to use the information 
carried by the condenser we have to observe its voltage. Owing to thermal 
agitation the voltage observed will always be slightly wrong, and the proba­
bility of an error between V and V - d  V volts is 

2kT e - tv2cfkT Vd V n C  
where k i s  Boltzmann's constant. Taking the values suggested we find that 
the probability of reading the sign of the voltage wrong is about 10-Mx 10 16 ,  
If then a job took more than 1 0 1 0 1 1  steps we should be virtually certain of 
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getting the wrong answer, and we may therefore restrict ourselves to jobs 
with fewer steps. Even a bound of this order might have useful simplifying 
effects. More practical bounds are obtained by assuming that a light wave 
must travel at least 1 cm between steps (this would only be false with a very 
small machine) ,  and that we could not wait more than 1 00 years for an 
answer. This would give a limit of 1 020 steps. The storage capacity will 
probably have a rather similar bound, so that we could use sequences of 
20 decimal digits for describing the position in which a given piece of data 
was to be found , and this would be a really valuable possibility. 

Machines of the type generally known as 'Automatic Digital Computing 
Machines' often make great use of this possibility. They also usually put a 
great deal of their stored information in a form very different from the tape 
form. By rheans of a system rather reminiscent of a telephone exchange it is 
made possible to obtain a piece of information almost immediately by 
'd ialling' the position of this information in the store. The delay may be only 
a few microseconds with some systems. Such machines will be described as 
'Practical Computing Machines' .  
Universal practical computing machines. Nearly all o f  the P C M s  now under 
construction have the essential properties of the 'Universal Logical Comput­
ing Machines' mentioned earlier. In practice, given any job which could 
have been done on an L C M  one can also do it on one of these digital computers . 
I do not mean that we can do any required job of the type mentioned on it 
by suitable programming. The programming is pure paper work. It naturally 
occurs to one to ask whether, e.g. , the A CE would be truly universal if its 
memory capacity were infinitely extended . I have investigated this question, 
and the answer appears to be as follows, though I have not proved any 
formal mathematical theorem about it. As has been explained, the A C E  at 
present uses finite sequences of digits to describe positions in its memory : 
they are actually sequences of 9 binary digits ( September 1 947 ) . The A C E  

also works largely fo r  other purposes with sequences o f  3 2  binary digits. If 
the memory were extended, e .g . ,  to 1000 times its present capacity, it would 
be natural to arrange the memory in blocks of nearly the maximum capacity 
which can be handled with the 9 digits, and from time to time to switch 

[ 6] from block to  block. A relatively small part would never be switched . This 
would contain some of the more fundamental instruction tables and those 
concerned with switching. This part might be called the 'central part' . One 
would then need to have a number which described which block was in 
action at any moment. However this number might be as large as one pleased. 
Eventually the point would be reached where it could not be stored in a 
word ( 32 digits ) ,  or even in the central part. One would then have to set 
aside a block for storing the number, or even a sequence of blocks, say 
blocks 1 , 2, . . .  n. We should then have to store 11 , and in theory it would be 
of indefinite size .  This sort of process can be extended in all sorts of ways, 
but we shall always be left with a positive integer which is of indefinite size 
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and which needs t o  be  stored somewhere, and there seems to  be  no  way out 
of the difficulty but to introduce a 'tape' . But once this has been done, and 
since we are only trying to prove a theoretical result, one might as well, 
whilst proving the theorem, ignore all the other forms of storage. One will 
in fact have a U L C M  with some complications. This in effect means that one 
will not be able to prove any result of the required kind which gives any 
intellectual satisfaction. 

Pa per m a c h i n es 

It is possible to produce the effect of a computing machine by writing down 
a set of rules of procedure and asking a man to carry them out. Such a 
combination of a man with written instructions will be called a 'Paper 
Machine' . A man provided with paper, pencil, and rubber, and subject to 
strict discipline, is in effect a universal machine. The expression 'paper 
machine' will often be used below. 

Parti a l l y  r a n d o m  and a p p a rently parti a l l y  ra n d o m  machines 

It is possible to modify the above described types of discrete machines by 
allowing several alternative operations to be applied at some points, the 
alternatives to be chosen by a random process. Such a machine will be 
described as 'partially random' . If we wish to say definitely that a machine is 
not of this kind we will describe it as 'determined'. Sometimes a machine 
may be strictly speaking determined but appear superficially as if it were 
partially random. This would occur if for instance the digits of the number 
n were used to determine the choices of a partially random machine, where 
previously a dice thrower or electronic equivalent had been used. These 
machines are known as apparently partially random. 

U N O R G A N I Z E D  M A C H I N E S 

So far we have been considering machines which are designed for a definite 
purpose ( though the universal machines are in a sense an exception) . We 
might instead consider what happens when we make up a machine in a 
comparatively unsystematic way from some kind of standard components. 
We could consider some particular machine of this nature and find out what 
sort of things it is likely to do.  Machines which are largely random in their 
construction in this way will be called 'Unorganized Machines' . This does 
not pretend to be an accurate term. It is conceivable that the same 
machine might be regarded by one man as organized and by another as 
unorganized. 

A typical example of an unorganized machine would be as follows. The 
machine is made up from a rather large number N of similar units. Each unit 
has two input terminals, and has an output terminal which can be connected 
to the input terminals of (O or more) other units. We may imagine that for 
each integer r, 1 ::;;,, r ::;;. N two numbers i (r) and j{r) are chosen at random 
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from I . . . . N and that we connect the inputs o f  unit r t o  the outputs o f  units 
( r) and j(r) . All of the units are connected to a central synchronizing unit 

from which synchronizing pulses are emitted at more or less equal intervals of 
t ime. The times when these pulses arrive wil l  be called 'moments' . Each unit 
is  capable of having two states at each moment. These states may be called 
0 and I .  The state is determined by the nile that the states of the units from 
which the input leads come are to be taken at the previous moment, multiplied 
together and the result subtracted from 1 .  An unorganized machine of this 
character is  shown in the diagram below. 

r i ( r) j (r) 
3 2 

2 3 5 
3 4 5 
4 3 4 
5 2 5 

A sequence of six possible consecutive conditions for the whole machine is : 

2 
3 
4 
5 

I I 0 0 I 0 
1 I I 0 I 0 
0 1 1 I I 
0 I 0 1 0 
1 0 1 0 I 0 

The behaviour of a machine with so few units is naturally very trivial . 
However, machines of this character can behave in a very complicated manner 
when the number of units is large. We may call these A-type unorganized 
machines. Thus the machine in the diagram is an A-type unorganized machine 
of 5 units. The motion of an A-type machine with N units is of course even­
tually periodic, as in any determined machine with finite memory capacity. 
The period cannot  exceed 2N moments, nor can the length of time before the 
periodic motion begins. In the example above the period is 2 moments and 
there are 3 moments before the periodic motion begins. 2N is  32. 

The A-type unorganized machines are of interest as being about the simplest 
model of a nervous system with a random arrangement of neurons. It would 
therefore be of very great interest to find out something about their behaviour. 
A second type of unorganized machine will now be described, not because i t  is 
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of any great intrinsic importance, but because i t  will b e  useful later for 
illustrative purposes. Let us denote the circuit 

by ) 01---4) 

as an abbreviation . Then for each A-type unorganized machine we can 
construct another machine by replacing each connection in it by 

----')HO )' . The resulting machines will be called B-type unorganized 
machines . It may be said that the B-type machines are all A-type. To this I 
would reply that the above definitions if correctly ( but drily ! )  set out would 
take the form of describing the probability of an A- ( or B- ) type machine 
belonging to a given set ; i t  is not merely a definition of which are the A-type 
machines and which are the B-type machines. If one chooses an A-type 
machine, with a given number of units, at random, it will be extremely 
unlikely that one will get a B-type machine. 

It is easily seen that the connection ) D ) can have three 
conditions. It  may ( i )  pass all signals through with interchange of 0 and 1 ,  
or ( ii )  i t  may convert all s ignals into 1 , or again ( i i i)  it may act as in ( i )  and 
( i i )  in alternate moments. ( Alternative ( i i i )  has two sub-cases . )  Which of 
these cases applies depends on the initial conditions . There is a delay of two 

moments in going through ) D ) . 

I N T E R F E R E N C E  W I T H  M A C H I N E R Y .  M O D I F I A B L E  A N D  
S E L F - M O D I F Y I N G  M A C H I N E R Y  

The types of machine that we have considered so far are mainly ones that are 
allowed to continue in their own way for indefinite periods without inter­
ference from outside. The universal machines were an exception to this, in  
that from time to time one might change the description of the machine which 
is being imitated . We shall now consider machines in which such interference 
is the rule rather than the exception. 

We may distinguish two kinds of interference. There is the extreme form 
in which parts of the machine are removed and replaced by others. This may 
be described as 'screwdriver interference' .  At the other end of the scale is 
'paper interference' , which consists in the mere communication of information 
to the machine, which alters its behaviour. In view of the properties of the 
universal machine we do not need to consider the difference between these 
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two kinds of  machine a s  being so  very radical after all .  Paper interference 
when applied to the universal machine can be as useful as screwdriver 
interference. 

We shall mainly be interested in paper interference. Since screwdriver 
interference can produce a completely new machine without difficulty there 
is rather little to be said about it. In future ' interference' will normally mean 
'paper interference' .  

When it  is possible to alter the behaviour of a machine very radically we 
may speak of the machine as being 'modifiable ' .  This is a relative term. One 
machine may be spoken of as being more modifiable than another. 

One may also sometimes speak of a machine modifying itself, or of a 
machine changing its own instructions. This is really a nonsensical form of 
phraseology, but is convenient. Of course, according to our conventions the 
'machine' is completely described by the relation between its possible con­
figurations at consecutive moments . It is an abstraction which, by the form 
of its definition, cannot change in time. If we consider the machine as starting 
in a particular configuration, however, we may be tempted to ignore those 
configurations which cannot be reached without interference from it .  If we 
do this we should get a 'successor relation' for the configurations with different 
properties from the original one and so a different 'machine ' .  

If we now consider interference, we should say that  each time interference 
occurs the machine is probably changed . It is in this sense that interference 
'modifies' a machine. The sense in which a machine can modify itself is even 
more remote. We may, if we wish, divide the operations of the machine into 
two classes, normal and self-modifying operations. So long as only normal 
operations are performed we regard the machine as unaltered. Clearly the 
idea of 'self-modification' will not be of much interest except where the 
division of operations into the two classes is made very carefully. The sort of 
case I have in  mind is a computing machine like the A C E where large parts 
of the storage are normally occupied in holding instruction tables. ( Instruc­
tion tables are the equivalent in U P C M s  of descriptions of machines in  
U L C M s ) . Whenever the content of  this storage was altered by the internal 
operations of the machine, one would naturally speak of the machine 
'modifying itself'. 

M A N  AS A M A C H I N E  

A great positive reason for believing in the possibil ity of making thinking 
machinery is the fact that it is possible to make machinery to imitate any 
small part of a man. That the microphone does this for the ear, and the 
television camera for the eye are commonplaces. One can also produce 
remote-controlled robots whose limbs balance the body with the aid of 
servo-mechanisms. Here we are chiefly interested in the nervous system. We 
could produce fairly accurate electrical models to copy the behaviour of 
nerves, but there seems very little point in doing so . It would be rather l ike 
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putting a lot o f  work into cars which walked o n  legs instead o f  continuing to 
use wheels. The electrical circuits which are used in electronic computing 
machinery seem to have the essential properties of nerves .  They are able to 
transmit information from place to place, and also to store it .  Certainly the 
nerve has many advantages. It is extremely compact, does not wear out 
(probably for hundreds of years if kept in a suitable medium ! )  and has a 
very low energy consumption. Against these advantages the electronic 
circuits have only one counter-attraction, that of speed. This advantage is, how­
ever, on such a scale that it may possibly outweigh the advantages of the nerve . 

One way of setting about our task of building a 'thinking machine' would 
be to take a man as a whole and to try to replace all the parts of him by 
machinery. He would include television cameras, microphones, loudspeakers, 
wheels and 'handling servo-mechanisms' as well as some sort of 'electronic 
brain' .  This would be a tremendous undertaking of course. The object, i f  
produced by present techniques, would be of immense size ,  even if the 'brain' 
part were stationary and controlled the body from a distance. In order that 
the machine should have a chance of finding things out for itself it should be 
allowed to roam the countryside, and the danger to the ordinary citizen 
would be serious. Moreover even when the -facilities mentioned above were 
provided, the creature would still have no contact with food, sex, sport and 
many other things of interest to the human being. Thus although this method 
is probably the 'sure' way of producing a thinking machine it seems to be 
altogether too slow and impracticable. 

Instead we propose to try and see what can be done with a ' brain' which is 
more or less without a body providing, at most, organs of sight, speech, and 
hearing. We are then faced with the problem of finding suitable branches of 
thought for the machine to exercise its powers in. The following fields appear 
to me to have advantages : 

( i )  Various games, e .g . ,  chess, noughts and crosses, bridge, poker 

( ii )  The learning of languages 

( iii ) Translation of languages 

( iv) Cryptography 

( v) Mathematics. 

Of these ( i ) ,  ( iv) , and to a lesser extent ( i ii ) and (v)  are good in that they 
require little contact with the outside world . For instance in order that the 
machine should be able to play chess its only organs need be 'eyes' capable 
of distinguishing the various positions on a specially made board , and 
means for announcing its own moves. Mathematics should preferably be 
restricted to branches where diagrams are not much used. Of the above 
possible fields the learning of languages would be the most impressive, since 
it is the most human of these activities. This field seems however to depend 
rather too much on sense organs and locomotion to be feasible. 
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The field o f  cryptography will perhaps b e  the most rewarding. There i s  a 
remarkably close parallel between the problems of the physicist and those 
of the cryptographer. The system on which a message is enciphered corres­
ponds to the laws of the universe, the intercepted messages to the evidence 
available, the keys for a day or a message to important constants which 
have to be determined . The correspondence is very close, but the subject 
matter of cryptography is very easily dealt with by discrete machinery, 
physics not so easily. 

E D U C A T I O N  O F  M A C H I N E R Y 

Although we have abandoned the plan to make a 'whole man' ,  we should be 
wise to sometimes compare the circumstances of our machine with those of 
a man . It would be quite unfair to expect a machine straight from the factory 
to compete on equal terms with a university graduate. The graduate has had 
contact with human beings for twenty years or more. This contact has been 
modifying his behaviour pattern throughout that period. His teachers have 
been intentionally trying to modify it. At the end of the period a large number 

[ 8 ]  o f  standard routines will have been superimposed o n  the original pattern of 
his brain. These routines will be known to the community as a whole. He is 
then in a position to try out new combinations of these routi nes, to  make 
slight variations on them, and to apply them in new ways . 

We may say then that in so far as a man is a machine he is one that is 
subject to very much interference. In fact interference will be the rule rather 
than the exception. He is in frequent communication with other men, and is 
continually receiving visual and other stimuli which themselves constitute 
a form of interference . It will only be when the man is 'concentrating' with a 
view to eliminating these stimuli or 'distractions' that he approximates a 
machine without interference. 

We are chiefly interested in machines with comparatively little inter­
ference, for reasons given in the last section, but it is important to remember 
that although a man when concentrating may behave like a machine without 
interference, his behaviour when concentrating is largely determined by the 
way he has been conditioned by previous interference. 

If we are trying to produce an intelligent machine , and are following the 
human model as closely as we can , we should begin with a machine with very 
little capacity to carry out elaborate operations or to react in a disciplined 
manner to orders ( taking the form of interference ) .  Then by applying 
appropriate interference, mimicking education, we should hope to modify 
the machine until i t  could be relied on to produce definite reactions to certain 
commands. This would be the beginning of the process. I will not attempt to 
follow i t  further now. 

O R G A N I Z I N G  U N O R G A N I Z E D  M A C H I N E R Y 

Many unorganized machines have configurations such that if once that 
configuration is reached , and if the interference thereafter is appropriately 

1 4  

[ 1 1 8] 



T U R I N G  

restricted, the machine behaves a s  one organized fo r  some definite purpose. 
For instance, the B-type machine shown below was chosen at random. 

O U T  

If the connections numbered 1 ,  3 ,  6 ,  4 ,  are i n  condition ( ii )  initially and 
connections 2, 5, 7 are in condition ( i ) ,  then the machine may be considered 
to be one for the purpose of passing on signals with a delay of 4 moments . 
This is a particular case of a very general property of B-type machines ( and 
many other types ) ,  viz . ,  that with suitable initial conditions they will do 
any required job, given sufficient time and provided the number of units is 
sufficient. In particular with a B-type unorganized machine with sufficient 
units one can find initial conditions which will make it into a universal 
machine with a given storage capacity. (A formal proof to this effect might 
be of some interest, or even a demonstration of it starting with a particular 
unorganized B-type machine, but I am not giving it as i t  lies rather too far 
outside the main argument. ) 

With these B-type machines the possibility of interference which could 
set in appropriate initial conditions has not been arranged for. It is however 
not difficult  to think of appropriate methods by which this could be done. 
For instance instead of the connection 

one might use 
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Here A ,  B are interfering inputs, normally giving the signal ' 1  ' .  By  supplying 
appropriate other signals at A, B we can get the connection into condition 
( i) or (i i ) ,  as desired .  However this requires two special interfering inputs 
for ·each connection.  

We shall be interested mainly in cases where there are only quite few 
independent inputs altogether, so that all the interference which sets up the 
'initial conditions' of the machine has to be provided through one or two 
inputs. The process of setting up these initial conditions so that the machine 
will carry out some particular useful task may be called 'organizing the 
machine' . 'Organizing' is thus a form of 'modification' .  

T H E  C O R T E X  A S  A N  U N O R G A N I Z E D  M A C H I N E 

Many parts of a man's brain are definite nerve circuits required for quite 
definite purposes . Examples of these are the 'centres' which control respira­
tion, sneezing, following moving objects with the eyes, etc. : all the reflexes 
proper (not 'conditioned' ) are due to the activities of these definite structures 
in the brain. Likewise the apparatus for the more elementary analysis of 
shapes and sounds probably comes into this category. But the more intel­
lectual activities of the brain are too varied to be managed on this basis. 
The difference between the languages spoken on the two sides of the Channel 
i s  not due to difference in development of the French-speaking and English­
speaking parts of the brain. It is due to the linguistic parts having been 
subjected to different tra ining. We believe then that there are large parts of 
the brain , chiefly in the cortex, whose function is largely indeterminate. In 
the infant these parts do not have much effect :  the effect they have is unco­
ordinated . In the adult they have great and purposive effect : the form of this 
effect depends on the training in childhood. A large remnant of the random 
behaviour of infancy remains in the adult. 

All of this suggests that the cortex of the infant is an unorganized machine, 
which can be organized by suitable interfering training. The organizing might 
result in the modification of the machine into a universal machine or some­
thing like it. This would mean that the adult will obey orders given in appro­
priate language, even if they were very complicated ; he would have no 
common sense, and would obey the most ridiculous orders unflinchingly. 
When all his orders had been fulfilled he would sink into a comatose state or 
perhaps obey some standing order, such as eating. Creatures not unlike 
this can really be found, but most people behave quite differently under 
many circumstance. However the resemblance to a universal machine is still 
very great, and suggests to us that the step from the unorganized infant to a 
universal machine is one which should be understood. When this has been 
mastered we shall be in a far better position to consider how the organizing 
process might have been modified to produce a more normal type of 
mind . 

This picture of the cortex as an unorganized machine is very satisfactory 
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from the point o f  view of  evolution and genetics . It  clearly would not require 
any very complex system of genes to produce something like the A- or B-type 
unorganized machine. In fact this should be much easier than the production 
of such things as the respiratory centre. This might suggest that intelligent 
races could be produced comparatively easily. I think this is wrong because 
the possession of a human cortex ( say) would be virtually useless if no attempt 
was made to organize it. Thus if a wolf by a mutation acquired a human 
cortex there is little reason to believe that he would have any selective 
advantage. If however the mutation occurred in a milieu where speech had 
developed (parrot-like wolves ), and if the mutation by chance had well 
permeated a small community, then some selective advantage might be felt. 
It would then be possible to pass information on from generation to genera­
tion . However this is all rather speculative. 

E X P E R I M E N T S  I N  O R G A N I Z I N G :  P L E A S U R E- P A I N S Y S T E M S  

It is interesting to experiment with unorganized machines admitting definite 
types of interference and try to organize them, e .g . ,  to modify them into 
universal machines . 

The organization of a machine into a universal machine would be most 
impressive i f  the arrangements of interference involve very few inputs. The 
training of the human child depends largely on a system of rewards and 
punishments, and this suggests that it ought to be possible to carry through 
the organizing with only two interfering inputs, one for 'pleasure' or 
'reward' (R)  and the other for 'pain ' or punishment' (P) . One can devise a 
large number of such 'pleasure-pain' systems. I will use this term to mean an 
unorganized machine of the following general character : The configurations 
of the machine are described by two expressions, which we may call the 
character-expression and the situation-expression. The character and situa­
tion at any moment, together with the input signals, determine the character 
and situation at the next moment. The character may be subject to some 
random variation. Pleasure interference has a tendency to fix the character, i .e . , 
towards preventing i t  changing, whereas pain stimuli tend to disrupt the 
character, causing features which had become fixed to change, or to become 
again subject to random variation. 

This definition is probably too vague and general to be very helpful. 
The idea is that when the 'character' changes we like to think of it as a 
change in the machine, but the 'situation' is merely the configuration of 
the machine described by the character. It i s  intended that pain stimuli 
occur when the machine's behaviour is wrong, pleasure stimuli when i t  
i s  particularly right. With appropriate stimuli on  these lines, judiciously 
operated by the ' teacher' ,  one may hope that the 'character' will converge 
towards the one desired, i . e . ,  that wrong behaviour will tend to become rare. 

I have investigated a particular type of pleasure- pain system, which I will 
now describe. 

1 7  
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T H E  P - T Y P E  U N O R G A N I Z E D  M A C H I N E  

The P-type machine may be regarded as an L C M  without a tape, and whose 
description is largely incomplete. When a configuration is reached, for which 
the action is undetermined, a random choice for the missing data is made and 
the appropriate entry is made in the description, tentatively, and is applied . 
When a pain stimulus occurs all tentative entries are cancelled, and when a 
pleasure stimulus occurs they are all made permanent. 

Specifically. The situation is a number s =  1 ,  2, . .  ., N and corresponds to 
the configuration of the incomplete machine. The character is a table of N 
entries showing the behaviour of the machine in each situation. Each entry 
has to say something both about the next situation and about what action 
the machine has to take. The action part may be either 

[ 9Il ( i )  To do some externally visible act A1 or Az . . .  AK 

[ 1 0] 

( i i )  To set one of the memory units M1 • • •  MR either into the ' l '  condition 
or into the 'O' condition. 

The next situation is always the remainder either of 2s or of 2s + 1 on 
division by N. These may be called alternatives 0 and 1. Which alternative 
applies may be determined by either 

(a )  one of the memory units 
( b )  a sense stimulus 
(c)  the pleasure-pain arrangements. 

In each situation it is determined which of these applies when the machine is 
made, i . e . ,  interference cannot alter which of the three cases applies . Also in 
cases (a) and (b) interference can have no effect . In case ( c)  the entry in the 
character table may be either U ( 'uncertain' ) ,  or TO ( tentative 0) , Tl , DO 
(definite 0) or D l .  When the entry in the character for the current situation 
is U then the alternative is chosen at random, and the entry in the character 
is changed to TO or Tl according as 0 or 1 was chosen. If the character entry 
was TO or DO then the alternative is 0 and if it is Tl or D 1 then the alternative 
is 1 . The changes in character include the above mentioned change from U to 
TO or T l ,  and a change of every T to D when a pleasure stimulus occurs, 
changes of TO and Tl to U when a pain stimulus occurs . 

We may imagine the memory units essentially as ' trigger circuits' or 
switches. The sense stimuli are means by which the teacher communicates 
'unemotionally' to the machine, i .e . ,  otherwise than by pleasure and pain 
stimuli .  There are a finite number S of sense stimulus lines, and each always 
carries either the signal 0 or 1 .  

A small P-type machine i s  described i n  the table below 

1 p A 
2 p B M l = l  
3 p B 
4 S l A M l = O  
5 M l  c 
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I n  this machine there is  only one memory unit M l  and one sense line S l .  Its 
behaviour can be described by giving the successive situations together with 
the actions of the teacher : the latter consist of the values of S 1 and the rewards 
and punishments .  At any moment the 'character' consists of the above table 
with each 'P' replaced by either U, TO, DO or D I .  In working out the behaviour 
of the machine it is convenient first of all to make up a sequence of random 
digits for use when the U cases occur. Underneath these we may write the 
sequence of situations, and have other rows for the corresponding entries 
from the character, and for the actio11s of the teacher. The character and the 
values stored in the memory units may be kept on another sheet. The T 
entries may be made in pencil and the D entries in ink. A bit of the behaviour 
of the machine is given below : 

Random sequence 0 0 1 1 1 0 0 1 0 0 1 1 0 1 0 0 0 
Situations 3 1 3 1 3 1 3 1 2 4 4 4 3 2 
Alternative given by U T T T T T U U S  s s U T  

0 0 0 0 0 1 1 1 0 
Visible action B A B A B A B A B A A A B B 
Rew. & Pun. p 
Changes in S 1 1 0 

It will be noticed that the machine very soon got into a repetitive cycle. This 
became externally visible through the repet itive B A B A B  . . . .  By means of 
a pain stimulus this cycle was broken. 

It is probably possible to organize these P-type machines into universal 
machines, but it is not easy because of the form of memory available . It 
would be necessary to organize the randomly distributed 'memory units' to 
provide a systematic form of memory, and this would not be easy. If, however, 
we supply the P-type machine with a systematic external memory this 
organizing becomes quite feasible. Such a memory could be provided in the 
form of a tape, and the externally visible operations could include movement 
to right and left along the tape, and altering the symbol on the tape to 0 or 
to 1 .  The sense lines could include one from the symbol on the tape. Alterna­
tively, if the memory were to be finite, e .g . ,  not more than 232 binary digits, 
we could use a dialling system. (Dialling systems can also be used with an 
infinite memory, but this is not of much practical interest. ) I have succeeded 
in organizing such a (paper) machine into a universal machine. 

The details of the machine involved were as follows. There was a circular 
memory consisting of 64 squares of which at any moment one was in the 
machine ( 'scanned')  and motion to right or left were among the 'visible 
actions'. Changing the symbol on the square was another 'visible action', 
and the symbol was connected to one of the sense lines S l .  The even-numbered 
squares also had another function, they controlled the dialling of information 
to or from the main memory. This main memory consisted of 232 binary 
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digits. A t  any moment one o f  these digits was connected to the sense line S2. 
The digit of the main memory concerned was that indicated by the 32 even 
positioned digits of the circular memory. Another two of the 'visible actions' 
were printing 0 or l in this square of the main memory. There were also 
three ordinary memory units and three sense units S3, S4, SS. Also six other 
externally visible actions A,B,C,D,E,F. 

This P-type machine with external memory has, i t  must be admitted , 
considerably more 'organization' than say the A-type unorganized machine. 
Nevertheless the fact that it can be organized into a universal machine still 
remains interesting. 

The actual technique by which the 'organizing' of the P-type machine was 
carried tht·ough is perhaps a little disappointing. It is not sufficiently analogous 
to the kind of process by which a child would really be taught. The process 
actually adopted was first to let the machine run for a long time with con­
tinuous application of pain, and with various changes of the sense data S3, 
S4, SS. Observation of the sequence of externally visible actions for some 
thousands of moments made it possible to set up a scheme for identifying 
the situations, i . e . ,  by which one could at any moment find out what the 
situation was, except that the situations as a whole had been renamed. 
A similar investigation, with less use of punishment, enables one to find the 
situations which are affected by the sense lines ; the data about the situations 
involving the memory units can also be found but with more difficulty. At 
this stage the character has been reconstructed. There are no occurrences of 
TO, T l ,  DO, D I .  The next stage is to think up some way of replacing the Os 
of the character by DO, D l in such a way as to give the desired modification. 
This will normally be possible with the suggested number of situations 
( 1000) , memory units, etc. The final stage is the conversion of the character 
into the chosen one. This may be done simply by allowing the machine to 
wander at random through a sequence of situations, and applying pain 
stimuli when the wrong choice is made, pleasure stimuli when the right one is 
made . It is best also to apply pain stimuli when irrelevant choices are made. 
This is to prevent getting isolated in a ring of irrelevant situations. The 
machine is now 'ready for use' .  

The form of universal machine actually produced in this process was as 
follows. Each instruction consisted of 1 28 digits, which we may regard as 
forming four sets of 32, each of which describes one place in the main memory. 
These places may be called P,Q,R,S. The meaning of the instruction is that 
if p is the digit at P and q that at Q then 1 -pq is to be transferred to position 
R and that the next instruction will be found in the 128 digits beginning at S. 
This gives a U P C M ,  though with rather less facilities than are available say 
on the A C E .  

I feel that more should be done o n  these l ines . I would l ike t o  investigate 
other types of unorganized machines, and also to try out organizing methods 
that would be more nearly analogous to om· 'methods of education' .  I made 
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a start on  the latter but found the work altogether too laborious a t  present. 
When some electronic machines are in actual operation I hope that they will 
make this more feasible. It should be easy to make a model of any particular 
machine that one wishes to work on within such a U P C M  instead of having 
to work with a paper machine as at present. If also one decided on quite 
definite 'teaching policies' these could also be programmed into the machine. 
One would then allow the whole system to run for an appreciable period, 
and then break in as a kind of 'inspector of schools' and see what progress 
had been made. One might also be able to make some progress with un­
organized machines more like the A· and B-types. The work involved with 
these is altogether too great for pure paper-machine work. 

One particular kind of phenomenon I had been hoping to find in connection 
with the P-type machines. This was the incorporation of old routines into 
new. One might have 'taught' (i .e. , modified or organized) a machine to 
add (say ) . Later one might teach it to multiply by small numbers by repeated 
addition and so arrange matters that the same set of situations which formed 
the addition routine, as originally taught, was also used in the additions [ 1 1  D 
involved in the multiplication. Although I was able to obtain a fairly detailed 
picture of how this might happen I was not able to do experiments on a 
sufficient scale for such phenomena to be seen as· part of a large context. 

I also hoped to find something rather similar to the 'irregular verbs' which 
add variety to language. We seem to be quite content that things should not 
obey too mathematically regular rules. By long experience we can pick up 
and apply the most complicated rules without being able to enunciate them 
at all. I rather suspect that a P-type machine without the systematic memory 
would behave in a rather similar manner because of the randomly distributed 
memory units. Clearly this could only be verified by very painstaking work ; 
by the very nature of the problem 'mass production' methods like built-in 
teaching procedures could not help. 

D I S C I P L I N E  A N D  I N I T I A T I V E  

If the untrained infant's mind is to become an intelligent one, it must acquire 
both discipline and initiative. So far we have been considering only discipline. 
To convert a brain or machine into a universal machine is the extremest form 
of discipline. Without something of this kind one cannot set up proper 
communication. But discipline is  certainly not enough in itself to produce 
intelligence. That which is  required in addition we call initiative. This state­
ment will have to serve as a definition. Our task is to discover the nature of 
this residue as i t  occurs in man, and to try and copy it in machines. 

Two possible methods of setting about this present themselves. On the one 
hand we have fully disciplined machines immediately available, or in a 
matter of months or years, in the form of various UP C M s. We might try to 
graft some initiative onto these. This would probably take the form of 
programming the machine to do every kind of job that could be done, as a 
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matter o f  principle, whether i t  were economical t o  do  i t  by  machine o r  not. 
Bit by bit one would be able to allow the machine to make more and more 
'choices' or 'decisions'. One would eventually find it possible to program 
it so as to make its behaviour be the logical result of a comparatively small 
number of general principles. When these became sufficiently general, 
interference would no longer be necessary, and the machine would have 
'grown up'. This may be called the 'direct method' . 

The other method is to start with an unorganized machine and to try to 
bring both discipline and initiative into i t  at once, i .e . ,  instead of trying to 
organize the machine to become a universal machine, to organize it for 
initiative ;:is wel l .  Both methods should, I think, be attempted . 

I ntel l ectu a l ,  genet i ca l  and c u l t u ra l  searches 

A very typical sort of problem requiring some sort of initiative consists of 
those of the form 'Find a number n such that . .  .'. This form covers a very 
great variety of problems. For instance problems of the form 'See if you can 
find a way of calculating the function which will enable us to obtain the values 
for arguments . . .  to accuracy . . .  within a time . . .  using the U P C M  • •  .' 
are reducible to this form, for the problem is clearly equivalent to that of 
finding a program to put on the machine in  question, and it i s  easy to put the 
programs into correspondence with the positive integers in such a way that 
given either the number or the program the other can easily be found. We 
should not go far wrong for the time being if we assumed that all problems 
were reducible to this form. It will be time to think again when something 
turns up which is obviously not of this form. 

The crudest way of dealing with such a problem i s  to take the integers i n  
order and to test each one to  see whether i t  has the required property, and to  
go on until one  is found which has i t .  Such a method will only be successful 
in  the simplest cases. For instance in  the case of problems of the kind 
mentioned above, where one is really searching for a program, the number 
required will normally be somewhere between 21000 and 2 i .ooo.ooo ,  For practi­
cal work therefore some more expeditious method is necessary. In a number 
of cases the following method would be successful. Starting with a U P C M  we 
first put a program into it which corresponds to building in a logical system 
( like Russell's Principia Mathematica) .  This would not determine the 
behaviour of the machine completely : at various stages more than one choice 
as to the next step would be possible. We might arrange, however, to take all 
possible arrangement of choices in order, and go on until the machine proved 

ll 1 2 D a theorem, which, by its form, could be verified to give a solution of the 
problem. This may be seen to be a conversion of the original problem into 
another of the same form. Instead of searching through values of the original 
variable n one searches through values of something else. In practice when 
solving problems of the above kind one will probably apply some very 
complex 'transformation' of the original problem, involving searching through 
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various variables, some more analogous to the original one, some more like 
a 'search through all proofs ' .  Further research into intelligence of machinery 
will probably be very greatly concerned with 'searches' of this kind . We may 
perhaps call such searches 'intellectual searches' .  They might very briefly 
be defined as 'searches carried out by brains for combinations with particular 
properties'. 

It may be of interest to mention two other kinds of search in this connec­
tion . There is the genetical or evolutionary search by which a combination of 
genes is looked for, the criterion · being survival value. The remarkable 
success of this search confirms to some extent the idea that intellectual 
activity consists mainly of various kinds of search. 

The remaining form of search is what I should l ike to call the 'culturnl 
search' . As I have mentioned, the isolated man does not develop any intel­
lectual power. It is necessary for him to be immersed in an environment of 
other men, whose techniques he absorbs during the fil'st twenty years of his 
life. He may then perhaps do a little research of his own and make a very few 
discoveries which are passed on to other men. From this point of view the 
search for new techniques must be regarded as carried out by the human 
community as a whole, rather than by individuals. 

I N T E L L I G E N C E  AS A N  E M O T I O N A L  C O N C E P T 

The extent to which we regard something as behaving in an intelligent 
manner is determined as much by our own state of mind and training as by 
the properties of the object under consideration. If we are able to explain 
and predict its behaviour or if there seems to be little underlying plan, we 
have little temptation to imagine intelligence. With the same object therefore 
it is possible that one man would consider it as intelligent and another would 
not ; the second man would have found out the rules of its behaviour. 

It  is possible to do a little experiment on these lines, even at the present 
stage of knowledge. It is not difficult to devise a paper machine which will 
play a not very bad game of chess. Now get three men as subjects for the 
experiment A,B,c. A and c are to be rather poor chess players, B is the operator 
who works the paper machine. ( In order that he should be able to work it 
fairly fast i t  i s  advisable that he be both mathematician and chess player. ) 
Two rooms are used with some arrangement for communicating moves, and a [ 1 3 Il 
game is played between c and either A or the paper machine. c may find it  
quite difficult to tell which he is playing. (This is a rather idealized form of an 
experiment I have actually done. ) 
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Fr ide,y ,  2�th June . 

Checking a large rout ine , by Dr , A, Tur ing . 

How can one cheak a r outine in thti sense of making sure that it is right? 

I n  order that the man who checks mey not have too difficult a task the 
progran:mer should make a number of definite asser tions which can be checked 
individually , and fr om which the cor r ectness of the whole programme easily 
follows .  

Consider the analogy of c hecking an addition. 

1374 
5 906 
6719 
4337 
7768 

26104 

If it i s give n  as 1  

o n e  must check t he whole a t  o n e  sitting, because of the carrie s .  

B u t  if t he t otals for the various columns a r e  given , a s  b e low: 

1374 
5906 6719 
4337 
7768 
3974 

2213 
26 101i-

the checker 1 s i1ork is much easier b e ing split up into the che cking oJ' the 
various assert ions 3 + 9 + 7 + 3 + 7 = 29 e t c .  and the small add it ion 

3794 
2213 
26101i-

This pr inciple c an be applied to the pr ocess of checking a large routine 
but we will illus trate the method by means of a small rout ine viz , one to 

[ l D [2D 

[ 3 D 

ob t ain n without the use ol' a multiplier , mult iplica tion being carr i ed out [4D 
by repe ated addit ion .  

At a typical moment of the process we have r ecorded r an d  s r for some [ 5 D 
r ,  a .  \'le can change s r to (s+1 ) r by addition of r .  Whe n a = r+1 [6D 
we can change r to r+1  by a transfer, Unfortunately there is no coding 
syst�n sufficiently generally knoVln to just ify giving t he routine for this 
process in full , but the !'low diar,ram given in l•'ig. 1 will be suffi!Jient [7 D 
for illustr ation , 

Each 'box o f · the now diar,ram repre sents a s tr aight sequence of 
instruct ions without changes of control . The i'ollowing convention is used ; 

( i ) a dashed letter indicat e s  the value at the end of the pr ocess 
repre sented by the box : 

( ii )  an undashed letter represents the initial value of a quantity. 

One cannot equate s imilar letter s app earing in d i 1'fe1• en t  boxes ,  but it 

is inte nded that t he following ide ntifications be valid throughout 
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[ 1 4Il 
[ 1 5 Il  

[ 1 6Il 

[ 1 7 Il  

s content or li ne 27 of store 

r " " n 28 " " 

n n " " 29 " " 

u n " " 30 " II 

v n n. " 31 " " 

It is al so i n t e nded that u be s r or somethi ng or the s or t e , g ,  it might b e  
( s+1 ) r or B r-1 b ut not e , g . s2 + r2 , 

In order to assis t the cheoke r , the programmer should make assertions 
about the var ious state s t hat the machine can re ach, The s e  ass er tions me,y 
be tab ulated as in fig,2 .  .Asser t io ns are only made ror t he states when 
cer tain par t icular quant it ie s are in cont rol , corr esponding t o the r inged 
letters in the flow

.
diagram. One colLDnn of t he table is used for each such 

situation or the control ,  Other quant ities ar e al so needed to spe ci fy t he 
condition"" of t he machine complete ly :  in our case it is liuff-ioient to give 
r and s. The upper part or the tab le gives the various content s  of the store 
lines in the var ious condi tions of the machine , and r est r i ct ions on t he 
quantit i e s  s ,  r (which we ma,y call induc tive var iabl e s ) , The lower part 
tells us which or the conditions will b e  the next to occur , 

The check e r has to verify that the columns corre sponding to th.e i niti al 
condi tion and t he stopped cond i t ion agree with t he claims that are made ror 
the r out ine as a whole ,  In this case the claim is that if we start with 
control in condit ion D and ,.ii th n in line 29 we shall f ind a quantity in 
line 31 when t he machine s tops which is r {provided this is less than 240 , 
but this condi ti on has bee n  ignor ed) , 

He has also to ver i fy  that e ach of the asser t ions in the lower half of 
the t able is corr ect , In doing this the columns ma,y be taken in any orde r 
and quite i ndepe ndently . '.rhus ror collunn B the checke r would argue .  
" Fran the flow diagram we s e e that after B the box v1 = u a�pli es , From 
the uppe r  part of the column f'or B we have u = r , He nce v = r i , e ,  
the entry for v i , e ,  for li ne 3 1  i n  C should b e  r , The other entries are 
the same as in B" , 

Finally the checker has to verify that the process comes to an end , 
Here egajn he should be assisted by the programmer giving a f ur t her definit e 
assertion to be ver ified , This me,y take t he i'orm ot' a quant i ty V1hioh is 
assert ed to decr ea se continually and vanish whe n th� ma.chine stop s ,  To the 
pure mathemat ician it is natural to give an ordinal number , In this problem 
the ordinal might be (n - r) v(2. + {r - s) w + k, A less highbrow 1'orm of the 
same thing l?ould be to give the integer 280 (n - r ) + 240 ( r  - s )  + k, 
Taking the lat ter case and the step from B to C ther e would be a decrease 
from 280 (n - r) + 240 {r - s )  + 5 to 280 {n - v) + 240 (r - s )  + 4, In the 
step from F to B ther e is a decrease fr an 280 (n - r) + 240 ( r - s )  + 1 
to 280 ( n - r 1 )  + 240 ( r  + 1 - e ) + 5 ,  

I n  the course of' che cking that the pr oc ess come s t o  an end the t ime 
involved may also be estimat ed by an angibg that the decreasing quantity 
represents an upper bound to the time t ill the machin e  stops , 
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M I N D  
A Q U A RT E R L Y  R E V I E W  

OF 

PSYC H O LOGY A N D P H I LO S O P H Y  

! .-C OM PUTIN G MACHINERY AN D 
INTELLIGENC E  

B Y  A .  M. TURING 

I .  The Imitation Game. 
I PROPOSE to coDBider the queRt io1 1 ,  ' Can machines think ? ' 
This should begin with definit ions of t he mea11 ing of the tnms 
' machine ' and ' think '. The definit ions might be framed so as to 
reflect so far as possible t he normal  use of the words, but t his 
attitude is dangerous. If the mea ning of the words ' ma.chine ' 
and ' think ' a.re to be found by examining how they are commonly 
used it is difficult to escape the conclusion that the meaning 
and the answer to the quest ion , ' Can machines think ? ' is to be 
sought in a statistical survey such as a Gal lup pol l .  But this  is 
absurd . Instead of attempting imch a definition I sha l l  replace the 
question by another, which is c lose ly related to it  and is expressed 
in relatively unambiguous words. 

The new form of the problem can be described in t erms of 
a game which we ca l l  the ' imitat ion game ' .  It is  played with  
three people, a man (A) ,  a woman ( B ) ,  and an interrogator (C) who 
may be of either sex. The interrogator stays in a room apart 
from the other two . The object of the game for the interrogator 
is to determine which of the other two is the man and which is 
the woman . He knows them by labels X and Y, and at the end 
of the game he says either · X is A and Y is B '  or ' X is B alld Y 
is A ' .  The interrogator i s  al lowed to  put quest ions to A and B 
thus : 

C :  Wil l  X please tel l  me t he lengt h of his or her hair ? 
Now suppose X is act ual ly A, t hen A must answer. I t  is A's 
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object in the game to try and cauee C to make the wrong identi­
fication. His answer might therefore be 

' My hair is shingled, and the longest strands are about nine 
inches long . '  

I n  order that tone11 o f  voice may not help the interrogator 
the answers should be written, or better stil l ,  typewritten . The 
ideal arrangement is to have a teleprinter communicating between 
the two rooms . Alternatively the question and answers can be 
repeated by an intermed iary . The object of the game for the third 
player (B) is to he lp the interrogator . The beet strategy for her 
is probably to give t ruthful answers. She can add such things 
a s  ' I a m  t.he woman, don't listen to him I ' to her answers, but 
it wi l l  avai l nothing as the man can make Bimilar remarks. 

We now ask the question, ' What will happen when a machine 
[ I D  takes the part of A in this game 1 ' Will the interrogator decide 

wrongly as often when the game is played like this as he dOOB 
when the game is played between a man and a woman 1 These 
questions replace our original ,  ' Can machines think 1 ' 

2. Critique of t1ae New Problem. 
As well  as asking , ' What is the answer to this new form of the 

question ' ,  one may ask , ' le this new question a worthy one 
to investigate 1 ' This latter question we investigate without 
further ado , thereby cutting short an infinite regress. 

The new problem has the advantage of drawing a fairly sharp 
line between the physical and the intellectual capacities of a man. 
No engineer or chemist claims to be able to produce a material 
which is indistinguishable from the human skin . It is possible 
that at eome time this might be done, but even supposing this in­
vention available we should feel there was little point in trying 
to make a ' thinking machinf: ' more human by dressing it up in 
such artificial flesh. The form in which we have set the problem 
reflects this fact in the condition which prevents the interrogator 
from seeing or touching the other competitors, or hearing their 
voices. Some other advantages of the proposed criterion may be 
shown up by specimen questions and an.ewers. Thus : 
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Q :  Please write cie a sonnet on the subject of  the Forth 
Bridge. 

A : Count me out on this one. I never could write poetry. 
Q : Add 34957 to 7Ci764 
A :  (Pause about 30 seconds end then give as answer) 10662 1 .  
Q : D o  you play chess 1 
A :  Yes. 
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Q :  I have K at my K l ,  and no other pieces. You have ou ly 
K at K6 and R at R l .  It is your move. What do you 
play 1 

A : (Aft er a pause of 1 5  second:;) R-R8 mate. 

The question and answer method seems to be su it ab le  for 
int roducing almost any one of t he fields of human endeavour t hat  
we wish to include. We do not wish to pena lise t he m achine 
for its inability to shine in beauty competit ions, nor to pena l ise 
a man for losing in a race against an aeroplane.  The condit ions 
of our game make these disabi lities irrelevant . The ' wi t nesses ' 
can brag, if t hey consider it advisable, as much at1 t hey please 
about their charms, strengt h or heroism , but t he i nt errogator 
cannot demand practical demonstrations. 

The game may perhaps be criticised on the ground t hat the 
odds are weighted too heavily against the machine . If the man 
were to try and pretend to be the machine he would clearly make 
a very poor showing . He would be given away at once by slowness 
and inaccuracy in arithmetic . May not machines carry out some­
thing which ought to be described as thinking but which is very 
different from what a man does 1 This o.bjection is a very strong 
one, but at least we can say that if, nevertheless, a machine can 
be constructed to play the imitation game satisfactori ly , we need 
not be troubled by this objection. 

It might be urged that when playing the ' imitat ion game ' 
the best strategy for the machine may possibly be somet h ing 
other than imitation of the beha viour of a man. This may be, but 
I think it is unlikely that t here is any g)"('.at effect of this kind . 
In any case t here is no int ention to investigate here t he t heory 
of the game , and it will be assumed t hat the best strategy is 
to try to provide answers that would naturally be given by a man. 

3 .  The Machines �rned in the Game. 
The question which we put in § 1 wi l l  not be quite definite 

unti l we have specified what we mean by t he word ' machine ' .  
I t  i s  natural that w e  should wish t o  permit every kind o f  engineering 
technique to be used in our machines. We a lso wish to a l low the 
poBBibil ity than an engineer or team of engineers may CQnstruct 
a machine which works, but whose manner of operation cannot 
be satisfactori ly described by its constrnctors because they have 
applied a method wh ich is  large ly experimenta l .  Final ly ,  we [2Il 
wish to exclude f rom the machines men born in t he usual manner.  
It  is difficu lt to frame t he definit ions so as to sat isfy these t hree 
cond itions. One might for i nst a nce i nsist t hat the team of 

[ 1 3 5 Il 



436 A. M. TURING : 

engineers should be all  of one sex, but this would not really 
be satisfact.ory, for it is probably pouible t.o rear a complete 
individual from a single cell of the skin (say) of a man . To do 
80 would be a feat of biological technique deserving of the very 
highest praise, but we would not be inclined to regard it as a 
case of ' constructing a thinking machine '. This prompts us t.o 
abandon the requirement that every kind of technique should 
be permitted. We are the more ready to do 80 in view of the 
fact that the present interest in ' t.hinking machines ' has been 
aroused by a particular kind of machine , usually called an 
' electronic computer ' or ' digital computer ' . Fol lowing this 
su�estion we only permit digital  computers to take part In our 
game. 

This restriction appears at first sight to be a very drastic one. 
I shal l  attempt to show that it is not so in reality. To do this 
necessitates a short account of the nature and propert ies of t.hese 
computers. 

It may also be said t.hat this identification of machines with 
digita l computers, l ike our criterion for ' thinking ', wi l l  only 
be unsatisfactory if (contrary to my bel ief) , it turns out that 
digital computers are unable to give a good showing in t he game. 

There are already a number of d igita l computers in working 
order, and it may be asked , ' Why not try the experiment. straight 
away l It would be easy to satisfy the conditions of the game . 
A number of interrogators could be used , and statistics compi led 
t.o show how often the right identification was given . '  The short 
answer is that we are not asking whether all digita l computers 
would do wel l in the game nor whether the computers at. present 
avai lable would do wel l ,  but whether there are imaginable com­
puters which would do wel l .  But t his is only t he short answer .  
We shall  see this question in a different light later. 

4 .  Digit.al Computers. 

The idea behind digital computers may be explained by saying 
that these machines are intended to carry out any operat ions 
which could be done by a human computer. The human computer 
is supposed to be fo l low ing fixed rules ; he has no a uthority 
to deviate from them in any detai l .  We may suppose that these 
rules are supplied in a book, which is altered whenever he is put 
on to a new job. He has also an unlimited supply of paper on 

[ 3 ] which he does hie calculations. He may a lso do hie multiplications 
and additions on a ' desk machine ', hut this is not important . 

If we use the above explanation as a definition we shal l  be in 
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danger of circularity of argument. We avoid this by givmg 
an outline of t.he means by which the desired effect is achieved . 
A digital computer can usual ly be regarded as coruDsting of three 
parts : 

(i )  Store. 
(ii)  Executive unit. 
(iii) Control . 

The store is a store of information, and corresponds to the human 
computer's paper, whether this is the paper on which he does his 
calculations or that on which his book of rules is printed . In so 
far as the human computer does calculations in his head a part of 
the store will  correspond to his memory. 

The executive unit is the part which carries out the various 
individual operations involved in a calculation . What these 
individual operations are will vary from machine to machine. 
Usually fairly lengthy operations can be done such as ' Multiply 
3540675445 by 7076345687 ' but in some machines only very 
simple ones such as ' Write down 0 ' are possible. 

We have mentioned that the ' book of rules ' supplied to the 
computer is replaced in the machine by a part of the store. It 
is then called the ' table of instructions ' .  I t  is the duty of the 
control to see that these instructions are obeyed correctly and in 
the right order. The control is so constructed that this necessarily 
happens . 

The information in the store is usual ly broken up into packets 
of moderately small size. In one machine, for instance, a packet 
might consist of ten decimal digits. Numbers are assigned to the 
parts of the store in which the various packets of information 
are stored, in some systematic manner. A typical instruction 
might say-

' Add the number stored in position 6809 to that in 4302 and 
put the result back into the latter storage poaition ' .  

Needless to say i t  would not occur i n  the machine expressed 
in English . It would more likely be coded in a form such as 
6809430217. Here 17 says which of various possible operations [4Il 
is to be performed on the two numbers . In this case the opera-
tion is that described above, viz. ' Add the number . . . . '  It 
will be noticed that the instruction takes up 10 digits and so 
forms one packet of information, very conveniently . The control 
will normally take the instructions to be obeyed in the order of 
the posit ions in which they are stored, but OOC88ionally an in-
structiob such as 
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' Now obey the instruction stored in position 5606, and con­

tinue from there ' 
may be encountered, or again 

' If position 4505 contains 0 obey next the inst ruction stored 
in 6707 , otherwise continue straight on . '  
Instruct ions of these latter types are very important because they 
make it possible for a sequence of operations to be repeated over 
and over again unti l some condit ion is fulfil led , but in doing so 
to obey , not fresh instructions on each repetition,  but t he same 
ones over and over again.  To take a domestic analogy . Suppose 
Mot her want s Tommy to cal l at the cobbler's every morning on 
his way to school to see i f her shoes are done , she can ask him 
afresh every morning. Alternatively she can st ick up a notice 
once and for a l l  in the ha l l  which he wi l l  see when he leaves for 
school and which tel ls  him to ca l l  for t he shoes , and a lso to destroy 
t he not ice when he comes back if hfl has t h e  Rhoes with him . 

The reader must accept it as a fact t hat digital  computers can 
be const ructed , and indeed have been constructed , according 
to t he principles we have described , and t hat t hey can in fact. 
mimic t he actions of a human computer very c losely. 

The book of rules which we have described our human computer 
as using is of course a convenient fiction . Act ua l human com­
puters real ly  remember what they have got to do . If  one wants to 
make a machine mimic the behaviour of the human computer 
in some complex operation one has to ask h i m  how it is done, and 
then t ranslate the answer into the fom1 of an instruction table. 
Construct ing instruction tables is usual ly described as ' pro­
gramm ing ' .  To ' programme a machine to carry out the opera­
t ion A ' means to put the appropriate inst ruction table into the 
machine so that it  wi l l  do A .  

[ S D  An interesting variant on the idea o f  a digita l  computer i s  a 
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' digital  computer with a random eleruent ' .  These have instructions 
involving the  throwing of a d ie or some equ ivalent electronic 

process ; one such instruct ion might for instance be, '  Throw the die 
and put t he resulting number int-0 store 1000 ' . Sometimes such 
a mach ine is describe d as having free wi l l  (though I would not 
use this phrase myself) .  It is not norma l ly possible to determine 
from observing a machine whether it has a random element, 
for a similar effect can be produced by such devices as making 
the choices depend on the d igit s of the decimal for Tr. 

Most actual digital computers have on ly a finite store . There 
is no theoret ica l difficulty in the idea of a computer with an un­
l imit ed store. Of course only a finite pa rt can have been use<l 
at any one time. Likewise only a. finite a mount 1.·an have been 



COMPUTING MACHINERY AND INTE LLIG ENCE 439 
constructed, but we can imagine more and more being added as 
required. Such computers have special theoretical interest and 
will be called infinitive capacity oomputera. 

The idea of a digital computer is an old one. Charles Babbage, 
LuC88ian Profe8110r of Mathematics at Cambridge from 1828 to 
1839, planned such a machine, called the Analy tical Engine, 
but it was never corn.pleted. Although Babbage had all the 
essential ideas, his machine was not at that t ime such a very 
attractive prospect.  The speed which would have been available 
would be definitely faster than a human computer but something 
like 100 times slower than the Manchester machine, itself one of 
the slower of the modem machines. The storage was to be 
purely mechanical, using wheels and cards. 

The fact that Babbage's Analytical Engine was to be entirely 
mechanical will  help us to rid ourselves of a superst ition . Import.­
ance is often attached to the fact that modem digital computera 
are electrical, and that the nervous system also is electrical . Since 
Babbage's machine was not electrical, and since all  digital com­
puters are in a sense equivalent, we see that this use of electricit.y 
cannot be of theoretical importance. Of course electricity usually 
comes in where fast signalling is concerned, so that it is not 
surprising that we find it in both these connections. In the 
nervous system chemical phenomena are at least as important 
as electrical . In certain computers the storage system is mainly 
acoustic. The feature of using electricity is thus seen to be 
only a very superficial similatjty. If we wish to find such [6D 
similarities we should look rather for mathematical analogies of 
function . 

5. Universality of Digital Computers. 

The digital computers considered in the last section may be 
cla88ified amongst the ' discrete state machines ' . These are the 
machines which move by sudden jumps or cliclm from one quite 
definite state to another . These states are sufficiently different for 
the possibility of confusion between them to be ignored. Strictly 
speaking there are no such machines. Everything real ly moves 
continuously. But there are many kinds of machine which can 
profitably be tlwuglit of as being discrete state machines. For 
instance in considering the switches for a lighting system it is 
a convenient fiction that each switch must be definitely on or 
definitely off. There must be intermediate positions, but for 
most purpoees we can forget about them. AB an example of a 
discrete state machine we might consider a wheel which clicks 
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round through 1 20° once a second, but may be stopped by n. 
lever which mn be operated from outside ; in addition n. lamp is 
to l ight in one of the positions of t he wheel.  This machine could 
be described abstract ly as fol lows . The internal state of the 
machine (w hich is described by t he position of t he wheel) may be 
q1, qi or q3 •  There i s  a n  input signa l i0 or i1 (posit ion of lever) . 
The internal state at any moment is determined by the last state 
and inpu t signal accord ing to t he tab le 

Last State 

q, q. qa 
io q2 q3 q, 

Input 

i1 q, q2 q3 

The out put. signa ls , t he on ly externally visible indication of 
t he interna l state (t he l ight) are described by the table 

State q1 q,. qa 
Output o0 o0 o1 

This example is typical of discrete state machines. They can be 
described by such tables provided they have only a finite number 
of possible states. 

It  will  seem that given the initial stat e of the machine and 
the input signals it is always possible to predict all future states . 
This is reminiscent of Laplace's view that from t he complet e  
state o f  the  universe a t  one moment o f  t i me , a s  described b y  the 
posit ions an<l ve loc ities of all  part icles, it should be possible to 
predict all future st at es. The predict ion which we are considering 
is, however, rather nearer to practicabi l ity than t hat considered 
by Laplace. The system of the ' universe as a who le ' is such 
that quite smal l errors in t he initial conditions can have an 
overwhelming effect at a later time. The displacement of a 
si ngle elect ron by a bil l iont h of a centimetre at one moment 
mi�ht make the d ifference between a man being kil led by an 
avalanche a year later, or escaping. It is an essent ia l property 
of t he mechanical systems which we have ca l led ' d iscrete  state 
machines ' t hat this phenomenon does not occur. Even when we 
con<Jider the actual physica l machine.a instead of the idealised 
machines, reasonably accurat e know ledge of th<' state at one 
moment yields rt'aronably accu rate knowledge any number of 
steps later .  
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A1>. w e  have mentioned , digital computers fall wit hin the class 
of di8Crete state machines. But the n'umber of states of which 
such a ma ch i ne is capable is usually enormously la.rge . For 
instance, t.he number for the machine now work ing at Manchester 
it about 2 1 05 ,ooo, i . e .  about 1()60.000 . Compare this with our example ll7 D  
o f  the c l icking wheel described above, which had three states . 
It is not. difficult t o  see why the number of states should be so 
immense. The computer includes a store corresponding to the 
paper uood by a human computer. It must be possib le to write 
into the store any one of the combinations of symbols which 
might have been written on the paper . For simplicity suppose 
that only d igits from 0 to 9 are used as symbols. Variations in 
handwriting are ignored . Suppose the computer is allowed 100 
sheets of paper each contain ing 50 lines each with room for 30 
digits . Then the number of states is 101oo:o<5oxao, i.e .  1Q l 5o ,ooo . 
This is about the number of states of three Manchester machines 
put together.  The logarithm to the base two of the number 
of stat es  is usually ca l led the ' storage capacity ' of the machine . 
Thus the Manchester machine has a storage capacity of about 
1 65,000 and t he wheel machine of our example about 1 ·6. If 
two machines are put together their capacities must be added 
to obtain the capacity of the resultant machine. This leads to 
the possibility of statements such as ' The Manchester machine 
contains 64 magnetic tracks each w ith a capacity of 2560, eight 
electronic t ubes with a capacity of 1280. Miscellaneous storage 
amounts to about 300 making a total of 174,380. ' 

Given the table corresponding to a discrete state machine it 
is possible to predict what it wi l l  do . There is no reason why 
this calculat ion should not be carried out by means of a digital 
computer. Provided it could be carried out sufficiently quickly 
the digital computer could mimic the behaviour of any discrete 
state machine. The imitation game could then he played with the 
machine in question (as B) and the mimicking d igita l computer 
(as A) and the interrogator would be unable t.o dist inguish them. 
Of course the digital computer must have an adequate storage 
capacity as wel l as working sufficiently fast . Moreover , it. must 
be programmed afresh for each new machine which it is desired 
to mimic. 

This Spe<'ial propert y of digita l computers, that they can 
mimic any dii;wrete state machine, is described by say ing 
that they are universal machines . The existence of machines 
with t his property has the important consequence that, consi­
derations of speed apart , it is unnecessary to design various new 
mach ines to do various computing proceBBeS. They can a l l  be 
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done with one digital computer, suitably programmed for each 
caae. It will be aeen that as a consequence of thie all digital com­
putere are in a &eOll8 equivalent. 

We may now consider again the point raieed at the end of §3. 
It was euggested tentatively that the question , ' Can machines 
think 1 ' ehould be replaced by ' Are there imaginable digital 
oomputere which would do well in t he imitation game 1 '  If 
we wieh we can make thie superficial ly more general and aek 
' Axe there discrete state machines which would do wel l  1 ' 
But in view of the univereality property we see that either of 
theee queetione is equivalent to thIB , ' Let ue fix our attention 
on .one particular digital computer C. le it true that by modifying 
thie computer to have an adequate storage, suitably increasing its 
speed of action , and providing it with an appropriate programme,  
0 can be made to play satisfactorily the part of A in the imitation 
game, the pert of B being taken by a man ? ' 
6. Cont,rary Views on the Main Question. 

We may now consider the ground Lo have been cleared and we 
are ready to proceed to the debate on our question, ' Can machines 
think ? ' and the variant of it quoted at the end of the last section. 
We cannot altogether abandon the ori�inal form '>f the problem, 
for opinione will differ as to the appropriateness of the substitu­
tion and we must at least listen to what. has to be said in thie 
connexion. 

It wi l l  simplify matters for the reader if I explain first my own 
beliefs in the matter. Consider first the more accurate form of the 
question . I believe that in about fifty years' time it wi ll be posaible 
to programme computers, with a storage capacity of about 10', 
to make them play the imitation game so wel l that an average 
interrogator will not have more than 70 per cent .  chance of making 
the right identification after five minutes of questioning . The 
original question, ' Can machines think ? ' I believe to be too 
meaningless to deserve discusaion . Nevertheless I believe that at 
the end of the century the use of word.e and genera l educated opinion 
will have altered so much that one wi ll be able to speak of machines 
thinking without expecting to be contradicted . I believe further 
that no useful purpose is eerved by concealing these beliefs. 
The popular view that scientists proceed inexorably from well­
established fact to well-established fact, never being jnfiuenced 
by any unproved conjecture, is quite mistaken. Provided it is 
made clear which are proved facts and which are conjectures, 
no harm can result. Conjectures are of great importance since 
they suggest useful lines of reeearch. 
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I now proceed to consider opin ions oppose<l to my own .  [ 8 Il 
( I )  The Thrologi-Oal Objedi<m. Th inking is a funct ion of man's 

immortal sou l . God has g iven an immortal soul to  every man and 
woman, but not to any other animal  or to machines . Hence no 
animal or machine c11n think.  

I am unable to accept any part of t his, but  wi l l  att empt to 
reply in t heologica l terms. I should find t he argument more 
conv incing i f  an imals w ere c lassed with ffit-n,  for t here is a greater 
<l iffercnce , to my mind , between the- typira l animate ancl the 
inanimate t han t here is bet.ween man and the ot her animals. 
The arbitrary rharacter of the ort hodox view becomes c learer i f  
we ronsider how it might appear t o  a member o f  some other 
re l igious community . How do L'hrist ianB regar<l the Moslem view 
that women have no sou ls ? But let us leave t h is point aside 
and return to t he main argument . It appears to me t ha t  t he 
argument quote<l above i mp l ies a serious rest rirt ion of the omn i ­
potence o f  t he Almighty . It. is admitted t hat t here are cert ain 
things that He cannot do surh as making one equal to t wo ,  but 
shou ld we not believe t hat He has free<lom t o  confer a sou l on 
an eleph0 nt  if He sees fit ? We might exJ>Crt t hat He wonk! 
only exercise t his power in conjunct ion with  a mu tat ion which 
prov ided the e lephant with an appropriat e ly improved brain to 
min ister to the needs of t his sou l . An argument of exact ly simi lar 
form may be made for t he case of machines. I t may seem d i fferent 
because it is more difficult to " swal low " .  But this rea l l y  on ly 
meana that we think it would be less l ikely t hat He would con­
sider the circumstances suitable for conferring a soul . The cir­
cumstances in question are discussed i n  the rest of t his paper.  
I n  attempting to conatruct such machines w e  should not b e  
i rreverently usurping H i s  power of creat ing souls, any more than 
we are in the proc reat ion of chi ldren : rather we a re, in either 
case, instruments of His wi l l  providing mansions for t he soul'! t hat 
He creates. 

However,  this is mere specu lation . I am not very impresse<l 
with theological arguments what ever they may be used to support . 

Such a rguments have often been found unsat isfactory in the past . 

In the time of Galileo it was argued that the texts, " And the 
sun Btood sti l l  . . .  and hasted not to go down a bout a whole 
day " (Joshua x .  13) and " He la id the foundationB of the earth, 

1 PO!l8ibly this v iew is heretic&( ,. St.  Thomas Aqui11&11 (Summa Theologiro . 
quoted by Bertrand RUllllel l ,  p. 480) st&tes th&t God cannot make a ma n 
to have no sou l .  But this may not be a real rest riction on His powers, but 
only a resu lt of t he fact t hat men 's souls are i mmortal , and therefore 
indestructible.  
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t hii.t i t  should not move at any time " (Psa lm c v .  5) were an 
adequate refutat ion of the Copernican theory . With our present 
knowledge such an argument appears futile. When that know­
ledge was not avai lable it made a quite different impression . 

(2)  The ' Heads in the Sand ' Objection . " The co11Bequences 
of machines thinki ng would be too d readfu l .  Let us hope and 
believe that they cannot do so. ' '  

This argument i s  se ldom expressed quite so openly 88 in the 
form above. But it affects most of us who think about it at al l .  
We like to believe that Man is in some BUbtle way superior to the 
rest. of creat ion . It is best i f  he can be shown to be necessarily 
superior, for then there is no danger of him losing his commanding 
posit ion . The pop11larity of the theologica l argument is clearly 
connected with th is feeling. It is likely to be quite strong in in­
tel lectual  people, since they value the power of thinking more 
highly than others, and are more inclined to base their belief 
in the superiority of Man on this power. 

I do not think that this argument is BUfficiently substantial 
to require refutation . Consolation would be more appropriate : 
perhaps this should be sought in the transmigration of souls. 

(3) The Mathematical Objection. There are a number of resul t s  

o f  mathematical logic which can b e  used to show that there 
are l imitations to the powers of d iscrete-state machines. The 
best known of these results iB known 88 GOdel's theorem,1 and 
shows that in any BUfficiently powerful  logical system statement s 
can be formulated which can neither be proved nor disproved 
within the system, unless poBBibly the system itself is inconsistent . 
There are other, in some respects similar, results due to Church, 
Kleene, Rnsser, and Turing. The latter result is the most con­
venient to consider, since it refers direct ly to machines, whereas 
the others can only be used in a comparatively indirect argument : 
for instance if GOdel 's theorem is to be used we need in addition 
to have some means of describing logical systems in terms of 

machines, and machines in terms of logical systems. The result in 
question refers to a type of machine which is eBSentially a digital 
computer with an infinite capacity . 1t states that there are 
certain things that such a machine cannot do. If it iB rigged up to 

give answers to questions 88 in the imitation game, there will be 
some questions to which it will eit.her give a wrong aDBWer, or fail 
to give an answer at all however much time is allowed for a reply. 
There may, of course, be many such questions, and questions 

which cannot be answered by one machine may be satisfactorily 

1 Author's names in italica refer to the Bibliography. 
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answered by another . We are of course supposing for the present 
that the questions are of the kind to wh ich an answer ' Yes '  
or ' No ' is  appropriate , rather than questions such as ' What do 
you think of Picasso ? ' The questions that we know the 
machines must fai l  on a re of this type, " Consider the machine 
specified as fol lows . . . .  Wi l l  this machine ever answer ' Yes ' 
to any quest ion ? " The dots are to be replaced by a des­

cription of some machine in a standard form , which could be 
somet hing l ike that used in § 5.  When the machine described 
bears a certain comparatively simp le re lation to the machine 
which is under interrogation , it  can be shown that the answer 
is ei ther wrong or not forthcoming. This is the mathematical 
resu l t : i t  is argued t hat i t  proves a d isabi l ity of machines to 
which t h e  human intel lect is not subj ect . 

The short answer to this argument is that a lthough it is  
established tha t there are l imitations to the powers of  any 
part icu lar machine, it  has on ly been stated , without any sort 
of proof, that no such l im it ations app ly to t he human intel lect .  
But I d o  not think t.his  view can be d ismissed qu ite so l ight ly . 
Whenever one of these ma.chines is asked the appropriate 
critical ques t ion , and gives a definite answer, we know that this 
answer must be wrong, and this g ives us a certain fee l ing of 
superiority.  Is this feeling i l lusory ? I t  is no doubt quite 
genu ine , but I d o  not think too much importance should be 
attached to  i l .  We too often give wrong answers to q uestions 
ourselves to be j ustified in being very pleased at such evidence of 
fa l l ibi l ity on the part of the machines. Further, our superiority 
can only be felt on such an occasion in  relat ion to the one machine 
over which we have scored our petty triumph . There woulc! 
be no question of triumph ing simultaneous ly over all machines . 

In short , then, there might be men cleverer than any gi ven 
mach ine , but t hen age-in there might be other machines cleverer 
again ,  and so on.  

Those who hold to the mathematical argument wo uld, I think , 

most ly be wi l ling to accept the imitation game as a basis for 
discussion.  Those who bel ieve in the two previous obj ections 
wou ld probably not be interested in any criteria .  

(4 )  Tiu; A rgument from Consciousness.  This argument is  very 
well expressed in Professor Jefferson 's Lister Oration for 1 949,  
from which I quote.  " Not unti l a mach ine can write a sonnet 
or compose a concerto because of thoughts and emotions felt,  
and not by the chance fal l  of symbols, could we agree th at 
machine equa ls brain-that is ,  not only write it but know that 
it had written it .  No mechanism could feel (and not mere ly 
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art i fic ia l ly signa l ,  n n  easy l'ont ri\-ance) pleasure at i t s  successes, 
grief when i t s  Ya lve� fuse, be warme<l by flat tery ,  he made 
m iserab le by i t s m ist akes, be rham1ed by sex , be angry or d e ­
pressed when it  cannot. get what i t  wants. " 

This argument · appears to Le a den ia l of t h e  validity of our 
t est . Accor<ling t o  t he most ex t reme form of t h is view the only 
wn y by which one could be sure that. a mach ine t h inks is to be 
t he mach ine and t o  feel oneself  t h inking . One could then des­
C' r ibe t hese feel ings to the world , but of  cou rse no one wou ld 
be just ified i n  t aking auy not ice .  Likewise according to  t h is  
vit·w t h e  on ly way to  know t hat a m a n  th inks is to be t hat 
part icu l a r  man . It is i n  fact t he so l ips ist point of view. I t  may 
he t he most logica l view to hold but i t  makes communication of 
ideas d ifficu lt . A i s  l iable  t o  bel ieve ' A  t h inks but B does not ' 
wh i lst B believes ' B t h inks but A does not ' . I nst ead of arguing 
eont i nua l ly over t h i s  point  it  is usual t o  haYe the  polite con­
\'ent ion t hat everyone t h inks . 

I am sure that Profe880r Jefferson does not wish to adopt 
t he ext reme and solipsist poi nt of v iew . Probably he would be 
quite wi l l ing to accept the imitat ion game as a t est . The game 
(wi t h  t he player R omitted ) is frequent ly used in pract ice 

· u nder t h e name of viva voce to d iscover whet.her some one rea l ly 
u nderst ands somet h ing or has ' learnt it parrot fashion ' .  Let 
us l isten in t o a part of such a ufra voce :  

Int errogator : I n  t he first l i ne of your sonnet which read s 
' Shal l  I compare t hee t o  a summer's day ' ,  wou ld not ' u  
spr ing day ' do as wel l or bet t er 1 

Witness : It wouldn't scan . 
Interrogator : How about ' a w inter 's day ' That would scan 

all  right . 
Witness : Yes, but nobody wants to be compared to a winter's 

day . 
Interrogator : Wou ld you say Mr. Pickw iC'k reminded you of 

Christmas ? 
Witness : In a way . 
Interrogator : Yet Uhristmas is a wint er's day ,  and I do not 

think Mr. Pickwick would mind t he comparison . 
Witness : I don't t h i nk  you ' re serious. By a winter'd day one 

means a typical winter's day , rather than a specin l one like 
Christmas. 

And so on . W hat would Professor Jefferson say if the sonnet­
wri t ing machine was a b le to a nswer l ike t h is in t h e rim voce ? I 
do not know whet her he would rC\ga rd t he mad1inc as ' merely 
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artificially signa l l ing ' these answem,  but if t he answers were as 
satisfactory and sustained as in the above passage I do not 
think he would describe it as ' an easy contrivance ' .  This 
phrase is, I think, intended to cover such devices as the inclusion 
in the machine of a record of someone reading a sonnet , with 
appropriate switc hing to tum it on from time to time . 

In short t hen , I think that most of those who support the 
argument from consciousness could be persuaded to abandon it 
rather than be forced into the solipsist position. They will then 
probably be wil l ing to accept our test . 

I do not wish to give the impression that I think there is no 
mystery about consciousness. There is, for instance, something 
of a paradox connected with any attempt to localise it. But I 
do not think these mysteries necessarily need to be solved before 
we can answer the question with which we are concerned in 
this paper. 

(5) Arguments from Various Disabilities. These arguments take 
the form , " I grant you that you can make machines do all the 
things you have mentioned but you will never be able to make 
one to do X " .  Numerous features X are suggested in this 
connexion. I offer a selection : 

Be kind , resourceful, beautiful, friendly (p. 448) , have initiative, 
have a seDBe of humour, tel l right from wrong, make mistakes 
(p. 448), fall in love, enjoy strawberries and cream (p. 448), make 
some one fal l  in love with it, learn from experience (pp. 456 f . ) ,  
use words properly, b e  the subject o f  ite own thought ( p .  449),  
have as much diversity of behaviour as a man, do something 
real ly new (p.  450). (Some of these disabilit ies are given special 
consid eration as indicated by the page numbers. )  

No support i s  usually offered for these statements. I believe 
they are mostly founded on t he principle of scientific induction. 
A man has seen thoU88ndi! of machines in his lifetime. From what 
he sees of them he draws a number of general conclusions. They 
are ugly , each is designed for a very limited purpose, when 
required for a minutely different purpose they are useless, t he 
variety of behaviour of any one of them is very small,  etc. ,  etc. 
Naturally he concludes that these are necessary properties of 
machines in general. Many of these limitations are associated 
with the very small storage capacity of most machines. (I am 
&88uming that the idea of storage capacity is extended in some 
way t;o cover machines other than d iscrete-state machines. 

IT 1 47D  



ll 9D 

448 A .  M .  TURING : 

The exact. definition does not matter as no mat hemat ica l accuracy 
is cla imed in the present d iscussion . ) A few years ago , when 
very l i ttle had been hea rd of digita l  computers, i t  was possible 
to el icit. much incredul ity concerning them , i f  one ment ioned 
their properties without describing their construction . That 
was presumab ly due to a similar app l ication of the princ iple 
of scientific i nduction . These applications of the  princip le a re 
of course large ly unconscious .  When a burnt chi ld fears the 
fire and shows t hat he fears it by avoidi ng it, I shou ld say that 
he was applying scientific induction . ( I  cou ld of course a lso 
describe his behavio 11r in many other ways . ) The works and 
customs of mankind do not seem to be very suitable material 
to which t.o apply scientific induction . A very large part of 
space-time must be investigated , i f  re l iable resu lts are to be 
obtained . Otherwise we may (as most Eng l ish chi ldren do) 
decide t hat everybody speaks English , and t hat it  is si l ly  to 
learn French . 

There are, however, special remarks to be made about many 
of the disabi l ities that have been mentioned . The inabi l ity to 
enjoy strawberries and cream may have struck t he reader as 
frivolous. Poesibly a mach i ne might be made to enjoy this 
delicio u s  dish , but any attempt to make one do so wou ld be 
idiotic . What is important about this disabi l ity is that it con­
tributes to some of the other d isabi l ities , e .g .  to the d i fficulty of the 
same kind of friendliness occurring between man and machine as 
between white man and white man, or between blac.k man and 
black man . 

The claim that " machines cannot make m istakes " seems a 
curious one. One is tempted to retort, " Are they any the worse 
for that 1 " But let us adopt a more sympathetic attitude, and 
try to see what is real ly meant. I think this  criticism can be 
explained in termB of the imitation game . It is  c laimed that the 
interrogator could d istinguish the machine from the man simply 
by setting them a number of problems in arithmetic. The 
machine would be unmasked because of it8 dea dly accuracy . 
The reply to th is is simple. The machine (programmed for 
playing the game) would not attempt to give the right answers 
to the arithmetic problems. It would del iberate ly introduce 
mistakes in a manner calculated to confuse the interrogator . A 
mechanical fault wou ld probably show itself through an unsuit­
able decision as to what sort of a mistake to make in the 
arithmetic . Even this interpretation of the criticism is not 
sufficiently sympathetic . But we cannot a.fiord the apace to go 
into it much further. It seems to me that this criticism depends 
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on a confusion between two kinds of mistake . We may call  
them ' errors of functioning ' and ' errors of conclusion ' .  Errors 
of functioning are due to some mechanica l or electrical fault 
which causes the machine to behave otherwise than it was 
designed to do . In phi losophica l d iscUBSions one likes to 
ignore the possibi l ity of such errors ; one is therefore discussing 
' abstract machines ' .  These a bstract machines are mathematical  
fict ions rather than physical objects. By definition they are 
incapable of errors of functioning . In this sense we can truly 
say thD t ' mach ines can never ma ke mistakes ' .  Errors of con­
clusion can only arise when some meaning is a ttached to the 
o utput signa ls from the machine. The machine migh t, for 
instance, type out mathematical equations, or sentences in 
English . When a false proposition is typed we say that the 
machine has committed an error of conclusion.  There is clearly 
no reason at al l  for saying that a machine cannot make this 
kind of mistake .  It  might. do nothing but type out repeatedly 
' 0  = 1 ' .  To take a less perverse example, it might have some 
method for drawing conclusions by scientific induction .  We 
must expect such a method to lead occasiona l ly to erroneous 
results. 

The claim that a machine cannot be the subject of its own 
thought can of course on ly be answered if i t  can be shown t hat 
the machine has s ome  thought with s ome  subject matt er. Never­
theless, ' the subj ect matt er of a machine's operations ' does 
seem to mean something, at least to the people who dea l with i t .  
I f , for instance, the machine was trying to  find a solution of 
the equation x2 - 40x - 1 1  = 0 one would . be tempted to de­
scribe this equation as part of the machine 's subj ect matter at 
that moment .  In this sort of sense a machine undou bted ly can 
be its own subject matter. It may be used to help in m�king [ 10] 
up its own programmes, or to predict the effect of a l terations in 
i ts own structure . By observing the results of its own behaviour 
it can modify its own programmes so as to achieve some purpose 
more effectively . These are possibilities of the near future, 
rather than Utopian dreams . 

The criticism that a machine cannot have much d iversity 
of behaviour is just a way of saying that it cannot have much 
storage capacity .  Unti l fairly recent ly a storage capacity of 
even a thousand digits was very rare. 

The criticisms t hat we are considering here are often d isgu ised 
forms of the argument from consc iousness . Usua l ly i f  one main­
tains that a machine ca n  do one of these things, and descri bes the 
kind of method that the machine could use , one wi l l  not make 
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much of 11.n i m p ressio n .  I t  is thought t h a t  t he met hod ( w hat ever 
i t  may be,  for it must be mechanical )  is  rea l l y  rat her base . 
Comp�re t he pa rent h esis in J effereon 's statement c}uoted on p. � I  . 

(6 )  Lady Lovelart''s Objectio11 . Our most deta i led i nformat ion 
of Babba!!e 's Ana lytical  Engine comes from a memoir by L<Uly 
Lovelac.e. In it she states ,  " T h e  Analyt ical Engi ne• has  no prt' ­
tensions to  origimue anyt hing .  I t can d o  wh<Uetier we know how 
to ordi'r 1't t o  perform " ( h e r  i ta l i cs ) .  T h is st atement is q uot ed 
by Hartree ( p .  70)  who acids : " ThiR does not i m ply t ha t  i t  
may not b e  possible t.-0 C 'onst ruct e l ect ron ic equ i pment whi C 'h  
wi l l ' th ink for  i t se l f · ,  or in  wh ich ,  in  bio logica l t erms, one  cou ld  
s e t  up a condit ioned refk x ,  which wou ld serve as a basis f o r  
' lea rning ' .  \\11et  her  t h is is poBBible in  princ iple or not  is  a 
st imu lat ing and exc i t ing question , suggested by some of t h ese 
recent d evelopments .  But it <lid not seem t hat t h e  mach ines 
construct ed or projected at t h e time ha<l t h is property ' ' .  

I am i n  t horough agreement with Hart ree O\·er this. I t  w i l l  
b e  noticed t hat h e  does not assert that t he machines i n  quest ion 
had not got t he property , but rather t hat . t he  evidence a\'a i lab le  
t-0 Lady Lovelace did not encourage her to  be l ie' e t h a t  t hey had i t . 
It is quite posl'.li ble t hat t h e  machines in quest ion ha<l in a sense 
got t his property . For suppose t hat eome discret e-s i a t e  mac h i ne 
has t he propert y .  The Ana lyt ical  Engine was a universa l 
digital  comput er,  BO t hat , i f  it s storage capac i t y  11-nd speed were 
adequate, i t  could by sui tab le  programming be made t o  mimic 
t he mach ine in quest ion . Probably t his argu ment di<l not 
occur to the Co u nt ess or t-0 Babbage. I n  any case there was no 
obligat ion on t hem to c laim a l l  t hat could be c laimed .  

This whole question w i l l  b e  considered again under the heading 
of learning machines . 

A variant of Lady Lovelace's object ion stat es that a mach i n e  
can ' never d o  anyt hing real ly new ' .  This may be parried f o r  a 
moment wit h t he saw, ' There is nothing new under the sun ' .  
Who can be certain that ' original work ' that he has done was 
not simply t he growth of t he seed planted in him by tea ching, 
or t h e  effect of fol lowing w e l l -known genera l principles.  A 
better variant of t h e  obj ect ion says that a machine can never 
' take us by surpr ise ' . This statement is a more direct cha l lenge 
and can be met direct ly .  Mach ines t ake me by surprise wit h 
great frequency . This  is largely because I do  not do suffic ient 
calculat ion to  decide w hat  to ex pect t hem to do, or rather becauRe,  
although I do a calculat ion,  I do it in  a hurried, slipshod fashiLn ,  
taking risks . Perhaps I say t o  myse l f ,  ' I suppose the voltage 
here ought to be the same as t here : anyway let 's assume it iit '  
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Nat u ra l ly I a m  oft en wrong, a nd 1 he resu lt i e  a surprise for m e  for 
hy t he time the experi ment. is done t hese aeeumptions ha ve been 
forgott e n .  Th ese ad missions lay me open to lectures on the  
subject of my vic ious ways ,  but d o  not t h row any dou bt on my 
cred i b i l i t y  when I t m1t i fy to  t he Rurprises I ex perience . 

I do nut ex pect t h is rep ly t o  si lence my critic .  He w i l l pro­
ba bly eay t.ha t  suC'h su rprises u.re due to some creative menta l act 
on my part , and n•fiect no credit on the mach ine .  This leads ue 
back to the ar#{Ument from consciousnes.-1, and far from the idea 
of surprise. I t  is a l ine of argument we must consider c losed , 
but it is perhaps wort h remarking that the appreciation of some­
thing as surpris ing requires as much of a ' creat ive menta l act ' 
w h et her t he su rprising e vent originates from a man, a book, a 
machine or a n)1 h i ng else .  

The vi ew t hat  machi nes rannot give rise t o  surprises is d u e ,  
I believe, t o  a fa l l a < 'y to wh iC 'h phi losophers a n d  mat h ematieians 
a re par t icu larly subjec t .  T h is is t h e assumpt ion that as soon as 
a fact ie prese.nt e<l l o  a m i nd a l l  consequences of t h11t  fact 
spring int-0 the mind simultaneously with it.  It is  a very use­
ful assumpt ion under many ci rcumst ances, but one too easi ly 
forgets that i t  is  fa lse . A natural consequence of d oing so is t hat 
one then assumes that t here is no vi rt ue in  the mere work ing 
ou t of consequences from data and general principles. 

( 7 )  Argument frmn Cont inuity in the Nervous System . The 
nervous syst em is  cert ain ly  not a discrete-state machine .  A 
smal l  error i n  t h e  i nformat ion about the size of a nervous impu lse 
i m pinging on a neuron , may make a lal'ge difference t-0 t he size 
of t he outgui ng impulse .  It may be argued that, this being so ,  
o n e  cannot ex peet t o  b e  a b l e  to  mimic t he behaviour o f  t he 
nervous sy stem w i t h  a <l isrre t e-st a t e  syst em . 

It is t rue t hat a d iscret e-state machine must be different from 
a cont inuous marhine.  But i f  we adhere to t.he conditions of the  
i m i t at ion game,  t he int errogator wi l l  not  be able to t ake any 
advant age of t h is d i ffei euC'e .  The sit uation ran be made clearer 
if we consider some ot her si mpler cont inuous mach ine.  A 
d i fferentia l  ana lyser wi l l  do very wel l .  (A d i fferentia l  ana lyser [ 1 1 ] 
is a certain kind of machine not of the  d iscre te -state type used 
for some kinds of calculation . )  Some of th ese provide t heir  
a nswers in  a t yped form , and so are suitable for taking .  part 
in .  the game. It  would no t Le possible for a digital  comput er 
to predict exactly what answers the di fferential ana lyser 
would gi\·e to a problem , Lu t i t  would he quite capable of  
giv ing the r ight sort. of an�wer.  For instance, i f  asked to give 
t he value of 7r (act uu l ly  about  3 · 1 4 1 6) it would be reasonable 
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bi choose at random bet ween the v a l ues 3 · 1 2 ,  3 · 1 3 ,  3 · 1 4 , 3 · 1 5 , 
:H 6  w i t h  the proba b i l i t ies of 0 · 05 ,  0 · 1 5 ,  0 · 55 ,  0 · 1 9 , 0·06 (say ) .  
l'.nder t hese c i reumstanees i t  wou ld b e  very d i fficult.  for t h e 
i n t errogator to d ist i nguish t h e  different ia l  analyser from t he 
d i g i t a l  eomputer .  

( 8 )  The A rgummt from Informa/ily of Behaviour.  l t  i R  not 
poBSi ble  to produce a set  of  ru les purport ing t o  l lesc r i b e  wha t 
a man shoul < l  do i n  everv rnneei vable  set of c i rcumstances . 
One might  for inst anee h�ve a ru le t hat one is to stop when 
o n e  sees a red t raffic l i gh t ,  and t o  go i f  one sees a green one ,  
hu t  w ha t  i f  by some fau l t  bot h appear toget her  1 One may 
perha ps d ecide t ha t  it i s  8a fest to sto p .  But some furt her 
d i ffil'u l ty  may wel l arise f rom t h is decision la ter .  To att empt t.o 
provide m i es of l'ond uet  to cover every even t ual i t y ,  even t hose 
a rising from t raffic l i gh t s .  appears to  be impossi b l e .  With  a l l  
t h is I agree . 

[ l 2D From t h is  i t  is argued t hat  we cannot be mac h i nes. I shal l 
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t ry t o  reprod uce t h e  a rgumen t ,  b u t  I f ea r  I sha l l  hardly do i t  
j ust ic e .  I t  seems t o  run HOllle t h i ng l ike t h is .  ' I f eac h man 
had a defini te  set o f  ru les of  condud by whic h h e  regu lated h is 
l i fe h e  wou ld be no bet t n  t h an  a mac h i ne .  B u t  t h ere a r e  n o  
:meh ru les, s o  m e n  cannot he marh ine1 . ' The undis tri bu t ed 
midd le  is g laring.  I do not t h ink t h e  argument is ever put q u i t e  
l i ke t h is ,  b u t  I bel ieve t h is i s  t h e  argument used n e \'ert heless. 
There mav however be a C 'ert at n  confusion between ' rules of 
eonduct ' �ml ' lawB of hrhaviour ' t<J cloud t he iesue .  By ' rules 
of  cond uct ' I mean precep t s  suc h  as ' Stop i f  you see re<f l i g h t s ' ,  
1 1 11 w h i e h  one can act , an<l o f  which one can b e  consc ious. By 
' laws of  behaviour ' I mean laws of  nature as appl ied t o  a man's 
hod y su< ·h a s ' i f  you pin< "h  him he wi l l  squeak ' .  I f we su bst i t u t e  
· l a ws of  be haviour w h i <"h  regu lat e h i s  l i fe ' for ' laws o f  cond u c t  
hy w h i<' h he regu lates h i s  l i fe ' in  t he argument quoted t he u n ­
c l ist r i bu t ed middle  i s  n o  longer insu pera b l e .  Ji'or we believe 
t hat i t  is not only t rne  t h at  being regu lat.ed by laws of  beha viou r 
i m p l ies he iug some Hort of mac h ine ( t hough nut necessari ly a 
d is�: re t e-st ate  ma<' h i ne ) ,  hut t h at  conversely being such a machine 
i m pl ies be i ng regu lat e d  by suc h laws.  Howe ver ,  we cannot 
so easi ly ! 'onvince ourse lves of t he a bsence of complete la ws of 
behaviour as of complete rules of  conduct.  The only way we 
know of for fi nding sueh laws is se ient ific obse rvation , an<l we 
eertai n ly k now of  no ci rcu mst ances under which  we coulJ say , 
' We have searrhed enough . T h e re are no sue h  laws. ' 

We ean demonst rat e  more fore i bly that any such stat ement 
would he u njust ified .  Jl'or suppose we could  be sure of finding 
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such laws i f  t h ey existed . T h e n  g i \·en  a d i screte - sta te mach ine  
i t  shou ld  cert a i n ly  be poss i bl e to  d iscover by o bservat ion sufficent 
about i t. to p red i ct i ts  future behaviou r ,  ancl th is within a reason­
able  t ime , say a t housand years .  But  th is does not seem to be 
the case . I have se t up on the Manch este r computer a sma l l 
programme Wling on ly 1000 units of storage ,  whereby the mach ine 
su pp l ied with  one si x t een figu re num ber replies wit h another 
wit h in  two seconds .  I would defy a nyone to learn from th ese 
rep l ies sufficient a bout the programme to be ab le to pred ict  any 
replies to unt ried va lues.  

(9 )  The A rgument from Extra-Sensory Perr.eption . I assume 
that the reader is fam i l iar with the  idea of extra-sensory per­
ception , and the meaning of the four items of i t ,  viz. te lepat hy , 

c la irvoyance , precognition and psycho-kinesis. These d isturb­
i ng phenomena seem to deny all  our usual scientific ideas. 
How we should l ike  to discredit  them ! Unfortunate ly t h e  
statistica l evidence, at least f o r  telepathy , i s  overwhelming. It  is 
very d i fficu l t to rearrange one 's ideas so as to fit these new facts 
in .  Once one has accepted t hem it does not seem a very big step 
to be l ieve in ghosts and bog ies . The idea that our bodies move 
s imp ly accord ing to the known laws of physics, together with 
some others not yet d iscovered but somewhat similar,  would 
be one of t he first to go . 

This argument is to my mind qu ite a s t rong one .  One can say 
in reply that many sc ientific theories seem to rema in workable 
in practice, in spite of c lashing with E.S . P .  ; that in fact one 
can get along very nice ly i f  one forget s about i t .  This is rat her 
cold comfort ,  and one fears that th inking is j ust the kind of 
ph enomenon where E . S . P .  may be especia l ly . relevan L 

A more specific argument based on E . S . P .  m ight run as fol lows : 
" Let us play the imitat ion game , using as witnesses a man who 
is good as a telepathic receiver, and a d ig ita l computer . The 
interrogator can ask such quest ions as ' What suit does the card 
in my right hand belong to 1 ' The man by te lepathy or clair­
voyance gives the right answer 1 30 ti mes out of 400 cards . The 
machine can only guess at random ,  and perhaps gets 104 right , 
so the interrogator makes the right identification. ' '  There is an 
i nteresting possibil ity which opens here . Suppose the digita l com­
puter contains a random number generator.  Then i t  wi l l  be 
natural to use this to decide what answer to give . But then the 
random number generator will be subject to the psycho-kinetic 
powers of the interrogator.  Perhaps this psycho - kinesis might 
cause the mach ine to guess right more often t han would be 
expected on a probability calculation , so that the interrogat or 
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might st i l l  be unable to make the righ t ident i ficat ion .  O n  the 
ot her hand , he m ight be able t.o guess r ight. w i t hout  uny question­
ing,  by c la irvoyance. Wit.h E . S . P. anyt hing may happen . 

I f  t e lepathy is a d m itt ed it wi l l  he necessary t o  t i gh t en ou r 
test. u p .  The situat ion could be rega rded as ana logous to that 
whkh woulcl occur i f  the i n t crrogator w e re t a lk ing to h i mR(' l f  
and one o f  t h e  competitors w a s  l isten i ng wit h h i s  ear t o  t h e  wal l .  
T o  put. t he com petit.ors into a ' t e lep i t  b y - p roo f room ' would  
satisfy al l  requirements. 

7. Leaming Machines . 
The rea1 ler wi l l  have ant  ie i pat ed t hat I have no very convinc ing 

argument s of a posi t i ve nat u re to support my views .  If I hacl  I 
shou ld not have taken such pai na  to point out  t h e  fa l lacies i n  
cont rary views. Such evidence as I have I sha l l  now give .  

Let u s  return for a moment to  Lady Lovelace's  obj ect.ion , 
which st ated that the machi ne can o n l y  do what we te l l i t  to d o .  
One cou ld say that a m a n  c a n  ' inject ; a n  idea i nto the mach ine ,  
and t h at. i t  wi l l  responcl to  a cert a i n  extent and t h en drop 
into quiescence , l ike a piano string struck by a hamme r .  Another  
si m i le  wou ld be an atomic p i l e  of less than < " r it ica l s iie  : a n  
inj ected idea is to correspornl t o  a neutron entering t he pi le 
from w i t hou t .  Each such neut ron wi l l  cause a certain dist u rban< 'e 
w h ich  eventually dies away . I f ,  however, the size of t he pi le  is  
sufficiently i ncreased , the d isturbance caused by such an i ncoming 
neut ron wi l l  very l ikely go on an< l  on increa sing unti l the  w hole 
pi le  is  destroyed . I s  there a corresponding phenomenon for 
m inds, and is  there one for  machines ? There does seem to 
be one for the human mind . The majority of them seem to be 
' su b-cl'i t ical ' ,  i .e .  to correspond in this analogy to pi les of su h ­
crit ical  s ize.  An i d ea  presented t o  such a mind wi l l  on a verage 
give rise to leBB than one idea in reply.  A small ish proportion 
are su per-cr i t ica l .  · An idea presented to such a mind may give 
rise to a whole ' theory ' consisting of secondary , t e rtiary and 
more remote ideas. An imals m i nds seem to be very definite ly  
sub-cri t ica l .  Adhering to  t h is ana logy we ask, ' C a n  a machine 
be made to be super-cri t ica l ? '  

The ' sk in  o f  a n  onion ' ana logy i s  a lso helpful .  I n  considering 
the funct ions of the mind or the bra i n  we find certain operations 
which  we can ex plain in purely mechanical terms. This we say 
does not correspond to the rea i mind : it  is a sort of skin which 
we must strip off i f  we are to find t he real mind . But then in 
what rema i ns we find a further skin to be stripped off, and so o n .  
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Proceeding in this way do we ever come to t he ' real ' mind, or  
do we eventual ly come to the skin which has noth ing i n  i t. ? In 
the latter case t he whole mind is mucl1anica l .  ( I t would not 
be a d iscrete-state machine however .  We have discussed this . ) 

These last t wo paragra phs do not c la im to be convincing 
argument s .  They should rat her be descrihe<l as ' ree i t at ions 
tendi ng to p roduce be l ief ' . 

The only rea l ly satisfactory support thiot can be given for t he 
view expressed at the begirming of § 6, wi l l  be that pro vided by 
wai t ing for t he end of the century and then doing t he experiment 
d escribed . But what can we say in  the meant ime 1 \\'hat 
steps shou ld be taken now i f  the experiment is t-0 be 
successful ? 

AB I have explained , the  prublem is mainly one of progra mming . 
Advances in engineering wil l  Lave to be made too , but it seeilUl 
unlikely that t hese wi l l  not be ad eqllat e for the requirements. 
Est imates of t he storage capacity of the brain vary from 1 01 0 

to 101 5 binary digits .  I incline to the lower rnlues and believe 
t hat only a very sma l l  fract ion is used for the h igher types of 
t hinki ng . Most of i t  is proba bly used for t lw re t en t ion of  v isual  
i mpressions.  I 11hou ld be su rpr ised i f  mun� t ha n  1 09 was required 
for sat isfact o ry playing of the imitation gn.me, at a ny rat e aga inst 
a bl ind man . ( N ot e-The capacity of t he Encycl�ia 
Britannfrn, 1 1 t h edi t io n ,  is 2 x 109. ) A storu �e <'a pac it y of 1 07 
wou ld be a very pract icable possi bi l i t y  e\'en by pre11ent t ec h ­
n ique8 . I t  i s  pro bably not necessa ry to  i nrrease t he spee< l o f  
operat ions of  t he machines at al l .  Pa rt s  of modern machines 
whid1 can be regarded as ana logues of ne1Te ce l ls work about 
a t housand t imes fast er t han t h e  latter .  T h is should provide a 
' marg in of sa fet y ' which could cover losses of speed arising 
i n  many ways. Our p rob lem then is t<1  find out how to programme 
t hese machines to p lay t he game . At my present rat e of working 
I produce about a t housand digits of programme a day,  so t hat 
a bout si xty workers, working steadi ly t hrough t he fifty years 
might accompli11h t h e  job ,  i f  nothing went into t he waste-paper 
basket. Some more expedit ious method seems desi rable . 

I n  the process of t rying to imitate an adult  human m i nd we 
are bound to think a good deal about the process whieh has 
brought i t  to t h e stat e  that i t  is i n .  We may not ice t h ree 
componen t s ,  

( a )  T h e  in i t ia l  sta t e  of the  m ind , say at  b i rt h ,  
(b)  The educat ion t o  which i t  has been 1mbjert ed , 
(c) Ot her  experience , not to be desc ri bed aR ed urat ion, t o  

w h i c h  i t  has been subj ec ted . 
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Inst ead of t ry ing t o  pro<luce a programme t o  si m u lat e the 
[ 1 3 Il adult min<l , why no t rat her try to produc:e one which simulates 

the child's ? I f  t h is were t hen subj ect ed to an appropriat e 
oourse of education one would obtain t h e  adult  brain .  Pre­
sumably t h e  chi ld- brain is somet hing l ike a not e- book as one 
buys i t  from the stationers. Rather l i tt le  mechan i11m ,  and lots  
of blank sheet s .  (Mec hani11m and wri t i ng are from our  point of  
view almost synonymous. ) Our hope is  t hat t h ere is  so l ittle 
mechanism in the chi ld-brain that something l ike i t  can be easi ly 
progra mmed . The amount of work i n  the educat ion we can 
assume , as a first appro x i mation , to be mnch the oome as for the 
huIJ1an chi l<l .  

We have t hus d i \· i <led o u r  problem int o  t wo parts. T h e  
child -programme and t he education process . These t w o  remain 
very c loooly connect ed . We cannot ex pect to find a goo<l chi ld ­
machine at the first att empt. One must experi ment ..... ith t eachi ng 
one such machine and see how we l l  i t  l earns .  One can then try 
anot her and see i f  it  is better or worse . There is an obvious 
connect ion bet ween t h is  process and evolut ion , by t he ident ifi­
cat ions 

Struct ure of t h e  chi l d  machine = Hered i t a ry  mat eria l  
Changes , ,  = Mutations 
Nat ural select ion = Judgment of t h e  experiment e r  

O n e  may hope ,  howeve r ,  t hat this process w i l l  be m o r e  expedit ious 
t han evolut ion .  The su rvival of the fitt est i s  a slow met hod for 
measuring advant ages. The experimenter ,  by t h e  exercise of 
inte l l igence , shoul<l be ab le  to speed i t  u p .  Equa l ly important is 
the fact t hat h e  is not rest ril' tcd to  ra ndom m u t a t ion!' . I f  h e  
can t race a cau se for s o me weakness he c a n  probably t h i n k  of th e 
kind of mutat ion which wi l l  i mprove i t . 

It \\i l l  not be posf'i b le  to apply e x aet ly t h e  same t eaching 
process to t h e  machi ne as to a normal c h i ld .  It wi l l  not , for 
inst ance,  be provided \\it h  legs, so that i t  could not be asked 
to go out and fill the cnal scutt le .  Possi bly it  might not have 
eyes . But however w e l l t hese d efic iencies might be overcome 
by clever engineering , one could not sen<l t he creature to school 
without the other chi ldren making excessive fun of i t . It must 
be given some t ui t io n .  We need not be too concerned about 
t h e  legs, eyes, et c .  T h e  example o f  Miss Helen Keller shows 
that education can take place provided that communication 
in  bot h  direct ions between teacher and pupil can take place by 
some mea ns or ot her .  
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We norma l ly associat e pun ishment s and rewards with the 

teaching proeeBB. Some simple chi ld - machines can be con - [ 1 4] 
struct ed or programmed on this sort of principle . The machine 
has to be so constructed tha t events whic h  short ly preceded the 
occurrence of a punishment-signal are un likely to be repeated , 
whereas a reward -signa l increased the probabi l ity of repetition 
of the events which led up to ir .  These definitions do not pre-
suppose any feel ings on the part of  the machine . I have done 
some ex periments with one such ch ild-mach ine , and succeeded 
in teaching it a few things, but the teaching method was too 
unorthodox for the experiment to be consid ered really successful .  

The use of punishments and rewards can at  best be a part of 
the teaching process . Roughly speaking , if  the teacher has no 
other means of communicat ing to the pupi l , the amount of 
information which can reach him does not exceed the total num­
ber of rewards and pun ishments applied . By the time a chi ld 
has learnt to repeat ' Casabianca ' he would probab ly feel very 
sore indeed , if the text could only be discovered by a ' Twenty 
Quest ions ' technique, every ' NO '  taking the form of a blow . 
I t  is necessary therefore to have some other ' unemotiona l ' 
channels of communication. If these are avai lable it is poBBible 
to teach a machine by punishments and rewards to obey orders 
given in some language, e.g. a symbolic language. These orders 
are to be transmitted through the ' unemotional ' channels . 
The use of this language wi l l  diminish greatly t he number of  
punishments and rewards required . 

Opinions may vary as to the complexity which is suitable i n  
t h e  chi ld  machine. One m ight try to  mu.ke it as simple as 
poBBible com,ist ent ly w ith the general principles . Alt ernat ively 
one migh t  have a complete syst em of log ical inference ' built in ' . 1  
I n  the latter case the store would b e  large ly occupied with de­
finitions and proposi t ions . The propositions would have various 
kinds of stat us , e .g .  we l l -establ ished facts , conj ectures , mathe­
matically proved t heorems, statements given by an authority , 
expreBBions having the logica l  form of proposition but not bel ief­
value. Certain proposit ions may .be described as ' imperatives ' . 
The machine should be so constructed that as soon as an im­
perative is classed as ' wel l -establ ished ' the appropriate act ion 
automatically takes place . To i l lustrate thiB, suppose the teacher 
says to the machine , ' Do your homework no w ' .  Thin may 
cause " Teacher says ' Do your homework now ' " to be included 
amongst the well -establ ished facts .  Another such fact might be , 

1 Or rather ' programmed in ' for our child . machine will be programmed 
in a digital computer. But the logical system will not have to be learnt. 
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" Everyt h ing t hat teacher says is true " .  Com bi n i ng these may 
eventual ly lead to t he imperative , ' Do your homework now ' ,  
be i ng inrluded amongst t h e  wel l-established facts, and t h is ,  
b y  t h e  ronst ruct ion o f  t h e  mach ine , "'; 1 1  mean that t h e  homework 
act ua l ly gtit s  st arted , but the effect is very satisfac tory . T h i>  
processes of  in ference used b y  t h e  mach ine need not he such 
as would satisfy tbe most exact ing logir ians . There might for 
instance be no hierarchy of types.  But t h is need not mean that 
t y pe fa l lacies will occu r, any more than we are bound to fa l l  
over unfenced cl iffs .  Suit able imperatives (expressed within 
t he syst ems, not forming part of the ru les of t he syst em ) such 
as ' Do not use a class unlees it  is a subclass of one which has 
been ment ioned by teacher ' can have a sim i lar effect to ' Do not 
go t oo nE"l\r the edge ' .  

T h e  i mperat i ves t hat can b e  o beyed b y  a machine that has 
no l imhs are bound to be of a rather intel lectual character, as in 
the examp le (doing homework) given above . Important amongst 
sue h i m�rat ives wi l l  be ones wh ieh regulate the order in which 
t he ru lP-s of  the  log ica l system concerned are to be applied . 
Fo r at each st age when one is using a log ical  system , there is a 
very large number of a lternat i ve steps, any of which one is 
perm i t t ed to a pp ly , so far as obedience to t he rules of the logical  
system is coneerned . These choices make the  d iffe rence between 
a bri l l ia nt. and a footling reasoner, not t he d i fference between a 
sound and a fa l lac ious one . Proposi t ions lead ing to imperat ives 
of t his  k ind might be " When Socrates is mentioned , use the  
sy l logism in  Barbara " o r  " I f  one method h a s  been proved to b e  
quicker t han another , do n o t  use the slower method " .  Some 
of t h ese m ay be ' given by authori t y ', but oth ers may be pro­
duced by t h e  mach ine itse l f ,  e .g. by sc ient ific induction . 

The idea of a learn ing machine may appear paradox ical  to 
some reade rs . How can t he ru les of operat ion of the mach ine 
change ? They should describe comp lete ly how the machine 
w i l l  react whatever its h istory might be, whatev er changes 
it m igh t undergo . The rules are t h us quite t ime- invariant . 
Th is is quit e true.  The explanat ion of t he paradox is t hat the 
rules which get changed in the learning process are of a rather 
less pretent ious kind , claiming only an ephemeral validity .  Th e 
reader may draw a para l le l with the Const itution of the United 
States . 

An import ant feature of a learning machine is that its teacher 
wi l l  often be very large ly ignorant of quite what is going on 
inside,  a l t hough he may sti l l  be able  to some extent to pred ic t 
his  pupil 's behaviour. This should apply most strong ly to the 
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lat.er ed uca. Lion ul  a marh ine ar ising from a rh i h.l - mach ine of 
wel l -t ried design (or programme) .  This is in r lear contrast 
with normal procedure when using a mach ine to do com pu t :i t ions : 
one's object is t hen to have a c lea r ment a l  pictu re of the state of  
the mach ine at each moment in  t h e  <'omputat ion . This o bject  
can only be achieved wit h a st rugg le . The view t hat ' t he machine 
can on ly do what we know how to order it to do ' ,  1 appears 
strange in face of th is .  Most of t.he  programmes which we can 
put into the machine wi l l  result in  its doing something that we 
cannot make sense of at a l l ,  or  wh ich we regard as completely 
random beha v iou r . Intel l igent behaviour presumab ly consists 
in a departure from the comp le te ly d iscipl ined behaviour in­
vo lved in computat ion , but a rat her sl ight one , which Joes not 
give rise to random behaviour ,  or to point less repet i t ive loops . 
Anot her i mportant resu lt of prepa ring our mach ine for its part in 
the imitation ga me by a procel!s of teaching and learn ing is  that  
' human fal l ibi l ity ' is  l ikely to be omitted in a rather nat ura l 
way, 1'. . e .  without specia l ' coach ing ' .  (The reader should reconeilP 
this with the point of view on pp.  24, 25. ) Proresses t hat are 
learnt do not produre a hundred per cent . certainty of resu l t  ; 
i f  they d id  they could not be unlearnt . 

It is probably wise to inr lude a random element in a learning 
machine ( see p. 4 38 ) .  A random element is rat her . useful when 
we are sea rch i ng for a solut ion of some . problem . Suppose for 
instance we wanted to find a nun; h�r between 50 a nd 200 which 
was equal to the square of the s u m  of its digi ts ,  we might sta rt 
at 5 1  then t ry 52 and go on unt i l  we got a number that  worked . 
Alternatively we might choose numbers at random unt i l  we got a 
a good one.  This method has the advantage that it is unnecessa ry 
to keep track of the val ues that have been t ried , but t he dis­
ad vantage t hat one may t ry the same one twice ,  but this is not 
very important if  there are several solutions.  The systemat ic 
method has  the  disadvantage that th ere may be an eno r mous 
block without any solutions in the reg ion which hos  to be i n ­
vest igated first . Now the learn ing process may be rega rded 
as a search for a form of behaviour which wi l l  satisfy the teacher 
(or some other criterion ) .  S ince there is  probab ly a very large 
number of satisfactory solutions the random met hod seems 
to be better t han the syst ematic . It should be not iced that it is 
used in t he analogous process of evolut ion.  But there t he 
systemat ic method is not po88ib le . How could one keep t rack 

1 Compare Lady Lovt'lac-P'8 statement (p.  450), which dm•s not cont ain 
the word ' only ' ,  

[ 1 59Il 



4 60 A .  M .  T l ' R I N U  : ('mf P UTI N<J M A C H  I S  E R V  A N O  I NTEL L U : El\C'E 

of t h e d i ffe rent genet i<'al  combinat ions t h at had Leeu t ried , so 
as to avo id trying them agai n ? 

We may hope that machines wi l l  event t<a l ly C'om pet e wit h men 
in a l l  pu re ly  intellectual fields.  But wh iC 'h a re the beat ones to 
Rt art  w i t h ? Even t h is is a d i fficu l t d er ision . Many peop le 
t h ink  t hat a very abst ract act iv i t y ,  l i ke t he play ing of chess, 
would be best . It can a lao be mainta i ne<l t hat i t  is  best t o  
provide t h e machine wit h t h e  best sense orga ns t hat money c a n  
buy,  and t hen t each i t  to underst and a n d  spea k Engl ish . This 
proC'ess could fol low t h e norma l t each ing of a ch i ld . T h i ngs 
would  be point ed out and named , et c . Aga in I do not know 
what t he r ight answer is, but I th ink bot h approaches shou ld be 
t ried . 

We can only see a short d istance ahead , but we can see plent y 
I h ere t hat needs to be done . 
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Chapter 25 

D I G I T A L  C O M P U T E R S  A P P L I E D  

T O  G A M E S  

Chess problems are the hymn tunes of malhematics-G. H. HARDY 

MACHINES WHICH WILL PLAY GAMES have a long and interesting 
history. Among the first and most famous was the chess-playing 
a.utomaton constructed in 1 7 69 by the Baron Kempelen ; M. Maelzel 
took it on tour all over the world, deceiving thousands of people 
into thinking that it played the game automatically. This machine 
was described in detail by Edgar Allan Poe ; it  is said to have 
defeated Napoleon himself-and he was accounted quite a good 
player, but it was finally shown up when somebody shouted "FIRE" 
during a game, and caused the machine to go into a paroxysm 
owing to the efforts of the little man inside to escape. 

I n  about 1 890 Signor Torres Quevedo made a simple machine­
a real machine this time-which with a rook and king can check­
mate an opponent with a single king. This m;;i.chine avoids stalemate 
very cleverly and always wins its games. It allows an opponent to 
make two mistakes before it refuses to play further with him, so it 
is always possible to cheat by moving one's own king the length of 
the board . The mechanism of the machine is such that i t  cannot 
move its rook back past its king and one can then force a draw ! 
This machine, like Babbage's  "noughts and crosses" machine is 
relatively simple, the rules to be obeyed are quite straightforward , 
and the machines couldn' t lose . Babbage thought that his analytical 
engine ought to be able to play a real game of chess, which is a 
much more difficult thing to do.  

I n  this chapter we discuss how a digital compu ter can be made 
to play chess-it does so rather bad ly, and how it plays draughts­
it  does so quite well . We shall also describe a special simple machine 
which was built to entertain the public during the Festival of 
Britain .  It was called Nimrod because it played nim, a game 
which is like noughts and crosses, in that the tricks which are needed 
to win can be expressed in mathematical terms. This machine was 
on show in South Kensington for six months and took on all comers. 
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During the Festival the Society for Psychical Research came and 
fitted up a room nearby in order to see if the operations of the 
machine could be influenced by concentrated thought on the part 
of the research workers, most of whom were elderly ladies. When 
this experiment had failed they tried to discover whether they in 
turn could be affected by vibrations from the machine, and could 
tell from another room how the game was progressing. Unfortun­
ately this experiment, like the first, was a complete failure, the only 
conclusion being that machines are much less co-operative than 
human beings in telepathic experiments. 

At the end of the Festival of Britain Nimrod was flown to Berlin 
and shown at the Trade Fair. The Germans had never seen any­
thing like it, and came to see it in their thousands, so much so in 
fact that on the first day of the show they entirely ignored a bar at 
the far end of the room where free drinks were available, and i t  was 
necessary to call out special police to control the crowds. The 
machine became even more popular after i t  had defeated the 
Economics Minister, Dr. Erhardt, in three straight games . After 
this it was taken to Canada and demonstrated to the Society of 
Engineers in Toronto. I t  is still somewhere on the North American 
continent, though it may have been dismantled by now, and i t  
would b e  amusing t o  match i t  against some of the other nim-playing 
machines which h ave been built in the last year or two. 

The reader might well ask why we bother to use these com­
plicated and expensive machines in so trivial a pursuit as playing 
games. It would be disingenuous of us to disguise the fact that the 
principal motive which prompted the work was the sheer fun of the 
thing, but nevertheless if ever we had to justify the time and effort 
(and we feel strongly that no excuses are either necessary or  called 
for) we could quite easily make a pretence at doing so. We have 
already explained how hard all programming is to do, and how much 
difficulty is due to the incompetence of the machine at taking an 
overall view of the problem which i t  is analysing. This particular 
point is brought out more clearly in playing games than in anything 

[ 1 D else. The machine cannot look at the whole of a chess board at 
once ; it has to peer short-sightedly at every square in turn, in much 
the same way as it has to look at a commercial document. Research 
into the techniques of programming a machine to tackle com­
plicated problems of this type may in fact lead to quite important 

[ 2] advances, and help in serious work in business and economics­
perhaps, regrettably, even in the theory of war. We hope that 
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mathematicians will continue to play draughts and chess, and to 
enjoy themselves as long as they can . 

We have often been asked why we don't  use the machine to 
work out the football pools, or even to do something to remove the 
present u ncertainty about the results of tomorrow's horse races. [ 3 ]  
Perhaps one day we shall persuade our mathematicians to apply 
themselves to this problem too .  I t  would first be necessary to estab-
lish a series of numerical criteria from which the machine could 
predict the results with greater certainty than the ordinary citizen 
can achieve with his pin ; the presumption underlying the whole 
idea is that such criteria do in fact �xist, but that they are too 
complicated for a man to apply in time, whereas a machine could do 
the necessary computations for him. It is most unlikely that a 
machine could ever hope to predict (for example) the results of a 
single football match, but it is at least possible that a detailed 
analysis might significantly improve the odds in favour of the 
gambler, so that if he i nvested on a large enough scale he could 
make a profit. It is notoriously true that mathematics, and par­
ticularly the theory of probability, owes more to gambling than 
gambling owes to mathematics ; perhaps a machine might do 
something to restore the balance. Lady Lovelace lost a fortune by 
trying to back horses scientifically, and many others have done the 
same ; all one could hope for is a slight improvement in the odds. 
We might make it pay but we doubt it ; as an academic exercise it 
would be amusing, but we shall give the project a low priority. 

C H E S S  

When one i s  asked, " Could one make a machine to play chess ? "  
there are several possible meanings which might be given t o  the 
words. Here are a few-

( a) Could one make a machine which would obey the rules of [4] 
chess, i . e .  one which would play random legal moves, or which 
could tell one whether a given move is a legal one ? 

(b)  Could one make a machine which would solve chess prob- [ 5 ] 
lems, e .g .  tell one whether, in a given position, white has ·a forced 
mate in three ? 

(c) Could one make a machine which would play a reasonably [6] 
good game of chess, i . e .  which, confronted with an ordinary ( that is, 
not particularly unusual) chess position, would after two or three 
minutes of calculation, indicate a passably good legal move ? 
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[7 Il (d) Could one make a machine to play chess, and to improve its 
play, game by game, profiting from its experience ? 

To these we may add two further questions, unconnected with 
chess, which are likely to be on the tip of the reader's tongue. 

[ 8 Il  (e) Could one make a machine which would answer questions 
put to it, in such a way that it  would not be possible to distinguish 
its answers from those of a man ? 

[9 Il (/)  Could one make a machine which would have feelings as 
you and I have ? 

The problem to be considered here is (c) , but to put this problem 
into perspective with the others I shall give the very briefest of 
answers to each of them. 

To (a) and (b) I should say, "This certainly can be done . If it 
has not been done already it  is merely because there is something 
better to do." 

Question (c) we are to consider in greater detail, but the short 
answer is, "Yes, but the better the standard of play required, the 
more complex will the machine be, and the more ingenious perhaps 
the designer. "  

To (d) and ( e )  I should answer, "I  believe s o .  I know o f  n o  really 
convincing argument to support this belief, and certainly of none 
to disprove it ."  

To ( f )  I should say, " I  shall never know, any more than I shall 
ever be quite certain that you feel as I do. " 

In each of these problems except possibly the last, the phrase, 
" Could one make a m�chine to . . .  " might equally well be re­
placed by, " Could one programme an electronic computer to . . .  " 
Clearly the electronic computer so programmed would itself constitute 
a machine. And on the other hand if some other machine had been 
constructed to do the job we could use an electronic computer (of 
sufficient storage capacity) , suitably programmed, to calculate what 
this machine would do, and in particular what answer it  would give. 

After these preliminaries let us give our minds to the problem of 
making a machine, or of programming a computer, to play a 
tolerable game of chess. In this short discussion it is of course out of 
the question to provide actual programmes, but this does not really 
matter on account of the following principle-

Jf one can explain quite unambiguously in English, with the aid of 
mathematical symbols if required, how a calculation is to be done, then it is 
always possible to programme mry digital computer to do that calculation> 
provided the storage capacity is adequate. 
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This i s  not the sort o f  thing that admits o f  clear-cut proof, but 
amongst workers in the field it  is regarded as being clear as day. 
Accepting this principle, our problem is reduced to explaining 
"unambiguously in English" the rules by which the machine is to 
choose its move in each position .  For definiteness we will suppose the 
machine is playing white. 

If the machine could calculate at an infinite speed, and also had 
unlimited storage capacity, a comparatively simple rule would 
suffice, and would give a result that in a sense could not be improved 
on. This rule could be stated : 

" Consider every possible continuation of the game from the 
given position .  There is only a finite number of them (at any rate if 
the fifty-move rule makes a draw obligatory, not merely permissive) . 
Work back from the end of these continuations, marking a position 
with white to play as 'win' if there is a move which turns it  into a 
position previously marked as 'win. '  If this does not occur, but 
there is a move which leads to a position marked 'draw,' then mark 
the position 'draw . '  Failing this, mark it 'lose. ' Mark a position 
with black to play by a similar rule with 'win' and 'lose' interchanged. 
If after this process has been completed it is found that there are 
moves which lead to a position marked 'win, ' one of these should be 
chosen. If there is none marked 'win' choose one marked 'draw' if 
such exists . If all moves lead to a position marked 'lose, ' any move 
may be chosen. ' '  

Such a rule i s  practically applicable in the game o f  noughts and Il 1 0] 
crosses,  but in chess is of merely academic interest .  Even when the 
rule can be applied it  is not very appropriate for use against a weak 
opponent, who may make mistakes which ought to be exploited . 

In spite of the impracticability of this rule it bears some re­
semblance to what one really does when playing chess; One does 
not follow all the continuations of play, but one follows some of them. 
One does not follow them until the end of the game, but one follows 
them a move or two, perhaps more . Eventually a position seems, 
rightly or wrongly, too bad to be worth further consideration, or (less 
frequently) too good to hesitate longer over. The further a position 
is from the one on the board the less likely it is to occur, and therefore 
the shorter is the time which can be assigned for its consideration. 
Following this idea we might have a rule something like this-

"Consider all continuations of the game consisting of a move by 
white, a reply by black, and another move and reply. The value of 
the position at the end of each of these sequences of moves is estimated 
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according to some suitable rule. The values at earlier positions are 
then calculated by working backwards move by move as in the 
theoretical rule given before. The move to be chosen is that which 
leads to the position with the greatest value. "  

It  i s  possible t o  arrange that n o  two positions have the same value. 
The rule is then unambiguous. A very simple form of values, but one 
not h aving this property, is an "evaluation of material," e.g. on the 
basis-

P = I 
Kt = 3 
B = 3! 
R = 5 
Q = I O  

Checkmate = 1 000 

If  B is black's total and W is white's, then W/B is quite a good 
measure of value. This is better than W - B as the latter does not 
encourage exchanges when one has the advantage. Some small 
extra arbitrary function of position may be added to ensure 
definiteness in the result .  

The weakness of this rule i s  that it follows al l  combinations 
equally far. I t  would be much better if the more profitable moves 
were considered in greater detail than the less . It would also be 
desirable to take into account more than mere "value of material ."  

After this introduction I shall describe a particular set  of  rules, 
which could without difficulty be made into a machine programme. 
It  is understood that the machine is white and that white is next to 
play. The current position is called the position on the board, and the 
positions arising from it  by later moves positions in the ana(ysis. 

" CONSIDERABLE" MOVES 

" Considerable" here is taken to mean moves which will be 
"considered" in the analysis by the machine. 

Every possibility for white's next move and for black's reply is 
" considerable." If a capture is considerable then any recapture is 
considerable. The capture of an undefended piece or the capture of 
a piece of higher value by one of lower value is always considerable. 
A move giving checkmate is considerable. 

DEAD POSITION 

A position in the analysis is dead if there are no considerable 
moves in that position, i .e .  if it is more than two moves ahead of the 
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present position, and n o  capture o r  recapture o r  mate can b e  made [ 1 2D 

in the next move. 

VALUE OF POSITION 

The value of a dead position is obtained by adding up the piece 
values as above, and forming the ratio W/B of white's total to 
black's .  In other positions with white to play the value is the 
greatest value of (a) the positions obtained by considerable moves, or 
(b) the position itself evaluated as if a dead position. The latter 
alternative is to be omitted if all moves are considerable. The same 
process is to be undertaken for one of black's moves, but the machine 
will then choose the least value. 

POSITION-PLAY VALUE 

Each white piece has a certain position-play contribution and so 
has the black king. These must all be added up to give the position­
play value. 

For a Q,  R, B, 0r Kt, count-
(a) The square root of the number of moves the piece can make 

from the position, counting a capture as two moves, and not for­
getting that the king must not be left in check. 

(b) (If not a Q) 1 · 0 if it is defended, and an additional 0 · 5  if 
twice def ended. 

For a K, count-
(c) For moves other than castling as (a) above. 
( d) I t  is then necessary to make some allowance for the vulner­

ability of the K. This can be done by assuming it to be replaced by a 
friendly Q on the same square, estimating as in (a) , but subtracting 
instead of adding. 

(e) Count 1 ·o  for the possibility of castling later not being lost by 
moves of K or rooks, a further 1 ·o if castling could take place on the 
next move, and yet another 1 ·o  for the actual performance of castling. 

For a P, count-
( f) 0 · 2  for each rank advanced. 
(g) 0 · 3  for being defended by at least one piece (not P) . 
For the black K, count-
(h) 1 · o  for the threat of checkmate. 
(i) 0 · 5  for check. [ 1 3 D  
We can now state the rule fo r  play as follows . The move chosen 

must have the greatest possible value, and, consistent with this, the 
greatest possible position-play value. If this condition admits of 
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several · solutions a choice may be made at random, or according to 
an arbitrary additional condition. 

Note that no "analysis" is involved in position-play evaluation. 
This is to reduce the amount of work done on deciding the move. 

The game below was played between this machine and a weak 
player who did not know the system. To simplify the calculations 
the square roots were rounded off to one decimal place, i .e .  this 
table was used-

Number . 

Square Root 

• 0 
• 0 

2 3 4 5 6 7 8 9 J O  J I  1 2  J 3 
1 ·4 1 · 7  2 · 0 2 · 2 2 · 4  2 · 6  2 · 8  3 · 0  3 · 2  3 ' 3 3 ' 5 3 · 6  

No random choices actually arose in this game. The increase of 
position-play value is given after white's  move if relevant. An 
asterisk indicates that every other move had a lower position-play 
value. 

Notes-

While (Maclii11e) 
I .  P-K 4 4· 2 *  
2 .  Kt-Q B 3 3 · 1 *  
3 .  P-Q 4 2 · 6* 
4. Kt-K B 3 1 U  2 · 0  
5 · B--Q 2 3 · 5 * 
6. P-Q 5 · 0 · 2 
7. P-K R 4121 J · 1 *  
8 .  P-Q R 4121 J ·o* 
g. P x Kt 

1 0 .  B-Kt 5 ch.  2 ·4* 
J I .  P x P  
1 2 .  P x P  
1 3 . B--R 6 - 1 · 5 
1 4. Q-K 2 o · 6  
1 5. K R-Kt 1 13 >  J ·2 *  
1 6 .  R-Kt 5 16 1  
1 7 . B--Kt 5 
1 8. 0-0-0 
J g . B--B 6 
20. B-Q 5 
2 1 .  B x B  
2 2 .  K-Q 2 
23.  R-Kt 4 
24. Q-Q 3 
25.  B--K t  3 
26. B-B 4 
2 7 .  R-K t 3 
28. B x K t 
2 9. Q x P  1 • 1  
30. Resigns1 7 1  

0 · 4  
3 · 2 *  

- 0 · 3  

1 .  If B-Q 2 3 · 7 * then P X  P is foreseen. 
2. Most inappropriate moves. 
3. I f  white castles then B x  Kt, B x  B ,  Q X P. 
4.  The fork is unforeseen at whi te 's last move. 
5. Heads in the sand ! 
6. Fiddling while Rome burns ! 
7 .  On the advice of his trainer. 

[ I 68 D  

Black 
P-I<. 4 
Kt-K B 3  
B-Q K t 5 
P-Q 3 
Kt-Q B 3 
K t-Q 5 
B-Kt 5 
K t x Kt ch. 
B--K R 4  
P-Q B 3 
0-0 
R-K t 1 
Q-R 4 
Kt-Q 2 
Kt-B 4141 
B--K t 3 
Kt x Kt P 
K t-B 4 
K R-Q B 1 
B x Kt 
Qx P  
Kt-K 3 
K t-Q 5 
K t-Kt 4 
Q-R 3 
B--R 4  
Q-R 5 
Q x B  
R-Q 1 14 1  



2 94 F A S T E R  T H A N  T H O U G H T  

Numerous criticisms o f  the machine's play may be made. I t  is 
quite defenceless against forks, although it may be able to see certain 
other kinds of combination. It  is of course not difficult to devise 
improvements of the programme so that these simple forks are fore­
seen. The reader may be able to think of some such improvements 
for himself. Since no claim is made that the above rule is particularly 
good, I have been content to leave this fl.aw without remedy ; 
clearly a line has to be drawn between the flaws which one will 
attempt to eliminate and those which must be accepted as a risk. 
Another criticism is that the scheme proposed, although reasonable 
in the middle game, is futile in the end game. The change-over from 
the middle game to the end-game is usually sufficiently clear-cut for 
i t  to be possible to have an entirely different system for the end-game. [ 1 4D 
This should of course include quite definite programmes for the 
standard situations, such as mate with rook and king, or king and 
pawn against king. There is no intention to discuss the end-game 
further here. 

If  I were to sum up the weakness of the above system in a few 
words I would describe i t  as a caricature of my own play. I t  was in 
fact based on an introspective analysis of my thought processes when 
playing, with considerable simplifications. It makes oversights 
which are very similar to those which I make myself, and which 
may in both cases be ascribed to the considerable moves being 
inappropriately chosen . This fact might be regarded as supporting 
the glib view which is often expressed, to the effect that " one 
cannot programme a machine to -play a better game than one plays 
oneself. "  This statement should I think be compared with another [ 1 5 D 
of rather similar form. "No animal can swallow an animal heavier 
than himself. "  Both statements are, as far as I know, untrue. They 
are also both of a kind that one is easily bluffed into accepting, 
partly because one tr.inks that there ought to be some slick way 
of demonstrating them, and one does not like to admi t that one 
does not see what this argument is.  They are also both supported by 
normal experience, and need exceptional cases to falsify them. 
The statement about chess programming may be falsified quite 
simply by the speed of the machine, which might make i t  feasible to 
carry the analysis a move farther than a man could do in the 
same time. This effect is less than might be supposed . Although 
electronic computers are very fast where conventional comp uting is 
concerned, their advantage is much reduced where enumeration of 
cases, etc . ,  is involved on a large scale. Take for instance the problem 
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of counting the possible moves from a given position in chess. If the 
number is 30 a man might do i t  in 45 seconds and the machine in 
l second . The machine has still an advantage, but i t  is much less 
overwhelming than it would be for instance when calculating cosines. 

In connexion with the question of the ability of a chess­
machine to profit from experience, one can see that i t  would be 
quite possible to programme the machine to try out variations in its 
method of play (e .g .  variations in piece value) and adopt the one 

[ 1 6] giving the most satisfactory results.  This could certainly be des­
cribed as "learning, " though it is not quite representative of 
learning as we know it. It might also be possible to programme the 
machine to search for new types of combination in chess. If this 
proj ect produced results which were quite new, and also interesting 
to the programmer, who should have the credit ? Compare this with 
the situation where a Defence Minister gives orders for research 
to be done to find a counter to the bow and arrow. Should the in­
ventor of the shield have the credit, or should the Defence Minister ? 

THE MANCHESTER u NlVERSITY MACHINE 
In November, 1 95 1 ,  some months after this article was written 

(by Dr. Turing) Dr. Prinz was able to make the Manchester Uni­
versity machine solve a few straightforward chess problems of the 
" Mate-in-Two" type (see Research, Vol. 6 ( 1 95 2 ) ,  p .  26 1 ) .  

I t  is usually true to say that the best  and often the only way to see 
how well the machine can tackle a par ticular type of problem is to 
produce a definite programme for the machine, and, in this case, in 
order to have something working in the shortest possible time, a few 
restrictions were imposed on the rules of chess as they were " ex­
plained" to the machine. For example castling was not permitted, 
nor were double moves by pawns, nor taking en passant nor the 
promotion of a pawn into a piece when i t  reached the last row ; 
further, no distinction was made between mate and stalemate . 

[ 1 7 ] The programme contained a routine for the construction of the 
next possible move, a routine to check this move for legality, and 
various sequences for recording the moves and the positions obtained . 
All these separate subroutines were linked together by a master 
routine which reflected the structure of the problem as a whole and 
ensured that the subroutines were entered in the proper sequence. 

The technique of programming was perhaps rather crude, and 
many refinements, increasing the speed of operation, are doubtless 
possible. For this reason, the results reported here can only serve as 

[ 1 70] 



296 F A S T E R  T H A N T H O U G H T  

a very rough guide t o  the speed attainable ; but they d o  show the 
need for considerable improvement in programming technique and 
machine performance before a successful game by a machine 
against a human chess player becomes a practical possibility. 

The programme, as well as the initial position on the chess board, 
was supplied to the machine on punched tape and then transferred 
to the magnetic s tore of the machine. 

A initial routine (sub-programme) was transferred to the 
electronic store, and the machine started its computation. The 
programme was so organized that every first move by white was 
printed out ; after the key move had . been reached the machine 
printed : "MATE ." 

The main result of the  experiment was that the machine is 
disappointingly slow when playing chess-in contrast to the extreme 
superiority over human computers where purely mathematical 
problems are concerned. For the simple example given in the 
position reproduced here, r 5 minutes were needed to print the 
solution. A detailed analysis shows that the machine tried about 
450 possible moves (of which about r oo were illegal) in the course of 
the game ; this means about two seconds per move on the average. 

A considerable portion of this time had to be used for a test for 
self-check ( i .e .  after a player had made a move, to find out whether 
his own King was left in check) . This was done by first examining all 
squares connected to the King's square by a Knight's move, to see 
(a) whether they were on the board at all, (b) whether they were 
empty or occupied, (c) if occupied, by a piece of which colour and 
(d) if occupied by a piece of opposite colour, whether or not this 
piece was a Knight.  A similar test had to be carried out for any 
other piece that might have put the King in check .  This test involves 
several hundreds of operations and, at a machine speed of I msec 
per operation, might take an appreciable fraction of a second . 

The next important time-consuming factor was the magnetic 
transfers, i .e .  the transfers of sub-programmes and data ( relating to 
positions and moves) between the magnetic and the electronic s tore. 
It is here that improved programming technique may save time by 
better utilization of the electronic store, thus reducing the number of [ l 8 D  
transfers (nine fo r  every legal move in the present programme) . 

Compared with these two i tems, the time spent in computing the 
moves appeared to be of minor importance although the machine 
not only computed the possible moves but also the impossible, but 
"thinkable" moves-meaning those which either carry the piece off 

[ 1 7 1 Il 



D I G I T A L  C O M P U T E R S  A P P L I E D  T O  G A M E S  297 

the board, or lead to a collision with a piece of the same colour already 
on the square. These moves, however, were quickly rejected by the 
machine and did not contribute greatly to the total computation time. 

It appears that if this crude method of programming were the 
only one available it would be quite impractical for any machine 
to compete on reasonable terms with a competent human being. 

Before we conclude too easily that no computer will ever compete 
in a Masters' Tournament let us remind ourselves that the Man­
chester machine solved a problem after a few weeks tuition, which 
represents quite reasonable progress for a beginner . 

The First Chess Problem Solved by a Computing Machine. The task set 
the Manchester machine was to find a move by white that would 
lead to a mate in the next move, whatever black migh t answer. 
The move is R-R6. 

81 • •  �J..�1 88 
71 . • • ll :t  78 
61 • a B ft B 68 
s1 1j B B se 
41 • • . 48 
31 . • • 38 
21 • • . 28 
1 1  B B B B .§ 1 8 

For solution of the problem by the machine the squares of the 
board were numbered in rather unusual fashion. The bottom row 
was numbered I I  to I 8  (from left to right) , the next 2 1  to 28, and so 
on to the top row, which was 8 I -88.  Square 68 was thus the square 
in row 6, column 8. The machine has printed out all the moves 
which white tried out to find a solution, and has printed "MATE" 
after finding and recording the key move, which appears in the 
form "Rook to 68 . "  

The list of moves is-

[ I 72D 

Pawn to 78 .  
Rook to I 7 .  
Rook to I 6 . 
Rook to I S · 
Rook to I 4. 
Rook to I 3 . 
Rook to 1 2 .  

Rook to 1 I .  
Rook to 2 8 .  
Rook t o  38 .  
Rook to  48 . 
Rook to 58.  
Rook to 68.  
MATE. 
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D R A U G H T S  

The game of draughts occupies an intermediate position between [ 1 9Il 
the extremely complex games such as chess, and the relatively 
simple games such as nim or noughts-and-crosses for which a com-
plete mathematical theory exists . This fact makes it a rather suitable 
subj ect for experiments in mechanical game playing, for although 
there is no complete theory of the game available, so that the machine 
has to look ahead to find the moves, the moves themselves are rather 
simple and relatively few in number. 

Various forms of strategy have been suggested for constructing 
an automatic chess player ; the purpose of such plans is to reduce the 
time taken by the machine to choose its move. As Prinz has shown, 
the time taken by any machine which considers all the possible moves 
for four or five steps ahead would be quite prohibitive, and the 
principal aim of the strategy is to reduce this number very consider­
ably, while at the same time introducing a scheme of valuing the 
positions which will allow it to choose a reasonably good move. The 
chief interest in games-playing machines lies in the development of a 
suitable strategy. 

Before any strategy can be realized in practice, however, the 
basic programme necessary to find the possible moves and to make 
them must be constructed . When this has been done the strategy, 
which consists principally of the methods by which positions can be 
valued, can be added to make the complete game player . It is 
obviously possible to make experiments with different strategies 
using the same basic move-finding-and-making routine. 

The basic programme for draughts, which is described in outline 
in the following paragraphs, is very much simpler than the corres­
ponding one for chess . It has in fact proved possible to put both it 
and the necessary position storage in the electronic store of the 
Manchester machine at the same time. This removes the need for 
magnetic transfers during the operation of  the programme, and 
this fact, together with the simplicity of the moves, has reduced 
the time taken to consider a single move to about one tenth of a 
second . 

BASIC PROGRAMME FOR DRAUGHTS 
We must fi rst  consider the representation of a position in the 

machine. The 32 squares used in a draughts board are numbered as 
shown in the diagram. 
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A position is represented by 3 thirty-two-digit binary numbers 
[ 20] (or words) B, W and K which give the positions of the black men 

( and kings) , the white men (and kings) and the kings (of either 
colour) respectively. The digits of these words each represent a 
square on the board ; the square n being represented by the digit 211 •  

[2 1 ] 

BLACK 

Thus the least significant digit represents square o and the most 
significant digit represents square 3 1 .  ( I n  the Manchester machine, 
where the word length is 40 digits, the last 8 digits are irrelevant) . 
A unit in the word indicates the presence, and a zero indicates the 
absence of the appropriate type of man in the corresponding square. 
Thus the opening posi tion of the game would be represented by*-

B = I I I 1 ,  I I I 1 ,  I I I 1 ,  0000, 0000, 0000, 0000, 0000 

W = 0000, 0000, 0000, 0000, 0000, I I I 1 ,  I l l  1 ,  l l l l 

K =  0000, 0000, 0000, 0000, 0000, 0000, 0000, 0000 

The positions of the white kings are indicated by the word 
W&K, while the empty squares are indicated by the word ,_, W& ,_,B, t 

I t  will be seen that there are at most four possible types of non­
capture moves from any square on the board . For example, from 
square 14 the possible moves are to squares g,  1 0, 1 7  or 1 8. The 
machine considers all these moves in turn, but it will be sufficient to 
indicate here the way in which i t  deals with one of them-say the 
move 1 4- 1 8 .  

* All binary numbers are written i n  the convention used fo r  the Manchester machine, 
i.e. with their least significant digit on the left. 

t W&K stands for the logical product of W and K (sometimes also known as the 
result of collating W and K) . � W stands for the negation of W, i .e .  the word obtained 
by writing 1 's for o's in W, and vice versa (see Chapter 1 5) .  
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This type o f  move, which consists of adding 4 to the number of 
the square, corresponds to multiplying the appropriate digit in the 
position word by 2 4• A move of this type can be made by any black 
man, but only by a white king ; i t  cannot be made from squares 
28, 29, 30 or 3 r nor can it  be made unless the square to which the 
man is to be moved is empty. For a black move, the machine there­
fore forms the following quanti ty-

r = { (B & M) x 2 4} & ,.._, w& ,.._,B 

where M = I I I I '  I I I I '  I I I I '  I I I I '  I I I I '  I I I I '  I I I r '  0000 
For a white move, the corresponding quantity is-

{ ( W&K& M) x 24} & ,.._, W& ,.._,B 

I n  these expressions (B & M) or ( W&K& M) give all the men on 
the board who could make the move ; multiplying this by 2 4 give 
the squares to which they would move. If these squares are empty 
( collate with ,.._, w& ,...,B) the move is possible. [ 22] 

The quantity r thus represents all the possible moves of this type. 
To consider a single one of these, the largest non-zero digit of r is  
taken and removed from r. The word consisting of this single digit 
known as (), gives the square to which the man is moved. The 
quantity cf> = () X r 4 is then formed and gives the square from which 
the man was moved. For a black move, the quantity-

B'  = B ¢= () ¢= cf> [ 23 ] 

will then give the new position of the black men. If K&cp is not zero, 
the man moved was a king so that K' = K ¢= () ¢= cp gives the new 
position of the kings . If K&cp is zero, the man moved was not a 
king. The new position of the kings will therefore be unaltered 
unless the man has kinged during this move-in other words unless 
() > 2 2s in which case K' = K ¢= ().  

Relatively simple modifications of this scheme are needed to 
deal with white moves and non-capture moves of other types . 
Capture moves are somewhat more complicated as multiple captures 
must be allowed for. Furthermore, all the possible captures must 
be made or the machine will render itself liable to be huffed . This 
leads to a considerable complication which i t  is not possible to 
describe fully here, but the basic scheme is not altered. 

The machine considers all the possible moves of one type before 
starting the next, so that in order to describe a position fully, it is 
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necessa:ry to store the word r, which indicates the moves still to be 
considered, as well as the position words B, W and K. I t  is also 
necessary to keep a record of the type of move being considered . This 
is done with the aid of a further parameter word P which also con­
tains the value associated with the position. The whole storage 
required for a position is thus reduced to the 5 thirty-two-digit words 
B, W, K, Y, and P. 

VALUATION OF POSITIONS AND STRATEGY 
It should be possible to graft almost any type of strategy on to 

the moye-finding scheme outlined above to produce a complete 
draughts-playing routine and then to evaluate the effectiveness of 
the strategy by direct experiment. I have done this with two rather 
simple types of strategy so far, and I hope to be able to try some 
rather more refined strategies in the future . 

For demonstration purposes, and also to ensure that a record of 
the game is kept, and to take certain precautions against machine 
error, the move-finding sequence and the associated strategy have 
been combined with a general game-playing routine which accepts 
the opponent's moves, displays the positions, prints the move, and 
generally organizes the sequence of operations in the game. It is 
rather typical of logical programmes that this organizing routine 
is in fact longer than the game-playing routine proper. As its 
operations, though rather spectacular, are of only trivial theoretical 
interest, I shall not describe them here. 

The first, and simplest, strategy to try is the direct one of allowing 
the machine to consider all the possible moves ahead on both sides 
for a specified number of stages. It then makes its choice, valuing 
the final resulting positions only in terms of the material left on the 
board and ignoring any positional advantage. There is an upper 
limit to the number of stages ahead that can be considered owing 
to limitations of storage space-actually six moves, three on each 
side, are all that can be allowed. In practice, however, time consid­
erations provide a more severe limitation. There are on an average 
about ten possible legal moves at each stage of the game, so that 
consideration of one further stage multiplies the time for making 
the move by a factor of about ten. The machine considers moves 
at the rate of about ten a second, so that looking three moves ahead 
( two of its own and one of its opponents) , which takes between one 
and two minutes, represents about the limi t which can be allowed 
from the point of view of time. 
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This is not  sufficient to  allow the machine to  play well, though i t  
can play fairly sensibly for most of the game. One wholly unexpected 
difficulty appears. Consider the position on the following board. 

WHITE 

I n  this position, the machine is aware that its opponent is going 
to king next move. Now a king is more valuable than a man-the 
actual values used were three for a king and one for a man-so 
that if the opponent kings the machine effectively loses two points . 
The only way i t  can stop this is by offering a man for sacrifice, 
because then, by the rules of the game, the sacrifice must be taken 
at once. If the machine does this, it will lose only one point, and as 
it  is not looking far enough ahead, it  cannot see that i t  has not 
prevented its opponent from kinging but only postponed the evil 
day. At its next move i t  is still faced with the same difficulty, which 
it  tries to solve in the same way, so that it  will make every possible 
sacrifice of a single man before it  accepts as inevitable the creation 
of an opponent's king. In fact, when faced with this position, the 
machine played 1 9-23,  followed by 1 6-2 1 and 20-24. [ 24D 

This, of course, is a fatal flaw in the strategy-and not one i t  
would have been easy t o  discover without actually trying i t  out .  
An opponent who detected this behaviour-and it  is extremely 
conspicuous in play-would only have to leave his man on the point 
of kinging indefinitely. The machine would then sacrifice all its 
remaining men as soon as the opportunity offered. 

I n  order to avoid this difficulty, the second strategy was devised . 
In this the machine continues to investigate the moves ahead until 
it has found two consecutive moves without captures . This means 
that it  will be able to recognize the futility of i ts sacrifice to prevent 
kinging. It is still necessary to impose an over-riding limit on the 
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number of stages i t  can consider, and once more, considerations of 
time limit this . However, as no move is continued for more than 
two stages unless it leads to a capture, it is possible to allow the 
machine to consider up to four stages ahead without  i t  becoming 
intolerably slow. This would mean that it would consider the 
sacrifice of two men to be of equal value to the creation of an 

Notes-

Machine 
I .  1 1 -1 5  
2 .  7-1 1 
3 · 8-1 2 
4· 1 2-2 1 ( 1 6) 
5 · 9-1 4 ! 12) 
6 .  6-20( 1 6,9) 1 3 ! 
7 ·  2-i4) 
8 .  5-8 
9. 8-1 316 ) 

I O .  4- 1 3 (8) 
I I .  1 -516 )  
1 2 . 1 5-1 9 
1 3 . 5-9 
1 4. 0-5 1 18 )  
1 5 . 1 1 -25(22 , 1 5) 
1 6 .  1 3-1 7 
1 7 . 9-1 8 ( 1 4) 
1 8 . 1 8-23 
1 9 . 23-2 7 
20. 5-8 10 ) 
2 I .  8-1 3 
22 .  1 9-23  
23 . 23-26110) 
24. 27-3 1 K 
25 .  7-IO  
26. 1 0- 1 5  
2 7 .  3-I 0(7) 
28. 1 0-14 
29. 
30. 
3 1 .  
32 .  
33 ·  
34· 

1 5- 1 9  
3 1 -2 i12) 
27-3 1 ( lZ J  
3 1 -26113) 
1 9-23 
26-3 1 !14 !  

Strachey 
23- 1 8  
2 1 - 1 7  
20-1 6"'  
25-1 6 (2 1 )  
1 8-9( 1 4) 
27-23 
23- 1 8  
1 8-1 4 
1 7-8( 1 3) 
1 4-9 
9-6 
6-1 K 
1 ---6 ? 17 )  
6-1 5 / I O) 

30-2 1  25) 
2 1- 1 4( 1 7) 
24-2 1 
26-22 
22-1 7 
1 7-1 4 
1 4-9 
9-6 

3 1 -22(26) 
6-2 K 
2-7 

2 1- 1 6 ? 1 1 1 !  
1 6-9( 1 3) 
9---6 
6-2 K 
2-6 
6-I O  

I 0-1 7 ( 1 4) 
29-25 

1 .  An experiment on my part-the only deliberate offer I made. I thought, 
wrongly, that it was quite safe. 

2 . Not foreseen by me. 
3 . Better than 5-2 1 (9, 1 7) .  . 4. A random move (zero value) . Shows the lack of a constructive plan. 
5 . Another random move of zero value, actually rather good . 
6 .  Bad. Ultimately allows me to make a King. I 0-1 4 would have been better. 
7. A bad slip on my part. 
8.  Taking full advantage of my slip. 
9 .  Bad. Unblocks the way to a King. 

I O , Sacrifice in order to get a King (not to s top me kinging) . A good move, but not 
possible before 1 9-23 had been made by chance. 

1 1 .  Another bad slip on my part. 
1 2 . Purposeless . The strategy is failing badly in the end game. 
1 3 .  Too late. 
1 4. Futile. The game was stopped at this point as the outcome was obvious. 
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opponent's king, and as there i s  a random choice between moves of 
equal value, it might still make this useless sacrifice . This has been 
prevented by reducing the value of a king from 3 to 2i. 

With this modified strategy, the machine can play quite a toler-
able game until it reaches the end game. It has always seemed 
probable that a wholly different strategy will be necessary for end ll25 D 
games. The game given on page 303,  which is the first ever played 
using the strategy, brings this point out very clearly. 

N I M  

A considerably easier game which the machine can be programmed 
to play is the one known as nim. Probably a variation of this was 
known to the Chinese-certainly in its present form many people 
have met it. We have chosen to deal with this comparatively trivial 
game in detail because of its topical interest .  Thousands of people 
will have seen Nimrod, the computer built by Ferranti Ltd . for the 
Science Exhibition of the Festival of Britain. This special-purpose 
machine was designed to show the main features of large electronic 
digital computers, and the game of nim was chosen as an interesting 
but simple d emonstration problem. The game itself is as follows-

I nitially we have any number of heaps, each containing any 
number of tokens (usually matches) . In the simplest form, two con­
testants play alternately, and may pick up as many matches as they 
wish at one time from one pile, but they must take at least one match. 
The aim is to avoid taking the last match of all-or there is ano'ther 
variation where the aim is to take the last match or group of matches . 

The so-called multiple game differs from this only in that the 
number of heaps altered in any move may take any value from one 
up to a pre-assigned maximum k. Of course, to prevent complete 
triviality, k must be less than N, the total number of heaps. 

The detailed theory of nim was worked out long ago and, apart 
from the initial distribution of the matches, no element of chance 
need enter into the game. This theory is very simple, but it becomes 
clearer for the non-mathematician if we use the concept of a binary 
number, introduced elsewhere (see page 33) . 

We can now proceed to give a working rule for the game of nim. 
We would like to find a winning position having the following 
characteristics-

( a) It is impossible, when faced by a winning position, to make 
a move which will leave a winning position. 
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(b) Faced with any other than a winning position, it is possible 
to make a move resulting in a winning position. 

(c) If at any stage of the game a player A can convert a position 
into a winning position, it is possible for A to win, and impossible 
for his opponent B to do so unless A makes a mistake. A wins by 
leaving a winning position at every succeeding move on his part. 

Such winning positions can be achieved and are recognized as 
follows : For any given configuration, express the number of matches 
in each heap as a binary number. Suppose, for example, that we 
have four heaps, A, B, C and D, containing respectively 7,  4, 3 and 2 
matches. These are represented-

A 

B 
c 
D 

4 

0 

0 

0 0 

0 

(7) 
(4) 

(3) 
(2) 

We write these down as above, one under the other, and add up 
each column, e.g. ,  in the above example, we get 

4 
Sum : 2 3 

Now the "secret" of a winning position is that every column 
should be divisible by k + 1 ; k being the maximum number of 
heaps which can be altered in any one move. Thus the example 
quoted above cannot represent a winning position whatever our 
initial choice of k. However, suppose we have k = I ;  then consider 
the position-

A 

B 
c 
D 

4 

0 

0 

Sum : 2 

0 

0 

(5) 

(7) 
(3) 
( 1 )  

----- - - - - -·- ·-

4 

This is a winning position, but would not be so if we had previously 
fixed k = 3, for example. 
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To convert an "unsafe" into a winning position, we deal with a 
column at a time. Consider our previous example with k = I . 

4 

A 

B 0 

c 0 

D 0 

Sum : 2 3 2 

We start with the "most-significant, " or left-hand column. This sum 
is divisible by k + 1 ,  so we proceed to consideration of the next 
column. The sum here is 3, which is not divisible by k + 1 ,  so we 
choose any heap, say D, having a one in this column. We remove 
this 1 (which is equivalent to subtracting 2 from D) , and put 1 in 
every less-significant (or right-hand) column of this heap (which in 
this case is equivalent to adding I ,  though if  we had chosen to 
modify A instead, it  would have meant no change in the last column) . 
That is, we make the minimum move which removes the I in the 
"unsafe" column. Thus we remove I from D, and so alter its binary 
representation to oo 1 .  

Now our representation is-

4 

A 

B 

c 0 

D 0 

Sum : 2 

2 

0 

0 

2 

(7) 
0 (4) 

(3) 
( I )  

- - - - - · - - - - - - --

3 

and we see that we have made the sum of column 2 divisible by 
k + 1 at the expense of column 1 .  However, we shall now proceed 
to adjust column I .  To avoid altering more than k heaps in one 
move, we must alter one or more of the heaps already affected if, 
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by so doing, we can achieve the desired result, rather than select a 
fresh heap. 

Now, in this case, we wish to remove 1 from column 1 of some 
[ 26] heap. Since heap D has already been altered, we choose this-it 

has a 1 in this column. 
So,  at the end of our move, we have removed two matches from 

heap D, and leave the winning position-

4 · 2  

A (7) 
B 0 0 (4) 

c 0 (3)  
D 0 .o 0 (o) 

Sum : 2 2 2 

I n  adapting this game for the universal computer, we allow a 
maximum of eight heaps, with not more than thirty-one matches in a 
heap. In Nimrod the more stringent restrictions to four heaps, each 
with a maximum content of seven matches, were applied to simplify 
the problems of demonstration. 

Possible positions with which the machine may be faced are as 
follows-

( a) At least k + 1 heaps contain more than one match. 
(b) The number of heaps containing more than one match lies 

between 1 and k (inclusive) . 
(c) No heap contains more than one match. Not all heaps are 

empty. 
(d) All heaps are empty. 
In case (a) , we follow the so-called normal routine, which aims at 

leaving column sums all divisible by (k + 1 ) . 
In case (b) , we want to leave r (k + 1 ) + 1 heaps containing 

one match, and no heaps with more than one, where r may have any 
non-negative integral value (i .e.  r = o, 1 ,  2 , • • •  ) . 

In case (c) the same applies . If only one heap is left, containing 
one match, we have no choice of move, but this need not be treated 
separately. 

In case (d) , the game is over. Special investigation has to be 
used to detect this case. In all other cases, if the normal routine 
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cannot succeed in its purpose, i .e .  if  the machine i s  faced with a 
winning position-a random move can, and must, be made. But, 
in this situation, this obviously cannot be done. 

Thus the routine breaks up naturally into the following parts-

(i) Entry 
(ii) Determination of case 

( iii) Normal Routine 
( iv) Cases (b) and (c) 
(v) Treatment of zero case (d) 

(vi) Random move 
(vii) Emergence. 

There is no need to give further details of the programme, but an 
example is given of how the machine would tackle a specific game. 

Suppose initially that we have four heaps, containing respectively 
7, 4, 5 and 2 matches ; that k = 2 ; and that the machine moves 
first. 

(i) Entry-

A 
B 
c 
D 

4 

0 

(ii) Determination of case-

2 

0 

0 

0 

0 

(?) 

(4) 

(5) 

(2) 

There are 4 non-zero, non-unit heaps, so we are dealing with 
case (a) . 

(iii) Normal routine-

4 
- - - · -

A 
B 
c 

D 0 

Sum : 3 

2 
-· ------ ·- · - · - · · ·  

0 

0 

-----
2 

- - - - ·- · - · - - - - - - - ·  - - - - - - - -- -

(7) 

0 (4) 

(5) 
0 (2) 

2 
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The sum of column 4 is divisible by k + 1 so we need not modify 

The sum of column 2 is 2 , and is not divisible by k + 1 ,  
so we need to modify any heap having a 1 i n  this column-say 
heap A. 

According to the rules, we then get-

4 2 

A 0 (5) 
B 0 0 (4) 
c 0 (5) 
D 0 0 (2 ) 

Sum : 3 2 

And we note that heap A has been modified, and should be again 
modified whenever possible. Sum of column 2 is still not divisible 
by k + I ,  so this time we modify heap D to obtain-

4 2 

A 0 (5) 
B 0 0 (4) 
c 0 (5) 
D 0 0 ( 1 )  

Sum : 3 0 3 

Column 2 is now divisible by k + 1 and, proceeding to the next 
column, we see this condition is also satisfied here, so the move has 
been completed and a winning-position left, the means to this end 
being the removal of two matches from A, and one from D, leaving 
5, 4, 5 and I .  (If column I had needed adjustment, we should have 
had to modify one or both of heaps A and D, since these had already 
been affected. )  

Suppose the opponent now makes a move leaving o, 4, 2 and 1 as 
the contents of the respective heaps . I t  is now for the machine to 
move again. 
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(i) Entry-

4 2 

A 0 0 (o) 
B 0 0 (4) 

c 0 0 (!!) 
D 0 0 ( 1 ) 

(ii) Determination of case. 
There are 3 non-zero, non-unit heaps, so we are dealing with 

case (b) . Thus we want to leave 1 ,  or 4, or 7 . . .  unit-heaps . 
Clearly we can only leave I unit heap in this case. 

( iv) Cases (b) and (c) . 
We remove all matches from heaps B and D, which affects only 

k heaps, and leaves just one unit heap as required. 
The opponent is now forced to remove the last match, and the 

machine wins the game. 
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S O L V A B L E A N D  U N S O L V A B L E  
P R O B L E M S  

A.  M. T U R I N G, F. R. S. 

I F  one is given a puzzle to solve one will usually, if it proves to 
be difficult, ask the owner whether it  can be done. Such a ques­
tion should have a quite definite a nswer, yes or no, at any rate 
provided the rules describing what you are allowed to do are 
perfectly clear. Of course the owner of the puzzle may not 
know the answer. One might equally ask, 'How can one tell 
whether a puzzle is solvable? ' ,  but this cannot be answered so 
straightforwardly. The fact of the matter is that there is no 
systematic method of testing puzzles to see whether they are solv­
able or not.  If by this one meant merely that nobody had ever 
yet found a test which could be applied to any puzzle, there 
would be nothing at al l  remarkable in the statement. I t  would 
have been a great ach ieveinent to have invented such a test, so 
we can hardly be surprised that it has never been done. But it is 
not merely that the test has never been found. It has been proved 
that no such test ever can be found. 

Let us get away from generalities a little and consider a par­
ticular puzzle. One which has been on sale during the last few 
years and bas probably been seen by most of the readers of this 
article illustrates a number of the points involved quite well .  The 
puzzle consists of a large square within which are some smaller 
movable squares numbered 1 to 1 5 , and one empty space, into 
which any of the neighbouring squares can be slid leaving a new 
empty space behind it. One may be asked to transform a given 
arrangement of the squares into another by a successi.on of such 
movements of a square into an empty space. For this puzzle 
there is a fairly simple and quite pract icable rule by which one 
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can tell whether the transformation required is possible or not. 
One first imagines the transformation carried out according to a 
d ifferent set of rules. As well as sliding the squares into the empty 
space one is allowed to make moves each consisting of two inter­
changes, each of one pair of squares. One would, for instance, 
be allowed as one move to interchange the squares numbered 
4 and 7, and also the squares numbered 3 and 5. One is permitted 

to use the same number in both pairs. Thus one may replace 
1 by 2, 2 by 3, and 3 by 1 as a move because this is the same 

as in terchanging first ( 1 , 2) and then ( 1 , 3) .  The original puzzle 
is soJvable by sl iding if it is solvable according to the new rules. 

It is not solvable by sliding if the required posit ion can be 
reached by the new rules, together with a 'cheat' consisting of 
one single interchange of a pair of squares. * Suppose, for in ­

stance, that one is asked to get  back to the standard position -

1 2 3 4 1 0  1 4 5 -- --f- 1-- 1 ------ --
5 6 7 8 

·-· ---- --
9 1 0  1 1  1 2  

from the posit ion 
9 2 6 8 

·- --
-

--
1 1  3 1 5  ------

1 3  1 4  1 5  - 1 3  1 4  7 1 2  

One may, according to the modified rules, first get the empty 
square into the correct position by moving the squares 1 5  and 1 2, 
and then get the squares 1 ,  2, 3 ,  . . .  successively into their correct 
positions by the interchanges ( 1 ,  1 0), (2, 1 0), (3 , 4), (4, 5), (5, 9), 
(6, 1 0), (7, 1 0) ,  (9 , 1 1 ) ,  ( 1 0, 1 1 ) ,  ( 1 1 ,  1 5) .  The squares 8, 1 2, 1 3 ,  1 4, 
1 5  are found to be already in their correct positions when their 
turns are reached. Since the number of interchanges required is 

*It would take us too far from our main purpose to give the proof 

of this rule : the reader should have l ittle difficulty in proving  it by 
making use of the fact that a n  odd number of intercha nges ca n n ever 
bring a set of o bjects back to the pos i t ion it started from. 
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even, this transformation is possible by sliding. t If one were 
required after this to interchange say square 14 and 15 i t  could [1] 

not be done. 
This explanation of the theory of the puzzle can be regarded 

as ent irely satisfactory. It gives one a simple rule for determin­
ing for any two positions whether one can get from one to the 
other or not. That the rule is so satisfactory depends very largely 
on the fact tha t it does not take very long to apply. No mathe­
matical method can be useful for any problem if it involves 
much calculation. It is nevertheless sometimes interesting to con­
sider whether something is possible a t  all or not, without worry­
ing whether, in case it is possible, the amount of labour or calcu-
lation is economically prohibitive. These investigations that are [ 2] 

not concerned with the amount of work involved are in  some 
ways easier to carry out, and they certainly have a greater 
aesthetic appeal. The results are not altogether without value, 
for if one has proved that there is no method of doing something 
it follows a fortiori that there is  no practicable method . On the 
other hand, if one method has been proved to exist by which 
the decision can be made, i t  gives some encouragement to any-
one who wishes to find a workable method. 

From this point of view, in which one is only interested in the 
question, 'Is there a systematic way of deciding whether puzzles 
of this kind are solvable? ' , the rules which have been described 
for the sliding-squares puzzle are much more special and de­
tailed than is really necessary. It would be quite enough to say : 
'Certainly one can find out whether one position can be reached 
from another by a systematic procedure. There are only a fin ite 
number of positions in which the numbered squares can be 
arranged (viz. 2092278988 8000) and only a finite number (2, 3 ,  

or 4 )  of moves in each position. By making a list of a l l  the 

1' It can in  fact be done by sliding successively the squares num­

bered 7, 1 4, 1 3 ,  1 1 , 9, 1 0, 1 ,  2, 3 ,  7, 1 5 , 8 , 5, 4,  6 ,  3 , 10,  l ,  2 ,  6 ,  3 ,  1 0, 6,  
2, 1 , 6; 7, 1 5, 8 , 5 ,  1 0, 8 ,  5 ,  1 0 ,  8,  7, 6,  9, I 5 , 5,  1 0, 8, 7, 6, 5,  1 5 ,  9, 5 , 6, 
7 , 8,  I 2, I 4, 1 3 , 1 5, IO, 1 3 , I 5 , I I , 9 , 1 0, I 1 , 1 5 , 1 3 , 1 2 , 1 4, 1 3 ,  15 , 9,  
1 0, 1 1 , 1 2, 1 4, 1 3 , 1 5 ,  I 4, 1 3 , 1 5 , 1 4, I 3 ,  12 ,  I I ,  1 0, 9 ,  I 3 ,  1 4, 1 5, 1 2 ,  

1 1 ,  1 0, 9, 1 3 , 1 4, 1 5. 
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positions and working through al l  the moves, one can divide the 
posi tions into classes, such that sliding the squares al lows one to 
get to any position which is in the same class as the one started 
from.  By looking up which classes the two positions belong to 
one can tell whether one can get from one to the other or not.' 
This is all ,  of course, perfectly true, but one would hardly find 
such remarks helpful if they were made in reply to a request for 
an explanation of how the puzzle should be done. In fact they 
are so obvious that under such circumstances one might find 
them somehow rather insult ing. · But the fact of the matter is, 
that if one is in terested in the question as put, 'Can one tell by 
a systematic method in which cases the puzzle is solvable ? ' , this 
answer is entirely a ppropriate, because one wants to know if 
there is a systematic method , rather than to know of a good one. 

The sa me kind of argument will  apply for any puzzle where 
one is allowed to move certain ' p ieces ' around in a specified 
manner, provided that the total  number of essen tial ly d ifferent 
positions which the pieces can take up is finite. A slight variation 
on the argument is necessary in general to allow for the fact that 
in many puzzles some moves are a llowed which one is not per­
mitted to reverse. But one can s t ill make a list of the posi t ions,  
and list against these first the positions which can be reached 
from them in one move. One then adds the positions which are 

reached by two moves and so on until an  increase in the num ber 
of moves does not give rise to any further entries. For instance, 
we can say at once that there is a method of deciding whether a 
patience can be got out with a given order of the cards in the 
pack : it is to be understood that there is only a finite number of 
places in which a card is ever to be placed on the table. It  may 
be argued that one is permitted to put the cards down in a 

[ 3  Il manner which is not perfectly regular, but one can stil l say that 
there is only a finite number of 'essentially different' positions. 
A more in teresting example is provided by those puzzles made 
(apparently a t  least) of two or more pieces of very thick twisted 
wire which one is required to separate. It is understood that one 
is not allowed to bend the wires at  all ,  and when one makes the 

right movement there is always plenty of room to get the pieces 
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a part without them ever touch ing, if one wishes to do so. One 
may describe the positions of  the pieces by saying where some 
three definite points of each piece are. Because of the spare space 
it  is not necessary to give these positions quite exactly. It would 
b e  enough to give them to, say, a tenth of a m illimetre. One does 
not need to take any notice of movements of the puzzle as a 
whole : i n  fact one could suppose one of the pieces quite fixed . 
The second piece can be supposed to be not very far away, for, 
if i t is ,  the puzzle is already solved . These considerations enable 
us to reduce the nu mber of 'essentially d ifferent' positions to a 
finite number, probably a few hundred millions, and the usual 
argument will then apply.  There are some further complications, 
which we will not consider in detail, if  we do not know how 
much clearance to a l low for. It  is  necessary to repeat the process 
again a nd again allowing successively smaller and smaller clear­
ances. Eventually one will find that either it can be solved , 
allowing a small clearance margin,  or else it cannot be solved 
even allowing a small margin of 'cheating' ( i .e .  of 'forcing', or 
having the pieces slightly overlapping in space). I t  will , of course, 
be understood that this process of trying out the possible posi­
tions is not to be done with the physical puzzle i tself, but on 
paper, with mathematical descriptions of the positions, and 
mathematical criteria for deciding whether in a given position 
the pieces overlap, etc. 

These puzzles where one is asked to separate rigid bod ies are 
in a way like the 'puzzle' of trying to undo a tangle, or more 
generally of trying to turn one knot into another wi thout cutting 
the string. The d ifference is that one is all owed to bend the string, 
but not the wire forming the rigid bodies. In either case, if  one 
wants to treat the problem seriously and systematically one has 
to replace the physical puzzle by a mathematical equivalent. The 
knot puzzle lends itself qu ite conveniently to this.  A knot is just 
a closed curve in three dimensions nowhere crossing i tself ; but,  
for the purpose we are interested in,  any knot can be give n  
accurately enough as a series of segments i n  t h e  d irections of 
the three coordinate axes. Thus,  for instance, the trefoil knot 
(Figure l a) may be regarded as consisting of a number of 
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segments joini.ng the points given, in the usual (x, y, z) system of 
coordinates, as ( 1 ,  1 , 1 ), (4, 1 ,  1 ,), (4, 2, 1), (4, 2, - 1 ),  (2, 2, - 1 ), 

(2, 2,  2) , (2, 0, 2), (3 , 0, 2), (3 ,  0, 0), (3,  3 ,  O), ( 1 ,  3, 0), ( 1 , 3 ,  1) and 
returning aga in with a twelfth segment to the starting point 
( 1 , 1 , 1). This representation of the knot is shown i.n perspective 
in Figure l b . There is no special  virtue in the representation 
which has been chosen. If i t  is desired to follow the original 
curve more closely a greater number of segments must be used . 
Now let a and d repi·esent unit steps in the positive and negative 
X-d irections respectively, b and e in the Y-directions, and c and 

f in the Z-directions : then this knot may be described as 
aaabffddccceeaffbbbddcee. One can then, if one wishes,  deal 
ent irely with such sequences of let ters. In order that  such a 
sequence should represent a knot it is necessary and sufficient 

that the numbers of  a's a nd d's should be equal, and likewise the 
number of h's equal to the number of e's and the number of e ' s  
equal to the number of f's, and it must not be possible to obtain 
another sequence of letters with these properties by omitting a 
number of consecutive letters a t  the beginning or the end or 
both.  One can turn a knot into an  equivalent one by operations 
of the following kinds-

(i) One may move a letter from one end of the row to the other. 
(ii) One may interchange two consecutive let ters provided this 

still gives a knot. 
(iii) One may introduce a letter a in one place in the row, and 

d somewhere else, or b and e, or c and f, or take such pairs 
out, provided i t  still gives a knot. 

(iv) One may replace a everywhere by aa and d by dd or replace 
each b and e by bb and ee or each c and f by cc and ff. One 
may also reverse any such operation.  

-and these are al l  the moves that are necessary. 
It is also possible to give a similar symbolic equivalent for the 

problem of separating rigid bodies, but i t  is less straightforward 
than in the case of knots. 

These knots provide an example of a puzzle where one cannot 
tell in advance how many arrangements of pieces may be in­
volved (in this case the pieces are the letters a, b, c, d. e, f), so that 
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(11 ) 

(b) 
y (1 , l . 1 ) 

3 

2 

2 (1, 1 ,1 ) 
+ 

3 
2 

1 ·  2 3 
0 

Fig. 1 .  (a) The trefoil knot ( b) a possible representation of this knot 

as a number of segments joining points. 

the usual method of determining whether the puzzle is solvable 
cannot be applied . Because of rules (iii) and (iv) the lengths of 
the sequences describing the knots may become indefinitely 
great. No systematic method is yet known by which one can tell 
whether two knots are the same. 

Another type of puzzle which we shall find very important �s 
the 'substitution puzzle'. In such a puzzle one is supposed to be 
supplied with a finite number of different kinds of counters, per­
haps just black (B) and white (W).  Each kind is in unlimited 
supply. Initially a number of counters are arranged in a row and 
one is asked to transform i t  into another pattern by substitutions. 
A finite list of the substitutions allowed is given. Thus, for in­
stance, one might be allowed the substitu t ions 

(i) WBW -7 B  
(ii) B W -7 WBB W 
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and be asked to transform WBW into WBBB W, which could be 
done as follows 

WB W � WWBB W � WWBWBBW � WBBB W 
- (ii) (i i) (i) -

Here the substitu tions used are ind icated by the numbers below 
the arrows, and their effects by underlinings. On the other h.and 
if one were asked to transform W BB into BW it could not be 
done, for there are no admissible steps which reduce the number 
of B's.  

It will be seen that with this puzzle, and with the majority of 
substitution puzzles,  one cannot set any bound to the number of 
positions that the original position might give l'ise to. 

It will have been realized by now that a puzzle can be some­
thing rather more important than just a toy. For instance the 

U4D task of proving a given mathematical theorem within an axio­
matic system is a very good example of a puzzle. 

It would be helpful if one had some kind of 'normal form' 
or 'standard form' for describing puzzles. There is, in fact,  quite 
a reasonably s imple one which I shall attempt to describe. It 
will be necessary for reasons of space to take a good deal for 
granted, but this need not obscure the main ideas. First of all we 
may suppose that the puzzle is somehow reduced to a mathe­
matical form in the sort of way that was used in the case of the 
knots; The position of the puzzle may be descri bed, as was done 
in that case, by sequences of symbols in a row. There is usually 
very little difficulty in reducing other arrangements of symbols 
(e.g. the squares  in the sliding squares puzzle) to this form. The 
question which remains to be answered is, 'What sort of rules 
should one be allowed to have for rearranging the symbols or 
counters ? '  In order to answer this one needs to think about what 
kinds of processes ever do occur in such rules, and, in order to 
reduce their number, to break them up into simpler processes. 
Typical of such processes are counting, copying, comparing, 
substituting. When one is doing such processes, it is necessary, 
especially if there are many symbols involved , and if one wishes 
to avoid carrying too much information in one's head, either to 
make a number of jottings elsewhere or to use a number of 
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marker objects a s  well a s  the pieces o f  the puzzle itself. For 
instance, if one were making a copy of a row of counters con­
cerned in the puzzle it  would be as well to have a marker which 
divided the pieces which have been copied from those which 
h ave not and another showing the end of the portion to be 
copied . Now there is no reason why the rules of the puzzle itself 
should not be expressed in such a way as to take account of these 
markers. If one does express the rules in this way they can be 
made to be just substitutions .  This means to say that the normal 

form for puzzles is the substitution type of puzzle. More defin­
i te ly we can say : 

G iven any puzzle we can find a corresponding substitution 
puzzle which is equivalent to it in the sense that given a solution 

of the one we can easily use it to fin d a solution of the other. If 
the original puzzle is concerned with rows of pieces of a finite 

num ber of different kinds, then the substitutions may be applied 

as an alternative set of rules to the pieces of the original puzzle. 
A transformation can be carried out  by the rules of the original 

puzzle if and only if it can b e  carried out by the su bstitutions 

and leads to a final position from which all marker symbols have 

disappeared. 
This statement is still somewhat lacking in definiteness, a nd 

will remain so.  I do not propose, for instance,  to enter here into 
the question as to what I mean by the word 'easily'. The state­
ment is moreover one which one does not at tempt to prove. 
Propaganda is  more appropria te to it  than proof, for its status is 
something between a theorem and a definition. In so far as we 
know a priori what is a puzzle and what is not ,  the statement is a 
theorem. In so far as we do not know what puzzles are, the state­
ment is a definition which tells us something about what they 
are. One can of course define a puzzle by some phrase beginning, 
for instance, 'A set of definite rules . . . ' ,  but this just throws us 
back on the definition of 'definite ru les' .  Equally o ne can reduce 
it to the definition of 'computable function ' or 'systematic pro ­
cedure'. A defini t ion of any one of these would define all the rest.  
Since 1 935  a number of definitions have been given , explaining 
in detail the meaning of one or other of these terms, and these 

[ 1 95 ] 



1 6  Science Ne ws 31 
have all been proved equivalent to one another and also equiva­
lent to the above statement. In  effect there is no opposition to 

the view that every puzzle is equivalent to a substitution puzzle. 
After these preliminaries let us  think again about puzzles as 

a whole. First let us recapitulate. There are a number of ques­

tions to which a puzzle may give rise. When given a particular 
task one may ask quite simply 

(a) Can this be done? 
Such a stra ightforward question admits only the straight­

forward answers , 'Yes' or 'No',  or perhaps ' I  don't know'. In 
the case that the answer is 'Yes' the answerer need only have 
done the puzzle himself beforehand to be sure. If the answer is 
to be 'No', some rather more subtle kind of argument, more or 
less mathematical , is  necessary. For ins tance, in the case of the 
sliding squares one can state that the impossible cases are im­
possible because of the mathematical fact that an odd number of 
simple interchanges of a number of objects can never bring one 
back to where one started. One may also be asked 

(b) What is the best way of doing th is? 

Such a question does not admit of a straightforward answer. 
It depends partly on individual differences in people's ideas as 
to what they find easy. If it is put in the form, 'What is the solu­

tion which involves the smallest number of steps? ' ,  we again 
[ S D have a straightforward question, but now it is one which is 

somehow of remarkably little interest . In any particular case 
where the answer to (a) is 'Yes' one can find the smallest possible 

number of steps by a tedious and usually impracticable process 

of enumeration, but the result  hardly justifies the labour . 

When one has been asked a number of times whether a num­
ber of different puzzles of similar nature can be solved one is 

naturally led to ask oneself 
(c) ls there a systematic procedure by which l can answer 

these questions, for puzzles of this type? 
If one were feeling rather more ambitious one might even ask 
(d) ls there a systematic procedure by which one can tell 

whether a puzzle is solvable? 

I hope to show that the answer to this last question is 'No' .  
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There are i n  fact cer tain types o f  puzzle for which the answer to 
(c) is 'No'. 

Before we can consider this question properly we shall need 
to be quite clear what we mean by a 'systematic procedure' for 
deciding a question. But this need not now give us any particular 
difficulty. A 'systematic procedure' was one of the phrases which 
we mentioned as being equivalent to the idea of a puzzle, because 
either could be reduced to the other. If we are now clear as to 
what a puzzle is, then we should be equally clear about 'system­
atic procedures'. In fact a systematic procedure is just a puzzle 
in which there is never more than one possible move in any of 

the positions which arise and in which some sign ificance is 
attached to the final result. 

Now that we have explained the meaning both of the term 
'puzzle' and of 'systematic procedure', we are in a position to 

prove the assertion made in the first paragraph of this article, 
that there cannot be any systematic procedure for determining 
whether a puzzle be solvable or  not. The proof does not really 
require the detailed definition of either of the terms, but only 
the relation between them which we have just explained. Any 
systematic procedure for decid ing whether a puzzle were solv­
able could certainly be put in the form of a puzzle, with un­
ambiguous moves (i .e .  only one move from any one position), 
and having for its starting position a combination of the rules, 
the starting position and the final position of the puzzle under 
investigation. 

The puzzle under investigation is also to be described by its 
rules and starting position. Each of these is to be just a row of 
symbols. As we are only considering substitution puzzles, the 
rules need only be a list of all the substitution pairs appropriately 
punctuated. One possible form of punctuation would be to 
separate the first member of a pair from the second by an arrow, 
and to separate the different substitution pairs with colons. In 
this case the rules 

B may be replaced by BC 

WB W may be deleted 

would be represented by ' : B � BC : WB W � : ' . For the 
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purposes of the argument which follows, however, these arrows 
and colons are an embarrassment. We shall need the rules to 
be expressed without the use of any symbols which are barred 
from appearing in the starting positions. This can be achieved 
by the following simple,  though slightly artificial trick. We first 
double all the symbols other than the punctuation symbols, thus 
' : BB -7 BBCC : W WBB W W -7 : ' • We then replace each 
arrow by a single symbol, which must be different from those on 
ei ther side of i t ,  a nd each colon by three similar symbols, also 
chosen to avoid clashes. This can always be done if  we have at 
least three symbols available,  and the rules a bove could then be 
represented as, for instance, 'CCCB B WBBCCB BB W WBB W W  

B W W W'.  Of course according to these conventions a great 
variety of different rows of symbols will describe essential ly the 
same puzzle. Quite apart from the arbitrary choice of the pu nc­
tuating symbols the substitution pairs can be given in any order, 
and the same pair can be repeated again and again. 

Now let P(R .S) stand for 'the puzzle whose rules are described 
by the row of symbols R and whose starting position is described 
by S'. Owing to the specia l  form in which we have chosen to 
describe the rules of puzzles, there is no reason why we should 

[ 6] not consider P(R ,R) for which the 'rules' also serve as starting 
position : i n  fact the success of the argument which follows 
depends on our doing so. The argument will also be mainly 
concerned with puzzles in which there is at most one possible 
move in any posi t io n ;  th ese may be called 'puzzles with un­
a mbiguous moves'. Such a puzzle may be said to have 'come 
out' if one reaches either the position B or the position W, and 
the rules do not permit any further moves. Clearly if a puzzle 
has unambiguous moves i t  cannot both come out with the end 
result B and with the end resul t  W. 

We now consider the problem of classifying rules R of puzzles 
into two classes, I and II ,  as foll ows : 

Class I is to co nsist of sets R of rules, which represent puzzles 
with unam biguous moves, and such that P(R,R) comes out with 
the end result W. 

Class II i3 to include all other cases, i .e .  either P(R ,R) does 
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not  come out, or comes ou t  with the  end result  B, or else R does 
not represent a puzzle with unambiguous moves. We may also, 
if we wish, include in this class sequences of symbols such as 
BBBBB which do not represent a set of ru les at  all .  

Now suppose that,  contrary to the theorem that we wish to 
prove, we have a systematic procedure for deciding whether 
puzzles come out or no t. Then with the aid of this procedure we 
shall be a ble to distinguish rules of class I from those of class II. 
There is no d ifficul ty in deciding whether R really represents a 
set of rules, and whether they are unambiguous. If there is any 
difficulty i t  l ies in finding the  end result  in the  cases where the 
puzzle is known to come out : but this can be decided by actually 
working the puzzle through. By a principle which has already 
been explained, this systematic procedure for distinguishing the 
two classes can itself be put into the form of a substitution 
puzzle (wi th rules K, say). When applying these rules K, the [7 ] 
rules R of the puzzle under investigation form the starting posi-
tion,  and the end result of the puzzle gives the result of the test. 
Since the procedure always gives an answer, the puzzle P(K,R) 
always comes out. The puzzle K m ight be made to announce i ts 

results in  a variety of ways , and we may be permitted to sup-
pose that the end result is B for rules R of class I, and W for 
rules of class II. The opposite choice would be equally possible , 

and would hold for a slightly differen t set of rules K', which 
however we do not choose to favour with our attention. The 
puzzle with rules K may without d ifficulty be made to have un­
a mbiguous moves. Its essential propert ies are therefore : 

K bas unambiguous moves. 
P(K,R) always comes out wh� tever R .  
I f  R i s  in  class I, then P(K,R)  has end result  B.  
I f  R is  in class I I ,  then P(K .R) h a s  end result W. 

These properties are however inco ns isten t with the definitions 
of the two classes. If we ask ourselves which class K be . .  )ngs to, 
we find that neither will  do.  The puzzle P(K ,K) is  bound to come 

out , but the properties of K tell us that we must get end result B 
if K is in class I and W if it is in class I I ,  whereas the definit ions 
of the classes tell us that the end results must be the other way 
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round. The assumption that there was a systematic procedure 
for telling whether puzzles come out has thus been reduced to 
an  absurdity. 

Thus in  connexion with question (c) above we can say that 
there are some typ�s of puzzle for which no systematic method 
of decid ing the question exists. This is often expressed in the 
form, 'There is i:io decision procedure for this type of puzzle', 
or again, 'The deci.sion problem for this type of puzzle is unsolv­
able' , and so one comes to speak (as in the title of this article) 
about 'unsolvable problems' meaning in effect puzzles for which 
there is no decision procedure. This is the technical meaning 
which the words are now given by mathematical logicians .  It 
would seem more natural to use the phrase 'unsolvable problem' 
to mean just an unsolvable puzzle, as  for example 'to transform 
1 ,  2,  3 into 2,  1 ,  3 by cycl ic permutation of the symbols', but 
this is not the meaning it now has. However, to minimize con­
fusion I shall here always speak of 'unsolvable decision prob­
lems', rather than just 'unsolvable problems' , and also speak of 
puzzles rather than problems where i t  is puzzles and not decision 
problems that are concerned. 

It should be noticed that a decision problem only arises when 
one has an infinity of questions to ask. If you ask, 'Is this apple 
good to eat ? ' ,  or 'Is this number prime ? ', or ' Is this puzzle solv­
able ? '  the question can be settled with a single 'Yes' or 'No'. 
A finite number of answers will deal with a question about a finite 
number of objects, such as the apples in a basket. When the 
number is infinite,  or in some way not yet completed concerning 
say all the apples one may ever be offered , or all whole numbers 
or puzzles, a l ist of answers will not suffice. Some kind of rule 
or systematic procedure must be given. Even if the number con­
cerned is finite one may still prefer to have a rule rather than a 
list : it may be easier to remember. But there certainly cannot 
be an unsolvable decision problem in such cases, because of the 
possibility of using finite list. 

Regarding decision problems as being concerned with classes 
of puzzles , we see that if we have a decision method for one 
class it  wil l  apply also for any subclass. Likewise, if we have 
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proved that there i s  no decision procedure for t h e  subclass, i t  
follows that there i s  none for the whole class. The most interest­
ing and valuable results about unsolvable decision problems 
co ncern the smaller classes of puzzle. 

Another poin t  which is worth noticing is quite well illustrated 
by the puzzle which we considered first of all in which the pieces 
were sl iding squares. If one wants to know whether the puzzle 
is solvable wi th a given starting position, one can try moving the 
pieces about in the hope of reaching the required end-position .  
If one succeeds, then one will have solved the puzzle and con­
sequently will be abl e  to answer the question, 'Is it  solvable? '  
I n  the case that the puzzle is solvable one will eventually 
come on the right set of moves. If one has also a procedure by 
which , if the puzzle is unsolvable, one would eventually establish 
the fact that it was so, then one would have a solution of the 
decision problem for the puzzle: For i t  is only necessary to apply 
both processes , a bit of one alternating with a bit of the other, 
in order eventually to reach a conclusion by one or the other. 
Actually, in the case of the sliding squares problem, we have 
got such a procedure, for we know that if, by sliding, one ever 
reaches the required final position ,  with squares 14 and 1 5  inter­

changed, then the puzzle is impossible . 

It is clear then that the difficulty in finding decision procedures 
for types of puzzle lies in establishing that the puzzle is unsolv­
able in those cases where it is unsolvable . This, as was mentioned 
on page 1 6, requires some sort of mathematical argument. 
This suggests that we might try expressing the statement that the 
puzzle comes out in a mathematical form and then try and prove 
it by some systematic process. There is  no particular difficulty 
in the first part of this project, the mathematical expression of 
the statement about the puzzle. But the second half of the project 
is bound to fai l ,  because by a famous theorem of Godel no [ 8Il 
systematic method of proving mathematical theorems is suffi-
ciently complete to settle every mathematical question , yes or 
no. In any case we are now in a position to give an independent 
proof of this. If there were such a systematic method of proving 
mathematical theorems we could apply it to our puzzles and for 
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22 Science News 31 
each one eventually either prove that it was solvable or unsolv­
able;  this would provide a systematic method of determining 
whether the puzzle was solvable or not, contrary to what we 
have already proved . 

This result about the decision problem for puzzles, or, more 
accurately speaking, a number of others very similar to it ,  was 
proved in 1 9 36-7. Since then a considerable number of further 
decision problems have been shown to be unsolvable. They are 
all proved to be unsolvable by showing that if they were solvable 
one could use the solution to provide a solut ion of the original 
one. They could all without d ifficulty be reduced to the same 
unsolvab le  problem.  A nu mber of these resul ts are mentioned 
very shortly bel ow. No attempt is made to explain the technical 
terms used , as most readers will be famil iar with some of them, 
and the space required for the explanation would be quite out of 
proportion to i ts usefulness in  this context. 

( 1 ) It is not possible to solve the decision problem even for 

subst i tut ion processes a pplied to rows of black and white coun­
ters only. 

(2) There are certain particular puzzles for which there is no 
decision proced ure, the rules being fixed and the only variable 
element being the starting posit ion. 

(3) There is no proced ure for deciding whether a given set of 
ax ioms leads to a contradiction or not. 

. 

(4) The 'word problem in semi-groups with cancellation' is 
[9] not solvable. 

(5) It  has recently been announced from Russia that the 
'word problem in groups' is not solvable. This is a decision prob­
lem not unl ike the 'word problem in semi-groups', but very 
much more important, having applications in topology : attem pts 
were being made to solve th is decision problem before any such 
problems had been proved unsolvable. No adequately complete 
proof is yet available, but if it is correct this is a considerable 
step forward . 

(6) There is a set of 1 02 matrices of order 4, with integral 
coefficients such that there is no decision method for determining 
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whether another given matrix is or is not expressible as a product 
of matrices from the given set. 

These are, of course, only a selection from the results. 

Although quite a number of decision problems are now known 
to be unsolvable, we are st i l l  very far from being in a posi t ion to 
say of a given decision problem, whether it is solvable or not. 
Indeed , we shall never be quite in  that posit ion, for the question 

whether a given decision problem is solvable is itse l f  one of the 

undecidable decision problems. The resul ts which have been 
found are on the whole ones which have fallen into our laps 
rather than ones which have posit ively been searched for. Con­
siderable efforts have however been made over the word prob­
lem in grou ps (see (5) above). Another problem which ma the­
maticians are very anxious to settle is known as 'the d ecision 

problem of the equivalence of manifolds'. This is something l ike 
one of the pro blems we have a l ready mentioned , that concern­

ing the twisted wire puzzles. But whereas with the twisted wire 
puzzles the pieces are qu i te rigid , the 'equ ivalence of manifolds' 
problem concerns pieces which one is al lowed to bend, stretch, 
twist, or  compress as much as  one likes, without ever actual ly 
breaking them or making new junctions or  fil l ing in  holes .  G i ven 
a number of interlacing pieces of plast icine one may be asked to 
transform them in  this way into another given form. The deci­

sion problem for this class of problem is the 'decis ion problem 
for the equ ivalence of manifolds ' .  It is probab ly  unsolva ble ,  but 

has never been proved to be so.  A similar decision problem 
which might well be unsolvable is the one concerning knots 
which has already been ment ioned . 

The resul ts which have been described in this article are 
mainly of a negative character, sett ing certain bounds to what 
we can hope to achieve purely by reasoning. These,  and some 
other resul ts of mathematical logic may be regarded as going 
some way towards a demonstra t ion,  wi th in mathema t ics i tself, 
of the inadequacy of 'reason'  unsupported by common sense. 

F U R T H E R  R E A D I N G 

Kleene, S. C. lntroduclio11 10 Metamatl1ema1ics, Amsterdam, 1 952. 
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NOTES 

1945 Proposal for Development in the Mathematics Division of an 
A utomatic Computing Engine (A CE) 

[ l D A reference to early analogue computers which were used to solve dif­
ferential equations using the non-discrete values of voltage . 
[2D Presumably Turing is referring to the intervention of human operators 
during the process of analogue computing where, for example, potentio­
meters would be adjusted in order for families of  differential equations to 
be solved . 
[ 3 D This statement might seem rather surprising to us today where hard­
ware reliability is a minor problem, compared with , say, software reliability. 
However , one must bear in mind that the hardware technology used by Tu­
ring was still primitive and untried . 
[4D A description of  a piece of system software known as a loader whose 
purpose is to clear a computer ' s  memory and load a particular program 
ready for execution.  

[ S D The mercury tanks operated as delay lines . 
[ 6D This limitation is ,  of course , a result of the primitive hardware technol­
ogy that was available , the order codes of subsequent computers have be­
come richer and richer . However , it is interesting to notice that computer 
scientists are now replicating Turing' s  original concern by developing new 
RISC computers (Reduced Instruction Set Computers) . 
[ 7 D  Magnetic tape . 
[8 D Machine instructions . 
[9D For a concrete description of  the order codes of the scaled-down com­
puter (Pilot ACE) that was based on this report , see CAMPBELL-KELLY 

( 1 982) . 

[ l OD The problem of  delays actually impinged on the programmers of Pilot 
ACE where an order code was adopted which required the programmer to 
incorporate delay information into his program . This cumbersome scheme 
while producing optimum programs was rather error-prone . 
[ 1 1  D A rather long way of  saying that signals will have tolerance ranges .  
[ 1 2 D  This makes better sense with a comma after P2 • 
[ 1 3  D The left-hand circuit in Fig . 4 would be better shown as taking its exci­
tory connections from the output shown as the horizontal line . 
[ 1 4  D The reference to ' ' the last figure' ' concerns the carry digit from the pre­
vious addition of the binary digits entering along the input lines . 
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[ 1 5 ] All this and the previous paragraph state that the full power of the 
computer is realised only i f  the hardware mechanism of  the computer in­
cludes facilities for branching . 
[ 1 6] This describes a relatively primitive form of conditional branching . 
Modern order codes usually provide such a facility as a basic machine in­
struction . 
[ 1 7 ]  "Subsidiary operation" is a term that was used to describe what we 
now know as a subroutine . 
[ 1 8 ] This paragraph describes a stack mechanism for controlling the entry 
and exit to subroutines . A list of exits-referred to as " notes" by Turing-is 
required because an operation may enter another operation , which may it­
self enter another operation, and so on .  A single item of storage would not 
suffice to keep track of this degree of multiple use . 
[ 1 9] While it true that , as Turing states , the mismatch o f  the mechanical 
parts of the computer and the electronic parts provides no trouble in trans­
ferring data , it does result in a bottleneck . Such a bottleneck was discovered 
very early in the development of computers ; it was one of  the main reasons 
for the development of computer operating systems . 
[20] This paragraph is a description of a primitive piece of system software 
known as a bootstrap loader . 
[ 2 1 ] In this paragraph Turing describes a scheme whereby a symbolic re­
presentation can be used for the numerical computer instructions . This 
helps in debugging a program , as a symbolic representation is much easier 
to read than a numerical one . Indeed , the second half of  the paragraph gives 
an inkling of  what turned out to be a major productivity gain in computing : 
the provision of symbolic autocodes , and eventually high-level program­
ming languages . Such autocodes consisted of instructions which could be 
represented symbolically and could be translated,  by the computer , into the 
numerical versions of instructions such as those described by Turing in this 
paper . These instructions would then be executed normally. For a discus­
sion of  autocodes ,  see CAMPBELL-KELLY ( 1 980) . 
[ 22] At the time of writing of this paper the British telephone system did 
not directly use dialing codes for geographical areas but a letter code . 
[ 23 ] Under J . H .  Wilkinson the NPL became a world leader in the solution 
of  such problems . 
[ 24] This is the first reference to an application area which is only now blos­
soming . 
[ 25 ] A little-known board game for two or four players . It is played on a 
board of 256 squares . 
[26] See Digital Computers Applied to Games (this volume) . 
[27] Hardware technology advanced quickly in the years following this 
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paper . Consequently such checks were no longer needed . However , a popu­
lar technique used in today' s  high-reliable systems is n-version program­
ming : a number of versions of  a system are developed seperately and are 
executed in parallel with the results from each execution being checked as 
being the same. 
[28]  Presumably, a reference to the checks discussed in the previous para­
graph .  
[29] This notation is only a way of  representing binary patterns . 
[ 3 0D TS 6 is used as a temporary store , see p .  57 . 

[ 3 1 ] The continuing presence of P 1 7  would ensure during the fetch execute 
cycle that the contents of TS 6 would always be treated as the next instruc­
tion. 
[ 32] This is shown in Fig . 1 9  as the sequence 1 6 , 1 ,  2, 4 ,  8 in the CD . The 
remaining parts of the figure below are the order codes referred to in section 
12 of the paper . 
[ 3 3 D  This is the description of the proposed fetch-execute cycle of ACE. 
In essence it differs very little from the fetch-execute cycle of modern com­
puters ,  although , of course,  the details will be different . 
[34D  Copying into TS 1 ,  4, 5 ,  or 8 would overwrite important information 
required for the operation of  the computer . The uses of these temporary 
stores are discussed on p. 5 7 .  
[ 3 5 D Delay line . 
[ 3 6] There is a contradiction here between this statement and the descrip­
t ion of  the type B statement towards the top of page 51  where the storage 
of the old CD is specified as being TS 1 3 .  
[ 37D  I t  is t o  be presumed that this is a reference to the quantity o f  input 
and output of  data, since all input and output wil be time-consuming, even 
compared with the relatively slow cycle time of ACE. 
[ 3 8 ]  The modern translation of the term subsidimy is subroutine . 
[ 39] Strictly, the second column gives the popular form,  the first column 
only acts as a serial numbering convention .  
[40] Except of  course where the destination i s  speci fied in  the  instruction , 
as in instruction 1 1  of INDEXIN . 
[ 4 1 ]  It is surprising that Turing did not choose a friendlier notation for this ,  
as  he had done for other instructions . 
[ 42] See [30) . 
[43]  The use of BURY as instruction 1 3  is problematic .  BURY acts as a 
subroutine linkage saving mechanism.  Its use here would indicate that a fur­
ther subroutine (subsidiary) is to be called . A better interpretation is that 
INDEXIN is meant to be used as a subroutine and that an UNBURY is 
required rather than a BURY . See [45 ] .  
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[44] In the descriptions of DISCRIM , PLUSIND, BURY , UNBURY, 
MUL TIP etc . ,  Turing is setting up a more useful set of  instructions than 
the ones available to him . 

ff 45 ] BURY acts as a link storage mechnism and UNBURY acts as a return­
ing mechanism for subroutine calling . For their operation they require a 
stack pointer which is contained in TS 3 1 .  
ff 46] This should be the minor cycle whose position is given by the contents 
of  TS 3 1  minus I since BURY increments TS 3 1  by one as its last operation.  
ff 47] Before this program is executed the contents of  TS 3 1  should be set  to 
the value of the address where the first of  the subroutine links is to be stored . 
[ 48] A technique for polynomial evaluation known as Homer ' s  rule .  

ff 49] Mercury proved the best medium although delay lines had a short l ife­
time of popularity . 

1947 Lecture to the London Mathematical Society on 20 February 
1947 

ff I ] Typically such analogue machines , which were used extensively until 
the early seventies, used operational amplifiers and were used to solve sys­
tems of differential equations . 

ff 2] Developments in hybrid computing : the combination of digital and an­
alogue computers , during the late sixties , enabled systems of partial differen­
tial equations to be solved . However , the vast majority of numerical analysis 
work in industry and academia is carried out using essentially the same ma­
chine architecture as described by Turing in this paper . 
[ 3 ]  See TURING ( 1 937) .  
[4] Magnetic tapes were the first medium used for large-scale storage of 
data and are used up to the present day, although they are now being super­
seded by other media such as floppy discs . However,  they were only really 
suitable for two purposes . First ,  the storage of  data which can be processed 
serially , for example, in pay-roll calculations when sequences of employee 
records are read in one record at a time and processed . Second,  as a long 
term archival medium . 
[ 5 ]  These problems were solved in the sixties with the use of mechanical 
magnetic storage devices such as the moving head disc, together with so­
phisticated indexing schemes . 

ff 6] The basis of modern semiconductor random access memories . 
[7 ]  Turing 's  original proposal placed before the Executive Committee o f  
NPL envisaged between 50 t o  500 mercury tanks ,  each with a storage capac­
ity of  1000 digits . 
ff 8 ] We now generally regard both memory space and processor speed as 
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equally important .  The degree of  importance of each really depending on 
the application which the computer is used on .  Turing ' s  remark is probably 
a reflection of the comparatively immature storage technology of the day 
as compared with that of electronic circuitry, where the second world war 
had provided a major impetus .  

[9D  A description of the order code of  ACE can be found in CAMPBELL­

KELLY ( 1 982) together with a comparison with other order codes used in  
early and comparable computer systems . 
[ lOD  This sentence seems to contradict the one following . Presumably 
what Turing is referring to is the action of the circuit when a code of instruc­
tion is recognised and acted upon . 
[ 1 1  D Apart from one or two eccentric computers developed in the sixties , 
the vast maj ority of computers now use binary notation . 
[ 1 2D This practice was abandoned quite early in computer design . The vast 
majority of digital computers now have hardware circuits which carry out 
the operation of division. 
[ 1 3 D  This is the earliest example of  the use of  subroutines , or subsidiary 
tables as they were referred to by Turing.  It anticipates the modern view of 
the architecture of  a software system as consisting of chunks of programs 
(subroutines , modules or procedures) which cooperate with each other by 
carrying out calculations or some other programming action and passing 
data to each other . 
[ 1 4D These initial cards are an example of a program known as a loader . 
Such a program would arrange for the program to be executed to be depo­
sited in suitable memory locations , clear registers and start the program exe­
cution process . 

[ 1 5 D  This is a reference to checks which should be built into a program to 
ensure that errors known as run-time errors are detected and displayed . A 
typical run-time error occurs when a programmer writes an instruction 
which examines a memory location whose number is greater than the maxi­
mum number of locations inside the computer .  This form of checking is now 
implemented in the operating system of modern computer , and program­
mers no longer have to bother with this process . 
[ 1 6D A major concern of numerical analysis , for Turing' s  contribution see 

TURING ( 1 948) . 
[ l 7D  After a considerable period o f  little interest this work is now coming 
to fruition , see WooFF and HODGKINSON ( 1 987) for an example . 
[ 1 8D This anticipates the explosion of interest in machine learning in the 
nineteen eighties . 
[ l 9D Turing' s  ideas of game-playing by computer have partially been 
borne out by time . There are a number of computer programs in existence 
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which are capable of beating very good players and one or two which just 
hover below grandmaster status .  However ,  these programs depend on the 
massive computational power of the computer rather than on its capacity 
for learning . 

1948 Intelligent Machinery 

ll l Il For an amplification and expansion of  these objectives ,  see Computing 
Machine1y and Intelligence (this volume) . 

ll2Il Writing the sum as 

( 1 5 + 1 8 + 21 + · · · + 54 +  
54 + 5 1 + 48 +  . . .  + 1 5)/2  

gives this formula . 

ll 3 Il An example of such a paper game is given in Digital Computers Ap­
plied to Games (this volume) . 

ll 4Il A calculating machine of the day. 

ll 5 Il I . e .  algorithmic .  

ll 6D This is just a description of block switching, whereby part of the 9-bit 
memory address would contain a block number. 

ll7D  Each of  the  columns is calculated by examining the  connections to 
each unit and applying the multiply and subtract rule . 

ll 8 Il Routine being used here in the sense of a computing subroutine : a se­
ries of  pre-programmed instructions . 

ll9D Turing actually uses A, B ,  C as externally visible acts in the example 
below.  
ff l OD A word of  explanation is required for the format of this  table . The first 
entry in a row shows how the next situation is determined , what visible ac­
tion occurs and any changes to the memory or stimulus lines . For example, 
row 4 shows that when the machine is in situation 4 the next situation is 
determined by the contents of S l . If  S l  is  0 ,  then the next situation is the 
remainder formed on dividing 2 * 4 by 5 ,  if S 1 is one, then the next situation 
is the remainder formed on dividing 2 * 4 + 1 by 5, the next entry in this row 
shows that visible action A will occur and that memory location M l  is set 
to 0 .  

Row 3 shows that the determination of  the  next situation depends on the 
substituted value of  P (U, TO, DO or D l )  and that visible action B occurs . 
No memory or stimulus line is set . 
IT 1 1  D Together with Proposals for Development in the Mathematics Division 
of an A utomatic Computing Engine (A CE) (this volume) this represents one 
of  the earliest references to the use of  subroutines in computer programming . 
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[ 1 2D An early prediction of the immense importance of theorem proving 
in artificial intelligence . 
[ 1 3 D  See also Computing Machine1y and Intelligence (this volume) for an 
expansion on this theme . 

1949 Checking a Large Routine 

[ 1 D This paper contains a number of transcriptions errors . These were 
pointed out in MORRIS and JoNES ( 1 984) . 
[2D The paper was delivered in 1 949 at the inaugural conference of the 
EDSAC computer which had been built at Cambridge . At the time Turing 
was deputy director of  the Manchester prototype computer project . 
[ 3 D Turing ' s  remarks on the splitting up of a problem into tractable sub­
problems foreshadows the sofware engineering use of self-contained chunks 
of program code known as program units : equivalent to subroutines or  pro­
cedures , as devices for controlling complexity. Program units can be speci­
fied separately and programmed separately by different staff and, as long 
as the interface between these program units is correctly specified , they can 
be j oined together to form a complete software system . 
[4D This should be n ! .  This was corrected in MORRIS and JoNES ( 1 984) . 
[ 5 D  A transcription error (MORRIS and JoNES 1 984) . This should b e  r ! and 

sr ! .  
[6D This should read "We can change sr ! to (s + l ) r !  by addition of r ! " 
(MORRIS and JONES 1 984) . 
[7 D  It has been pointed out (MORRIS and JoNES 1 984) that the correct way 
to regard the contents of the boxes in Fig . 1 are not as programming state­
ments , but as specifications which must be satisfied by some programming 
statements . Thus ,  box G does not stand for increment variable s by 1 ,  since 
the box F requires the old value of  s to carry out the test s - r. 
[ 8 D This should be " It is also intended that u be sr ! or  something of the 
sort e . g .  it might be (s + l )r ! or s(r - 1 ) !  (MORRIS and JoNES 1 984) . 

[9D One drawback of the notation adopted by Turing is that it is restric­
tive: it only allows the explicit expression for the value of each variable of 
interest ,  rather than allowing the values of variables to be related to each 
other . Thus , the inequality r� n does not appear in Fig . 2 ,  as it has to , in 
order to infer the v = n ! claim at D from v ;;::: r ! at C and r ;;::: n by D from C 
(MORRIS and JONES 1 984) . 
[ l OD The restrictions on s and r do not, in fact , appear in Fig . 2 . 
[ 1 1 D This should be condition A (MORRIS and JoNES 1 984) . 
[ 1 2D This should be n !  (MORRIS and J oNES 1 984) . 
[ 1 3 D The maximum storage capacity of  the Manchester computer . 
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ll 1 4] This should be u = r ! and u' = r !  (MORRIS and JoNES 1 984) . 
ll 1 5 ]  This should be r t  (MORRIS and JoNES 1 984) . 
H l 6] Transcription error ,  u should be read as r (MORRIS and JONES 1 984) . 

ff 1 7 ]  The first term brackets should be (n - r - 1 )  (MORRIS and JONES 1 984) . 

[ 1 8 ]  The box F should contain the statement TEST s - r (MORRIS and JONES 
1 984) . 
[ 19]  The entry for storage location 29 in column E should be n (MORRIS 
and JoNES 1 984) . 
[ 20] The entry in column F should be WITH s' = s + 1 .  The last line in col­
umn A should be u ' =  1 (MORRIS and JoNES 1 984) . 
[2 1 ]  This paper can be seen as a milestone in the development of the use 
of mathematics for speci fying software and the use of  proof methods to 
check that a particular software system meets its specification . A similar ap­
proach to Turing ' s  was developed by Floyd (FLOYD 1 967) who developed 
a notation which overcame the problems referred to in ll9] and Hoare 
(HoARE 1 969) who formalised the approach . The most sophisticated exam­
ple of work similar to that reported in this paper is by Dij kstra (DIJKSTRA 
1 976) . This describes a method for the systematic construction of a program 
from a pre-condition and a post-condition.  The former being a predicate 
which describes a state involving program variables before a program is exe­
cuted ; the latter being a predicate which describes a state involving program 
variables after a program has been executed . Although the work reported 
in this paper is strikingly similar to the research carried out by Floyd , Hoare 
and Dijkstra , there is no evidence that it directly influenced them (MORRIS 
and JoNES 1 984) . 

1950 Computing Machinery and Intelligence 

[ 1 ]  The question of whether A is a man being replaced by the question 
as to whether A is a machine . 

[ 2] An example of this method of  construction, by building an adaptive 
computer is described in Intelligent Machinery (this volume) . 
[ 3 ]  This rather tortuous and cognitively incorrect explanation of man as 
a computer is an attempt to provide as many intellectual crutches as possible 
for an audience of  readers who would have very little scienti fic background 
and , because of the rudimentary nature of  computers when this article was 
published , little knowledge of  computers . 
[ 4] 1 7  acts as an instruction identifier . This would now be normally written 
first . 
[ 5 ]  See also Intelligent Machine1y (this volume) . 
[ 6] However ,  the speed of electrical connections in a computer makes i t  
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an ideal medium for research into neural processes . For example , see Ru­
MELHART and McCLELLAND ( 1 986) . 

[ 7 D A reference to the Manchester Prototype, the world ' s  first stored pro­
gram computer . 
[ 8 D See also Intelligent Machine1y (this volume) . 

[ 9D An interesting version of the Turing test where humans mimicked a 
computer and where a similar form of deception was practiced is described 
in HOFSTADTER ( 1 985) .  
[ l OD See Intelligent Machine1y (this volume) . 
[ 1 1  D A typical differential analyser is the analogue computer popular during 
the sixties and the seventies . Such computers use voltages to represent physi­
cal quantities . 
[ 1 2D For a forceful treatise on the simplicity o f  man as a behaving system 
and the consequent application of rules to describe behavior,  see SIMON 

( 1 98 1 ) . 
[ 1 3 D This form of  programming is now a very active research area, after 
a brief vogue in the sixties (RUMELHART and McCLELLAND 1 986) .  
[ 1 4D A detailed example o f  this is given in Intelligent Machine1y (this vol­
ume) . 

1953 Digital Computers Applied to Games 

[ 1 D A statement of one the major problems in computerised game play­
ing ; particularly in chess ,  where top-class chess players tend to decide on 
moves on the basis of pattern matching as well as the computational pro­
cedures described in this paper . See DE GROOT ( 1 966) . 
[2 D Chess has five key features which make it an excellent medium to ex­
plore issues about human knowledge, and the transfer of such knowledge 
to computers . These are : i t  is a fully defined and well-formalised domain; 
it offers a challenge to the highest levels of  human intellectual capacity; it 
involves a large range of issues in knowledge representation and cognitive 
functions such as : logical calculation, rote learning , concept formulation 
and inductive reasoning; a large degree of  knowledge about the game has 
been accumulated;  and an accurate and generally accepted scale of perform­
ance is available (MICHIE 1 98 2) .  In general chess offers a laboratory for arti­
ficial intelligence workers which enables them to explore ideas which can be 
employed in more utilitarian applications such as intelligent tutoring , dis­
ease diagnosis and electronic circuit fault-finding .  
[ 3 D Progress i n  using computers for predicting horse races o r  football 
matches has not progressed very much since the time when this article was 
written . See DRAPKIN and FORSYTH ( 1 987) . 
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[4Il Now a trivial programming task ;  one which would not even be posed 
as an undergraduate project .  
[ S D A problem which has now been solved . 
[ 6Il The answer to this question now is yes . Computer chess programs , such 
as the CHESS series from Northwestern University, have been developed 
which are capable of  beating the vast majority of  chess players , and ap­
proach grand-master status .  
[ 7 Il Still an open research question.  For an impressive example of  the use 
of machine learning applied to chess ,  see SHAPIRO ( 1 987) .  However , even the 
most vigorous proponents of machine learning would agree that a consider­
able amount of research into arti ficial intelligence is required before com­
puter programs , based on machine learning , achieve the performance of 
current chess programs based on a computational approach . 
[ 8 Il The answer to this question is ,  almost certainly ,  yes . Progress in com­
puter chess has been such that chess playing programs are now available 
which are considerably better than the majority of  chess players . 
[9Il This is still an open research question . 

[ 1 0] The reason for this rule being inappropriate is the combinational ex­
plosion of possible moves that would occur in chess where , in comparison 
with noughts-and-crosses , the number of future moves is much smaller . 
[ 1 1 ] This is one of the earliest references to the idea of an evaluation func­
tion .  A concept used extensively in artificial intelligence ; in  particular , in 
game playing. 

[ 1 2] This i s  one of  the earliest references to tree pruning . This is a technique 
which is extensively used in computer game playing , which enables a game 
playing program to cut down the width of its search space . Much more 
sophisticated tree pruning methods are used in modern programs . 
[ 1 3 ] This is an example of the detailed calculation of an evaluation function.  
Current evaluation functions would be calculated from both the value of  
position totals and the position play value . The original invention of this 
function is credited to Claude Shannon (SHANNON 1 949) . 
[ 1 4 ]  This remark is borne out by the fact that,  currently, one of the most 
active research areas in computer chess involves the use of  knowledge bases 
for end-game processing, rather than the computational approaches , de­
scribed in this article,  which tend to be highly effective for the middle game . 
[ l S D  A statement which is now regarded as clearly wrong . Many research 
workers in computer chess ,  while often being average to good chess players , 
have built programs which are far in excess of their playing abilities . 
[ 1 6] There have been no succesful attempts to carry out this learning pro ­
cess in computer chess . The nearest that the developers of  automated chess 
playing programs have reached is the manual adjustment of the evaluation 
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function in order to achieve minor gains in performance . However , a highly 
succesful draughts playing program (SAMUEL 1 959) is partly based on an al­
gorithm that adjusts the evaluation function.  

[ 1 7 ] Considering the primitiveness of hardware and software facilities in the 
early fifties this program must be counted as one of the great software 
achievements . 
[ 1 8] For example by keeping areas of the chess board which are densely 
populated by pieces in the main memory of the computer . 
[ 1 9] And, consequently, was the first area where highly skillful programs 
were developed (SAMUEL 1 959) .  

[20] The representation of  the draughts board i s  chosen i n  order t o  minim­
ise storage space and programming complexity . An alternative representa­
tion-and perhaps a more natural one-would be to allocate three bits for 
each square . The number 0 would represent an empty square, the number 
1 a black piece , the number 2 a white piece , the number 3 black king and 
the number 4 a white king . This representation would occupy the same 
space as that chosen by Turing . However , the programming involved would 
be more complex . 
[2 1 ] Also known as logical and . 
[ 22] This description of the moves provides the rationale for the numbering 
convention used on the draughts board . By using this convention ,  fast mul­
tiplications by 2 can be used in calculating moves and checking board occu­
pancy. 
[23 ] The symbol = stands for logical equivalence . 
[ 24] A modern draughts playing program would not fall into this trap be­
cause advances in tree pruning and hardware technology would lead to a 
deeper search . The solution adopted by Turing to overcome this problem 
can be seen as a rather ad-hoc correction . 
[25]  See [24] . 
[26] Since k is equal to 1 .  

1954 Solvable and Unsolvable Problems 

[ 1 ] Simply stated the rule is that the transformation is possible if an even 
number of interchanges leads to the required final state of the puzzle .  
[2] One of the earliest references to the partitioning of  problems into 
those that are undecidable and those that are intractable .  While the state­
ment that the investigations which are not concerned with the amount of  
work involved are easier to carry out ,  was certainly true at the time o f  
writing, there i s  now a large corpus of work on computational complexity 
and , consequently, this gap has been narrowed . 
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[ 3 Il  The term not pe1fectly regular means that,  for example , one card may 
not completely cover another or may not symmetrically overlap another 
card . 
[ 4 Il Where the initial state of the puzzle would be some set of premises and 
axioms , the final state the required theorems and the transformation mecha­
nism being provided by laws of inference . 
[ 5 Il It is interesting that Turing dismisses a question which is so  vitally im­
portant to computer scientists , and on which there is now a considerable 
corpus of theoretical work . This is especially surprising considering the fact 
that computer hardware was sufficiently undeveloped in the 1 950s that there 
was a major onus on programmers to optimise their use of computer time . 
[ 6Il This choice of P(R, R )  might seem an odd one. However ,  it does set up 
the conditions for a particularly elegant demonstration on p. 1 9 . 
[ 7 Il p. 1 7 . 
[ 8 D See Gc>DEL ( 1 93 1 ) .  
[9Il See NOVIKOV ( 1 952) .  
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