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Foreword 

Natural glasses “always” existed, whereas synthetic inorganic glasses were possibly 
discovered circa 5–6 millennia ago in Mesopotamia (Iraq). For many centuries, they 
were used as vessels and ornamental objects. In the seventeenth century, glasses 
made possible the invention of the microscope and the telescope, which revealed the 
micro—and macro-universes, from microstructures to planets and galaxies. Glasses 
of optical quality were developed in the 1880s, which boosted the optical instruments 
industry and science. For that accomplishment, glasses have been nicknamed by some 
authors the “eyes of science.” 

Glass windows have protected us from harsh weather for the past four centuries; 
glass bottles allow us to store water and other precious liquids free of contaminants, 
viruses and bacteria, filter light and other potential causes of degradation. Multi-
colored “crystal” glasses achieve intricate forms in the hands of artists that fill us 
with awe and enchant our lives. Today, due to their attractive aesthetics and excel-
lent optical, mechanical, thermal, electrical, and chemical properties, glasses are 
being increasingly used in numerous practical domestic applications and even more 
fascinating ones, such as optical fibers, lasers, visible-UV-IR filters, color blindness 
correctors, electrochromic windows, optical memories, bioglasses, nuclear waste 
disposal, etc. 

Furthermore, through controlled crystallization, a new family of advanced mate-
rials denominated glass-ceramics emerged, which are used, for example, in cooktop 
plates, giant telescopic mirrors, and state-of-the-art cell phone displays. Due to 
all these great uses, the comfort provided to our lives, and its growing economic 
importance, 2022 was deservedly chosen by the UN as the International Year of 
Glass! 

With the continuous research pursuits on glass science and engineering, advance-
ments in glass technology are continuously witnessed, allowing the development of 
smart glasses with an even more comprehensive range of functionalities and commer-
cial applications. Knowledge dissemination in this field is desirable to fetch progress 
with sustainability. To this end, the CSIR-Central Glass and Ceramic Research 
Institute (CSIR-CGCRI, Kolkata, India), in a joint endeavor with the International 
Commission on Glass (ICG), organized the 2nd ICG-CGCRI international tutorial
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vi Foreword

in the period January 18–27, 2021, in this series of tutorials to propagate knowledge 
about glass science and technology. 

To “crystallize” all the valuable information discussed and celebrate the tutorial, a 
CGCRI team has organized a book entitled Glasses and Glass-Ceramics—Advanced 
Processing and Applications, Edited by doctors K. Annapurna and Atiar Rahaman 
Molla. In this book, properties of Glasses and Glass-Ceramics are explained. It 
summarizes some of the tutorial lectures covering an introduction to glass, its 
main properties, thermodynamics, and heat transfer in glass-forming melts, color 
in glass, and advanced characterization techniques to analyze the structure and prop-
erties of functional glasses and glass-ceramics. The authors from India, Germany, 
the USA, Japan, England, and France are experienced and well-known within the 
glass-research community. In this context, this book will undoubtedly contribute 
to the knowledge dissemination across the readership from the student commu-
nity, researchers, scientists, professors, and technologists working in this field. It 
comprises the following chapters: 

1. Thermodynamics of Glasses (Reinhard Conradt) 
2. Chemical Durability of Glasses (Reinhard Conradt) 
3. Radiation Heat Transfer in Glass Melts: Key Concepts and Phenomena (Manoj 

Choudhary) 
4. Thermomechanical Behaviour During Forming of Silicate Glasses—Modelling 

and Characterization (Rahul Kumar, Soupitak Pal, and Dipayan Sanyal) 
5. Coloured Glass (J. M. Parker) 
6. Computer Modeling of Glass Structures and Properties (Akira Takada) 
7. Atomic Structure of Glasses Investigated by Diffraction and Scattering of Radi-

ations (Bernard Hehlen and René Vacher) 
8. Melt-Derived Bioactive Glasses: Approaches to Improve Thermal Stability 

and Antibacterial Property by Structure–Property Correlation (Sakthi Prasad, 
Anustup Chakraborty, Kaushik Biswas) 

9. Nuclear Waste Vitrification and Chemical Durability (Russell J. Hand) 
10. Glass–ceramics: A Potential Material for Energy Storage and Photonic Applica-

tions (Anirban Chakrabarti, Sreedevi Menon, Anal Tarafder, and Atiar Rahaman 
Molla) 

I warmly congratulate doctors Annapurna and Molla for this excellent initiative, 
which will undoubtedly be a positive addition to the IYOG celebrations! 

Prof. Edgar Dutra Zanotto 
Director 

Center for Research, Technology 
and Education in Vitreous Materials 

Federal University of São Carlos 
São Carlos, Brazil 

http://www.certev.ufscar.br

http://www.certev.ufscar.br


Preface 

The book on Glasses and Glass-Ceramics—Advanced Processing and Applications 
has been edited by Dr. K. Annapurna and Dr. Atiar Rahaman Molla to be published 
by Springer Nature. Given the rapid growth of the field of glassy materials, a wide 
range of synthesis techniques, properties, and applications for glassy materials are 
already available, but progress in this field continues to be made at a remarkable rate. 
This book will be a useful mine of state-of-the-art information for those engaged 
in research and education in this domain. This is an outcome of an ICG-CGCRI 
tutorial on glass conducted in January 2021 which was hosted by CSIR-Central Glass 
and Ceramic Research Institute, Kolkata, India, in association with the International 
Commission on Glass (ICG) where glass experts across the globe delivered their 
presentations on cutting-edge topics on glass, starting from the horizons of synthesis 
techniques, physics and chemistry of glasses, advanced characterization techniques 
and that has expanded to advanced applications. This was realized that if all these 
amazing lectures can be collated into a book that will most likely represent a valuable 
source of information not only for scientists working on glassy materials but also for 
many interdisciplinary scientists involved in chemistry, physics, ceramics, and other 
engineering disciplines. This book covers ten illuminating chapters covering almost 
all the aspects of glass materials. 

David L. Morse and Jeffrey W. Evenson of Corning Incorporated, New York, 
rightly pointed out that “Glass is one of the world’s most transformative materi-
als”. Featuring tremendous versatility and distinctive technical capabilities, glass has 
been responsible for numerous cultural and scientific advancements from windows to 
optical fiber. Today, the pace of glass innovation is accelerating, thanks to scientists’ 
deep understanding of glass physics and chemistry, combined with modern analytic 
and control technologies. We believe that the world has entered in the Glass Age. 
We have an unprecedented opportunity to harness the unique capabilities of glass 
to solve some of our world’s most urgent challenges, such as more effective health 
care, cleaner energy and water, and more efficient communication in an article titled 
“Welcome to the Glass Age” published in the international journal of applied glass 
science (2016). Glass has been recognized as an outstanding material for transfor-
mation of human lives and a befitting tribute to the material was bestowed by the
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viii Preface

United Nations through their declaration of the year 2022 as an International Year 
of Glass. 

Before entering the enchanting world of glassy materials, a brief introduction to 
glass may be useful to novice glass researchers or non-professionals. 

Glass is an amorphous solid completely lacking in long-range, periodic atomic 
structure, and exhibiting a region of glass transformation behavior. Any material, 
inorganic, organic, or metallic, formed by any technique, which exhibits glass 
transformation behavior is a glass. 

Although many definitions for glass have been proposed by many researchers 
time and again starting from the 1930s, however, the above definition covers all 
aspects of glass. Glass is one of the earth’s most enduring engineering materials. 
Glass’s impermeability makes it useful for hermetic containers, displays, substrates 
for ICs, and appealing architectural applications. The transparency of glass has been 
exploited for optical and RF transmission. Glass surfaces have been engineered to 
make mechanically much stronger and damage resistant. Some glasses can withstand 
temperatures as high as 1000 °C without any deformation, maintaining absolute 
structural integrity. Glass has ingrained an indelible footprint on the health care 
sector by supplying bio-active glasses, implants, and anti-bacterial coatings to the 
human race. 

The glass has a tremendous impact on the transformation of modern civilization. 
The contribution of glass has been realized with the discovery of spectacles using 
glasses in the thirteenth century and the fourteenth century presented the world with 
crown glasses that has been used as transparent windows enabling humans to protect 
themselves from the harshest environments while allowing the light to enter in their 
houses. For example, the discovery of telescopes in the seventeenth century helps 
the scientists to unravel the mysteries of the universe. The glass contributed tremen-
dously for the advancements of medical sciences by presenting with a microscope 
that enabled the discovery of viruses, bacteria, cells, etc., leading to discoveries of 
vaccines, antibiotics and anti-viral drugs to name a few. We cannot just imagine a 
life, without mirrors, car windshields lenses, picture tubes, etc., made out of glasses 
that created massive transformations in photography, motion pictures, and television. 
The invention low-loss optical fiber in 1970 created a revolution in the Internet-based 
communication technology. 

Glass-ceramics are on the other hand polycrystalline materials derived from 
glasses by controlled crystallization. It contains both the glassy as well as crystalline 
phases and expands the possibilities of multi-functional applications by generating 
suitable crystals within glass matrices. By changing the compositions and crystalliza-
tion heat-treatment parameters, volume fractions of crystals, its morphology, etc., can 
be controlled to tailor the properties of glass-ceramics, resulting in enormous possi-
bilities for applications in cutting-edge technologies. Optical, thermal, chemical, 
biological, mechanical, electrical, and magnetic properties of glass-ceramics can be 
tailored and that finds many important applications. Glass-ceramics are used for many 
technical applications including in radomes, space, magnetic memory, liquid crystal 
display, consumer applications (cookware, tableware, stove-tops), telescope mirrors,
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luminescent material, solar concentrators, white LED, medical and dental applica-
tions, electrical and electronic applications, architectural applications, coatings and 
solders, energy applications to name a few. 

The book covers the tutorial lectures delivered at the 2nd ICG-CGCRI online 
tutorial organized by the CSIR-CGCRI, Kolkata. The book comprises of 10 chapters 
consisting of Thermodynamics of Glasses (Reinhard Conradt), Chemical Durability 
of Glasses (Reinhard Conradt), Radiation Heat Transfer in Glass Melts: Key Concepts 
and Phenomena (Manoj Choudhary), Thermomechanical Behaviour During Forming 
of Silicate Glasses—Modelling and Characterization (Dipayan Sanyal and Rahul 
Kumar), Coloured Glass (J. M. Parker), Computer Modeling of Glass Structures 
and Properties (Akira Takada), Atomic Structure of Glasses Investigated by Diffrac-
tion and Scattering of Radiations (Bernard Hehlen and René Vacher), Melt-Derived 
Bioactive Glasses: Approaches to Improve Thermal Stability and Antibacterial 
Property by Structure–Property Correlation (Sakthi Prasad, Anustup Chakraborty, 
Kaushik Biswas), Nuclear Waste Vitrification and Chemical Durability (Russell J. 
Hand) and Glass–ceramics: A Potential Material for Energy Storage and Photonic 
Applications (Anirban Chakrabarti, Sreedevi Menon, Anal Tarafder, and Atiar 
Rahaman Molla). We are grateful to all the authors for their fine contributions for 
this book. This book has been contributed by the stalwarts in the field of glass from 
across the globe from India, Germany, the USA, Japan, and France. 

The editors are indebted to Prof. E. D. Zanotto, Federal University of Sao Carlos, 
Brazil, for giving two outstanding lectures in the tutorial and for his remarkable 
Foreword for this book. 

We gratefully acknowledge the supports made by the colleagues of CSIR-CGCRI, 
Kolkata, for conducting the online tutorial successfully. 

We are particularly grateful to Dr. (Mrs.) Suman Kumari Mishra, Director, 
CSIR-CGCRI, for her continuous support and encouragement for conducting the 
online ICG-CGCRI tutorial on glass. Mr. Sitendu Mandal, Chief Scientist, and 
Head, Specialty Glass Division, CSIR-CGCRI, has been instrumental for success-
fully conducting this event. We are indebted for the profound contributions made 
by our colleagues from the Specialty Glass Division, CSIR-CGCRI especially to 
Dr. Kaushik Biswas, Dr. Anal Tarafder, Dr. Ashis Kumar Mandal, Dr. Shirshendu 
Chakraborty, Dr. N. C. Pramanik, Dr. Sunirmal Jana, Dr. Himanshu Maharana.
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Chapter 1 
Thermodynamics of Glasses 

Reinhard Conradt 

1.1 Introduction 

Scope of the chapter 

The present chapter is devoted to the thermodynamic description of glasses, with a 
focus on silicate glasses. This is done in the language of classical, i.e., phenomeno-
logical thermodynamics, which—in contrast to statistical thermodynamics—rests 
on macroscopic quantities only. It is true, that such an approach does not appeal to 
the sense of imagination. The reader may miss the typical images of glass structures 
found in many textbooks. However, this shortcoming is well compensated by the 
fact that the thermodynamic approach always yields quantitative results. Thus, it 
is a key to the assessment of the properties of glasses and glass melts. It serves as 
a powerful tool in the design of glasses with desired properties and allows one to 
analyze in a quantitative way chemical reactions involving glasses and their melts. 
Typical examples are: the batch-to-melt conversion, evaporation from glass melts, 
and the chemical durability of glasses. In Sect. 1.2, an introduction to the quantities 
used in phenomenological thermodynamics—so-to-speak, to the vocabulary of its 
language—is given. Section 1.3 presents a short review of the typical features of 
the glassy state. Ways are outlined how to describe glass-forming one-component 
systems in terms of thermodynamic quantities. Section 1.4 of the chapter is devoted 
to multicomponent glasses. After all, the majority of glasses produced worldwide 
belong to this class of systems. The part is supported by examples demonstrating 
how thermodynamic calculations on such systems are performed. 

Relation between structure and energetics 

According to traditional understanding, silicate glasses build a random network 
constituted by the nature of their atomic bonds. No unit cell of a glass can be given.
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2 R. Conradt

Glass structure is often described in categories of network forming versus network 
modifying bonds. This paradigm is based on the work by Zachariasen [1], later modi-
fied by Greaves [2]. Glasses have been termed amorphous materials. This is, in fact, 
a poor statement. The term “amorphous” means “absence of a defined structure”, 
thus expressing what we do not know about glass structure only. Therefore, let us 
consider the structural hierarchies in condensed phases, i.e., crystals X, glasses GL, 
liquids L, namely: short-range order (SRO), medium-range order (MRO), and long-
range order (LRO). This approach is highly simplified and does not account for the 
formation of any defects, clusters, or phase boundaries. In oxide systems, the SRO 
primarily relates to the nature of the cation–anion polyhedra, while the MRO relates 
to how they are connected, for example via corners, edges, or surfaces. Ignoring 
fractals and quasicrystals for the sake of simplicity, the LRO relates to the transla-
tional symmetry of the structure. Only states X have translational symmetry. Table 
1.1 compares the atomic ordering, interatomic interactions, and atomic displacement 
in the states of gas, crystal, liquid, and glass. Detailed theories have been developed 
for gases and crystals. This has not yet been achieved to the same extent for liquids 
and glasses. According to Landau [3], this is because gases and crystals both have 
a “negligibly small parameter”, i.e., the interaction or static displacement, respec-
tively, can be neglected. This simplification is not possible in general for liquids 
and glasses. The diffusion coefficients in Table 1.1 reflect the order of magnitude of 
atomic mobility. For isochoric heat capacities cV of solid condensed phases, Table 1.1 
lists the uniform distribution or Dulong-Petit value cV = 3 N·k, with N = Avogadro’s 
number, k = Boltzmann’s constant. It is the upper-temperature threshold reached in 
crystalline solid phases. For elements and simple compounds, this is a surprisingly 
accurate assessment. For more complex compounds like silicates, however, it only 
applies as a rough approximation. For the cV (T) function of gases and solids, elabo-
rate theories (kinetic gas theory, Debye-Einstein model, respectively) are available. 
For liquids, even the number ƒ of atomic degrees of freedom is uncertain. A recent 
proposition for ƒ reads ƒ = 3−(ωF/ωD)3 [4]; ωF = Frenkel frequency of positional 
hopping of atoms, ωD = Debye frequency. But this proposition does not take into 
account any configurational degrees of freedom in cV (T). In glasses and liquids, the 
spatial degree of order is grasped by the categories of short-range order (SRO) and 
medium-range order (MRO) only. From the point of view of energetics, glasses of 
a given chemical composition differ from their isochemical crystalline counterpart 
by small enthalpy and entropy differences only. Frenkel [5] stated that, in view of 
these small differences, the structural disorder of glasses and even liquids cannot 
be dramatic. According to Planck, the kinetic energy Ekin of an individual atom 
vibrating around a fixed position is given (in each space direction) by Ekin = ℏ ·ω, 
where ω denotes the vibration frequency. The macroscopic effect, i.e., the thermal 
energy of a material, is determined by the density of vibrational states (DVS) in the 
material. At ambient temperature, glasses show nearly the same DVS as their crys-
talline counterparts. It is true, the similarity of DVS does not generally extend to the 
low-frequency part, but this becomes macroscopically relevant at very low tempera-
tures only. The macroscopic quantity reflecting the DVS of oxide glasses is the heat 
capacity. In spite of lack of translational order in glasses, the vibrational states do
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Table 1.1 Comparison of structural and dynamic features of gases, crystals, liquids, and glasses; 
cV = isochoric heat capacity, N = number of atoms in the formula, k = Boltzmann’s constant; D25 
= diffusion coefficient at 25 °C 
State Kind of order Atomic interaction Atomic* 

displacement 

cV 
N ·k log D25, 

D25 in cm2 s−1 

Gas Dynamic disorder → 0 Very large 3/2 −1.2 to 0.2 

Crystal X Static order; SRO, 
MRO, LRO 

Large → 0 3 −15 to −6 

Liquid L Static and dynamic 
disorder; SRO, 
MRO 

Large Moderate ƒ** −6 to  −3 

Glass GL static disorder; 
SRO, MRO 

Large Minor 3 −15 to −6 

*The displacement of individual atoms is characterized by the diffusion coefficient 
**After [4] ƒ = 3−(ωF/ωD)3 < 3 yielding a high-T limit of cV = 2 N · k; ωF = Frenkel frequency 
(positional change of atoms); ωD = Debye frequency; for X and GL, the Dulong-Petit limit of cV 
is given; the isobaric heat capacities cP of liquids at T > T liq reach values of ƒ ≈ 3.75 ± 0.5 as 
verified by a survey of > 100 pure substances: oxides, silicates, borates, phosphates, sulfates 

not dissipate. The same applies to elastic waves (sound waves). As a consequence, 
glasses behave like elastic solids; they may be treated like low-density polymorphs 
of a given composition. The macroscopic quantities reflecting the response to elastic 
waves are the elastic moduli. As macroscopically isotropic materials, glasses possess 
two independent elastic moduli only. 

1.2 The Language of Phenomenological Thermodynamics 

As said before, phenomenological thermodynamics—in contrast to statistical ther-
mosdynamics—describes the world in terms of macroscopic quantities. It focuses 
on energy, in specific, on its amount, its transformation (e.g., heat to work), and its 
dissipation (e.g., through equilibration of thermal or chemical gradients). As a most 
basic concept of school physics, the energy E of a system is composed of two parts, 
i.e., a part related to its position termed potential energy Epot, and a part related to its 
motion termed kinetic energy Ekin: E = Epot + Ekin. The law of energy conservation 
(1st law of thermodynamics) is one of the most fundamental laws of nature. Energy 
cannot be defined in an absolute way, but as difference ΔE to a given reference 
position L (e.g., sea level) and reference velocity v (e.g., the laboratory table) only. 
At reference position and velocity, ΔE = 0. Thermodynamics extends this view 
proposing that such a system still contains “internal energy” U. Such an extension 
is suggested, e.g., by the experience that the system may feel warm or cold. If the 
system is isolated from the environment, U remains constant: dU = 0. Changes in 
the internal energy U are brought about by transferring heat Q or matter m to the 
system, or by performing work W on the system. If transfer of matter is excluded,
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then 

dU = δQ + δW. (1.1) 

The symbol δ denotes that both work and heat describe energy in transformation 
between two different states, not energy attributed to a certain state. An isolated 
system does not “possess” work. The volume work reversibly performed is given by 

δW = −P dV . (1.2) 

The amount of heat reversibly transferred to the system has been used by Clausius 
to define a function of state termed entropy, 

S = Qrev
/

T . (1.3) 

Thus, we obtain the well-known expression 

dU = T dS − P dV . (1.4) 

Equation (1.4) shows that the internal energy is closely related to the volume 
as working coordinate, and hence, to the condition dV = 0 in the absence of 
volume work. This is a convenient boundary condition for computer simulation. 
For condensed phases in the real world, however, conditions dV ≈ 0 can be main-
tained at extreme experimental effort only. On the other hand, an environment at 
constant pressure always imposes an energy contribution –P·V on a material. Let us 
re-normalize the energy by subtracting this part from U. By this re-normalization, a 
quantity termed enthalpy H is obtained: H = U –(–P·V). The enthalpy change dH is 
given by 

dH = T dS + V dP. (1.5) 

From a practical point of view, H is a much more suitable representation of the 
energy of a system in the real world than U. At constant pressure, 

dH |P=const = δQrev. (1.6) 

hence the letter H for “heat” chosen by Gibbs. As a large number of production 
processes run at constant environmental pressure, Eq. (1.6) is the basis of industrial 
heat balances. By the way, atP = 1 bar and at V ≈ 5–20 10–6 m3/g-atom for condensed 
phases, the term P·V amounts to 0.5–2 J/g-atom only while H is in the order of 
kJ/g-atom. Thus, H is almost identical to U under these conditions. For the sake 
of completeness: With such re-normalizations (termed Legendre transformations), 
further representations of energy are obtained, which are: the Helmholtz energy F 
= U−T·S and the Gibbs energy G = U−T·S + P·V = H−T·S.
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What is the appropriate reference state for the enthalpy of a system equivalent to 
the reference states for Epot and Ekin? Let us first split up H into shares of internal 
potential and kinetic energy. The potential energy is determined by the positions of the 
atoms in the landscape of their superimposed interaction potentials; the enthalpies of 
the individual elements in their states at 298 K and 1 bar are chosen as the zero line (the 
earlier reference pressure 1 atm= 1.01325 bar has been replaced by 1 bar). Enthalpies 
of substances are expressed as differences to this line; the H values thus obtained are 
termed standard enthalpies and labeled H°. By this definition, all elements at 298 K, 
1 bar, have H° = 0. Note that the actual state at 298 K, 1 bar has to be taken for the 
elements, e.g., Fe(fcc), Hg(liq), O2(g), etc. The kinetic energy term of H is related 
to the temperature,

ΔHT = 
T∫

298K 

cp · dT , (1.7) 

where cP is the isobaric heat capacity. The entire enthalpy function is given as the 
sum of potential and kinetic parts, reading 

H (T ) = H ◦ + 
T∫

298K 

cp · dT . (1.8) 

An alternative reference line for H has been used in several books and tables, 
defining the enthalpies of the elements at 1 bar to zero at any temperature. These 
enthalpies are termed formation enthalpies Hƒ . The relation between H° and Hƒ is 
given by Eq. (1.9) below (the user of thermodynamic tables is cautioned to carefully 
check the respective reference state used): 

H f (T ) = H ◦(T ) −
Σ

⎛ 

⎝νel · 
T∫

298K 

cP, el · dT 

⎞ 

⎠. (1.9) 

The integral denotes the heat physically stored in element el at temperature T 
relative to 298 K; νel is a stoichiometric coefficient; the sum is extended over all el 
contained in the substance. Let us again invoke the definition of Gibbs energy G and 
present it by Gibbs’ main equation 

G = H − T · S. (1.10) 

With G, H, S, and T, we obtain a consistent description frame for all thermo-
dynamic states of substances at P = 1 bar. G is the key function for the treatment 
of heterogeneous phase equilibria and chemical equilibria. This is demonstrated 
in Fig. 1.1. Panel a shows the G curves for solid and liquid Al2O3; the condition
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Fig. 1.1 a Gibbs energy G of Al2O3 in the solid and liquid state b Gibbs energy difference ΔG of 
the formation reaction of SiO2 (cristobalite) from Si and O2(g) 

Gliquid−Gsolid = 0 determines the melting point Tm of Al2O3. Panel b shows the 
formation reaction of SiO2 (cristobalite) from solid Si and O2. 

Let us come back to the definition of the entropy in Eq. (1.3). For natural (i.e., irre-
versible) processes, according to Clausius, S = Qrev/T > Q/T. This imposes a severe 
constraint to such processes (2nd law of thermodynamics). The difference Qrev−Q 
is termed “uncompensated heat”. It was de Donder [6] who linked the uncompen-
sated heat to the concept of entropy generation. Based on this concept, his scholar 
Prigogine [7] explicitly pointed out that the entropy change in a natural process is 
composed of two contributions, 

dS = dSext + dSint , (1.11) 

where Sext denotes the entropy exchange with the environment and Sint the internal 
entropy generation. The term dSext has no constraint for its sign; it may be positive 
or negative. It may be manipulated at will, and the entropy of a system may be 
lowered significantly at the expense of an entropy increase in the environment. This 
is the basis of all biological growth as well as all industrial processes (from crude 
raw materials to sophisticated products). By contrast, the term dSint is ≥ 0 always; 
dSint = 0 corresponding to Sint = maximum denoting internal equilibrium—with one 
important exception. As a matter of fact, an isolated system with dU = 0 may still 
undergo an internal entropy increase until internal equilibrium is reached. But this 
is not the only way for dSint to reach zero. The so-called dissipation function T·dSint 

may be presented, in a most general way, by the product of an internal driving force 
ƒ and a reaction path parameter ξ as 

T · dSint = f · dξ. (1.12)
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Let us, for simplicity, imagine a spring stretched by a length dξ from its equilibrium 
position. It is true if the internal driving force approaches zero, then dSint also becomes 
zero, and internal equilibrium is reached. But dSint may also approach zero at a finite 
value of ƒ if ξ comes to an arrest at a non-equilibrium position, hence dξ = 0, due 
to some internal constraint. Such a system would assume, in most general terms, a 
frozen-in non-equilibrium state. The reader will agree at once that this case is most 
relevant for the description of the glassy state. 

1.3 The Glassy State 

Definition of the glassy state 

In literature, several definitions of the glassy state have been given. A historical 
review of such definitions by Richet is found in [8]. The author concludes: It is thus 
tempting to define very simply a glass as a macroscopically homogeneous amorphous 
solid whose properties (physical, chemical, or structural) vary with its preparation 
conditions. Below, some further definitions are quoted from memory. A glass is 

• a material cooled down from a melt to a rigid condition without crystallization; 
• a material characterized by the absence of long-range translational order at the 

atomic scale; 
• a dense (non-fractal) isotropic and homogeneous non-crystalline solid without 

any internal phase boundaries. 

The first definition does not reflect the fact that glasses may be formed via the 
pressure coordinate, or a composition coordinate (polymerization), or by precipita-
tion from the gas phase. The second definition would also be valid for xerogels and 
aerogels with fractal structures and internal porosity. The third definition clarifies this 
issue. The definition reflecting best the situation discussed at the end of the previous 
section reads: 

• A glass is an undercooled frozen-in liquid 

This definition is rather abstract and may be misunderstood. The noun “liquid” led 
people to speculate on church windows to flow during the centuries rendering their 
lower parts thicker than their upper ones. The latter observation is true—it stems 
from handicraft practice to put the thicker part of a glass panel to the bottom—but 
the former interpretation is not true. Scientifically, this has been refuted, e.g., by 
Zanotto [9] who concluded that medieval and contemporary window glasses cannot 
flow at room temperature in human time scales. In fact, the frozen-in liquid state 
is rigid, brittle, highly elastic, and much less ductile than many crystalline solids. 
A glass is no liquid in the sense of fluid dynamics but a rigid body. In terms of 
thermodynamics, however, it still bears the energetic and structural signature of the 
liquid state. The sketch in Fig. 1.2, panel a, shows that the frozen-in state reached 
by cooling a melt is no unambiguous state. It depends on the cooling rate, i.e., it is
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Fig. 1.2 a Molar volume V of glasses cooled down from a melt at different cooling rates as a 
function of temperature; Tf = fictive temperature; principle sketch; b Glass transition temperature 
Tg of a simple silicate system [10] as a function of the cooling rate q 

path dependent. So, from a purist’s point of view, it should not be called a state at 
all. By experience, however, glasses in amounts of many 1000 t can be produced 
with densities ρ kept constant within a narrow range of δρ < 10-3 g/cm3. So, from an 
operational point of view, the term “glassy state” is well justified. The temperature 
at which the system freezes in, i.e., drops out of internal equilibrium (with a finite 
residual driving force present), is termed fictive temperature Tf . The glassy state is 
a function of its composition, the temperature and pressure of the environment, and 
the fictive temperature Tf . Tf depends on the cooling rate q like 

1/Tf ∞ ln q (1.13) 

with a negative slope. Within the scope of this article, no distinction is made between 
Tf and the glass transition temperature T g; both Tf and T g are used as synonyms. 
Strictly speaking, T g is linked to an experimental standard procedure performed 
on well-annealed samples at a well-defined heating rate; some authors prefer the 
definition that T g denotes the temperature at which a viscosity of 1013 dPas is reached. 
So, the concept ofTf is broader than that of T g. Panel b of Fig. 1.2 shows, in agreement 
with Eq. (1.13), that the T g of a simple silicate glass varies with the cooling rate q. 
Under standard cooling conditions atq =5 K/min, Tg = 520 °C for the given example. 

Heat capacity 

A quote often attributed to Einstein reads: If you can perform one type of experi-
ment on a material only, then measure its heat capacity. It could not be verified here 
whether or not this is a genuine Einstein quote. Yet, the statement is worthwhile being 
taken into consideration. Indeed, the function cP(T) reveals a maximum of informa-
tion on a material. We follow this recommendation and demonstrate the results for 
several one-component silicate systems. Figure 1.3 presents data for a sodium silicate
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glass with composition of 27.6 Na2O, and 72.4 SiO2, which is the eutectic compo-
sition with the lowest liquidus, T liq = 1073 K (800 °C), of the whole Na2O–SiO2 

system. Within a narrow temperature range around the glass transition temperature 
T g, the quantity cP increases from the value cGL of solid glass to the value cL of 
undercooled liquid. The onset of the cP jump satisfies the relation cGL(T g) ≈ 3 R, 
which may tentatively be described as a universal feature of glasses. The relationship 
between cP and T g tentatively described as universal has been observed to hold in 
many glass-forming systems [13]. This is shown in Fig. 1.4. The graph also shows 
that the heat capacities of liquids above T g are often not constant. However, above 
T liq, they lie within the range quoted below Table 1.1. Unfortunately, many thermo-
dynamic tables list constant values for cL. This is a blind spot that we must currently 
live with. The labels of Fig. 1.4 use the shorthand notation for oxide compounds. This 
avoids writing out the inconveniently lengthy stoichiometric formulas. The abbrevi-
ations used here and throughout the rest of these notes are as follows: S = SiO2, T  
= TiO2, P  = P2O5, A  = Al2O3, B  = B2O3, F  = Fe2O3, C  = CaO, M = MgO, Z 
= ZnO, L = Li2O, N = Na2O, K = K2O. For instance, the compound CaMgSi2O6 

is abbreviated to CMS2, and NaAlSi3O8 is shortened to ½·NAS6. Finally, Fig. 1.5 
presents data for the system CaO·MgO·2SiO2 in the crystalline (X), glassy (GL), 
and liquid (L) states for temperatures reaching from close to 0 K beyond the melting 
temperature Tm. In the following, let us denote the isobaric heat capacities of X, 
GL, and L by cX, cGL, and cL, respectively; the index GL and L denotes the states 
from solid glass to undercooled melt. Note how much work had to be invested to 
accomplish such a set of data. In panel a, the typical cP jump at T g is clearly seen. 
The overshoot peak of the glass at T g has no effect on the integral values derived 
later. At melting temperature, both GL and X merge to an identical state, i.e., the 
liquid L. For T sufficiently below T g, cX and cGL are nearly identical. This is due to 
the fact that the short wavelengths λ of phononic vibrations probe the SRO of the 
structure only; λ = h·u/(kT) (with an upper limit set by the interatomic distance); 
u = sound velocity; h = Plancks’ constant; k = Boltzmann’s constant. Thus, we 
conclude that, on spatial average, the SRO of crystal and glass is nearly identical, 
too. Again, the cP jump occurs at a temperature where cX reaches the Dulong-Petit 
limit cDP = 3 N·R; for CaO·MgO·2SiO2, the atom number N per formula unit is 
10; R = gas constant; hence, cDP = 249.4 J/(mol·K). In panel b, the low-T range is 
shown. For T → 0, cP → 0. In agreement with Debye’s law, the crystal approaches 
zero like cX ∝ T3. The glass displays a heat capacity excess relative to the crystal. 
The maximum deviation from Debye’s law occurs at a temperature corresponding 
to a phonon wavelength of λ ≈ 2–3 nm. This has been interpreted as a length scale 
of MRO. Indeed, cP(T) reveals a lot of details on the glassy state.

Description of one-component systems 

The information provided by Fig. 1.5 is used for a comprehensive thermodynamic 
characterization of the entire system in its states X, Gl, and L. The enthalpies and 
entropies can be given in terms of the integrals over cp and cP/T, respectively. 
Figure 1.6 summarizes the results.
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Fig. 1.3 Heat capacity cp of composition 27.6 Na2O, 72.4 SiO2 (mol %) in the state’s glass, 
metastable undercooled liquid, and stable liquid [11]; in the original paper, the stoichiometric 
coefficients are incorrect; T13.0 is the temperature at η = 1013 dPa·s as calculated after [12]; T13.0 
is practically identical with the calorimetric glass transition temperature 

Fig. 1.4 Heat capacities of different oxide compounds in their states GL and L [13]; oxide shorthand 
notation N = Na2O, C = CaO, M = MgO, T = TiO2, S  = SiO2; small numbers beside the 
composition formulas denote the melting temperatures Tm in K
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Fig. 1.5 a Ambient to high-T range of heat capacity of CaO·MgO·2SiO2 crystal, glass, and melt; b 
Low-T range of heat capacity of CaO·MgO·2SiO2 crystal and glass; lines: crystal; symbols: glass; 
data from [14–18]

Fig. 1.6 a Enthalpy of CaO·MgO·SiO2 crystal and glass; left ordinate: values of the integrals; 
right ordinate: normalization to the standard enthalpy H°X of CaO·MgO·SiO2 b Entropy of 
CaO·MgO·SiO2 crystal and glass
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The branch in panel a representing the integral
∫ 

cx·dT starts at zero. The enthalpy 
value of the crystal at 298 K is normalized to the standard enthalpy of formation H°X 

of CaO·MgO·SiO2 (see Sect. 1.2). This yields the right-hand ordinate of panel a. The  
branch representing the integral

∫ 
cGL·dT also starts at zero. However, as identical 

states are reached for GL and X at melting temperature Tm, the unknown integration 
constant is determined by shifting the branch upwards in a way that it matches with 
the value HL(Tm). This yields, in turn, the zero Kelvin excess enthalpy of the glass, 
HGL(0). 

In panel b, the very same procedure is performed on the integrals
∫ 

(c/T )·dT. 
Yet, according to the 3rd law of thermodynamics, the entropy of the crystal—as a 
phase in internal equilibrium—becomes zero at zero Kelvin. Therefore, no additional 
right-hand ordinate is required for panel b. The finite value SGL(0) of the zero Kelvin 
excess entropy of the glass is obtained, like before, by shifting the branch GL, L 
upwards in a way that it matches with the value SL(Tm). 

In Fig. 1.7, the differences HGL−HX, GGL−GX, and SGL−SX are plotted. For the 
range T < T g, the temperature-dependent differences are approximated by constant 
values Hvit and Svit, representing, on average, the residual enthalpy and entropy, 
respectively (Simon’s approximation). This procedure significantly simplifies the 
thermodynamic treatment of glasses in the temperature range from ambient to high 
temperatures. 

In conclusion, a one-component system is described as follows:

Fig. 1.7 a Differences HGL–HX and GGL–GX of CaO·MgO·2SiO2; b Difference SGL–SX of 
CaO·MgO·2SiO2; the  values  Hvit (a) and  Svit (b) as obtained by Simon’s approximation 
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in the crystalline state: by H°X, S°X, cX(T ); cX(T ) is typically represented by a 
polynomial. 

the liquid state: by Hm, T m, and cL; Sm = Hm/Tm; thermodynamic tables 
typically give constant values for cL (which is an over-
simplification); 

the glassy state: by Hvit and Svit (Simon’s approximation) and cGL= cX, X  
= low-density polymorph at 25 °C; values of Hvit and Svit 

are compiled in [20] for many systems; if data are not avail-
able, Hvit ≈ 1

/
2·H

m, Svit ≈ 1/
3·Sm, T g/Tm ≈2/

3, ΔcP/Sm ≈ 
3/
2 may serve as rules of thumb; integrating the difference 

cL−cX ≈ const. Over the range from T g to T m and using 
the above rules yields Hvit/Hm ≈ 1−(ΔcP/Sm)·(1−T g/Tm) 
= 1

/
2 again but S

vit/Sm ≈ 1 + (ΔcP/Sm)·ln(T g/Tm) = 0.39; 
in reality, Svit/Sm ≈ 1

/
3 is obeyed quite well but T g/Tm ≈ 

2/
3, ΔcP/Sm ≈ 3

/
2 are rough guidelines only. One should 

keep in mind that cL−cX ≈ const. is an approximation, too. 

The application of the above rules may be used to check data for consistency. The 
term T g/Tm in the above formulas points to a relation between thermodynamics and 
rheology. In the following section, the ratio ΔcP/Svit≈ 3·ΔcP/Sm will play a major 
in this context. The above relations apply to constant pressure P = 1 bar. Pressure 
dependence is not discussed here in detail. For pressures P negligible against the 
bulk modulus K, the effect of pressure is approximated by 

G(T , P) ≫ G(T , P◦) + V ◦ · [
1 + 3 · α · (T −T ◦)

] · (P−P◦); (1.14) 

V° = molar volume at T° = 298 K, P° = 1 bar; α = linear thermal expansion 
coefficient as determined in a dilatometer. 

1.4 Multicomponent Glasses 

The concept of thermodynamic components 

As useful as the assessment of a comprehensive set of thermodynamic data for one-
component glasses may be, a most essential question remains open: How can the 
principles from Sect. 1.3 be applied to multicomponent glasses of arbitrary compo-
sition? Before we enter the discussion, we have to do some homework: We have to 
clarify the term “component” used in thermodynamics. 

I. A component is a compositional entity of a system specified by a stoichiometric 
formula, such as SiO2, Na2O·Al2O3·6SiO2, etc. However, not any arbitrary 
grouping of such formulas qualifies as components. A component is a member 
of a distinguished set of compositional entities. The set must allow one to express 
the composition of a system in a complete and irreducible way. For example,
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in an aqueous solution containing Na+ and Cl− ions, H2O, NaOH, and HCl are 
such a set. By contrast, the set H2O, NaOH, HCl, and NaCl do not qualify; 
it is redundant and reducible. If NaCl shall be chosen as a component, then 
the sets H2O, HCl, NaCl or H2O, NaOH, NaCl, or HCl, NaOH, NaCl would 
qualify. The set is irreducible if the number of components is three. As simple 
as this example may be, one should keep the principle in mind when moving to 
multicomponent systems. 

II. If the conditions of completeness and irreducibility are fulfilled, there is a 
lot of freedom. For example, in the system CaMg(CO3)2–NaCl, one may 
prefer to choose Na4Cl4 instead of NaCl; this would maintain the anion–cation 
balance along the compositional axis. As another example, Na2O·Al2O3·6SiO2 

or NaAlSi3O8 may be chosen alternatively. The number of possible choices is 
unlimited. 

III. Among all possible sets of components, there is always one set that stands 
out. This is the set representing, for a given composition, the equilibrium at 
298 K. The members of this set are termed constitutional components. For 
example, the constitutional components of a glass with 70 SiO2, and 30 Na2O 
(by mol) are Na2O·2SiO2 and SiO2. In order to distinguish oxide components 
from constitutional ones, the following shorthand notation is introduced for the 
latter ones: SiO2 = S, Al2O3 = A, MgO = M, CaO = C, Na2O = N, K2O = 
K, etc. 

Description of multicomponent glasses and liquids 

The Gibbs energy of a one-component glass at 298 K is given by 

GGL = H ◦ 
X + H vit−298 K · (S◦ 

X + Svit), (1.15) 

the Gibbs energy of a system containing many oxide components j is given by 

G =
Σ

n j · G• 
j + GMIX (1.16) 

with an unknown contribution GMIX; the dot marks the value of the pure oxide j, and 
GMIX is given as 

GMIX = HMIX−T · SMIX = RT ·
Σ

n j · ln a j . (17a) 

The chemical potentials of individual oxides j satisfy the relation 

μ j = G• 
j + RT · ln a j . (1.17b) 

In Eq. 1.17a–b, aj = xj·ƒj denote the activities of oxides j in the mixture; ƒj is the 
activity coefficients and xj are the molar fractions. The aj refers to the pure oxides 
with xj = 1 and ƒj = 1 taken in their states present at temperature T. The symbol
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nj in Eq. 17a denotes the molar amounts of oxides j in the glass composition. Since 
chemical compositions of industrial glasses are typically communicated in terms 
of wt. % or mj in units g/100 g, it is advisable to normalize nj to a total mass of 
100 g. Then, nj is calculated as nj = mj / Mj. Mj in g/mol is the molar mass of 
oxide j; nj has the dimension mol/100 g. In an ideal mixture, HMIX = 0, aj = xj, 
hence, ƒj = 1, and SMIX = –R·

Σ
ln xj. Then GMIX becomes a small correction 

term to G only. Unfortunately, oxide systems are extremely non-ideal mixtures of 
their oxide components with aj deviating from xj by several orders of magnitude, 
resulting in high GMIX (see Fig. 1.8). A comprehensive thermodynamic treatment of 
the binary mixtures shown in Fig. 1.8 in terms of empirical parameters derived from 
experimental data is given in Appendix 1. 

An earlier observation by Turner [21] (seeFig.  1.9) points us into the right direction 
on how to treat non-ideal oxide mixtures with their strong tendency toward compound 
formation in an alternative way. Turner measured the evaporation losses from binary 
Na2O–SiO2 melts at 1400 °C. The losses are chiefly brought about by the reaction. 

Na2O + H2O(g) → 2NaOH(g)

with the equilibrium pressure PNaOH being proportional to 
√

(PH2O·aNa2O). Figure 1.9 
shows that the melt at 1400 °C maintains a memory of the constitutional relations 
in the system Na2O–SiO2. Obviously, an approx. constant value of aNa2O is valid in 
the range S–NS2, and another (higher) one in the range NS2–NS. The presence of

Fig. 1.8 Gibbs energy of mixing GMIX in binary oxide melts at 1200 °C as a function of the molar 
fraction of the second oxide component of the mixture; for further details see Appendix 1 
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Fig. 1.9 Evaporation losses from Na2O–SiO2 melts at 1400 °C [21]

quasi-constitutional entities in melts and glasses has been verified by many structural 
investigations (NMR, X-ray, and neutron scattering, see, e.g., [22]). This shows the 
close relation between thermodynamic and structural studies on glass melts and 
glasses. 

Navrotsky et al. [23] measured the heats of mixing HMIX in binary and ternary 
silicate glasses (Table 1.2). The compositions are expressed, not in terms of oxides j, 
but of constitutional compounds k. If compared to the weighted sums of the enthalpies 
of the pure compounds, the HMIX is negligibly small. In conclusion, these systems are 
close-to-ideal mixtures, not of the oxides, but of the components k. When considering 
merely statistical mixing among the entities k, and in view of the number Nk of atoms 
contained in the individual k, then the entropy of mixing,

SMIX = −R ·
Σ nk 

Nk 
· ln x j , (1.18) 

becomes negligibly small, too. This leads to the simple relation 

G =
Σ

nk · G• 
k, (1.19)
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Table 1.2 Equimolar mixtures of binary and ternary glasses with components k = CaAl2Si2O8, 
CaMgSi2O6, NaAlSi3O8, and 4SiO2 = Si4O8; the sums of molar amounts nk are n = Σ

nk = 1mol;  
HMIX was measured calorimetrically at T = 712 °C (this is below Tg in all cases) by dissolving the 
glasses in a 2PbO·B2O3 melt [23]; Hk and Sk of the pure components k in the undercooled liquid 
state are calculated from tabulated data [24]; SMIX is calculated from Eq. (1.18) 

Molar composition
Σ

nk ·Hk HMIX−k Σ
nk·Sk SMIX−k 

kJ/mol J/(mol·K) 

½·CaAl2Si2O8–½·CaMgSi2O6 −3434.3 −6.8 511.4 1.0 

½·CaAl2Si2O8–½·NaAlSi3O8 −3774.4 −8.6 587.1 0.9 

½·NaAlSi3O8–½·CaMgSi2O6 −3318.0 + 5.9 509.0 1.0 

½·Si4O8–½·CaAl2Si2O8 −3683.4 −2.2 517.6 0.9 

½·Si4O8–½·NaAlSi3O8 −3567.2 ± 0.0 515.2 0.9 
1/
3·CaAl2Si2O8–1

/
3·NaAlSi3O8–1

/
3·CaMgSi2O6 −3508.9 −5.2 535.8 2.3 

1/
3·Si4O8–1

/
3·CaAl2Si2O8–1

/
3·NaAlSi3O8 −3675.0 −6.2 539.9 2.2

hence, G may be expressed as a simple bilinear sum of molar amounts nk and Gibbs 
energies G• 

k of the pure constitutional components k. The following set of equations 
extends this result to the thermodynamic properties of glasses and glass melts from 
ambient to high temperatures. 

H
◦ 

GL =
Σ

k 

nk ·
(
H

◦ 

k + H vit 
k

)
, (20a) 

S
◦ 

GL =
Σ

k 

nk ·
(
S

◦ 

k + Svit 
k

)
, (20b) 

Svit =
Σ

k 

nk · Svit 
k , (20c) 

cGL(T ) =
Σ

k 

nk · cX, k(T ), (20d) 

HL, 1673 =
Σ

k 

nk · H ◦ 

L, k, 1673, (20e) 

SL, 1673 =
Σ

k 

nk · S◦ 

L, k, 1673, (20f) 

G f GL =
Σ

k 

nk · G f GL, k, (20g) 

cL =
Σ

k 

nk · cL, k, (20h) 

HL(T ) = HL, 1673 + cL · (T − 1673), (20i)
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SL(T ) = SL, 1673 + cL · ln (T /1673), (20j)

ΔHL(T ) = HL(T ) − H o 
GL, (20k) 

cD P  = 3 · R ·
Σ

el 

nel, (20l)

ΔcP = cL − cD P  , (20m) 

aAG = ΔcP /Svit , (20n) 

ρ = 1
Σ

k 
nk · Mk/ρk 

, (20o) 

E =
Σ

k 

mk · Ek (20p) 

Since the nk have units of mol/100 g and the mk are expressed in g/100 g, all results 
are stated per 100 g of glass or melt. Multiplying by 0.01 yields c in J/(g·K) and E 
in GPa; multiplying by 100 yields ρ in g/cm3. Equations (20a–p) give expressions 
for the standard enthalpies, entropies, and Gibbs energies of glasses (25 °C, 1 bar), 
the enthalpies, entropies, and heat content of melts at arbitrary temperatures down 
to the undercooled region. The glass transition temperature T g is reached if the heat 
capacity of the glass cGL(T ) reaches the Dulong-Petit limit cDP; the heat capacity 
jump to the value cL of the melt is ΔcP = cL−cDP; aAG = ΔcP/Svit is the Adam-
Gibbs parameter (see the discussion of viscosity models at the end of this section 
and in Appendix 3). If aAG is deduced from viscosity measurements independently 
of Eq. (20n) (viscosity data are always available for industrial glasses), then we can 
determine the term Svit from the jump in the heat capacity at T g without needing 
calorimetric data at low temperatures. Table 1.3 lists data for a large number of 
substances that occur as components of industrial glasses. For substances that cannot 
form one-component glasses, hypothetical values of Hvit and Svit are given; after all, 
in multicomponent glasses, these substances are present in a partial molar glassy 
state. To precisely calculate the heat capacities themselves, the values ⟨cL, j⟩ listed 
in Table 1.4 are recommended. The data cL, 1673 in Table 1.3 are sufficiently precise 
to establish the heat balance of an industrial glass melt. Table 1.5 shows data for the 
elements involved. The data summarized in Table 1.6 allow the molar volumes, the 
densities, and Young’s moduli to be calculated.

Constitutional approach to multicomponent systems 

What is left to be done is the determination of the identity of the k, and their molar 
amounts nk , for a given glass composition. By virtue of Gibbs’ phase rule, the number
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Table 1.3 Thermodynamic data compounds, constituting potential components of industrial 
glasses; H = enthalpy, S = entropy, G =Gibbs energy, c = heat capacity at P = const.; superscripts: 
° = standard state (298.15 K, 1 bar), vit = vitrification, ƒ = formation from the elements in the 
standard state; subscripts: X = crystal, GL = glass, L = liquid, 1673 = 1673.15 K; data obtained by 
evaluating [18, 24–27] 

compound −H°X Hvit −HL,1673 −Gƒ 
GL S°X Svit S 

L, 1673 

c 
L, 1673 

kJ/mol J/(mol·K) 

P2O5·3CaO 4117.1 135.1 3417.1 3822.5 236.0 51.5 898.7 324.3 

P2O5 1492.0 18.2 1138.5 1333.4 114.4 9.5 586.6 181.6 

Fe2O3 823.4 45.2 550.2 701.4 87.4 17.2 370.3 142.3 

FeO·Fe2O3 1108.8 82.8 677.8 933.7 151.0 31.4 579.9 213.4 

FeO·SiO2 1196.2 36.7 962.3 1085.8 92.8 13.8 342.7 139.7 

2FeO·SiO2 1471.1 55.2 1118.8 1321.1 145.2 20.5 512.1 240.6 

MnO·SiO2 1320.9 40.2 1085.3 1208.9 102.5 15.1 345.2 151.5 

2ZnO·SiO2 1643.1 82.4 1261.1 1456.5 131.4 31.4 494.5 174.5 

ZrO2·SiO2 2034.7 86.6 1686.2 1843.5 84.5 32.6 381.2 149.4 

CaO·TiO2 1660.6 67.4 1365.7 1515.5 93.7 25.5 360.2 124.7 

TiO2 903.7 40.2 741.0 854.3 185.4 19.7 335.6 87.9 

BaO·Al2O3·2SiO2 4222.1 130.5 3454.3 3899.4 236.8 95.4 1198.3 473.2 

BaO·2SiO2 2553.1 81.6 2171.1 2342.7 154.0 26.8 533.5 241.4 

BaO·SiO2 1618.0 56.5 1349.8 1489.0 104.6 41.0 361.1 146.4 

Li2O·Al2O3·4SiO2 6036.7 184.1 5235.4 5524.7 308.8 12.1 1173.2 498.7 

Li2O·SiO2 1648.5 16.7 1416.7 1542.8 79.9 6.3 339.7 167.4 

K2O·Al2O3·6SiO2 7914.0 106.3 6924.9 7369.1 439.3 29.3 1559.4 765.7 

K2O·Al2O3·2SiO2 4217.1 80.4 3903.7 3911.4 266.1 22.1 666.5 517.6 

K2O·4SiO2 4315.8 26.4 3697.8 4038.8 265.7 21.3 983.7 410.0 

K2O·2SiO2 2508.7 12.6 2153.1 2357.4 190.6 23.9 595.4 275.3 

Na2O·Al2O3·6SiO2 7841.2 125.0 6870.1 7279.6 420.1 28.4 1512.5 648.1 

Na2O·Al2O3·2SiO2 4163.5 92.0 3614.1 3850.6 248.5 27.9 856.9 423.8 

B2O3 1273.5 18.2 1088.7 1179.5 54.0 11.3 271.1 129.7 

Na2O·B2O3·4SiO2 5710.9 42.7 4988.0 5331.6 270.0 21.1 1090.2 637.6 

Na2O·B2O3·2SiO2 3834.5 43.2 3286.9 3569.7 208.6 20.3 814.5 465.3 

Na2O·4B2O3 5900.7 59.9 4986.7 5498.3 297.1 37.0 1275.5 704.2 

Na2O·2B2O3 3284.9 48.8 2735.9 3046.5 189.5 18.5 780.3 444.8 

Na2O·B2O3 1958.1 43.6 1585.7 1807.8 147.1 19.5 538.7 292.9 

CaO·2B2O3 3340.9 56.7 2795.8 3099.8 134.7 29.9 698.9 444.8 

CaO·B2O3 2027.1 37.1 1712.6 1888.5 105.9 17.2 429.5 258.2 

2MgO·2Al2O3·5SiO2 9113.2 135.8 7994.8 8504.1 407.1 41.4 1606.2 1031.8

(continued)
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Table 1.3 (continued)

compound −H°X Hvit −HL,1673 −Gƒ
GL S°X Svit S

L, 1673

c
L, 1673

MgO·SiO2 1548.5 46.6 1318.0 1419.1 67.8 13.6 296.2 146.4 

2MgO·SiO2 2176.9 61.4 1876.1 1999.8 95.4 11.0 402.9 205.0 

CaO·MgO·2SiO2 3202.4 92.3 2733.4 2943.6 143.1 25.7 621.7 355.6 

2CaO·MgO·2SiO2 3876.9 106.7 3319.2 3582.3 209.2 32.0 775.3 426.8 

CaO·Al2O3·2SiO2 4223.7 103.0 3628.8 3907.2 202.5 37.7 791.2 380.7 

2CaO·Al2O3·SiO2 3989.4 129.9 3374.0 3672.0 198.3 49.4 787.8 299.2 

CaO·SiO2 1635.1 49.8 1382.0 1505.9 83.1 18.8 329.7 146.4 

2CaO·SiO2 2328.4 101.3 1868.2 2121.8 120.5 38.5 509.2 174.5 

Na2O·2SiO2 2473.6 29.3 2102.5 2302.6 164.4 13.2 588.7 261.1 

Na2O·SiO2 1563.1 37.7 1288.3 1449.6 113.8 9.8 415.1 179.1 

3Na2O·8SiO2 9173.0 103.9 7860.9 8589.5 597.0 47.0 1242.2 955.6 

Na2O·CaO·5SiO2 5934.0 59.8 5130.9 5545.1 349.0 16.0 2100.8 579.9 

Na2O·3CaO·6SiO2 8363.8 141.9 7068.2 7797.3 461.9 95.0 1745.5 785.7 

Na2O·2CaO·3SiO2 4883.6 92.5 4240.9 4540.7 277.8 47.4 990.4 465.6 

2Na2O·CaO·3SiO2 4763.0 92.5 4029.6 4408.7 309.6 38.4 1107.9 494.7 

SiO2 CR 908.3 6.9 809.6 848.8 43.5 4.0 157.3 86.2

of oxides and constitutional components is equal. For convenience, let us write the 
composition in vector form as line or column vectors nj 

T, nk 
T or nj, nk , respectively, 

and the thermodynamic functions Z = H, S, G in the analogous way as Zj 
T, Zk 

T 

or Zj, Zk . Then the sums of the form Z = Σ
nk·Zk, etc. may be written as scalar 

products nk 
T·Zk . Let  (M) be the coefficient matrix linking the stoichiometries of the 

j and k. 
In the remaining part of the present chapter, this shall be exercised with a glass 

(and its melt) of composition 75 SiO2, 10 CaO, and 15 Na2O (by mol). The example 
is simple, yet at the same time, sufficiently complex so that all steps involved in 
the procedure for multicomponent glasses can be addressed. In order to identify the 
identity of the set of components k, we need to inspect existing phase diagrams. For 
the given example, we need to evaluate the phase diagram in Fig. 1.10. It represents 
six different constitutional ranges, namely 

NS−N2CS3−NS2, NC2S3−N2CS3−NS2, NC2S3−NC3S6−NS2, 
NC2S3−NC3S6−CS, S−NC3S6−CS, S−NC3S6−NS2.

The positions of compounds k are marked by open circles. The compounds with 
shaded circles are metastable at 25 °C; therefore, they are ignored in the constitution. 
1:2:3 denotes NC2S3, etc. The constitutional ranges are triangular areas encompassed 
by the lines connecting the k. The position of glass 75 SiO2, 10 CaO, 15 Na2O (by
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Table 1.5 Thermodynamic data of selected elements [24]; same symbols as in Table 1.3; H° of the 
elements is zero 

Element M S°el 

g/mol J/(mol·K) 

O2 31.999 205.1 

Si 28.086 18.8 

Ti 47.900 30.7 

Zr 91.220 39.0 

Al 26.982 28.3 

B 10.811 5.9 

Fe 55.847 27.3 

P 30.974 41.1 

Mg 24.312 32.7 

Ca 40.080 41.6 

Ba 137.340 62.4 

Mn 54.938 32.0 

Zn 65.370 41.6 

Li 6.939 29.1 

Na 22.990 51.3 

K 39.102 64.7 

Table 1.6 Macroscopic properties of compounds k in the glassy state at 25 °C; M = molar mass, 
ρ = density, E = Young’s modulus; data for ρk and Ek are taken from [29] 

compound k Mk ρk Ek 

g/mol g/cm3 GPa 

Na2O·Al2O3·6SiO2 524.444 2.369 70 

Na2O·Al2O3·2SiO2 284.108 2.490 74 

2MgO·2Al2O3·5SiO2 584.964 2.624 105 

MgO·SiO2 100.395 2.761 107 

2MgO·SiO2 140.706 2.90 113 

CaO·MgO·2SiO2 216.558 2.863 102 

2CaO·MgO·2SiO2 272.637 2.90 105 

CaO·Al2O3·2SiO2 278.208 2.693 94 

2CaO·Al2O3·SiO2 274.203 2.860 97 

CaO·SiO2 116.163 2.880 93 

Na2O·2SiO2 182.147 2.490 59 

Na2O·3CaO·6SiO2 590.720 2.703 83 

SiO2 60.084 2.204 72
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Fig. 1.10 Phase diagram of the system SiO2–CaO–Na2O; after [30]; open symbols: equilibrium 
phases at 25 °C, 1 bar; hatched symbols: phases metastable at 25 °C, 1 bar; open triangle: position 
of a glass with composition 75 SiO2, 10 CaO, 15 Na2O (mol %)

mol) = 70.15 SiO2, 9.35 CaO, 15.50 Na2O (by wt.) is marked by the open triangle. 
Its constitutional range is S–NC3S6–NS2; nj and (M) take the form 

n j = 

⎛ 

⎝ 
nSiO2 

nCaO 

nNa2O 

⎞ 

⎠, nT 
j =

(
nSiO2 nCaO nNa2O

)
, (1.21) 

the coefficients aligned column-wise in (M) are obtained in a straight-forward 
way from S = N0C0S1, NC3S6 = N1C3S6, NS2 = N1C0S2. 

(M) = 

⎛ 

⎝ 
1 6 2  
0 3  0  
0 1 1  

⎞ 

⎠, (M−1 ) = 

⎛ 

⎝ 
1 −1.333 −2 
0 0.333 0 
0 −0.333 1 

⎞ 

⎠, 

(M−1 )T = 

⎛ 

⎝ 
1 0 0  

−1.333 0.333 −0.333 
−2 0 1  

⎞ 

⎠; (1.22) 

The composition in terms of compounds is calculated as nk = (M−1)·nj or nk 
T 

= nj 
T·(M−1)T, where (M−1) and (M−1)T is the inverse and the transposed inverse
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coefficient matrix, respectively. It may be inconvenient (and for systems with more 
than three components even impossible) to identify the position of a given glass 
within the many constitutional ranges graphically. So, in a generalized approach, we 
solve the above equations for all possible ranges (here six ranges) simultaneously. 
The range yielding a vector nk with non-negative members is the correct range; the 
rest is ignored. The results of the calculation is summarized in Table 1.7. Panel a 
shows how the nj are calculated from the glass composition in oxide wt. % or mj in 
units g/100 g. Then nj = mj/Mj. The 5th column of panel a shows the molar amounts 
of the elements, e.g., for SiO2, nel = 3·nSiO2 because SiO2 is composed of three 
atoms, and so on. The sum

Σ
nel is the molar amount of atoms in the glass. So, the 

Dulong-Petit heat capacity cDP in J/(100 g·K) is readily calculated as cDP = 3·R·
Σ

nel. The 4th column of panel b shows the nk calculated as nk = (M−1)·nj; the  wt. %  
of k are calculated as mk = nk·Mk . Table 1.8 summarizes thermodynamic data for 
the components k used in this specific example. The results for the composition are 
then as follows: 

cDP = 1.2061 kJ/(g·K), 
cL = 1.3999 kJ/(g·K),
ΔcP = 0.1937 kJ/(g·K), 
Svit = 0.0996 kJ/(g·K),
ΔcP/Svit = 1.945 (experimental value derived from viscosity data is 1.964), 
−Gƒ 

GL = 1332.7 kJ/100 g, 
−H° = 1408.6 kJ/100 g = 3912.7 kWh/t,
ΔH1400 = 162.2 kJ/100 g = 450.5 kWh/t,
ΔH1300 = 148.2 kJ/100 g = 411.6 kWh/t; 
E = 71.0 ± 0.6 GPa (experimental value is 69.8 ± 0.6 GPa). 

This is a fully quantitative thermodynamic characterization of the given glass and 
its melt. The value Gƒ 

GL will be used in the calculation of the chemical durability of 
the glass (see the respective chapter in this book). H° is used in the calculation of the 
chemical heat demand of the batch-to-melt conversion: batch → glass + batch gases.
ΔH1300 is equal to the amount of heat drawn from a glass furnace at technological 
melt exit temperature of 1300 °C. The option to calculate Young’s modulus E opens

Table 1.7 a Calculation of the molar amounts nj and nel of oxides j and elements el, respectively, 
from the glass composition 75.17 SiO2, 9.35 CaO, 15.50 Na2O by wt. corresponding to 75 SiO2, 
10 CaO, and 15 Na2O by mol;  b Molar amounts nk as calculated via matrix calculation, and 
composition in terms of wt. % of components k for the same glass 

a b 

j wt. % 
g/100 g 

Mj g/mol nj mol/100 g nel mol/100 g k wt. % 
g/100 g 

Mk g/mol nk mol/100 g 

SiO2 75.15 60.084 1.2507 3.7522 S 31.74 60.084 0.5283 

CaO 9.35 56.079 0.1667 0.3335 NC3S6 32.83 590.720 0.0556 

Na2O 15.50 61.979 0.2501 0.7503 NS2 35.43 182.147 0.1945 

sum 100.00 4.8360 100.00
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Table 1.8 Thermodynamic data for the constitutional components k = S, NC3S6, and  NS2 of the 
glass composition presented in Table 1.7 

k −H°k Hvit 
k −HL, 1673 −Gƒ 

k S°k Svit 
k SL, 1673,k cL, 1673,k Ek 

kJ/mol J/(mol·K) GPa 

S 908.3 6.9 809.6 848.6 43.5 4.0 157.3 86.2 72 

NC3S6 8363.8 141.9 7076.2 7797.3 461.9 95.0 1745.5 785.7 83 

NS2 2473.6 29.3 2102.5 2302.6 164.4 13.2 588.7 261.1 59

the possibility to explore phase diagrams for glass compositions with especially high 
E. The data for NC3S6 in Table 1.3 have been re-assessed; so please use these data 
instead of the data compiled in [20]. 

The Gibbs energy can be expressed on the basis of either oxides j or compounds 
k: 

G =
Σ

n j · (G• 
j + GMIX 

j ) = nT 
j · (G• 

j + GMIX 
j ), (23a) 

G =
Σ

nj · G• 
k = nT 

k · G• 
k. (23b) 

Here, Gj 
MIX = RT·ln aj. Substituting the relation nk 

T = nj 
T·(M−1)T into Eq. (23b) 

and comparing it with Eq. (23a) gives  

nT 
k · G• 

k = nT 
j ·

(
M−1)T · G• 

k = nT 
j · (G• 

j + GMIX 
j ) ⇒ (

M−1)T · G• 
k = G• 

j + GMIX 
j 

(23c) 

where
(
M−1

)T · G•
k = J j is a vector relating to the oxides, i.e., with its members 

representing properties of the oxides j. It immediately follows that 

GMIX 
j = J j−G• 

j (23d) 

Writing out each oxide row of Eq. (23d) gives  

GMIX 
j = RT · ln a j = Jj−G• 

j . (23e) 

Thus, we have also determined the activities of the oxides j. As stated above, 
the aj· are derived by equating G = nj 

T·(Gl
• + Gl 

MIX) = nk 
T·Gk

•, and further Jj = 
(M−1)T·Gk

•. For the example chosen, this yields 

−G• 
j,1400 = 

⎛ 

⎝ 
1073.8 
773.4 
618.5 

⎞ 

⎠, −G• 
k,1400 = 

⎛ 

⎝ 
1072.8 
9988.7 
3087.5 

⎞ 

⎠, −J• 
j,1400 = 

⎛ 

⎝ 
1072.8 
870.0 
941.9 

⎞ 

⎠. (1.24)
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Table 1.9 Calculation scheme after Eq. (23a–e) for oxide activities aj in a melt of a composition as 
given in Table  1.7 at 1400 °C; xj = molar fraction; ƒj = aj/xj = activity coefficient; μj = chemical 
potential; RT = 13.911 kJ/mol 

Oxide j xj G •
j G •

k Jj = μj ln aj log aj log ƒj 

kJ/mol 

SiO2 0.75 −1073.8 −1072.8 −1072.8 0.072 0.031 0.156 

CaO 0.10 −773.4 −9988.8 −870.0 −6.944 −3.016 −2.016 

Na2O 0.15 −681.5 −3087.5 −941.9 −18.720 −8.130 −7.306 

All entries are given in kJ/mol. Note that the members of vector Jj refer to the 
oxides j. Thus, the individual oxide activities can be assessed, line by line, as 

ln a j = 
1 

RT 
· (

Jj − G• 
j

)
. (1.25) 

In fact, the member of vector Jj are identical with the chemical potentials μj of 
individual oxides, 

Jj = μ j = G• 
j + RT · ln a j . (1.26) 

Table 1.9 summarizes the result for the activities a(j). With these data, chemical 
reactions involving individual oxides in the melt can be calculated, e.g., evaporation 
reactions like in Fig. 1.9, reactions between melt and refractory materials, etc. In 
Fig. 1.11, calculated activity data for the binary system Na2O–SiO2 are compared to 
experimental results.1 

For systems with a large number of oxides j, graphical versions of phase diagrams 
are usually not available. In these cases, the identity of the constitutional compounds 
k is assessed by computer-assisted calculations (the co-called CALPHAD method 

1 The reader may be discouraged by the concept of matrix calculation. In fact, nowadays, even 
simple spreadsheet calculators offer this option, with EXCEL probably being the most widespread 
version today. Here, the respective EXCEL commands are compiled. For matrix operations in a 
3-component system, mark a 3×3 array for  M−1 or MT, respectively, and enter the following 
commands:

for matrix inversion M →; M−1: MINV(array of M), 
for matrix transformation M →; MT: MTRANS(array of M), 
for vector operations a →; aT, mark a 3-member line for aT, and do the above operation 
on the 3-member column array of vector a, 
for multiplication b = (M−1)·a, mark a 3-member column for b and enter the command 
MMULT(array of M−1; array of a), 
for multiplication bT = aT (M−1)T, mark a 3-member line for bT and enter the command 
MMULT(array of bT; array of (M−1)T, 
Always finalize the operation by the 3-key-stroke command Control Shift Enter. The procedure 
is extended easily to glasses with many components.
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Fig. 1.11 Activities of Na2O in binary Na2O–SiO2 melts; lines: experimental values from multiple 
sources; upper, mid, and lower line: temperature T = 1400, 1200, 1000 °C, respectively; open 
symbols: experimental values from [34, 35]; full symbols: calculated values; square (1400 °C), 
circle (1200 °C), triangle (1000 °C): cross: the data point calculated in Appendix 1 for 1200 °C is 
in poor agreement with the rest only

[31–33]) in a most general way. The disadvantage of this method lies in the high 
costs for commercially available software, hence, in its limited dissemination to 
students and glass technologists alike. Typically, however, individual families of 
industrial glasses cover narrow compositional ranges only. So within a given glass 
family, it is always the same type of linear equation system which has to be solved. 
In order to facilitate the determination of the amounts of components k for a given 
glass composition, a ready-made solution for soda lime silicate-based mass glasses 
is presented below. Oxide amounts are inserted in wt. % and the respective amounts 
of components k are obtained in wt. %, too. The component k = SiO2 is obtained 
from the mass difference to 100% in all cases. The compounds k are given as 

k = Na2O · Al2O3 · 6SiO2 = 5.1436 Al2O3−5.5672K2O, 
k = K2O · Al2O3 · 6SiO2 = 5.9092 · K2O, 
k = MgO · SiO2 = 2.4905MgO, 

k = Na2O · 3CaO · 6SiO2 
= −1.7864Al2O3 − 1.0827CaO + 2. 9389Na2O 
+ 1.9336 · K2O; 

TiO2, B2O3 are Fe2O3 are approximated by letting j = k. Alternatively, TiO2 may 
be allotted to CaO·TiO2. 

Figure 1.12 shows the heat capacity of the standard float glass DGG-1 [36]. 
Numerical results are compiled in Appendix 2.
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Fig. 1.12 Heat capacity cP of standard float glass DGG-1 [36]; bold lines: calculated from the 
constitutional phases k; crosses: experimental data by Calvet calorimetry (low T) and by drop 
calorimetry (high T); open circles; experimental data by DSC 

Relation to viscosity 

At the end of Sect. 1.3, the ratio ΔcP/Svit was announced to play a significant role 
in the viscosity of a glass. Standard float glass DGG-1 [36] is taken as example 
here. Experimental viscosity data of glass DGG-1 were measured at 44 points within 
the temperature range between Tg = 543.1 °C and T = 1397 °C by the Federal 
Bureau of Standards, Braunschweig, Germany. The experimental data were fitted 
by a least-squares procedure to four prominent viscosity models, namely, the Vogel-
Fulcher-Tammann (VFT), Adam-Gibbs (AG), Avramov, or Kohlrausch-Williams-
Watts (KWW), and Mauro-Yue-Ellison-Gupta-Allan (MYEGA) model. Details of 
the models are given in the Appendix 3. The fit constants L∞ = log η(T → ∞), 
the non-Arrhenius parameters, and the statistical errors ± δL = ±  δlog η of the 
fit are summarized in Table 1.10; η in dPa·s. Note that the ΔcP/Svit received from 
the fits (AG and MYEGA) and its value calculated via thermodynamics agree very 
well. As for the parameter aKWW, there is a relation between aKKW and the molar 
fraction xMOD of modifier oxides in the glass, aKWW = 0.2 + 6·xMOD, which holds 
well for binary glasses. For DGG-1 with xMOD = xMgO + xCaO + xNa2O + xK2O 
= 0.28, the agreement is poor. One may, however, use the experimental viscosity 
data and use aKKW to calculate an effective molar fraction xMOD, eff of rheologically 
relevant modifier as xMOD, eff = (aKKW − 0.2)

/
6 = 0.30. From a practical point 

of view, the traditional VFT model yields the most accurate representation of the 
viscosity function between T g and high temperatures while KWW yields the largest, 
albeit still very small, deviations. The above statements are not in conflict with the 
fact that the MYEGA model enfolds its specific strengths at temperatures below Tg.
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Table 1.10 Fit constants and statistical errors ± δL of the viscosity-temperature function of stan-
dard float glass DGG-1 glass [36]; viscosity data were measured at 44 temperatures between Tg = 
543.1 °C and T = 1397 °C by the Federal Bureau of Standards, Braunschweig, Germany; the non-
Arrhenius parameters marked “external” are values derived by thermodynamic calculation (AG, 
MYEGA) and from molar fraction of modifier oxides xMOD = xMgO + xCaO + xNa2O + xK2O = 
0.28 in the glass (KWW) 

viscosity model L∞ non-Arrhenius parameter ± δL 

From fit External 

VFT −1.601 aVFT = 1.7484* − 0.0159 

AG −0.650 ΔcP/Svit = 1.8657 1.82 0.0163 

KWW + 0.899 aKWW = 2.0055 1.88** 0.0519 

MYEGA −0.292 ΔcP/Svit = 1.8366 1.82 0.0290 

*The familiar VFT constants are A = L∞ , B = (13−L∞) 
1+aVFT 

· Tg 
K , 

T0◦C = aVFT 
1+aVFT 

· Tg 
K − 273.15;. 

A = –1.601, B = 4336.5, T0 = 246.1; 
**aKWW = 0.2 + 6·xMOD; for multicomponent glasses, one may calculate an effective xMOD, eff = 
(aKKW − 0.2)

/
6 = 0.30. 

The excellent agreement between the non-Arrhenius parameters aAG and aMYEGA on 
the one hand, and the ratio ΔcP/Svit as calculated via thermodynamics, on the other 
hand, opens a most interesting option, i.e., the formulation of a generic viscosity 
model not requiring any empirical parameters. The missing link is the high-T limit 
L∞ = log η∞. Frenkel [5] pointed out that η∞ = h/λ3 where λ is a length of a 
rheologically relevant positional change at the atomic scale. To date, however, no 
approach is available on how to assess λ in multicomponent glasses at an accuracy 
satisfying technological requirements. 

1.5 Summary and Outlook 

At this point, the journey through the world of thermodynamics comes to an end. 
The author sincerely hopes that the reader is now convinced of the power offered by 
the thermodynamic approach to glasses. More than this, he hopes that the tutorial 
will encourage the reader to apply the approach to his/her own research. This is the 
reason why calculation procedures were explained so broadly, and detailed examples 
for specific glasses were carried through, yielding a host of quantitative results useful 
for both glass science and technology. 

The reader may miss a procedure allowing one to also calculate the liquidus 
temperatures of multicomponent glasses. In fact, in contrast to one-component 
systems, such glasses do not possess a melting point Tm, but a melting range extending 
from the solidus temperature T sol (appearance of a first molten phase in the polycrys-
talline system) to the liquidus temperature T liq (complete melting, state of a stable 
equilibrium melt). Knowing T liq is of high importance in glass technology, e.g., in
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the production of continuous fibers: The temperature of the fiber drawing nozzles 
T (3.0) corresponding to η = 103.0 dPa·s must be kept above T liq by at least 50–60 K. 
This condition cannot be optimized unless T liq is known. In industry, T liq is deter-
mined experimentally for each individual glass composition, which is a cumbersome 
procedure. Beyond this, it does not allow one to perform desktop development of 
new glass compositions. It is true, T liq can be calculated via an extended thermody-
namic approach, in specific, via the CALPHAD method [31–33].  But this is an issue  
reaching beyond the scope of the present tutorial. 

Appendix 1 

The Gibbs energy of mixing GMIX, j in a binary mixture of oxides j = 1, 2 is given 
by 

GMIX, j = GMIX, j, id + G E, j . 
Here 

GMIX, j, id = RT · (x1 · ln x1 + x2 · ln x2) 

Represents the contribution of ideal (i.e., merely statistical) mixing while GE, j is 
the so-called excess Gibbs energy comprising all further contributions to GMIX, j in 
the real mixture; x = molar fraction, R = gas constant. The symbol j in the superscript 
indicates that the respective quantities refer to the component basis of oxides j. In  
fact, the values of GMIX, j , GMIX, j, id, and GE, j depend on the choice of the component 
basis. The excess Gibbs energy is determined experimentally. It may be modeled by 
a simple polynomial, 

G E, j = RT · x1 · x2 ·
(
a + b · x1 + c · x2 

1 + . . .
); 

in many cases, three constants are sufficient to represent the experimental data. 
With the constants a, b, and c known, the activity coefficients ƒj are given by2 

ln f1 = A2 · x2 
2 + A3 · x3 

2 + A4 · x4 
2 , 

ln f2 = B2 · x2 
1 + B3 · x3 

1 + B4 · x4 
2 . 

The constants A2, A3, A4, and B2, B3, B4 are readily calculated from a, b, and c as 

A2 = a + 2b + 3c, A3 = −2b−6c, A4 = 3c; 
B2 = a−b = A2 + (3/2) · A3 + 2 · A4, B3 = 2b−2c = −A3−(8/3) · A4, B4 = 3c = A4.

2 R. Haase: Thermodynamik der Mischphasen (Spinger, Berlin 1956). 
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Thus, for the description of a mixture at constant T, three independent constants 
are required only. The above relations are a direct consequence of Gibbs-Duhem’s 
relation. The so-called Henry coefficients ƒ1

∞ and ƒ2∞ are the activity coefficients 
of oxide 1 or 2 infinitely diluted in oxide 2 and 1, respectively, i.e., at x1 → 0 and x2 

→ 0, respectively: 

ln f ∞ 
1 = A2 + A3 + A4, 

ln f ∞ 
2 = B2 + B3 + B4. 

The oxide activities are given by aj = xj·ƒj, j = 1, 2, yielding 

GMIX, j = RT · (x1 · ln a1 + x2 · ln a2). 

For the binary oxide systems shown in Fig. 1.8, the following data are obtained 
from experimental results compiled in.3 GMIX, j 

min denotes the minimum value of 
GMIX, j and x2(min) denote the composition at the minimum. 

j = 1 j = 2 a b c GMIX, j 
min in 

kJ/mol 
x2(min) log a1 at x2 = 

0.75 
log ƒ1

∞ 

Ideal mixture 0 0 0 −8.5 0.50 −1.204 0 

Li2O SiO2 −8.662 −25.182 1.651 −76.6 0.39 −5.718 −3.762 

Na2O “ −15.791 −31.172 5.122 −104.6 0.41 −8.033 −6.858 

K2O “ −26.070 −39.032 10.323 −143.8 0.43 −11.265 −11.322 

PbO “ −0.857 −3.549 1.760 −15.4 0.45 −1.164 −0.372 

B2O3 “ 0.465 −0.140 0.173 −7.2 0.48 −0.498 + 0.202 
PbO B2O3 −4.328 2.878 −8.689 −25.2 0.38 −1.706 −1.880 

Appendix 2 

Panel for the calculation of thermodynamic properties of standard float glass DGG-1 
[36]; m = mass, M = molar mass, n = molar amount, G = Gibbs energy, a = activity 
calculated relative to the pure oxides in their liquid state; subscripts j = oxides, k = 
compounds, el = elements, L = liquid at 1400 °C; GMIX, j = Gibbs energy of mixing 
of the oxides.

3 R. Conradt, H, Scholze: On volatilization from glass melts. Glastechn. Ber. 59, 34–52 (1986). 
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Oxides 

j mj g/100 g Mj g/mol nj mol/100 g nel mol/100 g −GL, j kJ/mol −nj ·GL, j kJ/100 g −GMIX, j kJ/100 g log aj 

SiO2 71.72 60.084 1.1937 3.5810 1072.8 1280.5 0.0 0.00 

TiO2 0.14 79.898 0.0018 0.0053 1132.8 2.0 −0.1 1.58 

Al2O3 1.23 101.961 0.0121 0.0603 1899.2 22.9 1.5 −3.84 

Fe2O3 0.19 159.691 0.0012 0.0059 1169.8 1.4 0.0 n.d.0 

MgO 4.18 40.311 0.1037 0.2074 682.0 70.7 6.1 −1.84 

CaO 6.73 56.079 0.1200 0.2400 758.4 91.0 15.3 −3.99 

Na2O 14.95 61.979 0.2412 0.7236 681.5 164.4 62.8 −8.13 

K2O 0.38 94.203 0.0040 0.0121 701.0 2.8 1.5 −11.68 

Sum 99.52 4.8356 1635.7 87.2 

Compounds 

K mk g/100 g Mk g/mol nk mol/100 g nel mol/100 g –GL,k kJ/mol –nj ·GL,k kJ/100 g 

S 23.65 60.084 0.3935 1.1806 1072.8 422.2 

CT 0.24 135.977 0.0018 0.0087 1968.4 3.4 

NAS6 4.21 524.444 0.0080 0.2088 9400.7 75.5 

Fe2O3 0.19 159.691 0.0012 0.0059 1169.8 1.4 

MS 10.41 100.395 0.1037 0.5185 1813.6 188.1 

NC3S6 23.29 590.720 0.0394 1.0643 10,037.4 395.7 

NS2 35.29 182.147 0.1938 1.7439 3087.5 598.2 

KAS6 2.25 556.668 0.0040 0.1049 9534.0 38.5 

sum 99.52 4.8356 1722.9 

The properties of the glass and its melt read as follows: 

Dulong-Petit value cDP 1.212 J/(g·K) (normalized to 100 wt. %). 
heat capacity of the melt cL 1.398 J/(g·k). 
heat capacity jump at Tg ΔcP 0.186 J/(g·K). 

entropy of vitrification Svit 0.102 J/(g·K). 
Adam-Gibbs parameter aAG 1.82 (form viscosity data, (Table 1.10), 1.85 

± 0.02). 
Gibbs energy of formation at 
25°C 

Gƒ−1326.4 kJ/100 g. 

standard enthalpy of the glass H°−1401.4 kJ/100 g. 
heat content of the melt at 1300°C ΔH1300 °C 157.7 kJ/100 g (relative to 25 °C). 

Appendix 3 

Four viscosity models are depicted below. In this particularly short presentation, 
the respective physical background of the individual models is not explained. The 
compilation is chosen, in particular, to show how closely related the individual models 
actually are. All models can be presented in a unified way. Let us introduce the 
abbreviations 

L = log η, η = η(T ), η  in dPa · s,
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L0 = log η(T → ∞) as the intercept in a log η versus Tg/T plot at Tg/T = 0, 

Lg = log η
(
Tg

) = 13.0, 

y = Tg/T . 

Then all models take the same form 

L − L∞ 

Lg − L∞ 
= f (y) = y · g(y) 

The different viscosity models differ by the type of the function g(y) only. This is 
shown for the four models presented below. 

I. The VFT type (1) or free-volume WLF type (2) has 

g(y) = 1 

1 + aVFT · (1 − y)
; 

with aVFT = T0 / (T g–T0), ƒ(y) = y g(y) assumes the familiar form f(y) ∝ 
1/(T–T 0). 

II. The Adam-Gibbs (AG) type (3) has 

g(y) = 1 

1 − aAG · ln y 

where aAG has a direct thermodynamic meaning, i.e., 

aAG = 
c 

Svit 
;

ΔcP is the heat capacity jump in the glass transition and Svit is the frozen-in 
configurational entropy of the glass in Simon’s approximation. The Adam-
Gibbs model formally merges with the VFT model if ln y is approximated as 
ln y ≈ y−1. 

III. The Avramow or KWW type (4) has 

g(y) = yaKWW . 

This corresponds to a stretched exponential equation for the viscosity. For 
network forming glasses, the constant aKWW is approximately given by the 
molar fraction xMOD of network modifiers, 

aKWW = 0.2 + 6 · xMOD.
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Let us write yaKWW = exp(aKWW · ln y) and use the approximation ln y ≈ 
y−1 like before. Then, we arrive at g(y) = exp(aKWW( y–1)), which formally 
agrees with the MYEGA model. 

IV. The MYEGA type (5) has 

g(y) = exp(aMYEGA · (y − 1)) 

In a numerical evaluation, aMYEGA assumes values very close to aAG = c 
Svit . 

In all models, the viscosity-temperature function is a linear function of ƒ(y): 

L = L∞ +
(
Lg − L∞

) · f (y). 

The constants aVFT, aAG, aKWW, and aMYEGA, respectively, describe the non-
Arrhenius behavior of (T ). Let us call these constants non-Arrhenius parameters. 
For a given set of experimental data of (T ), the values of a and L∞ are determined 
in the following way: A linear regression is performed on the data set X = ƒ(y) = 
ƒ(T g/T ) and Y = L = log η(T) using an arbitrary initial value of a. Then, a is varied 
numerically until the mean deviation ± δL from a straight line assumes a minimum. 
With the a thus determined, L∞ is readily obtained as intercept at ƒ(y) = 0. 
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Chapter 2 
Chemical Durability of Glasses 

Reinhard Conradt 

2.1 Introduction 

Glass is widely used as packing material for beverages, food, and drugs, as table-
ware, lab ware, and components of chemical plants, in architectural and automotive 
applications, as cover glasses of solar panels, or touch screens of electronic devices. 
In all these uses, glass is exposed to aqueous solutions in some form, such as bulk 
liquid, rain, fingertip sweat, etc. This makes chemical durability one of the most 
important properties of a glass. By public perception, glass has the image of almost 
perfect chemical inertness. However, glass manufacturers are well aware of the fact 
that freshly produced glass surfaces are very sensitive to corrosion (see the example 
of a stemware glass in Fig. 2.1a). Therefore, as-produces float glass panels are never 
stacked in direct glass-to-glass contact. It is only after exposure to water in daily use 
that this sensitivity vanishes. Some years ago, the composition of household dish-
washer agents was redesigned by replacing the very caustic sodium metasilicates by 
less caustic disilicates. This was done for safety reasons. It was at that time that a 
broader public awareness of the chemical vulnerability of glass arose (see Fig. 2.1b– 
d). Yet, as early as in the seventeenth century, Robert Doyle (1627–1692) reported an 
observation made during repeated destillation of water in a glass vessel. No matter 
how often he repeated the destillation procedure, there was always a “white earth” 
remaining at the bottom of the vessel. He reported that destillation was repeated 
many times “without the liquid’s tiring of producing white earth.” Within the frame 
of chemical understanding at that time, he attributed his observation to the reaction 
of water + fire → earth. It took about 100 years before Lavoisier correlated the 
amount of “white earth” to the mass loss of the glass vessel. To my knowledge, this 
is the first scientific account of glass corrosion.
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Fig. 2.1 Corrosion phenomena observed on commercial glasses. a SEM image of the as-produced 
surface of a low-price stemware glass after storage in the warehouse in a humid tropical climate; b 
mass loss per surface area of a modern stemware glass composition exposed to different dish washer 
detergents and to tap water as a function of exposure time; appearance of the corrodes surface of 
the above stemware glass (c) and a lead crystal glass (d) after 100 days 

An important milestone in understanding the chemical durability of glasses was 
the discovery of the glass electrode. Cremer [1] was the first to discover that the 
electrical potential measured across a glass membrane is proportional to the pH 
difference across the membrane. In fact, the scientific concept of pH was formulated 
by Sørensen three years later only. In the same year, Haber and Klemensiewicz [2] 
presented the first glass electrode. Since that time, proton transfer has been known 
to be the elementary mechanism of glass corrosion. The role of glass composition 
came into focus when glass electrodes were commercialized. A famous example of 
an early electrode glass is the MacInnes-Dole glass (Corning 1929) with 72 SiO2, 
6CaO, and 20 Na2O by mol. Baucke [3–5] comprehensively described the function 
of glass electrodes, thereby refuting some long-standing misconceptions. Yet, the 
effect of glass composition on chemical durability, in general, remained unknown. 
Highly durable glasses (Jenaer Glas®, Duran®, Pyrex®), also displaying an excellent 
thermal shock resistance, were essentially developed on an empirical basis. 

A new boost of research effort occurred in the late 70ies with the concept of 
underground radioactive waste storage in glass matrices. Soon, it became obvious 
that the scientific basis to systematically explore composition space for optimal 
chemical durability was extremely narrow. Beyond this, no scientific models were 
available to reliably predict the corrosion behavior of glasses over extended time 
scales. Similar questions arose with a health concern related to man-made mineral 
fibers (most of which are glasses), in specific, with the dwell time of inhaled fiber
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fragments in human lung fluid. We may extend the issue to bioglasses and their 
behavior in human tissue, which constitutes a complex aqueous environment. All 
these cases call for a profound understanding of the chemical durability of glasses 
in relation to glass composition as well as to the nature of the aqueous solution. The 
present article is designed to give an introduction to this topic. 

The chemical durability or hydrolytic resistance of a glass is not a material prop-
erty like the density, the thermal expansion coefficient, or the modulus of elasticity. 
The concept of “hydrolytic resistance” encompasses complex behaviors of the glass 
material that depend on both its chemical composition and the type of corrosion 
medium. Glasses that turn out to be very resistant in dilute aqueous media even at 
extreme pH values may still fail dramatically in the presence of organic complexing 
agents. Conversely, glasses that tend to be unstable in dilute aqueous media may be 
surprisingly stable in certain highly concentrated media. 

The literature on glass corrosion is extremely extensive. A few foundational works 
are listed below that are indispensable to anyone working with glass corrosion from 
the perspective of a developer (glass for general usage, cleaning agents, applications 
in the pharmaceutical and biotechnology sector). In 1972, the International Commis-
sion on Glass (ICG) summarized the state of knowledge at the time with almost 1000 
citations [6]. The robustly established state of the art is summarized in the books by 
Scholze [7], Paul [8], Doremus [9], Clark et al. [10], Clark and Zoitos [11], and 
Bach and Krause [12], but this list is not exhaustive. There are also data sources that 
will not be directly found by searching for the keyword “glass corrosion”, despite 
being fundamentally important. The atlas by Pourbaix [13] gives a comprehensive 
presentation of the equilibria of many elements in aqueous solutions. “The Iler” [14] 
is an indispensable standard work that discusses the chemistry of SiO2, primarily in 
aqueous solutions, with more than 2600 citations. The book by Butler [15] is a stan-
dard reference on water hardness. More recent works by Bergna [16] and Sposito [17] 
examine the chemistry of SiO2 and Al2O3 in water. The thermodynamic and kinetic 
foundations of interactions between minerals and water can be found in the works of 
Bowers et al. [18], Baes and Mesmer [19], and Aargard and Helgeson [20]. Further 
important references are compiled in an own review [21]. The extensive recent work 
by Gin and colleagues [22, 23], just to quote some highlights, needs to be added to the 
list. Altogether, these references provide the foundations for thermodynamic-kinetic 
models of glass corrosion. The above compilation of references offers an introduc-
tion to an in-depth systematic treatment of glass corrosion based on a set of relevant 
sources. 

All progress in understanding chemical durability rests on an accurate experi-
mental assessment of chemical durability and the individual phenomena involved. 
Therefore, the article starts with addressing this issue (Sect. 2.2). In Sect. 2.3, the  
focus is directed toward the glass surface and the immediate sub-surface region. 
In Sect. 2.4, a thermodynamic approach to the driving forces of glass corrosion is 
presented. This approach opens the door for understanding the role of glass compo-
sition in a most general way. In Sect. 2.5, transition state theory is invoked with the 
purpose to derive general rate equations of glass corrosion. Finally, in Sect. 2.6, the  
case of long-term behavior is addressed in a scenario where large amounts of matter
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released from the glass accumulate in the solution, and corrosion layers similar to 
rust on iron form on top of the glass. In the summary, a brief compilation of open 
questions is presented. 

2.2 Design and Evaluation of Corrosion Tests 

2.2.1 Design of Corrosion Tests 

As a general observation, silicate glasses are most stable in slightly acid, neutral, 
and slightly caustic solutions (pH ≈ 4–8), less stable in strong acids, and very 
unstable in strong caustic solutions. In an empirical quantitative approach, stabilities 
are communicated in terms of so-called stability classes. The classes are determined 
by well-defined experimental norm procedures as outlined below: 

Stability in acids (ISO 1776): 

• monolithic samples ≈ 300 cm2; 
• boiling in 1.5 L of 6 m HCl for 6 h; 
• classes I–III: mass loss: <1.5/15/>15 mg/d m2. 

Hydrolytic stability (ISO 719): 

• granular samples, 315–500 μm, 4 × 2 g;  
• exposition to 30 ml D.I. water at 98 °C in 50 ml volumetric flasks for 1 h; 
• cooling and filling to 50 ml, titration of 25 ml aliquots with 0.01 m HCl; 
• classes I–V: volume of HCl: <0.1/0.2/0.85/2/3.5 ml per g glass; >3.5 ml: beyond 

range. 

Hydrothermal stability (ISO 720): 

• granular samples, 300–420 μm (4  × 10 g); 
• exposition to 50 ml D.I. water at 121 °C (2 bar) in 100 ml volumetric flasks for 

0.5 h; 
• cooling and filling to 100 ml, titration with 0.02 m H2SO4; 
• classes I–III: volume of H2SO4: <0.1/0.85/1.5 ml H2SO4 ml per g glass; >1.5 ml: 

beyond range. 

Stability in caustic solutions (ISO 695): 

• monolithic samples, 10 bis15 cm2, 
• boiling in 0.8 L of 1 m NaOH + 1 m Na2CO solution for 3 h, 
• classes according to mass loss: <75/175/>175 mg/d m2. 

When expressing the results from the hydrolytic and isothermal tests in terms of 
mass losses, then the norm classification of chemical durability can be presented 
graphically (see Fig. 2.2). The graph supports common lab practice to store strong 
acids in thick-walled glass bottles. By contrast, concentrated NaOH or KOH solutions
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Fig. 2.2 Graphical representation of the norm classes of chemical durability in terms of mass losses 
as a function of pH 

must be kept in polymer containers. The best glasses commercially available are I-
I-II glasses, e.g., FIOLAX® from Schott Co. Even pure silica glass does not reach 
caustic class I. This is the realm of alkali zirconia silicate glass fibers (CemFil®), a 
II–III–I glass. It reaches caustic class I, however, at the expense of a relatively high 
leachability in water and a poor performance in strong acids. 

Beyond the above norms, there are several other ones adapted to specific glass 
products, such as ISO 4794 (lab ware), ISO 8424 and 10,629 (optical glass), 
DIN EN 12875-2 (glass in dish washers), DIN 52289 (automotive glass), ISO 20492 
(architectural glass), etc. 

Norm experiments as described above are useful to characterize commercial prod-
ucts. They do not reveal anything about the corrosion mechanisms involved, and 
nothing about the progress of glass corrosion with time. For scientific investigations, 
more appropriate tests have to be designed. The following compilation summarizes 
the main factors which have to be taken into account in the design of a corrosion 
experiment: 

pH Value 

The important role of pH has already been addressed in Fig. 2.2. Unfortunately, 
there is no such thing like a standard reference aqueous system. Even pure water— 
de-ionized (D.I.) water prepared by an ion exchanger, or distilled water—does not 
qualify as reference system. First, due to omnipresent CO2 in the atmosphere, D.I. 
and distilled water have a pH of 5.5–6.0. Preparing water with pH = 7 requires a 
lot of extra work. Second: During a corrosion test, the pH value of pure water may 
be shifted rapidly toward higher pH values. Independent of its exact composition, a 
typical soda-lime silicate glass reaches pH = 9.8 after a few hours (an explanation 
will follow in Sect. 2.4). The use of pH buffers and the problems going along with it 
are discussed below.
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Temperature 

Temperature is a very sensitive parameter. The activation energy of the glass corrosion 
process is about 60–80 kJ/mol. Thus, an increase of 2, 5, 10 K results in an increase of 
reaction rates by a factor of 1.2, 1.5, and 2.3, respectively. In corrosion experiments, 
the temperature should be kept constant within±1 K. The good news reads: Corrosion 
experiments may be interrupted for intermediate manipulations by cooling to ambient 
temperature. The time counts for the exposure at target temperature only. 

Surface Area to Solution Volume Ratio; Static Versus Dynamic Conditions 

In static experiments, this ratio is given by s = A/V soln; A in cm2 = surface of the 
glass sample, V soln in cm3 = volume of the solution; s is given in units of cm−1; s = 
0.01 cm−1 is widely used as standard condition. Flow experiments offer the advantage 
to expose the glass to an almost unaltered solution; the exact value of the volume 
flow rate V ,

soln in cm
3/s has to be balanced between the requirements to minimize 

the alteration of the solution and to still find detectable amounts of released glass 
constituents in the solution. With a sampling time Δt of the solution, the effective s 
parameter is given by s = A/(V ,

soln ·Δt). Under static conditions, the cumulative mass 
loss per surface area q in mg/(cm2 s) scales with the time like q ∝ s · t. Thus, a series 
of experiments with s varied over a wide range may be used as time acceleration 
experiments. By contrast, temperature never should be taken into consideration as a 
time accelerating parameter, as temperature changes the thermochemical equilibria 
(solubilities) in the solution. 

Sample Surface Condition 

Unless required otherwise, the use of monolithic glass chips is recommended. Exper-
iments should be performed in PPA or Teflon containers, never in metal containers. 
ISO 695 (caustic test) using Ag vessels is an exception to this rule. Samples should 
be suspended in a way that the solution has access from all sides. The geometrical 
surface area is the most appropriate approach to surface area A. For monolithic glass 
chips, determining the real surface, e.g., by BET measurement does not yield any 
advantage. The issue of size distributed glass granules and fibers is not addressed 
here. It has been recommended to cut samples with a low-speed saw, using a 60 
grid diamond cutting blade and petroleum (no water!) as cutting fluid. For long-term 
experiments, at least >7 d, samples may be used in this condition right away. For 
shorter times, acid polishing of the cut surface by dilute hydrofluoric acid (0.5% HF 
+ 1 – 2%HNO3) is recommended. Mechanical polishing may be used, but this proce-
dure alters the glass surface significantly; after polishing, the same procedure of HF 
etching should be performed to a dissolution depth of at least 1 μm. The dissolution 
depth L is determined gravimetrically as L = q/ρ; ρ = density of the glass. 

Ionic Strength 

As already known from the function of pH electrodes, the presence of ionic salts 
has a big influence on the elementary mechanisms of corrosion. Dissolution rates 
in 1 m NaCl at neutral pH are about equal to the dissolution rates in 1 m HCl.
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Human body fluids contain 9 g/L NaCl. Therefore, tests mimicking in vivo behavior 
of glasses need to be adjusted accordingly. 

Buffers, Complexing Agents, Organic Constituents 

As a general rule, a buffer system does not only keep the pH value of the bulk liquid 
at a constant level. It also interferes with the elementary corrosion mechanisms. 
Bicarbonate, biphosphate, TRIS, and HEPES buffers exert moderate interference 
only. Anyway, one should keep in mind that a constant pH value in the bulk liquid 
does not tell anything yet about the local pH at the glass surface. This is because 
the glass constituents, namely siliceous acid, act as buffer, too. Human body fluids 
also contain citric acid. This is a strong complexing agent. It destabilizes alumina 
and ferric oxide, two constituents known to render glasses very stable against water 
attack. Such glasses show very different behavior in body fluids as compared to 
simple aqueous systems. 

Use of Isotopes 

Specific insights into the fundamental mechanisms of glass corrosion are obtained 
from experiments using isotopes [24–29]. Glasses have been exposed to 2D2O or  
2D2 

18O instead of H2O. This allows one to trace the incorporation of 2D+ (as a place 
marker of H+) and oxygen from the solution into the sub-surface layer of a corroded 
glass. Radioactive isotopes 22Na have been used to monitor the sodium distribution 
and self-diffusion coefficient in the sub-surface layer. 

2.2.2 Evaluation of Corrosion Tests 

The evaluation of corrosion experiments aims at determining the elemental release 
from the glass as well as the differentiation of the glass surface and the immediate 
sub-surface zone. The following methods have been applied with success: 

Gravimetry 

Cumulative mass lossesΔm are determined by a micro balance to the nearest μg. The 
specific mass loss q in mg/cm2 is q = Δm/A. With glass chips, a change of the surface 
area A with time need not be taken into account. The cumulative amount of matter 
released to the solution is c in mg/cm3, c = q · s. It may be present in dissolved form 
or as solid precipitates. Especially upon longer exposure times, crusts of precipitates 
form on top of the glass surface. These crusts are removed by a rubber wiper prior 
to weighing. Removal is always possible in an unambiguous way, even if the layer 
adheres to the glass like ice on a car windshield. 

Elemental Analysis of the Solution 

The concentrations ce of elements e released from the glass to the solution are 
analyzed by standard analytical techniques (ICP, AAS, AES, etc.). The elemental 
mass losses per surface area are given by qe = ce/s. When dividing qe by the mass
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fraction ye of element e in the glass, then the normalized specific elemental mass 
losses qe 

• = qe/ye are obtained. Upon congruent dissolution and in the absence of any 
precipitates, all qe

• are identical to the gravimetric mass loss q. If  qe
• > q, then element 

e is preferentially released from the glass. If qe
• < q, then element e is enriched in the 

glass surface or takes part in the formation of a precipitate. Elements known to not 
forming precipitates, like boron, may be used as indicator elements for the overall 
progress of glass dissolution. After a short initial phase, during which minor amounts 
of boron are preferentially released to a depth of a few 10 nm, qB

• = q. This is an  
excellent cross-check of the gravimetric results. The method may be used, too, if a 
corrosion crust is left on top of the glass for further investigations. 

Analysis of the Residual Glass 

SEM–EDX may be used to check the overall appearance of a corroded sample, and to 
analyze the nature of the crust on top of the glass, if any. The lateral differentiation of 
the surface at the nm scale may be investigated by AFM (atomic force microscopy) 
[30]. The major interest of investigation, however, lies on the concentration profiles 
of individual elements in the sub-surface zone of the glass. Depth profiles of the 
elemental distribution within sub-surface layers have been studied by instrumental 
analysis like XPS (X-ray photoelectron spectroscopy), SIMS (secondary ion mass 
spectroscopy) [31], SNMS (secondary neutral particles mass spectroscopy) [24], the 
latter three in combination with Ar ion sputtering, and NMP (nuclear microprobe) 
[32, 33], as well as by wet-chemical methods [34]. The depth resolution of the instru-
mental techniques is better than 5 nm. NMP has been used to trace hydrogen depth 
profiles in corrodes glasses in a fully quantitative way. This method requires the use 
of an accelerator directing a beam of 15N ions toward the glass surface. It is based on 
the nuclear reaction 15N + 1H → 12C + 4He + 2γ. The depth resolution stems from 
the extremely narrow resonance interval of 6385 ± 0.005 meV of the reaction with 
the incoming 15N beam; the response energy of the γ quants is 4.43 meV. An example 
will be given in Sect. 2.3. Beyond this, NMP can be applied to very few kinds of atoms 
only. The other instrumental methods are much more versatile chemically. However, 
results are obtained in terms of relative intensities only. Elemental profiles in the 
sub-surface layer have been measured successfully by a sequential wet-chemical 
etching technique, too [34]. For this purpose, an etching solution composed of 5% 
of an aqueous system (containing 0.5% HF and 1% HNO3) plus 95% isopropanol, 
kept at a temperature of −10 °C, is used. Etching steps of 20 s yield reproducible 
dissolution depths of 5–15 nm, depending on the glass composition. By consecu-
tive chemical analysis of the solution after each step, elemental depth profiles are 
obtained. The depth resolution is about 5–10 nm; the results are obtained in terms of 
absolute amounts, not as relative intensities. In general, the shapes of the elemental 
depth profiles resemble complex diffusion profiles [9]. Starting from the interface 
solution/glass, they consist of a transition range (often with enhanced structural 
compaction), a range of approx. constant water content as well as constant OH–H2O 
ratio, and a transition range to the bulk [26]. Depending on glass composition, the 
relative extensions of these ranges may differ considerably.
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The above compilation summarizes the most successful methods, but it is not 
complete. Many other methods, like IR reflection spectroscopy, Rutherford back-
scattering, and small-angle X-ray scattering have been used in the characterization 
of corroded glass surfaces, however, with less success than the ones compiled above. 

2.3 Sub-surface Layers 

It is the primary focus of this section to highlight the state of the sub-surface zone 
and to clearly distinguish it from other phenomena. An emphasis is laid upon the 
discussion of the local equilibria involved rather than discussing the kinetics of the 
processes by which the zone is formed. This will be done in Sect. 2.5. Every glass 
exposed to an aqueous solution develops a sub-surface zone differing in its chemical 
composition from the bulk glass. In an earlier paper, Hench [35] had proposed a qual-
itative classification of sub-surface zones, which by and large reflects the different 
options expected from an incongruent dissolution process. As, e.g., suggested by 
Doremus [9, 36], the sub-surface zone should be clearly distinguished from other 
types of layers (often termed “reaction layers”, “precipitated layers”, “back precip-
itation layers”) developing at the glass surface. Moreover, the indiscriminate use of 
the term “gel layer” for any kind of layer observed at the glass surface should be 
avoided. It is true, in specific cases, e.g., for silica glass, the sub-surface zone is 
established solely by the penetration of water molecules into the bulk material. But 
in general, ion exchange between glass and solution is an important ingredient to the 
formation of the zone. 

Much information is obtained from experiments performed in water labeled by 
isotopes 2H = D, or 18O, or both. In soda-lime glasses, the exchange ratio D:Na is 
found to assume values between 1 and 3. Thus it is concluded that in water neither a 
pure Na+ versus H3O+ nor Na+ versus H+ exchange takes place. However, irrespec-
tive of this, it is always the mobility of the proton which determines the rate of ion 
exchange [25]. Bear et al. [27] found that considerably more labeled 18O in compar-
ison to D was incorporated in soda-lime silicate and borosilicate glass, crystalline 
albite, and quartz exposed to D2 

18O, whereas the 18O:D ratios were consistent with 
the amount of incorporated water for fused silica and glassy albite. The former find-
ings can be explained by a dynamic equilibrium between incorporated molecular 
water and siloxane bonds [37], and a relatively fast exchange of water molecules 
between the sub-surface zone and the solution, or even with atmospheric water [25]. 
The reconstruction of the networks of both silicate glasses and crystalline silicates 
by the condensation of initially formed silanol groups to siloxane bonds and inter-
stitial water has been frequently addressed [26]. Reconstruction yields a network 
with an enhanced connectivity [38], eventually a structural compaction of the outer-
most range of the zone [39]. Although in the initial stage, the depleted zone may 
temporarily maintain its original network structure, it inevitably undergoes restruc-
turing [40]. Tomozawa et al. [41] used small-angle X-ray scattering to demonstrate 
that the sub-surface zone may be phase separated. Summarizing the information
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compiled above, we may draw a number of conclusions on the nature of the sub-
surface zone: It is characterized by relatively high amounts of—mostly molecular— 
interstitial water which is highly mobile and forms a percolating structure within 
the glass network. It thus resembles what Liesegang termed a “gel” as early as 1897 
[42]. Liesegang had shown that within gels, the same kind of chemistry takes place 
as within aqueous solutions; differences consist in the absence of buoyancy effects 
(e.g., in the case of precipitation), eventually in different rates constants of individual 
reactions. Liesegang’s conclusions comprise, in specific, the fundamental reactions 
of hydrolysis, protolysis, neutralization, and proton transfer, which are altogether 
based on the proton as the rate controlling entity. The reactions just mentioned are 
among the fastest chemical reactions found in condensed matter, with rate constants 
of the order of 1011 s−1 (for comparison: the Brownian frequency at room temperature 
is 6 × 1013 s−1). Thus we may conclude that the sub-surface zone of a corroded glass 
is characterized by well-established local chemical equilibria. This goes together 
well with the findings that the depletion of elements from the zone does not follow 
the categories of network former versus network modifier, but rather the elemental 
solubilities in water. 

Figure 2.3 shows a textbook example of the corrosion mechanisms of a simple 
sodium silicate glass, comprising two main mechanisms, i.e., matrix dissolution 
and leaching. Matrix dissolution proceeds at a constant dissolution velocity v. It is  
based on the dissolution of SiO2 in water. The second mechanism, leaching, is an 
exchange between the protons H+ from the solution and the Na+ ions in the glass 
matrix. Empirically, it proceeds like a diffusion process with an effective diffusion 
coefficient of the order of D ≈ 1 × 10–14 cm2/s. During the first stages of corrosion, 
leaching dominates, and an ion exchange zone is formed. The exchange depth LD 

develops like LD ≈ 
√
(D · t), i.e., it slows down with increasing exchange depth. 

When the shift velocity of the internal boundary between ion exchange zone and 
bulk glass approaches v, then the corrosion process becomes stationary and proceeds 
by a linear time law. Then, the depth of the exchange zone assumes a stationary value 
LD = D/v, where v may be derived from the cumulative specific mass loss q and the 
glass density ρ, v = q/ρ. As a consequence, the determination of LD allows one to 
determine the effective diffusion coefficient.

From a mechanistic perspective, however, the view of an ionic exchange process 
H+ ↔ Na+ or H3O+ ↔ Na+ is misleading. After all, H+ is not an ion, but an 
elementary particle. In aqueous media as well as in the matrix of oxide glasses, it 
allocates itself within the electron cloud of the oxygen. The sequence O2−, OH−, 
H2O, H3O+ represents entities with decreasing size, very different from the situation 
with an entity Na+ O2− Na+. Proton transport over distances beyond the immediate 
atomic neighborhood does not require the transport of an individual H+ in the same 
way as electron transport through a Cu wire does not require the transfer of an 
individual e− from one end to the other. It is merely the charge excess that is passed 
through (Grotthuss mechanism). This, again, is fundamentally different from the 
transport of Na+ ions which move as individual entities. 

The leaching rates observed in D2O as compared to H2O slow down by a factor 
of 1.4. Since such isotope effects depend on 

√
m, m = mass of the transferred entity,
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Fig. 2.3 Illustration of the main corrosion mechanisms of a simple sodium silicate glass, comprising 
network dissolution and leaching; the lower left insert shows the mass loss as a function of time in 
arbitrary units

these experiments clearly show that it is the transfer of H+, not of H2OorH3O+, which 
governs the elementary mechanism. The amounts of H+ exchanged per released Na+ 

ion assume non-stoichiometric values 1 < ν < 3. Thus, the effective exchange balance 
reads H+ + 1/2 · (ν − 1)H2O ↔ Na+. Moreover, as revealed by experiments in 
D18O, an about six times higher amount of oxygen than 1/2 (ξ − 1) is eventually 
found in the leached layer. This is a clear indication that the internal recombination 
reaction (Fig. 2.3) is a highly dynamic backward-forward reaction, and that the water 
molecules formed within the glass structure easily exchange with water molecules 
from the solution. In conclusion, we have to replace the simple textbook example in 
Fig. 2.3 by a more adequate concept. This is done in Fig. 2.4. This figure illustrated 
five mechanisms. They are compiled in the following list and complemented by 
further mechanisms: 

(1) Surface charge balance: This mechanism is equal to the fundamental reaction 
at the surface of a glass electrode. In condensed phases, it does not matter if 
we write –O–Si≡ or HO– HO–Si≡ in the case of negative charging, and H3O+ 

HO–Si≡ or H+ HO–Si≡ in the case of positive charging, respectively. It is the 
charge balance that counts. The surface charge balance is a true thermodynamic 
equilibrium. It is established within 1–10 ms and sustained by charge transfer 
rates of 1–10 μA/cm2.
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(2) Mobilization of Na+ ions: The excess charge of a proton accidentally entering 
the electron cloud of an oxygen atom of the glass surface forms a ≡Si–OH group 
at once. The excess charge mobilizes the Na+ ion and pushes it out of the glass 
matrix. By virtue of the Grotthuss mechanism, this process takes place across 
the entire sub-surface zone and continues at the boundary to the bulk glass. 

(3) Matrix dissolution: The dissolution of the glass matrix proceeds in the same 
way as already sketched in Fig. 2.3. The view will be extended in Sect. 2.5. 

(4) Internal recombination: The highly dynamic back and forth recombination reac-
tion increases the connectivity in the sub-surface zone and generates interstitial 
water molecules. As compared to the bulk glass, very few non-bridging oxygens 
are present in the sub-surface zone. In fact, the zone is converted to a gel in the 
sense of physical chemistry, characterized by two percolating structures, i.e., 
the SiO2 network and the H2O molecules. The gel is as rigid as the glass, but it is 
a zone where all reactions familiar from aqueous solutions (hydrolysis, protol-
ysis, neutralization, precipitation) may take place, albeit at a much reduced rate. 
At the end of the nineteenth century, Liesegang [42] demonstrated this principle 
with acid–base and precipitation reactions in agar gels. 

(5) Exchange with the solution: Ions and water molecules continue to exchange 
between the gel zone and the solution. This proceeds at an effective diffusion 
coefficient of D ≈1 × 1011 cm2/s, significantly higher than the diffusion coef-
ficient describing the shift of the boundary between sub-surface zone and bulk 
glass. 

(6) Densification: This mechanism is not sketched in Fig. 2.4. The outermost layer 
of the sub-surface zone condenses to a dense silica network. No glass technol-
ogist ever designed this, but in fact, this densification is a self-improvement 
mechanism rendering a glass, once exposed to water, much more durable than 
an as-produced glass. Float glass producers are very well aware of the sensi-
tivity of the freshly produced glass, and special strategies of careful handling 
and stacking are applied.

Figure 2.5 presents elemental depth profiles in corroded glasses. Panel a shows 
the results for a glass with 74 SiO2, 10 CaO, and 14 Na2O (by mol) corroded in D2O 
at 85 °C, s = 0.028 cm−1 for 15 min [24]. The depth of the exchange zone extends to 
60 nm. At the very surface, the nature of the zone changes. This is the densified zone 
mentioned above. Panel b shows H profiles as determined by nuclear microprobe. 
The results refer to a simulated (inactive) nuclear waste glass corroded in high ionic 
strength solution under hydrothermal conditions at 200 °C and s = 0.034 cm−1 for 
up to 1 year [43, 44]. The exchange layer reaches a stationary depth of only LD = 
200 nm. With a specific mass loss after 360 days of q(360 d) = 57 mg/cm2 and a 
glass density of ρ = 2.8 g/cm3, the glass has dissolved to a depth of L = q/ρ = 
200 μm, corresponding to an average dissolution velocity of v = 6.6 × 10–10 cm/s 
and an effective diffusion coefficient D = Ld · v = 1.3 × 10–14 cm2/s.

In another test series [45], glasses of composition 72 SiO2, 14MxOy, 14 Na2O (by  
mol) were exposed to D.I. water at 98 °C, s = 0.01 cm−1, for time intervals of 1, 2, 4, 
8, 24, 48, and 96 h. MexOy denotes CaO, ZnO, B2O3, or Al2O3, and the glasses are
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Fig. 2.4 Illustration of five fundamental mechanisms taking place at the surface of a sodium 
containing silicate glass during exposure to water; (1) surface charge equilibrium, (2) ion exchange 
at the glass surface and further at the transition zone between sub-surface zone and bulk glass, (3) 
dissolution of the SiO2 matrix, (4) internal recondensation at the transition between sub-surface 
zone and bulk glass, (5) fast exchange of ions and molecular water between solution and sub-surface 
zone

Fig. 2.5 a Depth profiles of D and Na in the surface of glass 74 SiO2, 10 CaO, 16 Na2O (by  mol)  
exposed for 15 min to D2O at 85 °C,  s = 0.028 cm−1 [24]. b Depth profiles of H in the surface 
of a simulated waste glass corroded for 120 and 360 d in a high ionic strength solution under 
hydrothermal conditions at 200 °C, s = 0.034 cm−1 [44]
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named NCS, NZS, NBS, and NAS, respectively. After 24 h already, NCS and NBS 
reached stationary conditions, with the normalized elemental releases qSi

•, qCa
•, qB

•, 
and qNa

• running parallel to the cumulative mass loss q. During the initial 24 h, pH 
rose to 9.8 and 6.8, respectively, and maintained this value. By contrast, NZS and 
NAS did not reach stationary conditions. Although qSi

•, qZn
•, qAl

• ran parallel to q 
after 24 h, this was not the case with qNa

•, which continued to increase far beyond q. 
The pH after 24 h reached 8 and 7, respectively, but kept increasing slightly. Figure 2.6 
shows the elemental profiles and the local densities as obtained by HF etching after 
96 h. The matrix dissolution depths L after 96 h are also given in Fig. 2.6. They differ  
significantly among the glasses; NCS is the most unstable glass (due to the shift 
to high pH), while NAS is the most stable one. For the stationary cases, effective 
diffusion coefficients were calculated from the depths LD of the exchange zones. For 
NCS, D assumes a value in the order of 10–14 cm2/s, while for NBS, D is about one 
order of magnitude smaller. 

As a first observation, all glasses exhibit a pure and highly dense silica layer at 
the very surface. In NCS (panel a), this is followed by a SiO2-CaO layer. If CaO 
reaches the bulk concentration, Na2O starts to increase until bulk composition is

Fig. 2.6 Local densities and elemental depth profiles [45] in glasses 72 SiO2, 14 MxOy, 14 Na2O 
(by mol) after 96 h of exposure to D.I. water at 98 °C, s = 0.01; MxOy = CaO (glass NCS, panel 
a), ZnO (glass NZS, panel b), B2O3 (glass NBS, panel c), and Al2O3 (glass NAS, panel d); gray 
symbols = bulk values; Na2O reaches the bulk value in NCS and NBS, however, not in NZS and 
NAS; L = matrix dissolution depth, i.e. the positions at which the diffusion profiles start at depth 
= 0; D = effective coefficient of Na+ 
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reached at 155 nm depth. A similar behavior is found with NZS (panel b), with the 
exception that Na does not reach the bulk value. Panel c provides an explanation 
of why a highly soluble oxide like B2O3 is able to enhance the chemical durability. 
This is because Na and B are, so to speak, released en pas de deux. The low mobility 
of the highly charged B3+ ion thus slows down the mobility of Na+. In glass  NAS  
(panel d), the densified silica layer is followed by a SiO2–Al2O3 zone while Na2O 
continues being leached out. This is a behavior well-known from the differentiation 
of feldspatic minerals to clay minerals. The question remains why Al3+ and Na+ are 
not released en pas de deux. This is attributed to the fact that protons may replace the 
position of Na+ in a Na+[AlO4] unit while this is not possible in a Na+[BO4] unit. 
So the mobilities of Na and B remain strictly correlated in the latter case while they 
are decoupled in the former one. 

The issue of the fundamental mechanisms active in the glass surface will be 
resumed in Sect. 2.5 in connection with transition state theory. Meanwhile, we have 
to clarify the role of glass composition on chemical durability in a systematic way, 
which remained vague until here. 

2.4 Thermodynamic Approach to the Hydrolytic Stability 

In his book “Chemistry of Glasses” [8], Paul introduced a thermodynamic approach 
to the chemical durability of glasses. His approach was adopted [46, 47] and applied 
to radioactive waste glasses containing a large number of oxides. The innovation 
of the approach chiefly consisted in a stringent thermodynamic description of the 
solution containing the dissolved glass constituents. The foundation for this descrip-
tion had been laid before by Pourbaix [13]. In these early approaches, the glasses 
were described by the weighted sums of metasilicates and oxides, which is a crude 
approach at best. The idea to invoke a more concise description of glasses arose 
during the evaluation of a large number of experiments [43] and was developed to 
a general description frame [48, 49]. Panel a of Fig. 2.7 summarizes the details of 
the approach. Gƒ 

X denotes the Gibbs energy of formation from the elements of the 
isochemical polycrystalline system corresponding to a given glass composition, and 
Gvit denotes the small energetic difference between the polycrystalline system and 
the glass. The energy level of the glass is GGL, GL  = glass. For the details of the 
thermodynamic description of multicomponent glasses, see Chap. 2 in this book. 
The quantity Gƒ 

aq is the Gibbs energy of the aqueous system. The index aq denotes 
the thermodynamic state “dissolved in aqueous solution”. Gƒ 

aq is given in the refer-
ence state “formation from elements”. Consequently, all other Gibbs energies are be 
referred to as the reference “formation from the elements”, too, even if this is not 
highlighted by the superscript ƒ. To complete the picture, panel b of Fig. 2.7 illus-
trates how time enters the scene. Silicon atoms released from a silicate glass to the 
solution have to pass through an energetically unfavorable state (termed: transition 
state, transient state, or activated complex) characterized by an activation energy EA. 
The occupation density of this transient state is governed by an equilibrium with
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Fig. 2.7 a Gibbs energy levels of glass, the isochemical polycrystalline system, and the aqueous 
solution formed by glass dissolution. b Kinetics of the glass dissolution process, passing through the 
transient state of an activated complex; EA = activation energy; k+ and k– = forward and backward 
reaction constant, respectively

equilibrium constant K# = k+/k–; k+ and k– denote a forward and backward reaction 
rate constant, respectively. This equilibrium may be described by a pH-dependent 
surface loading θ of the glass with electric charges; 0 < θ < 1. The issue will be 
resumed in Sect. 2.5. What remains to be done with respect to the thermodynamic 
approach is to describe the state of the aqueous system containing the dissolved glass 
constituents. Its overall energy level is Gaq,GL. The driving force of glass corrosion 
is readily determined as 

ΔGhydr = Gaq,GL − GGL. (2.1) 

We may decide to adopt ΔGhydr as a quantitative representation of chemical 
durability. 

For the description of aqueous solutions, a specific state of matter has been 
defined. It is the state “dissolved in water at high dilution” and is labeled by “aq”. 
Its description rests on two fundamental equilibria, i.e., the decomposition reaction 
of water 

2H2O → 2H2(g) + O2(g) (2.2) 

with ΔGdecomp = 474.36 kJ/mol, and the dissociation reaction 

H2O → H+(aq) + OH−(aq) (2.3)
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with ΔGW = 79.88 kJ/mol, both at 25 °C, 1 bar. The corresponding equilibrium 
constants, calculated as K = exp

(−ΔG 
RT

)
, are  log  Kdecomp = –83.1 and log KW = 

–14.0, respectively. Equations (2.2) and (2.3) constitute the stability plot of water 
(Fig. 2.8). The abscissa displays the pH value, pH = –log [H+], while the ordinate 
displays the Gibbs energy in terms of a voltage Φ (electromotive force) with G = 
z · F · Φ; F = Faraday’s constant = 96,500 As/mol, z = number of transferred 
electrons = 4. Gibbs energies in the state aq are normalized to the potential of the 
normal hydrogen electrode (pH = 0, P(H2) = 1 bar) representing the equilibrium 

2H2 ↔ 4H+(aq) + 4e− (2.4) 

at 25 °C, 1 bar. Thus, the Gibbs energy of the proton is G H+ = 0. All tabulated Gibbs 
energies of aqueous species are normalized to this state. From Fig. 2.8, one may read 
at which voltage, at a given pH value, water starts to decompose. Water is stable 
in-between the bold lines only. Water equilibrated with air (21% O2) has log [O2] = 
–0.67; so it comes close to the upper bold line. The water stability diagram can be 
extended to the states of aqueous species of any element exposed to water (so-called 
Pourbaix diagram). This is shown in Fig. 2.9 for the example of Fe. In water, Fe may 
be present as ferric or ferrous ion, or as solid precipitates Fe(OH)3 and Fe(OH)2, 
respectively. In the presence of metallic iron, water decomposes and releases H2(g), 
especially at low pH. Above pH = 6, the metal surface is partially passivated by a 
thin Fe(OH)2 layer (partially only, because the layer is not dense). The H2(g) release 
rate is very small; the release is hardly noticed by the naked eye. With other metals, 
more dramatic effects are observed. The reader may remember from school that 
significant rates of hydrogen formation are reached when Zn granules are dropped 
in a test tube containing concentrated HCl. Figure 2.9 provides a solid reason that 
glass corrosion experiments should not be performed in metal vessels. We now leave 
the Φ – pH plots and deal with the formation of aqueous systems in air-saturated 
water, i.e., in the vicinity of the upper stability limit of water. Then, the formation 
of species may be described as a function of pH alone. Let j be an oxide component 
and i an aqueous species formed from oxide j. The equilibrium between oxide j and 
species i is presented in an alternative way by two equations, depending on whether 
the oxide dissolves via protolysis or hydrolysis. The reaction equilibria for protolysis 
and hydrolysis, respectively, read: 

j + νH2O · H2O + νH+ · H+ ↔ νi · i, (2.5a) 

j + γH2O · H2O + γOH− · OH− ↔ νi · i, (2.5b) 

with stoichiometric coefficients ν and γ . Formally, Eq. (2.5b) may be converted 
to Eq. (2.5a) by putting νH2O = γH2O + γOH− and νH+ = −γOH− . In other words, 
Eq. (2.5a) comprises both protolysis and hydrolysis if we allow νH+ to assume both 
positive and negative values. This yields a unified description easily presented as a 
function of pH. The Gibbs energy of the equilibrium is



54 R. Conradt

ΔG j↔i = νi · Gi − G j − νH2O · GH2O − νH+ · GH+ , (2.6) 

where GH+ = 0. The equilibrium constant Kj↔i is given as 

K j↔i = exp
(

−ΔG j↔i 

RT

)
= [i]νi 

[ j] · [H2O]νH2O ·
⎡
H+⏋νH+ (2.7) 

Resolving Eq. (2.7) for  [i] yields 

log[i] =  log a(i ) = 
1 

νi 
· log K j↔i − 

νH+ 

νi 
· pH, (2.8)

Fig. 2.8 Stability diagram of water 

Fig. 2.9 Stability diagram (Pourbaix diagram) of the element Fe in aqueous solution 
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where [i] and a(i) denote the activity of i in the systems, which is approx. equal to 
the concentration at high dilution. With a complete set of different aqueous species 
i formed from oxide j, the relative distribution x(i) of any individual species i, 0  ≤ 
x(i) ≤ 1, is obtained by 

x(i ) = 
[i]

Σ
[i] 

(2.9) 

The sum in the denominator extends over all species formed from oxide j. In Table 
2.1, the procedure is demonstrated for the aqueous species formed by the dissolution 
of SiO2. In the absence of Na+ ions, nine different species are formed. The calculation 
procedure is a little cumbersome, but not difficult. 

Figure 2.10 summarizes the results. Panel a shows the activities of species a(i) 
in a logarithmic plot as function of pH. As complicated as the situation may appear 
from Table 2.1, the aqueous state of SiO2 is dominated by three species, namely, by 
SiO2 

0 (undissociated siliceous acid comprising both H4SiO4 
0 and dimeric H2SiO3 

0), 
the univalent species H3SiO4 

– and the tetravalent species [H2(H2SiO4]4–. The latter 
species is an entity of approx. 2 nm size and may be perceived as a borderline 
case between an ionic species and a charged colloidal particle. Panel b illustrates 
the relative species distribution. At their equivalence points, the coexistence of two 
predominant species constitutes a buffer system. This is the reason why the pH 
value in experiments performed on commercial soda-lime silicate glasses always 
approaches pH = 9.8, essentially independent of the actual glass composition. When

Table 2.1 Gibbs energies ΔGj↔i of the reaction of oxide j = vitreous silica to aqueous species 
at 25 °C, j + νH2O · H2O + νH+ · H+ ↔ νi · i; ν = stoichiometric coefficients in the forma-
tion equilibrium; log Kj↔i = −ΔGj↔i/(RT · ln 10); Kj↔i = equilibrium constant; RT · ln 10  = 
5.70769 kJ/mol 

Reaction equation ΔGj↔i (kJ/mol) log Kj↔i νi νH2O νH+ 

SiO2(gl) = SiO2 
0(aq) 15.600 −2.733 1 0 0 

SiO2(gl) + 
2H2O 

= H3SiO4
− + H + 71.370 −12.504 1 2 −1 

= H2SiO4 
2− + 2 H+ 137.900 −24.160 1 2 −2 

= HSiO4 
3− + 3 H+ 206.813 −36.234 1 2 −3 

= SiO4 
4− + 4 H+ 275.130 −48.203 1 2 −4 

= 1/4 · H6[(H2SiO4)4]2− 

+ H+ 
35.051 −6.141 1/4 2 −1/2 

= 1/4 · H4[(H2SiO4)4]4− 

+ H+ 
66.872 −11.716 1/4 2 −1 

SiO2(gl) + 
H2O 

= HSiO3
− + H+ 80.724 −14.143 1 1 −1 

= SiO3
− + 2 H+ 147.668 −25.872 1 1 −2 

SiO2(gl) + 
H2O + 
Na+ 

= NaHSiO3 
0(aq) + H+ 62.990 −11.036 1 1 −1 
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Fig. 2.10 a Activity plot of species formed from SiO2 in aqueous solutions. b Species plot: relative 
species distribution of SiO2 dissolved in aqueous solution 

fine granules of such glasses are exposed to water for extended times, pH approaches 
11.4. 

In Table 2.2, data of aqueous species are compiled for a large number of oxides, 
allowing one to specify the aqueous system of all kinds of glasses. The data are given 
with respect to the state of infinite dilution in water, or at a concentration of 1 mol/L 
for readily soluble substances. Since 1 L of H2O corresponds to a quantity of matter 
of 55.51 mol, distinguishing more precisely between the two cases is irrelevant here. 
The reader is cautioned to not expand the data sets of individual oxides by adding 
data of individual aqueous species found elsewhere in literature. Rather, a consistency 
check for the consistency of the entire set of species is required. For example, some 
sources comprise Gibbs energies of the species H4SiO4 

0(aq) as −1782.120 kJ/mol 
which turns out to be identical with the value SiO2 

0(aq) + 2H2O. Some data tables 
quote data for undissociated dimeric siliceous acid H3SiO3 

0(aq); data vary from − 
1062.8 to −1079.5 kJ/mol which, on average, is in fair agreement with SiO2 

0(aq) + 
H2O. Therefore, undissociated siliceous acid is exclusively represented as SiO2 

0(aq), 
and no further data should be added. Likewise, some sources contain the species 
AlO2

−(aq) with a Gibbs energy of −823.411 kJ/mol. Yet, this is identical with 
Al(OH)4− – 2H2O, hence, data for a new species AlO2

−(aq) must not be added to 
the set.

The calculation of aqueous species for a given oxide is performed in the way as 
demonstrated in Table 2.1 for SiO2: Write down Eq. (2.5a) for each species devolving
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from a given oxide, then calculate ΔGj↔i and Kj↔i after Eqs. (2.6) and (2.7) using  
the data in Table 2.2; then calculate x(i) after  Eqs.  (2.8) and (2.9). 

Now we are ready to determine the chemical durability of a glass with arbitrary 
composition in terms of its Gibbs energy of hydration ΔGhydr (see Fig. 2.7a). In 
contrast to the species equilibria, the dissolution reaction proceeds in one direction 
only. That is why we now have to distinguish between protolytic and hydrolytic 
dissolution. But like before, with Eq. (2.5a), we may use a single equation. The 
Gibbs energy of a species formation now reads

ΔGaq,i→i = ΔG j↔i + G j − νH+ · G∗ 
H+ , (2.10) 

with ΔGj↔i given by Eq. (2.6), Gj = Gibbs energy of the pure oxide; G∗ 
H+ = 0 

for νH+ ≥ 0, (protolytic reaction), while G∗ 
H+ = GH2O − GHO− = –79.880 kJ/mol 

for νH+ < 0. As an intermediate result, the hydrolytic stabilities of individual pure 
oxides j are obtained as 

Gaq, j =
Σ

i 

xi · ΔGaq,i→i , (2.11a)

ΔGhydr, j = Gaq, j − G j (2.11b) 

(see Fig. 2.11). This plot gives a most interesting insight in how individual oxides 
influence the stability of a glass in a specific pH range. Note that both Al2O3 and 
Fe2O3 have the potential to significantly enhance the chemical durability of a glass, 
however, not in strong acids or bases. ZnO, PbO, and FeO enhance the stability in 
caustic solutions. By and large, the stabilities of the divalent oxides follow Dietzel’s 
field strength rule. The alkali oxides are not shown in Fig. 2.11; they would exhibit 
straight lines (one species only) well above 300 kJ/mol.

According to Fig. 2.7a, the final steps toward the calculation of the Gibbs energy
ΔGhydr of a glass are summarized by Eqs. (2.12a)–(2.12c) below: 

Gaq,GL =
Σ

j 

n j · Gaq, j , (2.12a) 

GGL =
Σ

k 

nk ·
(
Gk,X + Gvit 

k

)
, (2.12b)

ΔGhydr = Gaq,GL − GGL. (2.12c) 

In Eq. (2.12a), the nj denotes the molar amounts of oxides j in units of mol/100 g 
glass. Thus, all left-hand quantities in Eqs. (2.12a)–(2.12c) bear the unit kJ/100 g. 
The energy level Gaq,GL of the entire aqueous system is given by the weighted sum 
of the Gaq,j—see Eq. (2.11a). GGL is determined from the Gibbs energies Gk,X of the 
constitutional phases k of the crystalline state isochemical to the glass composition 
and a vitrification term Gk 

vit. For details, see the Chap. 2. The difference of Gaq,GL
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Fig. 2.11 Hydrolytic stabilities of individual pure oxides j (panel a: tri- to hexavalent oxides, panel 
b: divalent oxides) in terms of their Gibbs energy of hydrationΔGhydr(j) as function of pH; stability 
decreases in vertical direction

and GGL yields the desired result. This is the result valid for a situation at high water 
excess, i.e., at infinitely high dilution of species i. 

During the corrosion of commercial glasses, very thin layers of certain precipitates 
form at quite early stages of the process already. Four typical candidates are compiled 
in the lower left part of Table 2.2, namely, p = Na2O · Al2O3 · 4SiO2 · 2H2O 
(analcime), 5CaO · 6SiO2 · 10.5H2O (CSH phase), Al2O3 · 2SiO2 · 2H2O (a clay  
mineral), and 4CaO · Al2O3 · 13H2O. Let N = Na2O, C = CaO, A = Al2O3, S  = 
SiO2. Then the molar amounts nN , nC , nA, and nS of the glass are distributed to these 
precipitates first. This is done in consecutive order like: 

n(Na2O · Al2O3 · 4SiO2 · 2H2O) = MIN(nN , n A, 1/4 · nS), 
n(5CaO · 6SiO2 · 10.5H2O) = MIN(1/6 · nC , 1/5 · nS), 
n(Al2O3 · 2SiO2 · 2H2O) = MIN(n A, 1/2 · nS), 
n(4CaO · Al2O3 · 13H2O) = MIN(1/4 · nC , n A), 

MIN(…) = minimum of the values in parentheses; the assessment of the Gibbs 
energy of the solution, next step, is performed on the residual amounts of nN , nC , 
nA, nS left from the previous one. The Gaq,p of each of the above precipitates p is 
calculated as 

Gaq, p = G p − νH2O · GH2O, (2.13) 

where νH2O is the stoichiometric coefficient of H2O in the respective formula. The 
contribution of all precipitates is
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Fig. 2.12 Chemical durability fingerprints of four commercial glasses in terms their Gibbs energy 
of hydration ΔGhydr as a function of pH; stability decreases in vertical direction 

Gaq(ppts) =
Σ

n p · Gaq, p. (2.14) 

The quantity Gaq,GL, Eq.  (2.12a), is calculated by using the amounts nj, j = N, C, 
A, S, left after the above procedure. The Gibbs energy ΔGhydr is obtained as

ΔGhydr = Gaq,GL + Gaq(ppts) − GGL. (2.15) 

This is the result of stationary corrosion extending beyond the limit of infinite 
dilution. In any case,ΔGhydr plotted as a function of pH yields the hydrolytic stability 
fingerprint of a glass. This is shown in Fig. 2.12 for a number of commercial glasses. 
The procedure outlined above allows one to perform desktop development of glass 
compositions with a desired profile of chemical durability. 

Finally, Table 2.2 may be expanded by compiling species with organic anions like 
acetates, oxalates, citrates, lactates, pyruvates, etc., which allows one to determine 
the chemical durability in a bio environment; in this case, physiological NaCl and 
CO2 concentrations have to be taken into account, too. For bioglasses, hydroxyl 
apatite needs to be added to the list of early forming precipitates. 

2.5 Rate Equation 

As sketched in Fig. 2.7b, matter (in specific: Si atoms) released from a glass surface 
to an aqueous solution has to pass through an energetically unfavorable transient 
state. The nature of this state depends on the surface charge equilibrium (mechanism 
1 in Fig.  2.4) and hence, on pH. In fact, there are two distinctly different types of 
transient states, one occurring in the presence of negative charges, to another one in
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the presence of positive charges. This is summarized by the equations below: 

≡ Si − O − Si ≡ +OH− + H2O →≡ Si −
[
OH− 

O

]
− Si ≡ +H2O 

→≡ Si − OH +− O − Si ≡ +H2O 

→≡ Si − OH + HO − Si ≡ +OH− 

≡ Si − O − Si ≡ +H2O → 2 ≡ Si − OH (2.16a) 

≡ Si − O − Si ≡ +H+ + H2O →≡ Si −
[
H+ 

O

]
− Si ≡ +H2O 

→≡ Si − OH ++ Si ≡ +H2O 

→≡ Si − OH + HO − Si ≡ +  H+ 

≡ Si − O − Si ≡ +H2O → 2 ≡ Si − OH (2.16b) 

Both mechanisms bring about the same final result, i.e., the split of a siloxane 
bond ≡Si–O–Si≡ into two silanol groups ≡Si–OH. If all (max.) four bonds of a 
[SiO4] tetrahedron are split in this way, silica is released to the solution as siliceous 
acid—of course in the respective speciation as shown in Fig. 2.10. Note that in both 
reaction paths, Eqs. (2.16a) and (2.16b), the initiating charge species OH– or H+, 
respectively, appear again at the end of the path. So, we may speak of a OH– versus 
an H+ catalyzed split of the siloxane bonds. The nature of the activated complex, is 
shown in Eqs. (2.16a) and (2.16b) in square brackets, is different for each path. In 
both cases, however, the elementary step involved is proton transfer from the charged 
species to the oxygen in the silanol bond. It occurs, independent of pH, at the same 
fundamental rate. Thus, the amount of silica released to the solution per time unit 
depends on the number of surface sites at which the elementary process is active, 
i.e., it depends on the coverage of the glass surface by charges—and this definitely 
is a function of pH. Figure 2.13 shows the effective coverage θ, 0 <  θ < 1, of a silica 
surface by positive and negative charges as derived from data compiled in [14]. Full 
occupation with OH– is reached at pH ≈ 11 with 5.5–5.8 OH– groups per nm2. At  
the point of zero charge (pzc), equal amounts of positive and negative charges are 
present. For tap water with natural water hardness, pzc occurs at pH ≈ 4 (bold line), 
in D.I. water at pH ≈ 2 (crosses). The presence of alkali ions shifts the branch δ+, and 
hence pzc, to the right, thus significantly increasing the number of surface charges 
in the weakly acid to neutral range. This is why (see Sect. 2.2) glass dissolution is 
enhanced in high ionic strength solutions. All these facts go together with the theory 
of the glass electrode. For comparison, Fig. 2.13 also shows the surface coverage 
of an alumina surface. This is relevant for silica-poor, alumina-rich glasses typical 
of some stone wool compositions. In a more general approach, the role of elements 
other than Si at the glass surface may be comprised by the surface coverage θ in a 
cumulative way by a superposition of the θ of pure oxide surfaces weighted by their 
presence in the glass surface. The qualitative classification of glass surfaces given
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Fig. 2.13 Logarithmic plot of the effective surface coverage θ eff of a silica glass surface; the 
branches δ+ and δ– refer to positive and negative charges, respectively; pzc = point of zero charge; 
bold line: tap water; crosses: D.I. water; big dots: alumina surface; the insert shows a Langmuir 
type relation for θ eff; ki = reaction constant; ci = concentration

by Hench [35] (see Fig.  2.14) may serve as a guideline as to which oxides have to 
be taken into account. 

Based on the above facts, we may now formulate a rate equation for glass 
dissolution. In its most general form, the rate law reads 

r = r+ · f (i ) · (1 − IAP/IAPs) (2.17a) 

where r denotes the corrosion rate, r+ is a forward rate, and ƒ(i) is a term summarizing 
the effects of dissolved species i on the dissolution rate. The affinity term (1 − 
IAP/IAPs) describes the degree of saturation of the solution with respect to the 
dissolving phase in terms of an adequate ion activity product IAP; the index s denotes 
saturation. A first type of rate equation was given by Grambow [50]. An overview 
of different concepts is given in [21]. Now, the following assumptions are made: 

• For silicate glasses, IAP can always be expressed in terms of the resulting 
concentration of dissolved silica. 

• The effect of dissolved species i on the dissolution rate r is taken account for by 
the surface charge coverage θ in a cumulative way. 

• The proportionality between log r andΔGhydr is modified by a factor ε as proposed 
by Jantzen [47]. 

This results in a rate equation reading 

log r (ξ ) = log rX + (1 − β) · log θ − ε · ΔGhydr(ξ ) 
RT

+ log
(
1 − 

c(ξ ) 
cS

)
. (2.17b)
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Fig. 2.14 Classification of corroded glass surfaces after Hench [xx]

where rX is a fundamental forward rate that depends on temperature like 

rX = X · exp
(

− 
E A 

RT

)
. (2.17c) 

X is a fundamental rate constant for silicate glasses, X = 0.035 mol Si 
cm2 s [50]. The 

activation energy isEA ≈ 70 kJ/mol (it may vary from 65 to 75 kJ/mol, decreasing with 
the basicity of the glass). Thus, at 90 °C, rX = 3 × 10–12 mol Si 

cm2 s = 6 × 10–5 g 
cm2 d . The  

constant β = 0.78 is the transference number of H+ [51]. The parameter ξ is a reaction 
variable, most conveniently expressed by the turnover of Si. Thus c(ξ ) denotes the 
actual concentration of silica in the solution and cS the saturation concentration of 
amorphous SiO2. The factor ε may be approximated as 

ε = β 
4xSiO2 · ⟨M⟩ (2.18) 

where ⟨M⟩ = 0.01 · Σ x j · M j is the mean molar weight of the glass in units 100 g 
per mol; xj and Mj in g/mol is the molar fraction and molar weight, respectively, of
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Fig. 2.15 Dissolution rates, experimental values and calculations; closed squares and line with 
crosses: high alumina stone wool glass; 90 °C, s = 0.01 cm−1; open circles: MacInnes-Dole glass, 
75 °C, s = 0.76 cm−1, [Na]  = 0.2 mol/L [24]; thin line: no ppt., bold dashed line: C–S–H ppt. [9]; 
open triangles: granules of glass 74 SiO2, 10 CaO, 16 Na2O mol %, 100 °C, s = 10 cm−1, after  
16 h; the point at pH = 9.8 belongs to a sample originally exposed to pH = 4; bold line: ppt C–S–H 
taken into account; hatches squares: experimental results for the glasses shown in Fig. 2.6, 90 °C,  
s = 0.01 cm−1 

oxide j. Far from saturation, c(ξ )/cs ≪ 1, and ΔGhydr(ξ ) → ΔGhydr as calculated 
before. Taking into account early precipitates as done at the end of Sect. 2.4 is a first 
simple approach to ΔGhydr(ξ ). Figure 2.15 shows calculated dissolution rates of a 
high alumina stone wool glass, a MacInnes-Dole glass, and glass 74 SiO2, 10  CaO,  
and 16 Na2O (by mol) in comparison to experimental values. 

2.6 Reaction Path Calculation, Corrosion Layers, 
Long-Term Behavior 

Upon long exposure times, the system approaches saturation. Then c(ξ )/cS increases 
to a value close to 1. In fact, as a glass is always less stable than its isochemical 
crystalline state, its saturation concentration cS is always higher than the saturation 
concentration cppt imposed by the appearance of solid precipitates in the solution. 
Therefore, a glass keeps dissolving until complete mineralization, albeit at a reduced 
rate r∞ determined by the ratio cppt/cS . Under such conditions, ΔGhydr(ξ ) can no 
longer be approached by taking into account some early precipitates known by expe-
rience. Rather, a full-fledged reaction path calculation has to be performed allowing 
the aqueous species to interact and to form precipitates according to their actual 
concentration. The principle of reaction path calculation is sketched in Fig. 2.16: 
Amounts of oxides in proportion to the glass composition are transferred to the 
aqueous system in a sequence of steps Δξ, where ξ denotes a reaction path or
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Fig. 2.16 Reaction path 
calculation scenario

turnover variable. The total amount of Si is preferentially taken as a measure of 
ξ. After each step, the aqueous equilibrium is calculated, comprising all aqueous 
species and precipitates formed. This yields a plot of concentrations (masses per 
solution volume) of aqueous species and precipitates as a function of ξ. The relation 
to the time scale is given by the reaction rate, Eq. (2.17b), as dξ = r ·  dt. Figure 2.17 
shows the result of such a calculation for the glass 74 SiO2, 10 CaO, and 16 Na2O 
(by mol). In this plot, all aqueous species of the individual elements are summarized 
by curves Si(aq), Ca(aq), and Na(aq), respectively. The calculation shows that the 
first solid phase is colloidal (amorphous) silica Si(am). When Si(am) appears, Si(aq) 
approaches a constant level denoting the silica saturation at this stage. Upon further 
Si turnover, the level Si(aq) may change; it will adapt to the nature of precipitates 
formed in the solution. Next, a calcium silicate hydrate (CSH) precipitate is formed, 
stopping the further increase of Ca(aq) in the solution. Only Na(aq) keeps increasing 
and, along with this, the pH value. From Fig. 2.10, it is expected to settle at pH = 
11.4. For the calculation of Fig. 2.17, a Gibbs energy minimizer software [52] was  
used. 

Figure 2.18 shows SEM images of glass surfaces with precipitates of the kind 
as predicted in Fig. 2.17 and compiled in Table 2.2. Panel a shows a precipitate 
developing on the surface of glass 72 SiO2, 12 CaO, 12 Na2O (by mol) corroded at 
98 °C, s = 0.1 cm−1. By XRD, the precipitate was identified as a CSH phase. Panel b 
shows a thick crust developing on the surface of a simulated radioactive waste glass 
hydrothermally corroded in high ionic strength solution at 200 °C for 10 d, s = 
0.1 cm−1. The vertical sequence of phases from bottom to top verifies the phases 
consecutively determined by reaction path calculation from Si(am) at the bottom to 
analcime (Na2O · Al2O3 · 4SiO2 · 2H2O) found as small individual cubes on top of 
the crust. Panel c shows the surface of a similar glass swept by a rubber wiper. As 
said before, crusts of this kind are easily removed from the residual glass.

Equation (2.17b) clearly predicts a slowdown of corrosion rates during the exper-
iments due to saturation effects. The equation does, however, not take into account 
any transport processes within and across the layers formed during corrosion. From 
metal corrosion, it is known that oxide scales firmly adhering to the metal surface 
inhibits the corrosion process in a most effective way. For example, the base metal 
alumina oxidizes rapidly, but a firmly adhering alumina layer passivates the metal
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Fig. 2.17 Reaction path calculation for a glass 74 SiO2, 10 CaO, 16 Na2O (by mol) as a function 
of the cumulative turnover of silica

Fig. 2.18 a CSH precipitate on top of a corroded glass 72 SiO2, 12 CaO, 12 Na2O (by mol). b 
Crust of precipitates on top of a simulated radioactive waste glass hydrothermally corroded in high 
ionic strength solution; cubes on top: analcime crystals. c. Surface of a sample similar to the one in 
panel b; the crust was removed completely by means of a rubber wiper

and forestalls the diffusion of oxygen to the bulk metal, hence any further attack. 
By contrast, the oxide layer formed on the much nobler iron shows poor adherence 
only. Thus, iron keeps rusting. The degree of adherence of an oxide layer is estimated 
from the so-called Pilling-Bedworth ration PBR = VOx/VMe; VOx and VMe are the 
molar volumes of oxide and metal (per g-atom of metal), respectively. Good adher-
ence requires 1.3 < PBR < 1.7. The formation of well-adhering oxide scales (SiO2, 
Al2O3, and Cr2O3) on top of the bulk metal plays a key role in the design of stainless 
steel. It lies close to explore a similar approach to the corrosion resistance of glasses. 
In doing this, we have to clearly distinguish the different types of layers by their 
nature as stated at the beginning of Sect. 2.3 [36]. Figure 2.19 gives a classification 
of different mechanisms of layer formation.
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Fig. 2.19 Illustration of three different corrosion mechanisms simultaneously present at a corroding 
glass surface in a limited solution volume; mechanism 1 is the ion exchange process as illustrated in 
detail in Fig. 2.3; the ion exchange zone remains an integral part of the residual glass (see Fig. 2.4) 
and cannot be separated from the bulk glass; mechanism 2 is the molecular adsorption of ions 
released from the glass at the surface of the residual glass; mechanism 3 is the formation of a 
sequence of precipitated phases on top of the residual glass; after long times, an ultimate precipitate 
is formed at the outermost part (see Fig. 2.18b); in most cases, the layer can be removed from the 
residual glass by a rubber wiper (see Fig. 2.18c); the evolution of the respective time laws of the 
mass loss per surface area q is given above the sketches 

The first mechanism refers to the formation of a sub-surface layer, often termed 
“leached layer”. It rests on the reactions illustrated in Figs. 2.3 and 2.4. The qualita-
tive classification by Hench as shown in Fig. 2.14 refers to the nature of sub-surface 
layers, too. For sufficiently silica-rich glasses, the sub-surface layer acts as a protec-
tive layer. Nobody has ever designed this mechanism on purpose; it is just a most 
favorable behavior of silica-rich glasses. The effect may be enhanced by the presence 
of elements known to form stable hydroxides, like Zn, Al, Fe, Ti. The time law of 
evolution of the sub-surface layer was described by Doremus [53] as  

L =
(

ν0 · t + 
D 

ν0

)
· erf(z) + 

/
D · t 
π 

· exp(−z2
)

(2.19a) 

with 

z = ν0 · t √
4 · D · t ; (2.19b) 

ν0 = initial stationary dissolution velocity, D = effective diffusion coefficient; L = 
depth of alteration of the bulk glass comprising both dissolution and sub-surface
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layer formation. The matrix dissolution proceeds like Ldiss = ν0 · t . In the short-term 
limit, L = 

√
D · t/π , in the long-term limit, L = ν0 · t + D/ν0 with a stationary 

depth LD = D/ν0 of the sub-surface layer. In all cases, the sub-surface layer remains 
an integral part of the residual glass and cannot be separated from the bulk glass. 
At neutral or slightly caustic pH, the stationary state LD = D/ν0 is typically reached 
after a few 10 h of exposure only. In certain glasses (see Fig. 2.6b, d) as well as in 
strong acids, the establishment of stationary conditions may last significantly longer. 
Then, in any case, the dissolution proceeds at a stationary velocity ν0 as long as there 
is no substantial accumulation of dissolved matter in the solution. 

The second mechanism refers to molecular adsorption at the surface of the residual 
glass. Oxides known to form stable hydroxides may also form an absorbed molecular 
layer on top of the residual glass, covering the surface like θ = k · c/(1 +s k · c). 
The initial stationary dissolution velocity ν0 is slowed down by a factor (1 – θ ). The 
resulting time law reads 

L = λ ·
(/

1 + 2 · ν0 · t 
λ 

− 1

)

, (2.20) 

with λ = 1/(k · s · ρ), a short-term limit L = ν · t, and a long-term limit 
L = √

2 · λ · ν0 · t ; k = adsoption constant, c = concentration of the aqueous oxide 
species, s = glass surface to solution volume ratio, ρ = density of the bulk glass. 
This type of layer exerts a protective effect, especially at elevated pH values. 

The third mechanism refers to the formation of precipitates at the surface of the 
residual glass. This type of layer resembles the formation of oxide scales on metals. 
Formally, the kinetics of glass dissolution imposed by these layers is identical to 
Eq. (2.20), however, with 

λ = 
D 

ν0 
· cs 

ρ 
, (2.21) 

where cS is the saturation concentration of silica in the presence of the precipitates 
formed (see Figs. 2.17 and 2.18). Unfortunately, as a general observation, these layers 
do not adhere well to the residual glass. As stated before, they may be removed by a 
rubber wiper in most cases (see Fig. 2.18c). The effect of precipitated layers on the 
mass loss per surface area is shown in Figs. 2.20 and 2.21 [54]. The results refer to 
a simulated atomic waste glass (SM58) hydrothermally corroded in a saturated salt 
brine and in 0.01 molar NaOH solution, respectively. Manipulations on the samples 
were performed to discriminate between saturation effects versus the effect of the 
precipitated layer as a diffusion barrier. The details are described in the figure legends. 
In the series of experiments in salt brines, the slowdown of corrosion rate with time 
is primarily due to saturation effects; the precipitated layer exerts a minor effect only 
(120 °C) or no effect at all (200 °C). It is in very caustic solution only (Fig. 2.21) 
that the precipitated layers slow down the—albeit extremely high-dissolutions rates 
by their action as diffusion barriers.
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Fig. 2.20 Mass loss per surface area (residual glass) of a simulated atomic waste glass SM58 
hydrothermally corroded in salt brine at 120 °C (panel a) and 200 °C (panel b) [xx]; glass surface 
area to solution volume ratio to solution volume ratio s = 0.034 cm−1; comparison of different 
manipulations to the results of undisturbed static tests; manipulations refer to the replacement of 
brine containing dissolved glass by fresh brine or to the removal of the precipitated layer on the 
residual glass; for tests with manipulated samples retaining their layer, the mass loss of the residual 
glass could be determined after 300 d only; the tests marked with an open square are control tests 
probing the effect of cooling down and heating up during the manipulations; the effect is negligible 

Fig. 2.21 Mass loss per surface area (residual glass) of a simulated atomic waste glass SM58 
hydrothermally corroded in NaOH (0.01 mol/L) at 200 °C [xx]; glass surface area to solution 
volume ratio to solution volume ratio s = 0.034 cm−1; comparison of different manipulations to 
the results of undisturbed static tests; manipulations like in Fig. 2.20
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In any exposure of glass to a finite volume of solution, all mechanisms mentioned 
above work together. They yield a temporal sequence of evolution of the actual 
corrosion rate ranging from an initial stage during which a stationary sub-surface 
layer is established, a stage of a stationary initial dissolution rate, an intermediate 
state where diffusion processes may play a role, even an intermediate halt of corrosion 
brought about by a metastable saturation equilibrium, toward an ultimate long-term 
rate. 

2.7 Summary and Outlook 

An extended guideline has been presented on how experiments targeting the chemical 
durability of glasses should be designed and evaluated. 

As for the mechanistic understanding of chemical durability, it has been shown 
that the simple textbook scenario glass “corrosion= network dissolution+ leaching” 
is incomplete. The nature of the proton as an elementary particle, not an ion, has been 
emphasized. The correct understanding rests, to a large extent, on the theory of the 
glass electrode [4]. 

By a thermodynamic approach, the chemical durability could be quantified for 
glasses with arbitrary composition and for simple as well as very complex aqueous 
systems. The approach may be extended in a systematic way to solutions containing 
organic constituents by adding the respective data of oxide speciation to Table 2.2. 

The predominant effect governing the reaction rate is the occupation of the 
glass surface by charges. When combining this approach with the thermodynamic 
approach, then dissolution rates of glasses are predicted in a reliable way. 

In order to complete the picture, the potentially protective role of three different 
types of layers, i.e., a sub-surface layer as an integral part of the residual glass, 
an adsorbed molecular layer on the surface of the residual glass, and a layer of 
precipitates formed of top of the residual glass, was discussed. Here, the sub-surface 
layer constitutes an initial stationary rate which prevails until substantial amounts 
of dissolved matter is accumulated in the solution. Adsorbed layers may yield a 
slowdown of corrosion rates, especially at elevated pH values. Under conditions 
close to saturation, a layer of precipitates forms on top of the corroding glass. This 
layer controls the further corrosion attack via the concentration of silica. In most 
cases, however, it does not act as a transport barrier. 

Long-term exposure and conditions close to saturation are a field where many 
unsolved questions prevail. It still is a matter of debate [22, 23]. The temporal 
sequence of stages of corrosion: establishment of the surface equilibrium, non-
stationary leaching, dissolution at a stationary rate r0, formation of precipitates with 
an ultimate slowdown of rates to a long-term rate r∞ = r0 · (1  – cppt/cam) ≈ 0.01 · 
r0 [43] is generally accepted and well substantiated by experiments. This is shown, 
again, for a large series of experiments performed on the simulated atomic waste 
glass SM58 (see Fig. 2.22). The product s · t is chosen to represent the time scale: At 
different rations s of glass surface to solution volume, the accumulation of dissolved
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matter in the solution after time t increases as s · t. Initially, the dissolution proceeds at 
the initial stationary rate r0, then decrease, with the onset of this decrease depending 
on s. When the saturation limit cS with respect to amorphous silica is reached, then 
the rates approach zero according to the relation r = r0 · (1  – c/cS). However, since the 
glass is a non-equilibrium solid, this is an intermediate state only. As soon as more 
stable precipitates than amorphous silica is formed, the rate resumes momentum 
again. Let cppt be the concentration of silica with respect to an ultimately formed 
precipitate. The thermodynamically more stable precipitate yields cppt < cS . As a  
result, after sufficiently long times, a final corrosion rate r∞ = r0 · (1 –  cppt/cS) > 0  
is reached, i.e., the glass keeps dissolving until its complete mineralization. For the 
example chosen, r∞ ≈ 0.01 · r0. It has been speculated—and in fact observed in a 
few cases—that after very long time, the rate accelerates again beyond the level of 
r∞ (see the discussion in [22]). This may occur indeed if the nature of precipitates 
changes after very long time from a precipitate ppt (considered as “ultimate”) to an 
even more stable precipitate ppt2 with cppt2 < cppt. Then, the rate would increase 
from r∞,ppt = r0 · (1  – cppt/cS) to r∞,ppt2 = r0 · (1  – cppt2/cS) >  r∞,ppt. Unfortunately, 
a direct investigation of the behavior over extremely long times is beyond experi-
mental reach. The longest exposure times reported are in the order of 10 years only. 
Reaction path calculations may provide a valid answer, though. They would have to 
be extended over ranges of turnover far beyond what was shown in Fig. 2.17. The  
crucial issue consists in identifying the nature of precipitates that will ultimately 
form. This is well-known for systems with compositions resembling basalt or other 
natural analogs, however, not for the complex artificial compositions of nuclear waste 
glasses. To date, this remains an unsolved problem.
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Fig. 2.22 Corrosion tests on a simulated atomic waste glass SM58 hydrothermally corroded in salt 
brine at 200 °C; matter release from the residual glass c is given by c = q · s; q =mass loss per surface 
area in mg/cm2, s = ratio of glass surface area to solution volume; test at different s are plotted as a 
function of the product s · t, t = time in days; cS = solubility limit of glassy SiO2, cppt = solubility 
limit of SiO2 in the presence of an ultimate precipitate; r0 = initial stationary corrosion rate in 
g/(cm2 · d) in the system undersaturated with respect to glassy SiO2; r∞ = long-term stationary 
rate in the presence of an ultimate precipitate 
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Chapter 3 
Radiation Heat Transfer in Glass Melts: 
Key Concepts and Phenomena 

Manoj Choudhary 

3.1 Introduction 

This chapter describes key concepts and phenomena involved in heat transfer by 
thermal radiation in silica-based glass melts during industrial glass melting and melt 
delivery processes. We emphasize melting and delivery because they share common-
alities across different segments of the glass industry (e.g., container, fibers, sheets, 
tubes, tableware). The forming processes, on the other hand, tend to be segment 
specific. Nevertheless, some of the topics covered here, particularly, those dealing 
with the basic concepts, apply to forming processes also. Thermal radiation in glass 
melts takes place along with the conduction and convection heat transfers, but at the 
elevated temperatures encountered in melting and delivery processes (1500–1800 K), 
thermal radiation is usually the dominant mode of heat transfer. We should also note 
that heat transfer in glass furnaces occurs in combination with and as a part of several 
chemical and physical processes. These include combustion, batch reactions, evolu-
tion of gases, volatilization from glass melt surface, dissolution of silica grains in 
the glass melt, and glass melt and gas flows [1–3]. The rate of heat transfer impacts 
all of them because the thermodynamic, kinetic, and transport properties of mate-
rials involved are functions of temperature. Thus, heat transfer plays an important 
role in determining factors of critical importance in glass manufacturing, namely 
energy efficiency, productivity, environmental emissions, and furnace life. We focus 
on thermal radiation because of its dominance among the three modes of heat transfer 
and also because radiative heat transfer in glass furnaces possesses certain special 
attributes that are not very familiar to glass technologists. 

A key aspect of radiation heat transfer in glassmaking processes is the presence of 
participating media—i.e., media that emit, absorb, and/or scatter radiation passing 
through them. The various media present in industrial glass furnaces (the mixture
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of raw materials or the glass batch, combustion gases, foam, and the glass melt) do 
so. These participating media entail different geometric scales and radiation prop-
erties and, as a consequence, have specific features and involve different levels of 
complexities. However, the mathematical formulations described here apply to all 
of them. 

The chapter builds on earlier publications by the author and his colleagues on heat 
transfer in glass furnaces [4–6] and includes elements of Refs. [2, 3] cited above. 
We begin with a review of some basic concepts of thermal radiation in Sect. 3.2. 
Next we discuss the emission, absorption, and scattering in participating media and 
derive the radiative transport equation (RTE—the equation that describes the change 
in the radiative intensity with position along a specific direction due to emission, 
absorption, and scattering) in Sect. 3.3. This is followed, in Sect. 3.4, by a discussion 
of the radiative heat flux and its divergence—the entities that are related to the 
radiative intensity and appear in the energy equation, and are needed to calculate 
the temperature distribution in the participating medium. In Sect. 3.5, we present the 
two limiting cases of the RTE—the optically thin and thick cases and discuss the 
latter in some detail as the optically thick approximation involving the concept of 
radiation or photon conductivity is widely used in the modeling of thermal radiation 
in the glass melts. The absorption spectra of commercial glass melts are reviewed 
in Sect. 3.6. Section 3.7 describes two approaches for the modeling of radiative heat 
transfer in glass melts—the discrete ordinates method involving numerical solution 
of the RTE and the optically thick approximation approach (also called the Rosseland 
approach) involving the radiative conductivity. This section also provides values of 
the radiation conductivity of a number of commercial glass melts. In Sect. 3.8, we  
compare modeling results on flow and heat transfer in a float glass furnace melting 
an ultra-clear glass obtained using the two approaches described in Sect. 3.7. Finally, 
we present some concluding remarks in Sect. 3.9. 

3.2 Review of Some Basic Concepts of Thermal Radiation 

A detailed discussion of the vast topic of the fundamentals of thermal radiation is 
well beyond the scope of this chapter. We will limit ourselves to the bare minimum 
essential to describe the main theme of concern to us, namely thermal radiation in 
participating media. In describing the theory and basic concepts in this section, we 
will closely follow the texts of Sparrow and Cess [7] and Modest [8].
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3.2.1 Planck’s Law (Spectral/Monochromatic Blackbody 
Emissive Power) 

A blackbody is an idealized body that absorbs all the electromagnetic radiation inci-
dent on it. It is a perfect absorber and a perfect emitter of electromagnetic radiation. 
The total emissive power of a black body, Eb, is the radiative heat flux emitted by 
it over the entire wavelength spectrum. It is expressed in the units of W m−2. The  
spectral or monochromatic emissive power of a black body, Ebλ, is its emissive 
power at a given wavelength per unit wavelength interval and is given by Planck’s 
law. It is specified in units: W m−2 m−1 (or W m−2 μm−1 if the wavelength is in 
μm). 

Ebλ = C1 

n2λ5
(
eC2/nλT − 1

) (3.1) 

where n is the refractive index of the medium surrounding the black body, λ is the 
wavelength, and T is the absolute temperature. The constants C1 and C2 are given 
below. 

C1 = 2πhc2 0 = 3.7419 × 10−16 W m2 (3.2a) 

C2 = hc0/k = 1.4388 × 10−2 m K (3.2b) 

where h is the Planck constant (=6.626 × 10–34 J s),  c0 is the speed of light in vacuum 
(=2.9979 × 108 m s−1), and k is the Boltzmann constant (1.3806 × 10–23 J K−1). 

Equation (3.1), expressed in terms of the wavelength, λ, is the frequently used 
form of Planck’s law. It is valid for a constant or wavelength-independent refractive 
index, n. This is the certainly the case for vacuum (n = 1) and ordinary gases such 
as CO2, N2, O2, and water vapor present in the combustion chamber of glasses (n 
≈ 1). It is also a good assumption for semitransparent media such as glass in the 
wavelength range of interest for thermal radiation calculations (e.g., for quartz, 1.52 
< n < 1.68 in the 0.2–2.4 μm wavelength range) [8, p. 7].  

3.2.2 Stefan–Boltzmann Law (Total Blackbody Emissive 
Power) 

From the definitions of the total and the spectral emissive powers, it is clear that 

Ebλ = 
dEb 

dλ 
(3.3)
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Thus, the total blackbody emissive power Eb is obtained by integrating the spectral 
blackbody emissive power Ebλ over the entire wavelength spectrum. 

Eb = 
∞∫

o 

Ebλdλ = n2 σ T 4 (3.4) 

where σ is the Stefan–Boltzmann constant. 

σ = 5.670 × 10−8 W m−2 K−4 (3.5) 

Equation (3.4) is the well-known Stefan–Boltzmann law, and its derivation 
assumes the refractive index, n to be independent of the wavelength. 

3.2.3 Intensity of Radiation 

The intensity of radiation is a measure of the radiative energy passing in any given 
direction. The concept is similar to the emissive power discussed above, but unlike 
the emissive power, the intensity is direction specific. We define the relationship 
between the emissive power and the radiative intensity with reference to Fig. 3.1, 
which shows a pencil of rays emitted from a surface dA and forming an infinitesimal 
solid angle, dΩ. 

Let dEλ be the rate of spectral or monochromatic radiant energy emitted by dA per 
unit area in the direction θ and contained within the solid angle, dΩ. The  spectral 
radiative intensity, Iλ, is the rate of radiative energy flow per unit area normal 
to the pencil of rays per unit solid angle per unit wavelength. It is expressed in 
W m−2 sr−1 μm−1 (the wavelength unit is μm). The steradian (sr) is the unit of solid 
angle. From this definition given, it is clear that

Fig. 3.1 Pencil of rays along direction θ and forming the solid angle, dΩ
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Fig. 3.2 Radiant energy 
emitted from the surface into 
a unit hemispherical 
enclosure 

Iλ = 1 

cos θ 
dEλ 

dΩ
(3.6) 

The term cos θ comes because the intensity is defined with reference to area 
normal to the pencil of rays whereas the emissive power is defined with respect to 
the area of the emitting surface (i.e., dA). With reference to Fig. 3.2, the solid angle 
is defined as the differential area on the unit hemisphere. As mentioned before, its 
unit is steradian (sr). 

dΩ = sin θ dθ dψ (3.7) 

The spectral energy flux emitted from the surface and passing through the 
hemisphere, Eλ is obtained by combining Eqs. (3.6) and (3.7) and integrating 

Eλ = 
2π∫

0 

π/2∫

0 

Iλ cos θ sin θ dθ dψ (3.8) 

The total radiative intensity, I is the rate of radiative energy flow per unit area 
normal to the pencil of rays per unit solid angle. It is expressed in W m−2 sr−1. It is  
obtained by integrating Iλ over the entire wavelength domain. 

I = 
∞∫

0 

Iλdλ (3.9) 

The total emissive power E and the total radiative intensity are related as 

E = 
2π∫

0 

π/2∫

0 

I cos θ sin θ dθ dψ (3.10)
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There are many cases in which radiation is (or approximated to be) independent 
of direction or isotropic. In such situations 

Eisotropic = π Iisotropic (3.11) 

The blackbody emissive power is isotropic, and (3.8) and (3.10) take the simple 
forms 

Ebλ = π Ibλ (3.12a) 

Eb = π Ib (3.12b) 

The above discussion and the equations were for radiation leaving a surface. The 
concept of radiative intensity also applies to media that emit, absorb, and scatter 
radiation. In that case, however, the total intensity, I, at a given location is the net rate 
of radiative energy flow (i.e., the balance of emission, absorption, and scattering) per 
unit area normal to the rays per unit solid angle. For the spectral intensity, Iλ, we add 
the term per unit wavelength. 

3.2.4 Radiation Properties of Surfaces 

There are 4 radiation properties associated with a surface. Three of them deal with the 
interaction of the surface with incoming or incident radiation. The incident radiation 
may be reflected away, absorbed by, or transmitted through the surface. The fraction 
of the incident radiation that is reflected is called the reflectivity, ρ. The fraction 
absorbed is called the absorptivity, α and the fraction transmitted is called the 
transmissivity, τ . The sum of these three must equal 1. 

ρ + α + τ = 1 (3.13) 

Obviously, these properties have values between 0 and 1. For an opaque material 
τ = 0. 

The fourth property deals with the energy emitted from the surface and is called 
the emissivity, emissivity, ε. It is the ratio of the energy emitted from the surface and 
the energy emitted by a black surface at the same temperature. 

ε = 
E 

Eb 
(3.14) 

Emissivity also varies between 0 and 1. For a black surface α = 1, ρ = τ = 0, 
and ε = 1.
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All the properties mentioned above may depend on temperature and the wave-
length. The emissivity may vary with the outgoing directions; absorptivity may 
depend on the incoming or incident directions, and reflectivity and transmissivity may 
vary with both incoming and outgoing directions. To account for the wavelength and 
directional dependence, we use the hemispherical (i.e., directionally averaged) values 
at specific wavelength. These are called hemispherical spectral reflectivity (ρλ), 
hemispherical spectral absorptivity (αλ), hemispherical spectral transmissivity 
(τ λ), and hemispherical spectral emissivity (ελ). 

The directional spectral absorptivity and emissivity are related by Kirchhoff’s 
law. It states that for a system in thermodynamic equilibrium, the directional 
absorptivity and emissivity are equal. This is stated below. 

αλ(θ,  ψ) = ελ(θ,  ψ) (3.15) 

If the absorptivity and emissivity do not depend on the direction and/or the irra-
diation is diffuse (i.e., independent of direction), then the hemispherical absorptivity 
and emissivity are also equal. 

αλ = ελ (3.16) 

A surface whose emissivity and absorptivity are independent of wavelength (i.e., 
ελ and αλ do not depend on the wavelength λ) is called a  gray surface. 

3.3 Radiation in Absorbing, Emitting, and Scattering 
Media 

Radiation intensity passing through a participating medium (i.e., a medium that 
absorbs, emits, and scatter radiation passing through it) in any direction is attenu-
ated, i.e., loses energy, by absorption and scattering. At the same time, however, it 
is augmented, i.e., gains energy by emission and by a fraction of radiation scattered 
elsewhere that reaches it. The scattering away from the direction and causing attenu-
ation being considered is called “out-scattering.” The scattering being received from 
elsewhere and causing augmentation is referred to as the “in-scattering.” 

The major material domains in a glass furnace (combustion gases, glass melt, 
foam on the melt surface, the melting batch) are participating media. The physics 
or mechanism of absorption, emission, and scattering in these media are different. 
In the case of glass melt, minor materials, especially the first row transition metal 
ions, may cause significant absorption. In case of gases, the absorption or emission 
is associated with transition between the energy levels of atoms/molecules present 
in the gas. The basic difference between absorption and scattering is that absorbed 
energy is converted into the internal energy, while the scattered energy is redirected. 
Scattering may be caused by gas molecules and due to inhomogeneities present in
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the medium (e.g., suspended solid particles or liquid droplets in the gas, bubbles in 
foam and glass met). Scattering is usually ignored in the analysis and modeling of 
radiation heat transfer in glass melts. 

3.3.1 Attenuation of Radiative Intensity by Absorption 
and Scattering 

Figure 3.3 shows a beam of radiation of intensity Iλ traveling within a pencil of rays 
in a participating medium. It undergoes attenuation by absorption and scattering as it 
traverses through the distance ds. The amount of absorption and scattering has each 
been found to be directly proportional the intensity and the distance. 

The amounts absorbed and scattered in the path length ds are 

(dIλ)abs = −κλ Iλds; (dIλ)sca = −γλ Iλds (3.17a, b) 

where κλ and γλ are the spectral absorption and scattering coefficients, respectively. 
The total attenuation due to both absorption and scattering is called extinction and 
is given by 

dIλ = −(κλ + γλ)Iλds (3.18) 

The sum κλ + γλ is called the spectral extinction coefficient, βλ. 

βλ = κλ + γλ (3.19) 

Integration of Eq. (3.18) from 0 to  s gives 

Iλ = Ioλ exp 

⎛ 

⎝− 
s∫

0 

βλds 

⎞ 

⎠ = Ioλe−τsλ (3.20) 

where Ioλ is the radiative intensity at s = 0 and τ sλ is the optical distance defined as

Fig. 3.3 Attenuation of 
radiative intensity by 
absorption and scattering 
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τsλ = 
s∫

0 

βλds (3.21) 

A medium whose absorption and scattering coefficients are independent of wave-
length (i.e., κλ and γλ do not depend on the wavelength λ) is called a  gray 
medium. 

3.3.2 Augmentation of Radiative Intensity by Emission 
and Scattering 

For a medium in local thermodynamic equilibrium (atomic and molecular states are 
characterized by their equilibrium distributions), the radiation intensity is isotropic, 
and from Kirchhoff’s law (given earlier by Eq. (3.16) for absorptivity and emissivity 
of surfaces, here, we are discussing a medium), the emission coefficient equals the 
absorption coefficient, κλ. Thus, the emission intensity (rate of energy emitted per 
unit area) is κλ · Ibλ. Thus, the augmentation due to emission is 

(dIλ)emi = κλ Ibλds = κλ 
Ebλ 

π 
ds (3.22) 

We now consider the augmentation of the radiative intensity due to in-scattering 
(the portion of energy scattered elsewhere and redirected to the location being consid-
ered). We follow the approach of Modest [8, pp. 282–283]. Let us consider, as shown 
in Fig. 3.4, a pencil of rays of radiative intensity Iλ(s,) moving in the direction s, and 
forming solid angle dω,. The beam impinges on a differential volume dV of area dA 
and thickness ds of a participating medium. We want to calculate how much of the 
incident radiant energy is scattered in the direction s.

Let us recall that the radiative intensity is the energy flux (i.e., rate of energy 
transfer per unit area normal to the rays) per unit solid angle and per unit wave length 
interval. So, the energy flux in the pencil of rays of solid angle dω, is 

Iλ
(
s,
)
dΩ, dλ 

The amount of energy from within the solid angle dω, impinging on the surface 
dA is 

Iλ
(
s,
)
(dA cos θ ) dΩ, dλ 

where, as shown in Fig. 3.4, θ is the angle formed by s, and s. A portion of the incident 
energy is scattered as it travels through the distance ds/cos θ of the participating 
medium. The total amount of energy scattered away from s, is,
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Fig. 3.4 Scattering of radiation from direction s, into direction s

γλ Iλ
(
s,
)
(dA cos θ )dΩ, dλ

(
ds 

cos θ

)
= γλ Iλ

(
s,
)
dA dΩ, dλ ds 

Only, a fraction of the above amount is scattered in the direction of interest s. Let
ϕλ (s,, s) be the probability of a ray in the direction s, being scattered in the direction 
s. ϕλ is called the scattering phase function. The amount of energy scattered flux 
from the pencil of rays of solid angle dω, into the pencil of rays of solid angle dω is 

γλ Iλ
(
s,
)
dA dΩ, dλϕλ

(
s,, s

)dΩ
4π 

The augmentation of the radiative intensity in the direction s, due to scattering 
from all directions is obtained by integrating the above over the entire 4π steradians 
solid angle domain. 

(dIλ)isca(s) dA dΩ dλ = 
γλ 

4π 
dA dΩ dλ ds

∫

4π 

Iλ
(
s,
)
ϕλ

(
s,, s

)
dΩ,

From the above, we get 

(dIλ)isca(s) = ds 
γλ 

4π

∫

4π 

Iλ
(
s,
)
ϕλ

(
s,, s

)
dΩ, (3.23) 

The phase function satisfies the normalization condition 

1 

4π

∫

4π

ϕλ

(
s,, s

)
dΩ ≡ 1 (3.24)
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3.3.3 The Radiative Transfer Equation 

The radiative transfer equation (RTE) is the radiative energy balance equation. It 
describes the change in the radiative intensity with time and position due to emission, 
absorption, and scattering as the radiative energy travels in a given direction in a 
participating medium. We will not consider the time or the transient effect, which 
is typically not relevant in heat transfer applications. In the preceding sections, we 
presented the equations for the attenuation and augmentation of the spectral radiation 
intensity. The RTE brings them all together as shown below. 

dIλ 

ds 
= s · ∇  Iλ = κλ 

Ebλ 

π
− βλ Iλ + 

γλ 

4π

∫

4π 

Iλ
(
s,
)
ϕλ

(
s,, s

)
dΩ, (3.25) 

Equation (3.25) describes the change in the spectral radiative intensity in direction 
s as a result of augmentation due to emission, attenuation due to absorption and out-
scattering, and augmentation due to in-scattering. Using the optical coordinate τ sλ 
defined in Eq. (3.21), the RTE may be written as 

dIλ 

dτsλ 
= −Iλ + (1 − ωλ) 

Ebλ 

π 
+ 

ωλ 

4π

∫

4π 

Iλ
(
s,
)
ϕλ

(
s,, s

)
dΩ, (3.26) 

where ωλ, called the single scattering albedo, is 

ωλ = γλ 

κλ + γλ 
= 

γλ 

βλ 
(3.27) 

The RTE has two limiting cases, namely optically thin and optically thick cases. 
Before describing them, it is helpful to review how the radiative intensity is related 
to the radiative heat flux and its divergence. We do so in the next section. 

3.4 Radiative Heat Flux and Its Divergence 

In glass melting processes, as in any high temperature process involving fluids, 
heat transfer takes place by all three modes, namely conduction, convection, and 
radiation. In the special case of a participating medium, such as a glass melt, as we 
have discussed above, thermal radiation interacts with the medium through emission, 
absorption, and scattering. The net effect of this interaction is the radiative heat flux 
in the medium which must be accounted for in the energy conservation equation, 
written below in its commonly used form (and neglecting effects such as viscous 
dissipation) for viscous flows of incompressible fluids [9].
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ρCp 
∂ T 
∂t 

= −ρCpv · ∇T + ∇  ·  k∇T − ∇  ·  qR + Q̇ (3.28) 

where T is the temperature, ρ the density, Cp the specific heat at constant pressure, 
v the velocity vector, k the thermal conductivity, qR the radiative flux, and Q̇ the 
volumetric rate of heat generation. Equation (3.28) represents the rate of change of 
enthalpy of a fluid due to the net rates of heat transfer by convection, conduction 
and radiation, and the rate of heat generation (all on a per unit volume basis). Our 
interest is in calculating the radiative heat flux, qR and its divergence ∇ · qR. It should 
be clear from the RTE that the presence of the radiative flux makes Eq. (3.28) an  
integro-differential equation (unless scattering is ignored, in which case it is the more 
familiar differential equation). In the following, we simply present equations for the 
radiative fluxes and their divergences without any mathematical derivations. 

The spectral and total heat fluxes, qRλ, and qR are given by the following equations 
[8, pp. 292–295]. 

qRλ =
∫

4π 

Iλ(s)ŝ dΩ (3.29) 

qR = 
∞∫

0 

qRλ dλ (3.30) 

where ŝ in Eq. (3.29) is the unit vector in the s-direction. For the Cartesian coordinate 
system, for example, Eq. (3.29) can be separated into the x, y, and z components of 
the spectral radiative flux. 

∇ ·  qRλ = κλ 

⎡ 

⎣4Ebλ −
∫

4π 

IλdΩ

⎤ 

⎦ = κλ[4Ebλ − Gλ] (3.31) 

∇ ·  qR = ∇  ·  
∞∫

0 

qRλ dλ (3.32) 

3.5 Approximate and Limiting Cases of RTE 

In Sects. 3.3 and 3.4, we discussed three-dimensional radiative heat transfer in emit-
ting, absorbing, and scattering media. Heat transfer in glass melting furnaces is 
three-dimensional, and later, in Sect. 3.8, we will discuss some calculate results for 
3D heat transfer in a glass furnace. But, first, we describe some simpler versions
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and limiting cases of the RTE using one-dimensional treatment. This provides useful 
physical insights in a clear and easier to understand manner. 

3.5.1 One-Dimensional RTE in a Non-scattering Medium 

Let us consider one-dimensional radiative heat transfer in a non-scattering medium 
confined between two infinite, parallel, opaque, and diffuse surfaces. The system is 
shown in Fig. 3.5. As noted earlier in connection with Eq. (3.13), an opaque surface 
does not transmit light through it. A diffuse surface emits and reflects radiation 
equally in all angular directions. We will use this case with its simple equations 
as the reference point to subsequently discuss the two limiting cases of the RTE, 
namely the optically thin and thick cases. The following discussion closely follows 
the approaches in [4, 7, pp. 207–221]. 

With reference to Fig. 3.5, the upward and downward monochromatic radia-
tive intensities along an angle θ with the z-direction are denoted by I+λ and I−λ 
respectively. 

For a non-scattering medium, the one-dimensional RTEs for the positive and 
negative y directions are 

cos θ 
dI+λ 

dz 
= κλ

(
Ebλ 

π 
− I+λ

)
(3.33) 

cos θ 
dI−λ 

dz 
= κλ

(
Ebλ 

π 
− I−λ

)
(3.34) 

Let us introduce the following parameters 

τλ = 
z∫

0 

κλdz; τLλ = 
L∫

0 

κλdz; μ = cos θ (3.35)

Fig. 3.5 One-dimensional radiative heat transfer in a medium between two plane, parallel surfaces 
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We had previously, in Eq. (3.21), defined optical coordinate terms of the extinction 
coefficient, β and the directional coordinate s. In the present case of no scattering 
and 1D thermal radian, we are using the absorption coefficient κ and direction z to 
define the optical coordinate τ λ and the optical thickness τ Lλ. Equations (3.33) and 
(3.34) may now be written as 

μ 
dI+λ 

dτλ 
= 

Ebλ 

π
− I+λ (3.36) 

μ 
dI−λ 

dτλ 
= 

Ebλ 

π
− I−λ (3.37) 

The boundary conditions for the above equations may be expressed in terms of 
the surface radiosities or energy fluxes leaving surfaces 1 and 2, R1λ, and R2λ. For  
diffuse surfaces assumed here, the radiation intensities are independent of direction 
and we may write 

I+λ(o) = 
R1λ 

π 
(3.38) 

I−λ(τLλ) = 
R2λ 

π 
(3.39) 

Integration of Eqs. (3.36) and (3.37) with the boundary conditions Eqs. (3.38) and 
(3.39) gives  

I+λ = 
R1λ 

π 
e−τλ/μ + 

1 

π 

τλ∫

o 

Ebλ(t)e
−(τλ−t)/μ dt 

μ 
(3.40) 

I−λ = 
R2λ 

π 
e(τLλ−τλ)/μ − 

1 

π 

τLλ∫

τλ 

Ebλ(t)e
−(τλ−t)/μ dt 

μ 
(3.41) 

The first terms on the right hand side of Eqs. (3.40) and (3.41) represent attenuation 
of energy originating at surfaces 1 [in Eq. (3.40)] and 2 [in Eq. (3.41)]. The integral 
terms represent augmentation due to emission over a finite path length. 

Our principal interest is in calculating the radiative flux and its divergence. These 
are given by the 1D equivalents of Eqs. (3.29)–(3.32). 

qRλ(τλ) =
∫

4π 

Iλ(s)ŝ dΩ = 2π 
π∫

0 

Iλ cos θ sin θ dθ = 2π 
1∫

−1 

Iλμ dμ (3.42) 

The integral in Eq. (3.40) may be decomposed into two parts as shown below
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qRλ(τλ) = 2π 
1∫

0 

I+λμ dμ − 2π 
−1∫

0 

I−λμ dμ (3.43) 

On substituting Eqs. (3.38) and (3.39) into Eq. (3.43), we get 

qRλ(τλ) = 2R1λ E3(τλ) − 2R2λ E3(τLλ − τλ) 

+ 2 
τλ∫

o 

Ebλ(t)E2(τλ − t)dt − 2 
τLλ∫

τλ 

Ebλ(t)E2(t − τλ)dt (3.44) 

where the functions En(t) are known as exponential integral functions given by 

En(t) = 
1∫

0 

μn−2 e−t/μ dμ (3.45) 

The integral functions are explained and tabulated in [7, pp. 351–353, 8, pp. 852– 
854]. We provide below some values and approximations for the integral functions. 

E1(0) = ∞; E2(0) = 1; E3(0) = 
1 

2
; E4(0) = 

1 

3 
(3.46) 

For small values of t 

E2(t) ∼ 1; E3(t) ∼ 
1 

2 
− t (3.47) 

For large values of t 

En(t) ∼ 
e−t 

t

[
1 − 

n 

t 
+ 

n(n + 1) 
t2

− 
n(n + 1)(n + 2) 

t3
+  · · ·

]
, n = 0, 1, 2, . . .  

(3.48) 

Finally,

∫
En(t)dt = −En+1(t) (3.49) 

The radiative heat flux from surface 1 is obtained from Eq. (3.44) by letting τ λ = 
0. 

qRλ(0) = R1λ − 2R2λ E3(τLλ) − 2 
τLλ∫

0 

Ebλ(t)E2(t) dt (3.50)
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The first term on the right hand side of Eq. (3.50) is the radiative flux leaving 
surface 1; therefore, the other terms represent the incident flux on this surface, H1λ. 

H1λ = 2R2λ E3(τLλ) + 2 
τLλ∫

0 

Ebλ(t)E2(t) dt (3.51) 

Recalling the definition of the radiosity as the sum of energy leaving a surface 
due to emission and reflection, we may write 

R1λ = ε1λ Eb1λ + (1 − ε1λ)H1λ (3.52) 

Using Eqs. (3.51) and (3.52), we get 

R1λ = ε1λ Eb1λ + 2(1 − ε1λ) 

⎡ 

⎣R2λ E3(τLλ) + 
τLλ∫

0 

Ebλ(t)E2(t) dt 

⎤ 

⎦ (3.53) 

Similarly for surface 2 

R2λ = ε2λ Eb2λ + 2(1 − ε2λ) 

⎡ 

⎣R1λ E3(τLλ) + 
τLλ∫

0 

Ebλ(t)E2(τLλ − t) dt 

⎤ 

⎦ (3.54) 

In writing Eqs. (3.53) and (3.54), we have used the assumption stated earlier, 
namely the surfaces are diffuse and opaque. It is clear that for black surfaces 

R1λ = Eb1λ; R2λ = Eb2λ (3.55) 

As mentioned earlier, our interest is in calculating the divergence of the radiative 
flux,∇ · qR. For the 1-dimensonal case considered here, the divergence of the spectral 
radiative flux ∇ · qRλ is 

∇ ·  qRλ = 
dqRλ 

dz 
= κλ 

dqRλ 

dτλ 
(3.56) 

We get the following equation by differentiating Eq. (3.44) 

−dqRλ 

dτλ 
= 2R1λ E2(τλ) + 2R2λ E2(τLλ − τλ) + 2 

τLλ∫

0 

Ebλ(t)E1|τλ − t | dt − 4Ebλ(τλ) 

(3.57)
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3.5.2 Optically Thin Limit (τ Lλ ≪ 1) 

Using the low “t” approximations for E2(t) and E3(t) given  in  Eq. (3.47) into  
Eq. (3.44), we get the following expression for the spectral radiative heat flux. qRλ. 

qRλ(τλ) = R1λ(1 − 2τλ) − R2λ(1 − 2τLλ + 2τλ) + 2 
τλ∫

o 

Ebλ(t) dt − 2 
τLλ∫

τλ 

Ebλ(t) dt 

(3.58) 

For τ Lλ ≪ 1, Eq. (3.58) simplifies to 

qRλ = R1λ − R2λ (3.59) 

Using the approximations described above, we can get the surface radiosities for 
the optically thin case. 

R1λ = ε1λ Eb1λ + (1 − ε1λ)R2λ (3.60) 

R2λ = ε2λ Eb2λ + (1 − ε2λ)R1λ (3.61) 

Using Eqs. (3.60) and (3.61), we can express Eq. (3.59) as  

qRλ = R1λ − R2λ = Eb1λ − Eb2λ 

1/ε1λ + 1/ε2λ − 1 
(3.62) 

The above expression is the same as that for radiation between two surfaces sepa-
rated by a transparent or nonparticipating medium. The divergence of the radiative 
flux for the optically thin limit is obtained from Eq. (3.57) by using the same kind 
of approximations as described above. 

−dqRλ 

dτλ 
= 2[R1λ + R2λ − 2Ebλ(τλ)] (3.63) 

We may also write Eq. (3.63) as  

− 
dq Rλ 
dz 

= 2κλ[R1λ + R2λ − 2Ebλ(τλ)] (3.64) 

Although we had assumed no scattering, Eq. (3.64) is general and indepen-
dent of the scattering coefficient. Scattering does not play a role in the optically thin 
limit. The gradient of the total radiative flux is obtained by integrating Eqs. (3.63) or  
(3.64) over all wavelengths.
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3.5.3 Optically Thick Limit (τ Lλ ≫ 1) 

The optically thick assumption, also known as the diffusion approximation and 
the Rosseland approximation, is frequently used in the modeling of radiative heat 
transfer in glass melts. This assumption simplifies of the radiative flux equation, 
Eq. (3.44) as shown below. The simplification results from the fact that the integral 
functions appearing in Eq. (3.44) rapidly decay as the optical thickness increases 
[see Eq. (3.48)]. 

Let us start by expanding the blackbody emissive power, Ebλ about τ λ, using  
Taylor series. We do so because, as seen in Eq. (3.44), Ebλ is multiplied or weighted 
by the exponential integral E2. 

Ebλ(t) = Ebλ(τλ) + 
dEbλ 

dτλ 
(t − τλ) + 

1 

2 

d2 Ebλ 

dτ 2 λ 
(t − τλ)

2 +  · · · (3.65) 

Substituting the first two terms on the right hand of Eq. (3.65) into the integral 
terms in Eq. (3.44), we get 

qRλ(τλ) = 2R1λ E3(τλ) − 2R2λ E3(τLλ − τλ) 

+ 2Ebλ(τλ) 

⎡ 

⎣ 
τλ∫

o 

E2(x) dx − 
τLλ−τλ∫

o 

E2
(
x ,) dx ,

⎤ 

⎦ 

− 2 
dEbλ 

dτλ 

⎡ 

⎣ 
τλ∫

o 

x E2(x) dx + 
τLλ−τλ∫

o 

x ,E2
(
x ,) dx ,

⎤ 

⎦ +  · · · (3.66) 

where x = τλ − t , and x , = t − τλ. In writing Eq. (3.66), we have ignored the terms 
containing the second and higher-order derivatives of Ebλ. To apply Eq. (3.66) for  
the optically thick condition (τLλ → ∞), let us first consider regions away from the 
boundaries, where τλ → ∞  and (τLλ − τλ) → ∞  prevail. Noting that E2(∞) = 
E3(∞) = 0, Eq. (3.66) simplifies to 

qRλ = −4 
dEbλ 

dτλ 

∞∫

o 

x E2(x) dx (3.67) 

On using Eq. (3.49), the integral term in Eq. (3.67) may be written as 

∞∫

o 

x E2(x) dx = − xE3(x)|∞ 
0 + 

∞∫

o 

E3(x) dx = −E4(x)|∞ 
0 = 

1 

3 
(3.68) 

Equation (3.67) takes the simple form
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qRλ = −  
4 

3 

dEbλ 

dτλ 
(3.69) 

We had assumed no scattering for the sake of simplification in writing the 
equations, but Eq. (3.69) is also applicable for an optically thick absorbing 
and scattering medium. In the presence of scattering, however, we have to use the 
extinction coefficient βλ introduced in Eq. (3.19) in defining the optical distance τλ. 
For the one-dimensional case considered here, Eq. (3.69) takes the following form 
when both absorption and scattering are present. 

qRλ = −  
4 

3 

dEbλ 

dτλ 
= −  

4 

3βλ 

dEbλ 

dz 
(3.70) 

Scattering is usually ignored in the modeling of radiative heat transfer in glass 
melts. We will, however, use Eq. (3.70) in the remainder of this section. As indicated 
earlier [Eq. (3.30)], the total radiative flux, qR, is obtained by integrating Eq. (3.70) 
over all the wavelengths. 

qR = 
∞∫

0 

qRλ dλ = −  
4 

3 

∞∫

0 

1 

βλ 

dEbλ 

dz 
dλ = −  

4 

3βR 

dEb 

dz 
(3.71) 

where βR , called the Rosseland mean extinction coefficient, is defined by 

1 

βR 
= 

∞∫

0 

1 

βλ 

dEbλ 

dEb 
dλ (3.72) 

As seen earlier in Eq. (3.4), for a constant or wavelength independent refractive 
index n, the blackbody emissive power, Eb = n2 σ T 4. Thus, we may also write 
Eq. (3.72) as  

1 

βR 
= 

∞∫

0 

1 

βλ 

dEbλ 

dEb 
dλ = 1 

4n2σ T 3 

∞∫

0 

1 

βλ 

dEbλ 

dT 
dλ (3.73) 

Further, we may write the heat flux, Eq. (3.71) as  

qR = −  
4 

3βR 

dEb 

dz 
= −

[
16n2σ T 3 

3βR

]
dT 

dz 
(3.74) 

Equation (3.74) has the form of the Fourier equation for heat conduction. The 
term in the parenthesis may be called the photon or radiative conductivity, kR.
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kR = 
16n2σ T 3 

3βR 
(3.75) 

In the calculation of thermal radiative heat flux in glass melts, scattering 
phenomena are usually neglected (i.e., γλ = 0) and the extinction coefficient βλ = κλ. 

In deriving the optically thick approximation for the radiative heat flux, we had 
confined ourselves to regions away from the boundary surfaces to meet the require-
ments τλ → ∞, and (τLλ − τλ) → ∞. These conditions imply that we need to be 
away at least one mean free path distance away from the surfaces. If the optically 
thick condition prevails, we can use Eq. (3.70) everywhere in the medium including 
at the boundaries provided we also use this equation in the energy conservation 
equation, Eq. (3.28). This is necessitated by the conservation of energy. If radiation 
is the only mode of heat transfer in a participating medium, then one may have 
to allow for a jump or discontinuity in the temperature between the boundary and 
the adjacent medium. This is referred to as the Deissler’s jump or the radian slip 
boundary condition. Heat transfer in the glass melting process occurs by all three 
modes (by conduction, convection, and radiation) and temperature discontinuity or 
jump at the boundary does not exist. More details on this topic may be found in Refs. 
[7, pp. 222–225, 8, pp. 484–486]. 

3.5.4 An Approximate Solution for One-Dimensional Gray 
Medium 

We present below an approximate solution for the special case of a gray, non-
scattering, one-dimensional medium confined between two black parallel plates at 
temperatures T 1 and T 2. We further assume radiative equilibrium (dqR/dz = 0). 
The derivation of the solution is given in [7, pp. 240–241, 8, pp. 488–490]. The 
dimensionless temperature Tb 

* and heat flux qb * are given by 

T ∗ 
b = 

T 4 1 − T 4 

T 4 1 − T 4 2 

= 
2 + 3τ 
4 + 3τL 

(3.76) 

q∗ 
b =

q 

n2σ
(
T 4 1 − T 4 2

) = 4 

4 + 3τL 
(3.77) 

where with reference to Fig. 3.5, τ = κz and τL = κ L with κ being the absorption 
coefficient of the medium. Further, as explained earlier, n is the refractive index, and 
σ is the Stefan–Boltzmann constant. We can see in Eq. (3.77) that at z = 0, T /= T 1 

and at z = L, T /= T 2. The discontinuity in the temperature at the two plates is the 
Deissler’s jump referred to earlier. 

An extension of the above case is to allow the surfaces to be diffuse emitters and 
reflectors instead of being black. This is what we had assumed in Sect. 2.5.1. The  
dimensionless temperature and heat flux are now given by
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T ∗ = 
T 4 1 − T 4 

T 4 1 − T 4 2 

= 
T ∗ 
b +

(
1 
ε2 

− 1
)
q∗ 
b 

1 +
(

1 
ε1 

+ 1 
ε2 

− 2
)
q∗ 
b 

(3.78) 

q∗ = q 

n2σ
(
T 4 1 − T 4 2

) = q∗ 
b 

1 +
(

1 
ε1 

+ 1 
ε2 

− 2
)
q∗ 
b 

(3.79) 

3.6 Absorption Spectra of Glass Melts 

For the calculation thermal radiation flux in glass melts, we need the refractive index, 
n, and the absorption coefficient, κλ values in the wavelength domain of 0.5–4.0 μm 
and the temperature range of about 1400–2000 K. In the wavelength domain of 
interest to us, the refractive index depends weakly on the wavelength and is assigned 
a constant value (assumed independent of both wavelength and temperature). Choud-
hary and Potter [4] provide an extensive review of the open literature data on absorp-
tion spectra of glass melts. The spectra of six commercial glass melts at various 
temperatures were measured by Prokhorenko [10]. The spectra of these glass melts 
at 1473 K are shown in Fig. 3.6 [5]. 

At wavelengths below about 0.5 μm (not shown in Fig. 3.6), there is strong 
absorption due to electron transfer among atoms. Also, in this range, the temperature 
gradient of the blackbody emissive power, dEbλ/dT is small  [4]. Therefore, as Eqs.

Fig. 3.6 Absorption spectra of 6 commercial glass melts at 1473 K [5]. Adapted from Choudhary 
et al. [5] with permission from John Wiley and Sons. Receipt of data from O. A. Prokhorenko of 
Laboratory of Glass Properties LLC gratefully acknowledged 
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(3.73) and (3.74) indicate, the radiative flux will be relatively small. Hence, we need 
not concern ourselves with wavelengths below about 0.5 μm. 

In the wavelength range 0.5–2.5 μm, most major components of silicate glasses 
do not absorb, but minor or tramp materials, especially first row transition metal 
ions, may exhibit strong absorption. The intensity and the wavelength domain of 
absorption of an ion depend strongly on its oxidation state (referred to as the redox 
state) and coordination. These, in turn, depend on the temperature, the base glass 
composition, and the operating conditions in the glass furnace. Choudhary and Potter 
[4] discuss the role of several transition metal ions in influencing absorption spectra 
of soda-lime-silicate glasses and also describe an approach to calculate the absorption 
coefficient of glass melts as a function of the type and the amount of transition metal 
ions present in the composition. 

The absorption in the 2.5–4 μm region is due primarily to the vibration of the 
hydroxyl ions, which are present to some degree in all silicate glasses. At wavelength 
greater than about 4 μm, silicate glasses are opaque, and there is no contribution to 
the radiative heat transfer. 

We had noted earlier that the presence of the transition metal ions significantly 
impacts the absorption spectrum of glass melts, especially in the 0.5–2.5 μm wave-
length region. Figure 3.7 shows the absorption spectra, at 1473 K, of two reinforce-
ment fiberglass melts [5]. The glass melts are of similar nominal composition but 
differ in their iron contents (concentration on mass basis are; Fiberglass 1: FeO = 
0.17%, Fe2O3 = 0.35%; Fiberglass 2: FeO = 0.07%, Fe2O3 = 0.22%). 

The effect of the iron oxide content on the absorption coefficient is evident in 
Fig. 3.7, which shows the melt containing higher amount of iron oxides (Fiberglass 
1) is more absorbing than the other melt (Fiberglass 2).

Fig. 3.7 Absorption spectra for 2 reinforcement fiberglass melts at 1473 K [5]. Adapted from 
Choudhary et al. [5] with permission from John Wiley and Sons 
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3.7 Modeling of Thermal Radiation in Glass Melts 

Over the years, the modeling of radiative heat transfer (i.e., the solution of the RTE 
with the appropriate boundary conditions) in glass furnaces has become progressively 
more sophisticated. This is especially true for the modeling of thermal radiation in the 
combustion chamber. The predominant approach used in the combustion chamber 
is the discrete ordinate method (DOM). While the DOM is also used for modeling 
of radiative heat transfer in the melt region, the more commonly used approach 
is the optically thick or diffusion or Rosseland approximation method (RAM). As 
described in Sect. 3.5.3, the optically thick approximation involves the calculation 
of a photon or radiative conductivity [Eq. (3.75)], and the radiative heat flux qR is 
calculated using the Fourier conduction equation [Eq. (3.74)]. The optically thick 
approximation obviates the need for solving the RTE. We will present some radiative 
conductivity values subsequently. First, we provide a rudimentary description of the 
DOM. A detailed description is available in Modest [8, pp. 541–576] and Coelho 
[11]. 

3.7.1 Discrete Ordinates Method (DOM) 

As the name of the approach suggests, DOM involves solving the RTE, Eq. (3.80), 
along a finite number of discrete directions. 

dIλ 

ds 
= s · ∇  Iλ = κλ 

Ebλ 

π 
− βλ Iλ + 

γλ 

4π

∫

4π 

Iλ
(
s,
)
ϕλ

(
s,, s

)
dΩ, (3.80) 

As explained earlier, Eq. (3.80) describes the change in the monochromatic or 
spectral radiative intensity along the direction, s. In the DOM, the solid angle domain 
4π is subdivided into a finite number of discrete directions. The directional variation, 
i.e., the derivative on the left-hand side of Eq. (3.80), is discretized or converted into 
its algebraic equivalent, using finite difference-based (or finite volume) techniques. 
The integral term on the right-hand side of Eq. (3.80) is calculated using numerical 
quadrature. 

In the modeling of radiative heat transfer in glass melts (and also quite often in the 
combustion gases), scattering is usually ignored. Thus, the integral term in Eq. (3.80) 
disappears, and the extinction coefficient is simply the absorption coefficient (βλ = 
κλ). The simplified RTE for the glass melts is 

dIλ 

ds 
= s · ∇  Iλ = κλ 

Ebλ 

π
− κλ Iλ (3.81) 

The solution RTE [Eq. (3.80) or Eq.  (3.81)] requires boundary conditions, which 
depend upon the radiative characteristics of the boundary surfaces. In the case of a
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glass melt in a furnace, the boundary surfaces are the refractory walls, the melt-
combustion gas interface, the melt-foam interface, and the melt-batch interface. The 
detailed radiative characteristics and properties of these surfaces are not known. 
Indeed, even the locations, shapes, and the extent of some of these boundary surfaces, 
especially the various interfaces mentioned above, are not known accurately. So, 
simplifications and approximations are inevitable both regarding the geometry, and 
the radiative characteristics of the surfaces and their radiative properties such as the 
emissivity have to be guessed. The boundary surfaces may be opaque (e.g., refractory 
wall) or semitransparent (e.g., combustion gas—melt interface, part of the radiative 
flux from the combustion chamber enters the glass melt). The surfaces are often 
idealized as 

• Diffusively emitting and reflecting (as was the case in Sect. 3.5.1) 
• Diffusively emitting and specularly reflecting (i.e., reflection takes place in 

preferred directions). 

The RTE boundary conditions have been discussed in detail by Modest [8, 
pp. 288–290]. In the following, we illustrate the setting up of boundary condition for 
the case of a diffusely emitting and reflecting opaque surface adjacent to a partic-
ipating medium. We had already described this boundary condition in Sect. 3.5.1 
[Eqs. (3.38) and (3.39)] when discussing one-dimensional thermal radiation in a 
participating medium contained between two parallel plates. We provide additional 
details now (see Fig. 3.8). For simplicity, we will consider the surface and the partic-
ipating medium to be gray. The spectral version of the expressions and the equations 
may be obtained by using the subscript λ with the radiation entities (intensity, flux, 
and emissivity). 

The radiative flux leaving the point P is the radiosity R as shown in Fig. 3.8. The  
radiative intensity leaving this point Iout is

Fig. 3.8 Incident, emitted, 
and reflected radiation fluxes 
at a diffuse and gray surface 
adjacent to a gray 
participating medium 
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Iout = 
R 

π 
= εw 

Ebw 

π 
+ (1 − εw) 

H 

π 
(3.82) 

where εw is the emissivity of the boundary surface and Ebw is the blackbody emissive 
power of the surface. The hemispherical irradiation (i.e., the incident heat flux, H) is  
the radiative intensity coming from the fluid to the surface at point P from the solid 
angle 2π and is given by 

H =
∫

2π 

Iin(s)
⎟⎟s · n̂⎟⎟ dΩ (3.83) 

On combining Eqs. (3.82) and (3.83), we get 

Iout = εw 
Ebw 

π 
+ 

(1 − εw) 
π

∫

2π 

Iin(s)
⎟⎟s · n̂⎟⎟dΩ (3.84) 

Equation (3.84) is the boundary condition linking the intensity leaving a surface 
at a given point on it to the intensity received by the surface at the same point. It 
should be noted that Eq. (3.84) incorporates the temperature of the surface since Ebw 

= n2 σ Tw 
4. When the medium and the boundary are not gray, we need to write 

Eq. (3.84) for the spectral entities (i.e., for specific wavelengths). 

3.7.2 Diffusion Approximation: Radiative Conductivity 
of Glass Melts 

As mentioned above, the optically thick approximation is commonly used in the 
modeling of the radiative heat transfer in glass melts. This approach requires the 
calculation of the radiative conductivity, kR, by using Eqs. (3.73) and (3.75) given  
earlier. Since scattering is ignored in modeling of thermal radiation in glass melts, 
the extinction coefficient βλ = κλ. kR takes the following form. 

kR = 
16n2σ T 3 

3κR 
(3.85) 

1 

κR 
= 

∞∫

0 

1 

κλ 

dEbλ 

dEb 
dλ = 1 

4n2σ T 3 

∞∫

0 

1 

κλ 

dEbλ 

dT 
dλ (3.86) 

The radiative heat flux qR is given by 

qR = −kR∇T = −  
16n2σ T 3 

3κR 
∇T (3.87)
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Fig. 3.9 Radiative conductivity of commercial glasses calculated using the absorption spectra 
measured by Prokhorenko [10]. Receipt of data from O. A. Prokhorenko of Laboratory of Glass 
Properties LLC gratefully acknowledged 

Equation (3.87) is the three-dimensional form of Eq. (3.74). 
The Rosseland mean absorption coefficient, κR , may be calculated from the 

measured spectra (e.g., Fig. 3.6) by numerical integration. Substituting κR into 
Eq. (3.85), one can calculate the radiative conductivity, kR. The refractive index 
of the glass melts of Fig. 3.6 is taken as 1.5 in the wavelength range of interest 
to us (0.5–4 μm). Figure 3.9 shows the radiative conductivity versus temperature 
calculated using the absorption spectra measured by Prokhorenko [10]. 

Radiative conductivities of the two fiberglass melts with the absorption spectra of 
Fig. 3.7 are shown in Fig. 3.10 [5]. It is seen in Fig. 3.10 that the radiative conductivity 
of the more absorbing fiberglass melt (designated fiberglass 1) is only about 1/5 to 
1/3 of that of the less absorbing melt (designated fiberglass 2).

3.8 Illustrative Thermal Radiation Modeling Results 

A critically important question in the modeling of radiative heat transfer in glass 
melts is how do the results calculated using the diffusion approximation compare 
versus those obtained using more elaborate methods such as the DOM. Clearly, if 
the optical thickness is much larger than 1 (i.e., the glass melt depth is much larger 
than the mean-free path of photons), then we would expect the results from the two 
methods to be close. But, this statement is too qualitative to be of value in deciding 
what approach to use. In the following, we attempt to provide a more quantitative 
guideline by showing results obtained using DOM and the Rosseland approximation 
method (RAM).
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Fig. 3.10 Radiative conductivity of fiberglass melts of absorption spectra of Fig. 3.7 [5]. Adapted 
from Choudhary et al. [5] with permission from John Wiley and Sons

As pointed out in Introduction, radiative heat transfer in the glass melt in a furnace 
occurs simultaneously and in combination with several other physical and chem-
ical phenomena, not only in the melt but also in other domains of a glass furnace, 
namely the batch (mixture of raw materials), the foam on the batch/melt surface (gas 
bubbles surrounded by melt lamella), and the combustion chamber. The list of trans-
port phenomena taking place in the furnace is comprehensive and includes laminar, 
thermal buoyancy driven flow and heat transfer in the melt, turbulent flow and heat 
transfer in the combustion chamber, flow and heat transfer in the melting batch (a 
porous mixture of solid and liquid with gas and liquid flowing through it), and heat 
transfer in the foam (and flow also if one considers the drainage of the melt from 
the foam). Further, each of the four domains is a participating medium with vastly 
different radiative properties. Because of these complexities, one does not have the 
luxury of modeling thermal radiation in the melt separately from other phenomena 
in the melt and/or other regions of the glass furnace. We discuss below the modeling 
results for glass melters and channels reported by Choudhary et al. [5]. 

Choudhary et al. [5] modeled the melting of a very low iron oxide containing 
ultra-clear glass in a float glass furnace, using oxygen-natural gas combustion. The 
throughput rate was 150 Metric tons/day. The absorption spectrum was approximated 
as shown below: 

κλ = 1000 m−1 0 < λ  ≤ 0.7 μm 

κλ = 5m−1 0.7 < λ  ≤ 1.3 μm 

κλ = 20 m−1 1.3 < λ  ≤ 1.8 μm 

κλ = 50 m−1 1.8 < λ  ≤ 2.7 μm 

κλ = 1000 m−1 λ >  2.7 μm



104 M. Choudhary

Fig. 3.11 Schematics of the oxy-fuel float furnace modeled by Choudhary et al. [5]. Adapted from 
Choudhary et al. [5] with permission from John Wiley and Sons 

As indicated above, the melt was assumed opaque (κλ = 1000 m−1) at wavelengths 
less than 0.7 μm and also greater than 2.7 μm. The Rosseland averaged absorption 
coefficient over the entire wavelength domain, κR , was calculated to be 9.35 m−1. 
Using this value along with the glass depth of 1.05 m gives the optical thickness 
of about 9.8. The melter length and width were 23 m and 7 m, respectively. Other 
details on the dimensions, the operating conditions, and the glass melt properties are 
provided in [5]. The furnace modeled is shown schematically in Fig. 3.11. 

The radiative heat transfer in the melt was modeled in two ways: (1) the Rosseland 
approximation approach for the entire wavelength domain, and (2) a hybrid approach 
that used discrete ordinates in the 0.7 < λ ≤ 1.3 μm, 1.3 < λ ≤ 1.8 μm bands and the 
Rosseland approach elsewhere (i.e., for λ < 0.7  μm and λ > 1.8  μm—the regions 
where the absorption is strong). Thus, in the hybrid approach, the radiative heat flux 
was calculated using Eq. (3.87) in the wavelength domains below 0.7 μm and above 
1.8 μm and elsewhere (i.e., 0.7 < λ ≤ 1.3 μm, 1.3 < λ ≤ 1.8 μm) using Eqs. (3.29) 
and (3.30). 

In the following, we will use the abbreviation RAM and DOM, introduced earlier, 
to refer to the Rosseland approximation and discrete ordinates methods. We should 
keep in mind, however, that in the DOM, we used Rosseland approximation in certain 
wavelength domains where the absorption coefficient was ≥50 m−1 (i.e., the optical 
thickness was≥52.5). Figure 3.12 shows isotherms in the central longitudinal section 
(i.e., the half width symmetry plane) calculated by the RAM and DOM. It is seen in 
Fig. 3.12 that, in the melting end of the furnace, the DOM allows for more penetration 
of the heat from the surface into the bulk glass. This results in the DOM giving a
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Fig. 3.12 Isotherms (oC) in the central longitudinal section calculated using the Rosseland (top) 
and the hybrid discrete methods (bottom) [5]. Adapted from Choudhary et al. [5] with permission 
from John Wiley and Sons 

smaller temperature differential (DT) in the vertical direction (15 °C vs. 40 °C for 
the RAM), higher bottom glass-refractory contact temperature (1390 °C vs. 1375 °C 
for the RAM), and a lower glass surface hot spot (maximum) temperature (1405 °C 
vs. 1415 °C in the RAM). Not shown in Fig. 3.12 are the crown (the refractory 
cover or roof of the furnace) temperatures. DOM also gives a lower crown hot spot 
temperature than the RAM. 

It is interesting to note that while the DOM gives higher bulk glass and refractory 
temperatures in the melting end, in the working end, the temperatures calculated by 
the DOM are about 25 °C lower than that calculated by the RAM. As a consequence, 
the temperature difference between the melting and the working ends calculated using 
DOM is about 40 °C higher. Since the flow of the glass melt is driven by thermal 
natural convection, the temperature differences calculated by the two approaches 
also imply differences in the flow distribution. Figure 3.13, for example, shows the 
residence time distribution calculated using the two approaches [5]. It is seen that 
the DOM predicts a much shorter minimum dwell time than the RAM.

It follows from the above discussion that the results calculated by the two methods 
would lead to different predictions about important practical parameters such as the 
energy efficiency, refractory corrosion, and volatilization from the glass surface and 
glass quality. Thus, the DOM results would imply higher energy efficiency, greater 
bottom refractory corrosion, lower volatilization, and perhaps lower glass quality 
than the RAM results. 

The results presented above indicate that, even at an optical thickness of about 
10, the flow and temperature distribution in the glass melt, calculated using the
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Fig. 3.13 Residence time distribution calculate using the RAM and DOM approaches [5]. Adapted 
from Choudhary et al. [5] with permission from John Wiley and Sons

RAM, are significantly different from those calculated using the DOM. This is likely 
because, as mentioned earlier, in the modeling of glass furnaces we deal with several 
mutually coupled phenomena not only in the melt but also in the other domains. The 
radiative heat flux in the melt impacts the temperature, which impacts the flow of the 
melt, which then impacts the temperature, while at the same time, these phenomena 
influence batch melting and combustion and are, in turn, impacted by them. The 
models calculate the net effect of all these phenomena. 

Based on additional calculations of flow and heat transfer in the delivery chan-
nels of a reinforcement fiberglass furnace, Choudhary et al. [5] suggested that the 
threshold optical thickness for the use of RAM should be about 20. The mean free path 
length reported by Prokhorenko [10] is in the ranger of 0.5–3.5 cm. Many industrial 
glass melting furnaces have glass melt depth of about 1 m. It seems, therefore, that 
the optical thickness of 20 should be met in most, if not all, of the commercial glass 
melting furnaces. The exceptions, as we have seen, would be ultra-clear glasses with 
very little or trace amounts of the first-row transition metal ions. The melting section 
of a glass furnace has a more complex set of phenomena than its delivery channels, 
which do not have processes involved in the batch and foam domains, have lower 
temperatures (i.e., thermal radiation is relatively less important than in the melter) 
and are of simpler geometry. In view of all this, even when the optical thickness 
exceeds 20, it would still be prudent to use the hybrid discrete method, as used in 
the results discussed above, for modeling the radiative heat transfer in the glass melt.
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The hybrid approach, by combining the discrete-order approach in the low absorp-
tion wavelength domain (generally 0.5–2.5 μm) with the Rosseland approximation 
elsewhere, represents a good balance of accuracy and the computational burden of 
modeling. 

3.9 Concluding Remarks 

The various heat transfer media present in industrial glass melting furnaces (glass 
melt, combustion gases, melting batch, and foam) are participating in nature, i.e., 
they interact with thermal radiation passing through them by emission, absorption, 
and/or scattering. This chapter described key concepts, phenomena, mathematical 
formulations, and properties involved in the study and analysis of radiative heat 
transfer in such media with a focus on glass melts. The chapter began with a review 
of some of the basic concepts of thermal radiation and then described its main theme, 
namely the description and the mathematical formulation of the radiative transfer 
equation (RTE)—the equation that describes the change in the radiative intensity 
with position along a specific direction due to absorption, emission, and scattering 
in participating media. For mathematical simplicity and the ease of explanation, the 
RTE was derived by considering one-dimensional radiative heat transfer and later, 
its general, three-dimensional form was given. The two limiting cases of the RTE, 
namely the optically thin and thick approximations, were discussed. The optically 
thick (also known as diffusion and Rosseland) approximation involving the use of the 
radiative conductivity is widely used in the modeling of thermal radiation in glass 
melts and hence was discussed in greater detail. The boundary conditions for the 
RTE and the discrete ordinates method for numerically solving the RTE were also 
discussed. 

Scattering is typically ignored in the analysis of thermal radiation in glass melts. 
Therefore, the chapter focused on absorption in silicate melts, which takes place in 
the wavelength range of about 0.5–4.0 μm and is strongly impacted by the presence 
of the first-row transition metal ions. Measured absorption spectra of commercial 
glass melts and their radiative conductivities were reviewed. Results on flow and 
temperature distributions in an ultra-clear glass in an oxy-fuel furnace, calculated 
using the discrete ordinates method and the optically thick approximation, were 
compared. Although the optical thickness (ratio of the characteristic distance for heat 
flow to the mean free path of photons) for many commercial glass melting processes 
may be significantly larger than 1 (i.e., they may appear to meet the criterion of 
the application of optically thick approximation), it is recommended that hybrid 
modeling approaches be used. These approaches combine the discrete ordinates 
method in the low-absorption wavelength regions with the optically thick approach 
in the high-absorption domains of the spectrum and constitute a good balance of 
accuracy and computational burden.
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Chapter 4 
Thermomechanical Behaviour During 
Forming of Silicate Glasses—Modelling 
and Characterization 

Dipayan Sanyal and Rahul Kumar 

4.1 Introduction 

Low Tg mouldable optical glass is being manufactured by several global commer-
cial glass manufacturers, such as Schott AG, Germany, OHARA Inc., Japan, Hoya 
Corporation, Japan, FISBA AG, Switzerland, CDGM Glass Company Ltd., China 
and so on. These glasses primarily cater to manufacturing of precision optical compo-
nents by a process of replicative moulding. Replicative or precision moulding has 
attracted a lot of attention in the recent times as an alternative and viable process 
chain for mass manufacturing of a variety of complex shaped optical components, 
such as aspheric camera lenses, CD/DVD pick up lenses, lens for optical sensors 
and laser optics, micro lens array, hologram devices, Fresnel lenses and so on [1, 2]. 
The conventional manufacturing process chain for these optical components which 
is based on multi-step grinding and polishing of glass preforms in various sizes and 
shapes, typically of cylindrical, polygonal or spherical geometry is not amenable 
to mass manufacturing of optics in large numbers due to the rather elaborate and 
time-consuming process of abrasive machining. In addition, the process of abrasive 
machining during conventional manufacturing also leads to sub-surface damages 
and residual stresses in the optics which might lead to catastrophic failure in service 
[3]. Precision moulding of glass optics obviates the need of abrasive machining of 
glass blanks, replacing the multi-step process chain with a single step high temper-
ature glass moulding step which reduces the manufacturing time by several orders 
of magnitude while ensuring high quality and precision of the fabricated optics. The 
choice of low Tg optical glass is necessitated for reducing the process cycle, lowering 
energy cost and increasing the yield for mass manufacturing.
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The process of precision forming of glass optics requires preparation of a volume 
proportioned glass blank or gob having the desired optical surface quality which need 
to be placed within a pair of moulds. The moulds are made of hard alloy or ceramics— 
preferably the latter—due to superior hardness and resistance to thermal shock and 
fatigue of ceramics over metallic alloys. The pair of moulds need to be machined 
with a great deal of precision to form negative replicas of the surfaces of the two sides 
of the optical components to be fabricated by the forming process. The glass gob 
is first flushed with gaseous nitrogen and subsequently heated by IR heaters rapidly 
to a temperature above the glass transition temperature (for the particular grade of 
glass). After achieving sufficient homogenization of temperature in the glass gob, the 
moulds are closed on the heated gob and held for a short duration of time to achieve 
the desired pressing load. The mould is then opened with simultaneous purging of 
gaseous nitrogen for dissipating heat. Figure 4.1 is a schematic representation of the 
entire replicative forming process for precision optics. 

Notwithstanding the advantage of the new process chain, the success of this 
method lies in an accurate understanding of the rheological, viscoelastic and ther-
mophysical behaviour of glass at elevated temperature such that the forming process 
yields the accurate shape and properties of the moulded optics. In this paper, the

Fig. 4.1 Schematic depiction of replicative forming machine and process chain for precision optics 
(adapted from GMP series machine specificatons at www.shibuara-machine.co.jp) 

www.shibuara-machine.co.jp
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fundamental aspects of the thermophysical behaviour of glass at temperatures above 
the glass transition temperature (Tg) will be presented along with brief description 
of the influencing parameters and experimental characterization techniques. 

4.2 Rheological Behaviour of Silicate Glasses 

Inorganic silicate glasses exhibit a nonlinear variation of dynamic viscosity (η in 
Pa.s) versus temperature (T in °C), as shown schematically in Fig. 4.2. Table 4.1 
enlists the range of working temperatures defined for glass manufacturing industries 
defined with reference to various ranges of viscosities. Since glassy state of matter 
is defined as a state of supercooled liquid, it is indeed quite appropriate to study 
rheology of glass in terms of its viscosity and temperature. The range of viscosity 
being very large, the ordinate is plotted in log scale. 

Fig. 4.2 Schematic depiction of rheological behaviour of inorganic glasses through viscosity vs 
temperature plot (adapted from [36]) 

Table 4.1 Definition of 
various working temperatures 
for glass manufacturing based 
on ranges of viscosity [4] 

Reference temperature Viscosity (Pa.S) 

Practical melting temperature 1–10 

Working point 103 

Littleton softening point 106.6 

Annealing point ~ 1012 

Glass transition point ~ 1012–1012.5 

Strain point ~ 1013.5
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From Fig. 4.2, it is seen that at a very low temperature (near ambient), the viscosity 
of glasses is extremely high (> 1018 Pa.s), where it behaves like elastic solid obeying 
Hooke’s law with a linear variation of shear stress (σ ) with respect to shear strain 
(ε) with G, shear modulus, as the proportionality constant. 

σ = 2Gε (4.1) 

Unlike metals and alloys, characterized by the presence of a sharp melting point 
(pure metals) or eutectic temperature (alloys), where the values of various thermo-
dynamic properties (such as the specific heat, heat capacity, coefficient of thermal 
expansion and compressibility) change quite sharply and abruptly, and glasses are 
known to exhibit a gradual variation in these properties with temperature as shown 
in Fig. 4.3. The glass transition temperature can be defined both as a thermodynamic 
and a kinetic parameter. The estimation of Tg can be made by several experimental 
techniques, such as (a) differential scanning calorimetry (b) dilatometry (c) rheom-
etry (d) nanoindentation and so on. All these techniques are available and have been 
employed at CSIR-CGCRI to estimate Tg of various grades of glass. Depending on 
the heating/cooling rate, the plots of thermodynamic properties versus temperature 
will exhibit changing slopes which contributes to the kinetic aspects of Tg evalua-
tion (e.g. Tg1 and Tg2 in Fig. 4.3). The point of intersection of the extended linear 
portions of the slopes of the solid-like portion (dashed line at low temperature) and 
the liquid-like portion (dashed line at high temperature) provides estimation of the 
Tg. 

At a very high temperature (typically > 1000 °C), glasses behave as low viscous 
liquid (typically η < 10 Pa.s) with sufficient fluidity for performing refining and 
homogenization operations. Majority of the glasses are known to exhibit Newtonian

Relaxation 
In Glass 

Fig. 4.3 Schematic depiction of gradual variation of thermodynamic property (e.g. specific volume) 
with temperature for a glass unlike abrupt and sharp variation for a pure crystalline solid (adapted 
from [13] and  [19]) 
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behaviour where shear stress varies linearly with the velocity gradient (du/dy) or the  
shear strain rate (ε̇) with a constant proportionality factor of dynamic viscosity (η) 
which is the real part of the complex viscosity under forced harmonic oscillation of 
shear stress applied at elevated temperature. 

σ = −η 
du 

dy  
= η∈̇ (4.2) 

At working point, the viscosity is still low enough (~ 103 Pa.s) to make the glass 
amenable to shaping by blowing, pressing and other operations with retention of 
shape upon release of shear force. At the softening point, glass flows under self-
weight (typical dimensions are defined for estimation of the softening point). For 
replicative forming of precision glass optics, annealing point is very important. While 
annealing is an integral processing step in any glass forming operation for reducing 
or controlling residual stresses, this assumes additional significance for moulded 
optics as a means (a) to lower residual stresses by several orders of magnitude than 
the corresponding levels for ordinary glassware to prevent warping during abrasive 
polishing, (b) to minimize the spatial variation of refractive index and (c) to stabilize 
physical properties even at elevated temperatures. The annealing point is defined 
by a specific viscosity at which the glass will hold its shape while facilitating rapid 
relieving of internal stresses in several minutes. 

4.2.1 Viscous Behaviour of Glasses 

The viscous behaviour of inorganic silicate glasses has been extensively studied 
in the literature for various grades of glass. The relaxation behaviour of glass is 
exhibited during the intermediate zone of temperature sandwiched between the solid-
like and liquid-like glass behaviour as shown in Fig. 4.3. The relaxation phenomena 
are governed by viscous behaviour of glass. As will be shown in the next section 
(see Eq. 4.12), the relaxation time is a ratio of the dynamic viscosity and the shear 
modulus. More viscous the glass, the larger is the time to relax to the equilibrium 
structure. Many different models of viscosity have been proposed for glasses of 
different chemical compositions. The simplest model of dynamic viscosity assumes a 
thermally activated phenomenon with exponential variation with inverse temperature 
as proposed by Frenkel and Andrade [5]. 

η(T ) = A exp
(

Q 

RT

)
(4.3) 

The above model is easy to use and can capture the linear variation with inverse 
temperature in log–log scale for very strong glasses (e.g. bulk metallic glasses). But 
the Arrhenius type behaviour of the above equation does not match with experimental 
viscosity variation with temperature for various fragile glasses, such as soda lime
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silicate and sodium borosilicate glasses [6]. For supercooled fragile liquids, several 
correlations for viscosity versus temperature are offered by Adam and Gibbs [7], 
Avramov and Milchev [8], and Vogel, Fulcher and Tamman [9]. Table 4.2 enlists these 
correlations, adjustable coefficients and the major assumptions behind the derivation 
of these correlations [10]. 

All the above correlations in Table 4.2 work well within the regime, where activa-
tion energy changes with temperature. An all-encompassing correlation covering the 
Arrhenius type viscosity variations at very low and high temperatures and the acti-
vation energy dependent viscosity variation at intermediate temperatures has been 
proposed by Douglas [11] which comprises double exponentials as 

η(T ) = AT exp
(

B 

RT

)[
1 + C exp

(
D 

RT

)]
(4.4) 

where A, B, C and D adjustable parameters. The equation has been derived under 
the assumption that the oxygen atoms in silicate glasses can occupy two different 
positions separated by an energy barrier [10]. The viscosity data of some oxide 
glasses [12] with the various regimes of applicability of various correlations is shown 
in Fig. 4.4. It may be mentioned here that the structural relaxation of glass towards its

Table 4.2 Viscosity vs temperature correlations for fragile glasses 

S. No Name Correlation Parameters Assumptions 

1 Adam and Gibbs ln[η(T )] = 

AAG + BAG 
T Sconf(T ) 

AAG and BAG are 
adjustable 
parameters and Sconf 
is the configurational 
entropy 

At T < Tg, the  
molecules are 
trapped in one 
configurational state, 
but for T > Tg, many  
configurational states 
are possible 

2 Avramov and 
Milchev 

ln[η(T )] = 
AAM + 2.3(13.5 − 
AAM)

(
Tg 
T

)a 
AAM is an adjustable 
parameter 

Viscosity is a 
function of the total 
entropy of the system 
which governs the 
distribution of 
activation energy 
barriers 

3 Vogel, Fulcher and 
Tamman (VFT) 

ln[η(T )] = 

AVFT + BVFT 
R(T −TV ) 

AVFT, BVFT and TV 
are adjustable 
parameters 

Viscosity is 
dependent on the 
excess or free 
volume per 
molecule. Molecular 
transport is known to 
occur when the void 
volume exceeds a 
critical value 
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Fig. 4.4 Viscosity variation with temperature for several oxide glasses [12] and the various regimes 
of applicability of correlations (blue solid line is a schematic representation of the predicted viscosity 
from various correlations) (adapted from [4]) 

equilibrium state is reflected in the nonlinear variation of viscosity with temperature 
which is briefly discussed under Sect. 4.3. 

4.2.2 Viscoelastic Behaviour of Glasses 

At a moderate range of elevated process temperature above Tg up to the annealing 
point, the inorganic glasses exhibit viscosity too high to achieve fluidity as in the 
case of viscous liquid, but still lower than the frozen state akin to elastic solid. At 
this intermediate zone, glasses exhibit viscoelastic behaviour in the form of a time-
dependent response to mechanical stress or strain. In this window of temperature, the 
stress varies not only with strain exhibiting solid-like elastic behaviour (Eq. 4.1), but 
also with strain rate showing liquid-like viscous behaviour (Eq. 4.2). The rheological 
characteristics exhibited by inorganic glasses constitute various types of deformation 
and flow such as, 

(a) Creep: increase of strain with time at elevated temperature, if stress is held 
constant
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(b) Stress relaxation: decrease of stress with time at elevated temperature, if strain 
is held constant 

(c) Hysteresis: phase lag between applied stress and strain along with dissipation 
of mechanical energy, when cyclic load is applied. 

Under the application of an instantaneous shear load (or stress), viscoelastic 
glass exhibits three distinctly different deformation behaviours (a) an instantaneous 
reversible elastic deformation (giving rise to instantaneous elastic strain, εi) due 
to bond stretching (b) a time-dependent reversible elastic deformation (resulting 
in delayed elastic strain, εd) due to gradual structural expansion caused by molec-
ular rearrangement in the direction of the application of load and (c) a dissipative 
deformation and strain (εη) caused by viscous or molecular momentum transport 
under the action of shear force. On removal of the applied load, εi and εd recover 
completely—the former instantaneously and the latter after a certain passage of time 
taken for disentanglement of the molecular units to come back to the original posi-
tions. However, the viscous deformation is irrecoverable due to absence of requisite 
thermodynamic driving force [3]. Figure 4.5 illustrates the instantaneous stress–strain 
behaviour of a typical inorganic glass at the viscoelastic regime of operation. 

For analysis of viscoelastic stress–strain behaviour, the stress and strain tensors 
are often resolved into deviatoric and dilatational components as shown below: 

σi j  = si j  + 
1 

3 
δi j  σ (4.5)

Fig. 4.5 Stress–strain behaviour under instantaneous loading and unloading of glass under 
viscoelastic regime of operation (dashed line represents stress, solid coloured line represents strain 
during the loading and unloading time window, spring and dashpot provides an analogue of the 
viscoelastic solid) )(adapted from [37]) 
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εi j  = ei j  + 
1 

3 
δi j  ε (4.6) 

where sij, σ , eij and ε are the deviatoric stress, dilatational stress, deviatoric strain 
and dilatational strain, respectively. δij is known as the Kronecker delta defined as 

δi j  =
⎧
0 for  i /= j 
1 for  i = j 

The dilatational components of stress and strain are given as 

σ = σ11 + σ22 + σ33 (4.7) 

∈=∈11 +ε22 + ε33 (4.8) 

The elastic (Hookean) and viscous (Newtonian) deviatoric stress–strain behaviour 
can be obtained by rearranging Eqs. (4.1), (4.2), (4.5) to (4.8) as follows: 

s12 = 2GeE 12 (4.9) 

s12 = 2G η̇V 
12 (4.10) 

where superscript E and V denote the elastic and viscous components, respectively. 
The simplest physical analogues of viscoelastic behaviour of glasses at elevated 

temperature are given by a spring and a dashpot in series, parallel or in various 
combinations (Fig. 4.6). The spring represents the elastic solid, and the dashpot 
represents the viscous liquid. The most common model for a viscoelastic solid is 
given by the Maxwell model having a spring and a dashpot in series. In this model, 
the applied deviatoric stress s12 is the same for both spring and dashpot, and the 
deviatoric total strain e12 is given as 

e12 = eE 12 + eV 12 (4.11)

The elastic and viscous components of the deviatoric strain and strain rate are 
given by Eqs. (4.9) and (4.10), respectively. The expression for the deviatoric stress 
in the Maxwell model can be obtained from Eqs. (4.9) to (4.11) as  

ṡ12 = 2G ė12 − 
s12 
τs 

(4.12) 

where τ s = η/G is the shear stress relaxation time. For a constant strain applied 
instantaneously at time t = 0, the integral form of Eq. (4.12) is expressed as 

s12(t) = 2Ge12(0)e 
−t 
τs = s12(0)e 

−t 
τs (4.13)
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Fig. 4.6 Physical analogues for various viscoelastic material models a Maxwell model b Kelvin– 
Voigt model c Zener-Maxwell model d Zener-Kelvin model e Burger model f Generalized Maxwell 
model

A physical interpretation of the stress relaxation time could be obtained from the 
above equation. When t = τ s, the stress s12(t) becomes (1/e) times the initial stress 
s12(0), or, s12(t) = 0.368{s12(0)}. In other words, stress relaxation time is the time 
when the stress decays to 36.8% of its initial value. 

Since inorganic glasses can have vastly different compositions (e.g. borosilicate, 
aluminosilicate, phosphate, silicophosphate, chalcogenide and so on), the mechan-
ical behaviour of various glasses differs from one another. The viscoelastic behaviour 
of glasses can be expressed under the assumption of linear viscoelastic behaviour 
(that is, stress is linearly proportional to the strain) either (a) by a linear combination 
of various mechanical analogues or (b) by the Boltzmann superposition principle. In 
terms of the mechanical analogues, various linear combinations of springs and dash-
pots have been proposed to yield different viscoelastic models, such as Kelvin–Voigt 
model, Burger model and generalized Maxwell model to describe the viscoelastic 
material behaviour of inorganic glasses.
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4.2.3 Maxwell Model 

si j  (t) = si j  (t0)e 
−(t−t0 ) 

τs where τs= 
η1 

G1 
(4.14) 

Kelvin–Voigt model: 

si j  (t) = si j  (t0)
[
1 + 

η2 

G2 
δ(t − t0)

]
(4.15) 

Burger model: 

si j  (t) = si j  (t0) √ 
(G1η1 + G1η2 + G2η1)2 − 4G1G2η1η2 

×
[(

G2η1 − 
η1η2 

τs1

)
e− (t−t0) 

τs1 −
(
G2η1 − 

η1η2 

τs2

)
e− (t−t0) 

τs2

]
(4.16) 

where G1, G2, η1, η2 are the shear moduli and dynamic viscosities for the spring-
dashpot combinations in series and parallel, respectively, for the Burger model as 
shown in Fig. 4.6. The relaxation times τ S1 and τ S2 for the series and parallel parts 
of the spring-dashpot combinations are defined as follows: 

τS1 = 2η1η2 

(G1η1 + G1η2 + G2η1) −
√ 

(G1η1 + G1η2 + G2η1)2 − 4G1G2η1η2 

τS2 = 2η1η2 

(G1η1 + G1η2 + G2η1) +
√ 

(G1η1 + G1η2 + G2η1)2 − 4G1G2η1η2 
(4.17) 

Often, a generalized Maxwell equation can be employed to represent a complex 
stress versus strain behaviour of the unknown viscoelastic behaviour of a glass. 
From Fig. 4.6, it is seen that the total stress on the material is the sum of the partial 
stresses on each of the m numbers spring-dashpot segments which are connected in 
parallel with the same strain e12 acting on each segment. The viscoelastic mechanical 
behaviour for the generalized Maxwell model is given as follows: 

si j  (t) = 2Gei j  

mΣ
i=1 

wi e 
−t 
τi (4.18) 

It may be pointed out here that the simple Maxwell model and the Kelvin– 
Voigt model comprise one Hookean and one Newtonian element, that is, the spring 
and dashpot, in series and in parallel, respectively. These offer simple expressions, 
but are constrained in representing the physics of the viscoelastic behaviour. The 
Kelvin–Voigt model can represent the delayed elastic deformation, but not the other
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components. In comparison, the Burger model can represent all three deformations, 
namely the elastic recoverable deformation, the delayed elastic deformation and the 
viscous irrecoverable deformation. Depending on the high temperature rheological 
behaviour of the glass, more complex models can be constituted, such as the general-
ized Burger’s model, where several Burger’s elements (spring and dashpot connected 
in parallel) are connected in series. The more complex the physical analogue is, 
and the model can capture the complex viscoelastic rheology of the glass. But the 
expression becomes more and more complex to handle mathematically. 

4.3 Relaxation Phenomena in Silicate Glasses 

4.3.1 Structural Relaxation 

Inorganic glasses are known to exhibit a state of supercooled liquid during cooling 
from high temperature to ambient temperature without crystallization. These glasses 
undergo two kinds of relaxation phenomena—stress relaxation and structural relax-
ation. Structural relaxation arises out of the propensity of the glass to lower its Gibbs 
free energy further from its unstable state at room temperature to thermodynami-
cally favourable liquid state with time overcoming kinetic constraints. The structural 
relaxation has been defined by Scherrer [13] and Doss et al. [14] as “the response of 
a material subjected to an isothermal hold measured through observable changes in 
the material’s properties (volume in this case) due to structural rearrangements over 
time”. Structural relaxation expresses itself through slow change in volume with time 
which is characteristic of α-relaxation. Experimental observations of structural relax-
ation have been reported by several researchers [15–17]. Following Scherer [13], it 
can be shown that structural relaxation behaviour in a glass subjected to an instanta-
neous dip in its temperature from the equilibrated temperature near its glass transition 
is expressed as a gradual change in its property pS towards the equilibrium value at 
the new temperature (Fig. 4.7) as a result of slow molecular rearrangement which is 
distinct from the instantaneous vibrational contribution pV . p designates any measur-
able property, e.g. refractive index, density, enthalpy, volumetric thermal expansion, 
etc. t represents time and T represents temperature. It may be mentioned here that 
the schematic diagram (Fig. 4.7) exhibits that glass stabilized at higher temperature 
than that imposed at t = t0 possesses more open structure and larger volumes such 
that it relaxes at a faster rate than if it were to be heated from a lower stabilized 
temperature (T 1 < T 2 hypothetically). Structural relaxation therefore depends on the 
thermal history experienced by the glass.

Attempts have been made to capture the physics of structural relaxation using 
models analogous to stress relaxation by Tool [18], Narayanaswamy [19], Moynihan 
et al. [20]. The Tool’s model of structural relaxation is based on a structural order 
parameter defined by him as the fictive temperature (Tf ). Originally, the fictive 
temperature has been defined by Tool [18] as a measure of the structural state of
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Fig. 4.7 Change in property p(t, T ) of glass equilibrated around Tg with instantaneous change in 
temperature from T1 to T2 at time t = t0 with asymptotic approach towards equilibrated value at 
T2 as a result of structural relaxation (adapted from [13])

the glass whose time rate of change is inversely proportional to the viscosity as 
follows: 

dT f 

dt  
=

[
K exp

(
T 

p

)
exp

(
T f 

q

)](
T − T f

)
(4.19) 

where K, p and q are arbitrary constants. The first expression on the right hand side 
within parenthesis is inversely proportional to the viscosity of glass. 

Fictive temperature can be defined in the most general sense as a structural order 
parameter ξ (S, V ) with respect to thermodynamic parameters total entropy S and 
total volume V as follows [21]: 

T f =
(

∂U 

∂ S

)
V 

= T − A
(

∂ξ 
∂ S

)
V 

(4.20) 

For quantitative estimation of ξ , the Kohlrausch stretched exponent formula can 
be used as given below [22]: 

ξ 
ξ(0) 

= exp

[
−

(
t 

τκ

)β
]

(4.21)
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Where β = 1 − n and τκ = τ0(1−n)−1/(1−n) where n is the Kohlrausch exponent with 
values less than 1 which needs to be experimentally determined. The experimentally 
estimated values of exponent β typically lies 0.3 ≤ β ≤ 0.75. 

The original Naryanaswamy model for structural relaxation based on the 
generalized Arrhenius equation was modified by Moynihan to yield a relaxation 
time 

τ = τ0 exp
[
X

ΔH 

RT 
+ (1 − X )

ΔH 

RT

]
(4.22) 

where 0 < X < 1 is the parameter which partitions the activation energy into a 
temperature dependent part and a structure dependent part [23]. For estimating the 
non-Arrhenius structural relaxation times, several phenomenological models have 
been proposed, such as the free volume model [24], the entropy model [8], the 
instantaneous shear modulus model [25] and so on. More recently, more sophis-
ticated models of structural relaxation have been proposed based on equilibrium 
and non-equilibrium shear viscosity [26, 27], extended de Donder non-equilibrium 
thermodynamic model [28] and so on. 

4.3.2 Stress Relaxation 

The stress relaxation phenomena in glasses can be defined as “the time-dependent 
response of the stress developed within a material subjected to a mechanical strain” 
[13, 14]. Creep and stress relaxation are two opposite phenomena which capture 
the essence of mechanical relaxation behaviour in glass. Creep is defined as time-
dependent escalation in strain in an isothermally held glass sample when the initially 
applied stress is held constant. Stress relaxation on the other hand is defined as 
the time-dependent decrement in stress in an isothermally held glass sample when 
the initially applied strain is held constant. Figure 4.8 depicts schematically the 
creep and stress relaxation behaviour in glass as defined above. Creep occurs when 
deformation is time dependent at constant stress. Under uniaxial loading, the time-
dependent variation of stress as a result of instantaneous stress applied at time t0 is 
given by the Heaviside step function H 

s(t) = s0 H
(
t − t j

)
(4.23)

where s0 is the stress applied at tj and the Heavyside step function H is defined as 

H =
⎧
0 for  t − t j < 0 
1 for  t − t j ≥ 0 

(4.24) 

At any time instant t, the time-dependent deformation (strain) behaviour will be 
expressed as
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Fig. 4.8 Schematic diagram representing mechanical relaxation behaviour during a creep b stress 
relaxation for isothermally held glass samples (adapted from [13] & [29])

e(t) = J
(
t − t j

)
s0 (4.25) 

where J = e(t)/s0 is the creep compliance of the material [29]. For a glass sample 
undergoing creep, the response function for creep compliance is given as 

J (t) = J0
⎧
1 − exp

(
− 

t 

τc

)⎫
(4.26) 

where τ C is known as the creep or retardation time. For a Maxwellian viscoelastic 
behaviour (Eq. 4.15), the creep compliance can be expressed as
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J (t) = 
1 

G 
+ 

t 

η 
(4.27) 

The Maxwell model does not capture the linear primary creep behaviour well. 
The Kelvin–Voigt model yields a response 

J (t) = 
1 

G

⎧
1 − exp

(
− 

t 

τc

)⎫
(4.28) 

where the retardation time τ C = η/G is the ratio of the dynamic viscosity to the shear 
modulus. The Zener-Maxwell model (also called the standard linear solid model) 
containing three mechanical elements—a spring in parallel with a spring-dashpot in 
a series—exhibits a more complex creep response as given below 

J (t) = 
1 

G2 
− G1 

G2(G1 + G2) 
exp

(−t 

τC

)
(4.29) 

where the retardation time τ C is given in terms of the relaxation time τ R as 

τC = τR
(
G1 + G2 

G2

)
(4.30) 

Equation (4.27) clearly shows that retardation time is not identical with the 
relaxation time. More fundamentally, the relationship between them can be defined 
through a parameter known as relaxation strength which is defined as a ratio of 
change in material modulus during relaxation to the modulus at very long time as 
[29]

Δ =
|||| (G0 − G∞) 

G∞

|||| and tC = tR(1 + D) (4.31) 

For low magnitudes of relaxation strength G0/G∞ ≪ 1, the retardation time equals 
the relaxation time. 

Transient stress relaxation of glass which have been described by various mechan-
ical analogues in the previous section on viscoelastic behaviour of glasses can be 
experimentally evaluated under quasi-static loading (compressive or flexural). The 
stress–strain constitutive behaviour derived in the previous section is based on the 
viscoelastic response to a unit step function in stress or strain under isothermal condi-
tions. For a more general situation where an arbitrary history of stress and strain is 
involved, the constitutive relation may be derived for linear viscoelastic materials 
using the Boltzmann superposition principle [13] which states that the effect of any 
compound cause can be expressed as the sum of the individual effects of compo-
nent causes. The derived stress–strain relation is expressed in terms of a Boltzmann 
hereditary integral as follows:
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s(t) = 
t∫

0 

G(t − τ)  
de(τ ) 
dτ 

dτ (4.32) 

and 

e(t) = 
t∫

0 

J (t − τ)  
ds(τ ) 
dτ 

dτ (4.33) 

Often, stress relaxation behaviour is experimentally determined by dynamic 
mechanical analysis (DMA), where glass at isothermal, high temperature is subjected 
to periodically oscillating load which leads to a complex shear stress as follows: 

s∗ = s0 cos ωt + is0 sin ωt = s0 exp i ωt (4.34) 

The dynamic stress–strain behaviour is expressed as 

s∗ = G∗e∗ (4.35) 

where G* is the complex shear modulus comprising a real part G, called the storage 
modulus and an imaginary part G” called the loss modulus as follows 

G∗ = G , + iG ,, (4.36) 

The storage modulus represents the recoverable stored energy due to elastic defor-
mation and the loss modulus represents the energy dissipated due to viscous flow. 
These moduli are dependent on the frequency of oscillation ω. The dynamic stress 
and strain are out of phase with the phase shift Δt and the phase angle δ as shown 
in Fig. 4.9. The ratio of the storage and the loss modulus is a measure of the phase 
angle δ as follows: 

tan δ = 
G ,,

G , (4.37)

where tanδ is the loss factor and a measure of the dissipate mechanical energy for 
the viscoelastic glass due to cyclic loading. Under forced harmonic oscillation, the 
viscosity is also defined as a frequency dependent complex quantity η* = η, + iη,,, 
where η, is the real part of the complex viscosity. η, is known as the dynamic viscosity 
and is defined as the ratio of the loss modulus to the angular frequency, η, = G,,/ω. 
Both the moduli (G, and G,,) are frequency dependent. For a Maxwell solid, they are 
given as [4]: 

G , = 
ω2τ 2 

1 + ω2τ 2 
G (4.38)
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Fig. 4.9 Schematic representation of the dynamic stress–strain behaviour of viscoelastic glass, 
where stress and strain are out of phase with phase shift Δt and phase angle δ (adapted from [4])

G ,, = ωτ 
1 + ωτ 

G (4.39) 

At very high frequency (ω → ∞), the storage modulus equals the value for the 
purely elastic regime, and at very small frequencies (ω → 0), the phase angle equals 
90° implying purely viscous regime. 

4.4 Modelling and Characterizations 

The deformation behaviour of inorganic glass at temperatures above Tg is of rele-
vance to several glass moulding processes. In the preceding sections, the viscous and 
viscoelastic rheological behaviour of inorganic glasses have been discussed in some 
detail. In this section, the characterization of such glasses for property estimation 
and modelling of the deformation behaviour along with numerical simulation using 
finite element method (FEM) will be briefly presented. 

4.4.1 Fictive Temperature and Glass Transition Temperature 

Since the glass transition temperature Tg is the temperature for transition from solid-
like elastic behaviour to liquid-like viscous behaviour, its estimation is of primary 
importance for high temperature forming of any inorganic glass. Unlike the melting 
point of a crystalline material, the Tg for a glassy material is not a sharp and unique 
point in the property temperature space and can be determined as the point of inter-
section between the extrapolated glass and the liquid equilibrium lines [30] by a  
number of techniques, such as differential scanning calorimetry (DSC), dilatometry 
and rheometry. For quantitative estimation of structural relaxation in glass, a param-
eter called the fictive temperature (Tf ) has been defined by Tool [18] as a measure of 
deviation from the equilibrium state. The fictive temperature was originally defined
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by Tool as “the temperature at which the glass would be in equilibrium, if heated 
or cooled very rapidly to it”. In case of glass formation by the melt-quench route, 
if a melt (that is, an equilibrium liquid glass) is quenched instantaneously to form 
glass, the fictive temperature is the temperature of the melt immediately before the 
quench. The fictive temperature can be experimentally estimated from the viscosity 
versus temperature plot as the point of intersection of the isostructural viscosity 
line and the equilibrium line [31]. The isostructural viscosity line is traced when 
the experimental timespan of measurement of viscosity versus temperature does not 
alter the glass structure appreciably. The magnitudes of Tf and Tg are dependent 
on the technique and heating (or cooling) rate. In the present chapter, we present 
the estimation of Tf and Tg for different grades of silicate glass by rheometry, 
DSC and dilatometry studies performed at CSIR-CGCRI using Anton Paar MCR 
502 rheometer and Netzsch STA449 F3 simultaneous thermal analyser, respectively. 
Figure 4.10 provides a plot of log(viscosity) versus inverse temperature, where the 
point of inflection (change in slope of the curve) signifies the fictive temperature 
(Tf ) for a particular grade of silicate glass LB2000. Figure 4.11 is the trace of a 
temperature modulated DSC study for LB2000 glass. From the TMDSC trace, the 
Tg of LB2000 glass is estimated as 510.7 °C. 

Fig. 4.10 Log viscosity versus inverse temperature plot for silicate glass LB2000 (blue-filled circles 
are the experimentally observed behaviour at CSIR-CGCRI, blue dashed line is the equilibrium shear 
viscosity, the red dashed line is the isostructural viscosity and the point of inflection is the fictive 
temperature)
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Fig. 4.11 Temperature modulated DSC trace for silicate glass LB2000 experimentally obtained at 
CSIR-CGCRI 

4.4.2 Stress Relaxation Behaviour 

Studies on high temperature creep cum stress relaxation behaviour of LB2000 sili-
cate glass were carried out under quasi-static condition with rectangular prismatic 
samples with 20 mm × 20 mm square cross-section and 30 mm height. The samples 
were raised to temperature near the Tg (500–550 °C) in a resistive heating furnace 
attached to ITW BISS stress relaxation testing machine and isothermally held at the 
respective temperature under a small compressive pre-load for a sufficient time till the 
actuator position recorded negligible thermal drift. The compressive load was then 
increased abruptly to a pre-designated limit (typically in the range of 200–400 N) 
and held constant thereafter for a pre-designated duration of time for studying creep 
behaviour, where the deformation in glass sample continuously increased. The load 
was subsequently raised in a single step to 800 N and the resulting deformation was 
held constant under the isothermal high temperature near Tg for a pre-designated 
duration of time whereby the relaxation of stress with time was recorded. A typical 
creep-relaxation data recorded for the optical silicate glass LB2000 for experiment 
conducted at CSIR-CGCRI at 500 °C is plotted in Fig. 4.12. The solid red line has 
been used to join the experimental points for tracing the loading cycle and impart 
clarity. Similar plots were recorded for the same glass at various temperatures near 
Tg up to 550 °C to characterize the viscoelastic behaviour of the glass and ascertain 
the deformation behaviour during precision forming at high temperature.
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Fig. 4.12 Creep-relaxation loading cycle for test performed on LB2000 glass at CSIR-CGCRI 

4.4.3 Material Modelling 

Several studies on viscoelastic stress relaxation behaviour in silicate glasses at 
elevated temperature have been reported [32–35] with or without material model. 
No material model is universally accepted for accurate prediction of relaxation in 
silicate glasses. The Kohlrausch-Williams-Watt (KWW) function used by various 
researchers for representing stress relaxation behaviour does not account correctly 
for the relaxation mechanism of glass in short time scales and leads to infinite relax-
ation at zero time [34]. It was also shown that for shear and uniaxial responses, 
KWW function cannot give a correct representation of the experimental viscoelastic 
functions and constants [35]. On the basis of these observations, it was deemed 
necessary to model stress relaxation behaviour with the help of a generalized frame-
work of viscoelasticity which proposes various combination of springs and dashpots 
as mechanical analogues of elastic and viscous components to constitute various 
models, such as the Maxwell model (Eq. 4.14), the Kelvin–Voigt model (Eq. 4.15), 
the Burger model (Eq. 4.16) and so on. The efficacy of the various models to describe 
the viscoelastic behaviour adequately varies from glass to glass. For the LB2000 
glass, the experimental viscoelastic stress relaxation behaviour at 535 °C carried out 
at CSIR-CGCRI has been modelled accurately by the Burger model in comparison 
with the Maxwell model which either overestimates or underestimates the stress state 
at small time (< 180 s) and large times (> 180 s), respectively, as shown in the stress 
versus time plot in Fig. 4.13. The superior match of the Burger model with the exper-
imental stress relaxation data can be explained on the basis of the inherent strength 
of the model to capture the physics of the instantaneous elastic deformation, delayed 
elastic deformation and the irrecoverable viscous deformation in comparison with 
the Maxwell model which has limitations.
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Fig. 4.13 Stress relaxation behaviour of LB2000 glass at 535 °C–comparison of the material model 
with experimental data obtained at CSIR-CGCRI 

4.4.4 Benchmark Simulation 

High temperature forming of inorganic silicate glasses has been studied for various 
applications including fabrication of precision optical components. Accurate predic-
tion of the shape of the components after hot forming requires numerical simulation 
of the thermomechanical deformation behaviour using finite element (FE) frame-
work. FE simulation of the glass forming process chain not only requires accurate 
estimation of the thermophysical properties, but also depends on the correct choice 
of the viscoelastic material model for the optical glass. In addition, the accuracy 
and efficacy of simulation depend on the choice of elements and the numerical 
solution framework of the finite element software. While some FE software are 
based on Arbitrary Lagrangian Eulerian (ALE) framework (e.g. POLYFLOW) and 
treats the deformation in viscoelastic solid using a continuum fluid dynamic formu-
lation, several other software (e.g. ANSYS, ABAQUS, MSC.MARC, etc.) adopt 
a small deformation-based continuum solid mechanics approach representing the 
linear viscoelastic behaviour using a Prony series. For example, the ABAQUS imple-
mentation of time domain viscoelasticity utilizes a linear elastic traction-separator 
behaviour under the assumption that the deviatoric (shear) and volumetric behaviours 
are independent in multiaxial stress states and the dissipative losses are primarily 
caused by viscous effects. The Prony series representation of the dimensionless 
relaxation modulus in ABAQUS is as follows: 

gR(t) = 1 − 
NΣ
i=1 

gP 
i (1 − e

− t 
τ G i )



4 Thermomechanical Behaviour During Forming … 131

where gP 
i , τ G i , N, etc. are material constants with i = 1, 2, …, N0. For linear isotropic 

elasticity, substitution in the small-strain expression for the shear stress yields 

τ (t) = G0

(
ε − 

NΣ
i=1 

εi

)

where 

εi = 
gP 
i 

τ G i 

t∫
0 

e
− s 

τ G i ε(t − s)ds  

The εi is interpreted as state variables that control the stress relaxation, and εcr =ΣN 
i=1 εi is the “creep” strain. The Prony series implementations in ANSYS and 

MSC.MARC software are having specific details which can be obtained from the 
respective software manuals. 

Before using the computational FE tools, it is imperative to perform a simulation of 
a benchmark case whereby the computational results from various software packages 
would be compared with the experimental data to test the efficacy and accuracy 
of the results from each package. The benchmark case has been reported in Jain 
[3]. A cylindrical glass sample (BK7) of diameter 6.35 mm and height 6.35 mm 
is compressed by two flat platens under a constant strain rate at 671 °C. Due to 
small deformations applied, the above boundary condition can be interpreted as 
compressive deformation under constant mould velocity of 0.01 mm/sec. The above 
geometry was created and meshed with 1000 4-noded quadrilateral axisymmetric 
elements with 50 nodes along x and 20 nodes along y direction, respectively. The 
viscoelastic material behaviour was modelled using a Zerner-Maxwell model where 
the constitutive equation is given as follows: 

s(t) = . 
εη

[
1 − exp

(
− 
EM 

η 
t

)]
+ EH 

. 
εt 

where s(t) is the stress, EM and EH are the elastic parameters and is the ε̇ constant 
strain rate. The problem was solved using all the above mentioned software pack-
ages. The results of computation using MSC.MARC and POLYFLOW are given in 
Fig. 4.14 which shows the von Mises stress distribution in the BK7 glass cylinder 
at 671 °C. The glass in contact with the moulds experiences friction and due to 
unconstrained deformation towards the periphery of the cylinder, barrelling of the 
glass cylinder is observed. The highest stress states are observed at the glass edges in 
contact with the mould and towards the centre of the cylinder due to constraints on 
the material flow in these region leading to stress build up. Figure 4.15 depicts the 
computed stress build up at the edge of the glass near the mould using MSC.MARC, 
POLYFLOW and ABAQUS. While computing in ABAQUS, elements C3D8 and 
C3D20H were used in ABAQUS internal solver and in UMAT for nonlinear Hex 
elements, respectively. The computed results were compared with the experimental 
data reported by Jain [3]. It is seen from Fig. 4.15a that POLYFLOW provides the best 
match for the early part of the stress build up (up to 10 s), while MSC.MARC gives
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good match for larger time (> 10 s). Figure 4.15b shows that ABAQUS internal solver 
is able to predict the stress build up fairly accurately at larger time (> 10 s), while 
the ABAQUS UMAT implementation of nonlinear Hex elements provides a more 
accurate match at smaller time (< 10 s). Overall, the simulations run using ABAQUS 
internal solver could capture the dynamics of stress build up with an excellent match 
with the experimental data. 

Fig. 4.14 Von Mises stress distribution for the BK7 glass cylinder obtained by finite element 
computation at CSIR-CGCRI using a MSC.MARC and b POLYFLOW
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Fig. 4.15 Comparison of simulation runs carried out at CSIR-CGCRI versus experiment for the 
glass cylinder compression benchmark case [3] a Simulation by FE software MSC.MARC and 
POLYFLOW b Simulation by ABAQUS 

4.5 Conclusion 

Viscous and viscoelastic behaviour of silicate glasses have a great bearing on anal-
ysis of the high temperature deformation behaviour during the forming process chain 
for making precision glass optics and other components of emerging technological 
importance. The models for estimation of viscosity of glasses with Arrhenius and 
non-Arrhenius type variations are applicable in specific thermal regimes, while a new 
class of models with double exponentials offers estimation of viscosity for a wide 
spectrum of temperatures. Relaxation phenomena in silicate glass—both structural 
and stress relaxation—are intimately linked with the viscoelastic behaviour at temper-
atures above the glass transition. Structural relaxation models are based on Arrhenius 
type variations of a structural order parameter known as the fictive temperature. For 
non-Arrhenius type variations, phenomenological models of structural relaxation
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are based on thermodynamic parameters, such as free volume and entropy. Stress 
relaxation in silicate glass can be ascertained experimentally either by quasi-static 
creep-relaxation studies or by applying dynamic oscillatory loading at high temper-
ature. Estimation of the viscoelastic behaviour of glasses is complex where various 
combinations of spring and dashpot elements yield different models with different 
capabilities to capture the instantaneous elastic strain, delayed elastic strain and 
irrecoverable viscous strain under an applied deviatoric stress. The experimental 
determination of the glass transition temperature, viscosity, fictive temperature and 
relaxation times carried out at CSIR-CGCRI have been briefly outlined. Material 
modelling of viscoelastic deformation behaviour in silicate glass (e.g. LB2000) 
based on creep-relaxation data obtained at CSIR-CGCRI has been reported. The 
implementation of material model in a finite element framework and the resulting 
efficacy and accuracy of computed transient stress build up for a benchmark glass 
pressing problem reported in literature has been presented for three FE software, 
MSC.MARC, POLYFLOW and ABAQUS. The ABAQUS computations provide a 
reasonably good match with the experimental data for a large span of time and is 
recommended for simulating viscoelastic deformation behaviour in silicate glasses. 
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Chapter 5 
Coloured Glass 

J. M. Parker 

5.1 Summary 

Glass makers have for millennia been able to make a wide variety of coloured glasses 
but reproducing and controlling the shade has proved more difficult. A useful tool 
now available to technologists is optical absorption spectroscopy. This has proved 
useful for understanding sources of variation such as redox phenomena in glass and 
for measuring the concentrations of minor elements; it underpins many applications 
of glasses in art and science. 

Here, we will examine the relationship of optical spectra to composition, coordina-
tion number, oxidation state and redox interactions. The observed absorption peaks 
display systematic, predictable shifts with composition but significant deviations 
from average behaviour are also observed and can be important in designing optical 
applications. Other factors affecting absorption include the creation of nanocrys-
talline environments for the absorbing ions; producing strong local electric fields 
associated with plasmon resonances in metallic nanoparticles and using diffraction. 

5.2 Introduction and History 

Iron is a persistent impurity in most naturally occurring minerals used to make glass, 
particularly in sand. It typically introduces a greenish hue to glass products but can 
also give a blueish or yellowish cast. Figure 5.1 shows a cheap glass paperweight 
made 150 years ago; its colour, due to iron, is clearly green. In thin sections, such as 
the walls of wine glasses, the colour is less obvious but shows up where light has had 
a longer pathlength, for example in the rim or the circumference of the foot. Even
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Fig. 5.1 Victorian dump (paperweight) made from glass left over in the crucible at the end of the 
working day (left). The green tint arises from iron present as an impurity. The paperweight on the 
right is a modern copy coloured using chromium 

the Romans were aware that this ‘discoloration’ arose from impurities and that purer 
(whiter) raw materials reduced discoloration. They also learned that adding certain 
minerals improved the colour of the glass; such additions have been termed glass 
maker’s soap. 

Of course, we now know that the most abundant impurity is often iron and 
the reason for variability is that iron exists in two oxidation states: ferrous (Fe2+) 
absorbing principally at the red end of the absorption spectrum and ferric (Fe3+) 
absorbing mostly blue. For millennia, elimination of colour was the glass makers’ 
dream—they strived to use the purest materials and develop strategies for decontami-
nation, without fully understanding the problem. Their success in decontamination is 
illustrated by the following figures for typical iron levels (wt% Fe2O3): Roman glass 
> 2000 ppm Fe2O3, float glass 1000 ppm, good quality container glass 300 ppm, 
photovoltaic glass panels 80 ppm, low grade optical fibres for lighting 1 ppm and 
telecoms grade optical fibres 0.1 ppb. The role of glass makers soap and the range 
of colours that could be generated when things went wrong remained something of 
a mystery until the start of the twentieth century. 

For millennia, other elements have also been deliberately dissolved in glasses to 
create colour. These effects often go back to the early Egyptian and Phoenician glass 
makers whose goals were to produce decorative beads and expensive perfume bottles. 
They learned which coloured rocks to add and perhaps the effect of impurities left 
over from making metals such as bronze. The creators of stained glass windows in 
the cathedrals built from 1000AD onwards took this art to new heights. They knew 
that many different minerals could be added to glass melts to produce a rich palette 
of colours and understood the tricks necessary to produce a desired artistic effect.
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Table 5.1 Common TM 
cation colourants 

Ti4+/Ti3+ Clear/purple 

V5+/V4+/V3+ Colourless/blue/green 

Cr6+/Cr3+ Yellow/green 

Mn3+/Mn2+ Purple/clear 

Fe3+/Fe2+ Yellow/blue 

Co2+ Blue or pink 

Ni2+ Purple or yellow 

Cu2+/Cu1+ Blue-green/clear 

We know now that these colourants were often based on the transition metals (TMs 
and 3d elements). Table 5.1 lists many of the ions that are used now for colouring 
glass. Like iron, most have at least two oxidation states, each state giving a different 
colour. 

This article explores why glassmakers have found it difficult to predict and control 
the colour of their glasses and comments on modern applications of colourants to 
produce not only exciting artistic effects but also useful optical devices. Many authors 
have reviewed this subject before and in more depth than can be accomplished here 
[1–5]. 

5.3 Light Absorption 

Transition metal ions colour glasses because they absorb certain photons in the 
incident light spectrum. Because the electrons only exist in defined energy levels, 
specific photons, with energies (hν, ν = frequency) corresponding to the differences 
between these energy levels, are lost from the incident beam. The transmitted photons, 
therefore, have a specific energy or ‘colour’ spectrum. 4f rare earth ions (REs) such 
as neodymium and erbium behave similarly. 

Our colourant TM and RE ion dopants have empty d and f orbital electronic levels, 
respectively, whose energies compared with the ground state of the atom correspond 
to visible and IR photons. Strictly though transitions between these levels stimulated 
by photons are not allowed, according to quantum mechanical selection rules because 
the photon carries not only energy but also spin; whereas there is no change of spin for 
transitions between d orbitals. We see them because thermal and structural disorder 
allows the rules to be broken but the consequence is that (1) they occur with low 
probability, i.e. they give weak absorptions and (2) the strength of the absorption can 
vary with factors such as local atomic environment—it is not solely a property of the 
atom itself. 

Figure A



140 J. Parker

A cobalt blue glass cased with a beautifully carved white glass, containing many small crystalline 

particles (size approx. wavelength/2) that are transparent but with a different refractive index to the 

glass. They scatter visible light efficiently making the glass opaque. The blue glass surface has also 

been roughened to make it translucent. Photo by S Bruntnell of a cameo vase made by Wedgewood 

in the Turner Museum of Glass 

As well as the empty energy levels associated with the dopant ions, there are elec-
tronic energy levels associated with the bonding and antibonding electronic levels. 
The energy gaps between occupied bonding and empty antibonding levels corre-
spond to UV photons. So UV absorption is linked to the excitation of electrons to 
antibonding levels. SiO2 and tailored phosphate glasses are exceptionally UV trans-
parent because of a lack of non-bridging oxygens with their less tightly bonded 
electrons and smaller energy gaps. These intense (allowed) absorptions underpin 
the phenomenon of refractive index. So point defects, for example an –Si–O–O– 
Si– bond, will introduce extra empty levels at lower energies in the near UV or 
visible; consequently radiation damage in a glass often discolours it brown. It will 
also change refractive index; the diffraction pattern created using a split beam from a 
high energy laser can, therefore, create periodic refractive index modulations in the 
glass, useful for example in multiplexing of communications signals. 

5.3.1 Measuring Absorption 

In optical absorption spectroscopy, ions are excited from their ground states. Even 
the lowest available empty energy states for electrons in TM ions have energies
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much greater than the corresponding ground state, i.e. »kT, a measure of the thermal 
energy in the lattice per atom. The consequence is 100% occupancy of the ground 
state electronic energy levels at room temperature. The absorption spectrum can be 
measured using a two-beam spectrophotometer which scans through the wavelength 
range being studied. The two beams are produced by splitting a beam from a single 
source; each travels to the detector, one directly there and the other through the 
sample; finally, the ratio of their intensities is measured. Such a comparison auto-
matically takes account of variations of detector sensitivity and source intensity with 
wavelength although a correction for losses caused by reflection (at two surfaces) is 
needed. An alternative mode of operation is to place a thin sample into one beam and 
a thicker one in the second. This allows reflection losses to be compensated automat-
ically whilst still eliminating the effects of sensor and source variations. Whichever 
mode is used the data are normally also corrected for sample thickness to allow 
comparisons of the absorption peak intensities. 

A second class of instruments for making these measurements, particularly in the 
infrared, uses Fourier transformation methods. The sample is illuminated with many 
light wavelengths simultaneously. So the instrument does not have to scan, reducing 
operational times. 

In emission spectroscopy, ions are first excited into a higher level using a tuneable, 
high energy laser beam and then the emission spectrum, as they return to their ground 
state directly or via intermediate levels, is probed. A range of excitation wavelengths 
can be scanned to examine emissions from individual excited states. 

Whatever method is used the glass samples must be homogeneous, bubble free 
and well-polished, with flat, parallel surfaces to give accurate results. Shape defects 
refract the incident beam, changing the way it falls on the detector. In two-beam 
instruments such errors are manifested as a step in the measured spectrum at a 
specific wavelength. These instruments use more than one detector to extend the 
range of sensitivity to different wavelengths and the step in the recorded data (e.g. at 
860 nm) corresponds to a wavelength where there is a changeover from one detector 
to another. 

Absorption is measured as = −log10(I t/Io), I0 being the incident intensity and 
I t the intensity transmitted through the sample; the absorption is proportional to 
sample thickness. It is corrected for pathlength to give absorbance, which is in turn 
proportional to ion concentration. Concentration is in units of mass per unit volume 
because the beam being absorbed sweeps out a certain volume of glass, not mass per 
unit mass. So, the glass density matters. Another way to express absorption is as an 
absorption cross section per atom (cm2/ion). 

The peaks seen on an absorption spectrum for a glass are typically broad, never 
the sharp line spectra seen in astronomical textbooks. The two main reasons for this 
are 

(a) Thermal disorder—the vibrations of surrounding ligands (also seen in crys-
talline hosts),
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(b) Structural disorder in glassy materials—in crystals, this contribution is effec-
tively zero; it is also much reduced for RE elements because their rela-
tively tightly confined 4f electronic orbitals are much less influenced by their 
surroundings than for TM ions. 

Like the intense UV absorption peaks mentioned earlier, these peaks will 
contribute to the glass refractive index. The effect though is extremely small because 
the absorption peaks are so weak; their large breadth also reduces the significance of 
their contribution. In designing optical devices such as switches, intense and sharp 
absorption peaks are needed to create large nonlinear effects. 

5.3.2 De-Excitation Processes 

What happens after absorption? Do the number of excited atoms increase indefinitely 
with light exposure? At any one time, what proportion of ions are in an excited state 
and how does that influence the absorption spectrum? 

What happens to an excited ion next is a competition between: 

(a) Transfer of the excess energy to the lattice as phonons/heat (usually fast, can be 
used to measure the absorption coefficient of a glass by observing the associated 
temperature rise) 

(b) Transfer of energy to the electrons of a similar, unexcited ion nearby, and then 
to the lattice (this process has a significant concentration dependence) 

(c) Emission of a photon, usually with a Stokes shift to a longer wavelength than 
the original absorption wavelength (such luminescence is characterised by a 
time constant which measures the decay process after the exciting light source 
is switched off). 

In most TM = doped silicate glasses, these decay processes are very fast and 
exposure to the light intensities found in a spectrometer make little difference to 
the population of the energy levels. A few TMs and most REs are a little different 
though either because of the quantum mechanical rules governing the transitions 
(for TM ions) or because the electrons in the 4f levels of REs scarcely interact 
with their surroundings. Looking for such exceptional behaviour is often the aim 
of optical designers. Fluorescence is often the dominant process when dealing with 
Res, i.e. (c) rather than (a). This is particularly the case if the glassy host has low 
phonon energy vibrations (fluoride, tellurite and chalcogenide glasses) because many 
different vibrational modes must be excited simultaneously to transfer sufficient 
energy to the lattice for process (a). Glasses displaying strong fluorescence at certain 
critical wavelengths (silica transmission windows, or emissions matched to important 
physical and biological processes) are needed to create fibre laser amplifiers.
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5.3.3 Interpreting Absorption Spectra—Peak Positions 

As explained the wavelengths corresponding to the peak positions on a TM absorp-
tion spectrum correspond to the energy levels of the orbitals of its 3d electrons. 
Schrödinger’s wave equation describes the orbitals available for a single electron in 
a hydrogen atom; it identifies five different 3d orbitals all with the same energy and 
none of which are occupied in the ground state for hydrogen. In 3d TM atoms, the 
available orbitals are filled progressively by electrons; the more stable (lower energy) 
orbitals corresponding to n = 1 (s only), n = 2 (s and p), n = 3 (s and p) and n = 4 
(s) are filled first. In many electron atoms, the energy levels that were degenerate in 
hydrogen split into multiple levels because of electrostatic and magnetic interactions. 
Bates [2], based on the work of Tanabe and Sugano [6], has described ligand field 
theory starting from the 3d energy levels in free ions (dn) to the further splitting that 
occurs when these ions are placed in tetrahedral and octahedral electrostatic fields 
of varying strengths (denoted in the literature by the quantity 10Dq). These levels 
are separated by energies that are typically in the near UV, visible and near IR. The 
corresponding absorption spectra contain multiple, overlapping peaks which makes 
analysis difficult. Peak positions/heights/widths are all host and coordination number 
dependent. 

Nevertheless, good fits to observe spectra can be obtained by assuming that each 
optical transition gives rise to a Gaussian peak profile in the absorption spectrum. 
Allowing the positions, heights and widths of the peaks to vary until the best fit is 
obtained will usually give a good reproduction of the measured spectrum. 

Fe3+ ions have five 3d electrons, while Fe2+ ions have six. In crystalline minerals 
containing either of these ions, the surrounding oxygen ligands often form tetrahe-
dral or octahedral sites. The 3d energy levels of these ions are further split according 
to the influence of the electrostatic field generated by the ligands on the central ion. 
Such models have often been used to interpret the spectra of iron containing glasses. 
More recent evidence from neutron diffraction, EXAFS and molecular dynamic 
studies suggest that in glassy structures the octahedral and tetrahedral Fe2+ and Fe3+ 

sites may in reality be distorted and often tend to [5] coordination: this will affect 
the observed peak splitting but the energy level diagrams developed by Tanabe and 
Sugano do not have equivalent forms for this coordination. Crystal field stabilisa-
tion energies for these ions in different coordination sites are likely to be small 
compared with the thermal energy available per atom at T g (3kTg.);  the origin of  
such preferred coordination states may, therefore, involve longer range interactions 
and larger groups.
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5.3.4 Interpreting Absorption Spectra—The Effect of Host 
Composition 

Often the glass technologist is interested in the influence of the host glass on dopant 
energy levels; perhaps because a particular colour is required by an artist or certain 
optical properties are needed for an optical device. Differences arise from: 

(a) Glass structure (e.g. the Fe2+ absorption peak near 800 nm shifts significantly 
further into the IR in a fluoride glass host compared with a common silicate 
glass), 

(b) The coordination can shift dramatically from octahedral/to fivefold/to tetrahe-
dral; for Co, the corresponding colour changes dramatically is from blue to 
pink, 

(c) The colours generated may also depend on the T g for the glass because higher 
temperatures favour lower coordination numbers; the absorption spectrum is 
fixed by the structural state quenched into the glass on cooling, 

(d) The redox states, e.g. the balance between Ti4+and Ti3+, Mn3+and Mn2+ or 
Cu2+and Cu1+ may change with host composition as well as melting conditions 
(see later). 

Duffy [7] developed the concept of ‘Optical’ basicity to express systematically 
the effect of composition on glass chemistry and specifically absorption peak posi-
tions. This quantity is a ‘composite’ parameter. It takes into account an independent 
measure of the contribution of each glass component based on their effect on the 
position of the Pb2+ 6 s → 6p transition in the near UV. 

An acidic environment is present in glasses rich in small, highly charged cations, 
e.g. Si. Acidic glasses in general cause transition metal ions to favour lower oxidation 
states, e.g. Fe2+ and higher coordination numbers (e.g. Ni2+ in octahedral sites). The 
ligand field splitting energy usually denoted as 10Dq is also lower (but note that 
individual absorption peaks can shift to lower or higher energies). The reason for 
these trends is that small highly charged cations strongly attract the available electrons 
on the oxygen ligands, taking them away from the larger and less highly charged TM 
dopant ions. 

Basic environments are rich in large, low charge cations, e.g. Cs. Higher oxidation 
states are favoured for dopant ions favoured, e.g. Fe3+, while lower coordination 
numbers are preferred (e.g. Ni2+ goes to tetrahedral sites). The effective values of 
10Dq are larger. 

Such models can help to explain (semi) quantitatively the differences between Cs 
and Li silicate glasses, the trends in behaviour for borosilicate, phosphate, and borate 
glasses and even the effect of different anions such as fluorides. 

Extended studies of a wide range of glasses show that optical basicity is a useful 
‘composition’ parameter to discriminate between the optical absorption behaviour of 
different glasses. Often the behaviour observed is an ‘average’ of that for all the many 
components taken independently. It seems that in such cases the random network 
model is appropriate. Sometimes, however, significant deviations in behaviour occur,
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for example Mg does not always fit exactly with the results for the whole series of 
divalent cations from Mg to Ba, i.e. behaviour is selective. Such deviations are useful 
when trying to make glasses with ‘exceptional’ properties for particular applications. 

Historically an important application for absorption spectroscopy was to measure 
the concentrations of ionic species in a glass based on the heights of the absorption 
peaks. Because the absorption spectrum is host dependent this has most value where 
the glass compositions being melted do not vary significantly. Bamford [3] has written 
a textbook on the method and gives calibration data for common colourant ions. 

5.3.5 Consequences of Different Iron Oxidation States 
for Applications 

As the introduction explained both Fe2+and Fe3+ ions absorb light, influencing the 
transparency of an artefact and its colour, the precise shade observed being influenced 
by the Fe2+:Fe3+ ratio. Various applications either require transparency or opacity in 
different parts of the spectrum. The list below has been split into applications linked 
to UV transmission and ones linked to the near IR part of the spectrum: 

1. UV/blue transparency (low Fe3+) important for: 

• Food protection, off-flavours in beer (UV opacity needed; UV can affect flavour) 
• Sunburn, Vitamin D generation (opacity for protection or transparency for health) 
• High resolution photolithography, requiring shortest wavelength UV radiation 
• Sterilisation (transparency needed) 

2. IR transparency (low Fe2+) particularly important for: 

• Solar cells (avoid Fe2+ to improve efficiency) 
• Radiation conductivity and heat transport in furnace (fix Fe2+) 

5.4 Perceived Colour—Colour Coordinates 

Colour, like beauty, is in the eye of the beholder! Colour coordinates offer a systematic 
way of ascribing numbers to colours. The factors that we need to consider are 

(a) The light source intensity as a function of wavelength. Incandescent, LED and 
fluorescent lamps give different spectra. 

(b) The sample absorption as a function of wavelength. The sample modifies the 
light spectrum from the lamp. 

(c) Finally, the standard response of the human eye as a f (λ).
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The response of the eye has been carefully measured by CIE, and the results 
have been widely published [3]. Multiplying these three factors together for ‘each’ 
wavelength in the visible range means that we can determine the response of each 
of the three main sensors in the eye (cones). CIE has also produced a colour plot to 
relate these colour coordinates to different the various colours experienced. On this 
plot, the results for each of the three colour responses are combined to give a 2D 
map of different colours, with the Z-axis expressing intensity/brightness. 

Figure B 

This vase (in the Turner Museum of Glass) is coloured using the rare earth, neodymium. Its absorp-

tion spectrum has sharper absorption lines that for transition metals, giving rise to dichroism—the 

colour observed varies according to the light source and the glass thickness. Here we see blues and 

pinks 

5.4.1 Optimising Iron Colour 

Such colour calculations illustrate the colour variation caused by the redox state of 
a commercial glass containing low levels of iron. In Fig. 5.2, CIELAB coordinates 
have been calculated for a fixed concentration of iron (0.1 wt %) but different redox 
ratios (Fe2+/Fe3+) caused by varying conditions such as melting temperature or batch 
chemistry [8]. These coordinates have then been plotted graphically. This shows 
that highly oxidised glasses are yellow in hue, highly reduced glasses blue and
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Fig. 5.2 CIELAB colour coordinates for different iron redox states. The coordinates are for glasses 
of total fixed iron (0.1 wt%) but varying Fe2+:Fe3+ ratios; Fe3+ concentrations are increasing in 
0.01 wt % steps from left to right. The y-axis measures the blue (−): yellow (+), while the x-axis 
measures the green (−) to red (+) ratio. The z-axis out of the page represents intensity. Very oxidised 
glasses are yellow, very reduced glasses are blue; most commercial glasses green 

intermediate ratios are green. The redox ratio which gives a glass closest to being 
colourless is where the curve is closest to the origin (almost 100% Fe3+).

5.5 Kinetics and Cooling 

Experimentally, it takes around 100 h at 1450 °C for a glass melt in a crucible 2 
× 10−2 m deep to reach equilibrium with the oxygen concentration in air that is to 
achieve a state where the redox ion ratio remains constant. This suggests that oxygen 
can diffuse at most 2 × 10−2 m under these conditions. Now, oxygen diffusion is 
needed to change redox. If the same glass melt is quenched in 1 min, the diffusion 
distance for oxygen is reduced by a factor 

√
(t1/t2) = (100 × 60/1)1/2 = 70, i.e. 

from 20 to 0.3 mm. This distance although small is still an overestimate because it 
ignores the effect of temperature on D; the redox ratio for a single ion will, therefore, 
alter little during cooling, even if the casting atmosphere differs from that over the 
melt and even though the room temperature equilibrium differs from that at melting 
temperatures. If the glass is poorly refined and has numerous small oxygen rich 
bubbles, then they may influence the conclusion because diffusion distances will be 
much less.
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5.5.1 Redox Reactions with Two or More Redox Ions 

As mentioned in the introduction, historically, one way to reduce the green tint caused 
by iron impurities was to add manganese to the melt. It became known as glassmakers’ 
soap because appeared to wash away the colour. It did this by a redox reaction: Mn3+ 

presents in the high temperature melt oxidises any Fe2+ to the Fe3+ state on cooling; 
ferric ions have a smaller effect on glass colour. This is apparent from the colour 
coordinate plots in Fig. 5.2. More recently technologists have experimented with the 
addition of cerium ions which have a similar effect 

Fe2+ + Ce4+ → Fe3+ + Ce3+ 

How do we know which redox ion pairs will act as oxidising agents? A simple 
but qualitative way to express the reaction direction is given in Table 5.2 produced 
by Barton [9]. The oxidised state of an element higher up the list (such as Mn) will 
tend to oxidise one below; for a mixture of Ce and Fe, Ce will tend to be reduced 
and Fe oxidised. 

Fundamentally, this list is based on equilibrium thermodynamics. The order can 
be determined knowing the Gibb’s free energies for different states. Voltametry is 
a measurement technique which allows us to determine the relative positions of 
different ions [10]. Such data are useful to rank different oxidising agents but should 
always be confirmed by experiment. 

Here, we report the results of an undergraduate experiment on the cerium/iron pair. 
The Fe2+ concentrations have been measured using UV/vis absorption spectroscopy 
based on the Fe2+ peak height at a defined λ and the reported extinction coefficients 
for Fe2+ at this wavelength for glass samples of a similar composition. The resulting 
graph has a gradient of −0.05/0.4 = −0.12 (Fig. 5.3). If the above equation is correct, 
we might expect a gradient of one. The explanation of the apparent discrepancy is 
that not all added Ce is present in the melt as Ce4+.

Table 5.2 Oxidised species near the top of the table will tend to oxidise the reduced states of 
species lower down, while themselves being reduced, e.g. Mn3+ + Fe2+ → Mn2+ + Fe3+ 

Chromium, Cr6+/Cr3+ 

Manganese, Mn3+/Mn2+ 

Cerium, Ce4+/Ce3+ 

Vanadium, V5+, V4+, V3+ 

Copper, Cu2+, Cu1+ 

Arsenic, As5+, As3+ 

Antimony, Sb5+, Sb3+ 

Iron, Fe3+, Fe2+ 

Tin, Sn4+, Sn2+ 
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Fig. 5.3 Molar concentrations of Fe2+ in three glasses with increasing amounts of CeO2 added to 
the batch 

Consider a glass melted with 1wt % iron and zero Ce for long enough to be 
unaffected by the artificial atmosphere created initially by batch decomposition. At 
equilibrium with the laboratory ‘atmosphere’, the proportion of iron ions present will 
be approximately 20% Fe2+ and 80% Fe3+. Consider a second glass melted with 1% 
Ce and zero Fe, this will contain 88% Ce3+and 12% Ce4+ at equilibrium with the 
same atmosphere based on the observed results. Now, these two glasses must also 
be at equilibrium with each other. If they are mixed together at high temperature, the 
redox ratios will not change. 

When does the redox reaction take place then? Clearly not at the melting temper-
ature. We must conclude that the observed redox reaction occurs during cooling but 
how far do they go? Down to what temperature? A simple model is to assume that 
reactions go to completion (stoichiometric calculation). The data in Table 5.3 is taken 
from Schreiber et al. [11] for three melts at equilibrium in air at 1400 °C but then 
cooled to room temperature for measurement. One contains Fe alone, a second Cr 
alone, and the third has both at the same concentrations. The analysis of the mixed 
glass confirms that in this case, the reaction proceeds to completion.

Schreiber et al. [11] also analysed samples from melts initially equilibrated at 
1100 °C, and the results are presented in Table 5.4. The reactions appear to go to 
completion again on cooling; the results for glasses melted with a single dopant also 
demonstrate graphically how lower temperatures favour oxidised states for both Fe 
and Cr.

The final concentrations for Fe/Cr also suggest that in the Fe/Ce system the reac-
tion probably proceeds to completion. We can, however, re-write the equation to 
acknowledge that it is an equilibrium reaction with a temperature dependence 

Fe2+ + Ce4+ ↔ Fe3+ + Ce3+ ΔG = ΔH−TΔS
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Table 5.3 Measured redox ion concentrations for Fe and Cr ions in glasses melted at 1400 °C, 
both singly and together. Calculated values deduced from the melts made singly show that redox 
reactions proceed to completion in doubly doped glass 

Fe alone 0.13 Fe2+ 0.85 Fe3+ 

Cr alone 0.049 Cr3+ 0.006 Cr6+ 

Melt containing both: (3Fe2+ + Cr6+ → 3Fe3+ + Cr3+) 
Fe (calculated) 0.13–3 × 0.006 0.85 + 3 × 0.006 
Fe (calculated) 0.112 0.868 

Fe (observed) 0.112 Fe2+ 0.868 Fe3+ 

Cr (calculated) 0.049 + 0.006 
= 

0.000 

Cr (observed) 0.055 Cr3+ 0.000 Cr6+

Table 5.4 Measured redox ion concentrations for Fe and Cr ions in glasses melted at 1100 °C, 
both singly and together 

Fe alone 0.025Fe2+ 0.955Fe3+ 

Cr alone 0.039Cr3+ 0.016Cr6+ 

With both 

Fe at RT 0.000 Fe2+ 0.980 Fe3+ 

Cr at RT 0.047 Cr3+ 0.008 Cr6+ 

Actual Fe Fe2+ Absent 

Actual Cr 0.008 Cr6+ 

Calculated values deduced from the melts made singly show that redox reactions also proceed to 
completion in a doubly doped glass. In the singly doped glasses, the redox equilibrium shifts towards 
a more oxidised state

We can write: RTlnK = −ΔG where K, the equilibrium constant = a(Fe3+) × 
a(Ce4+)/(a(Fe2+) × (Ce4+)), where a(Fe3+), etc., is the activity of the Fe3+ ion, often 
assumed to be proportional to concentration, etc. 

This format makes no assumption about the direction of this reaction, which will 
be defined by the sign of the Gibbs free energy, ΔG. Both Fe and Ce would tend 
towards a more oxidised state on cooling if they could, but which wins out depends 
on ΔG. The answer in this case is evidently iron. 

The Fe2+ versus Ce line drawn is apparently straight. Note though that it is only 
based on three measurements and no error bars are given. More results are needed for 
a proper analysis. A larger driving force for a redox reaction means that the reaction 
goes effectively to completion and the above plot would be linear whereas a small 
driving force means it would not go to completion and a curved relationship would 
be expected.
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5.5.2 Kinetics of Redox Reactions 

The active ions (Fe and Ce in the above case) are close together—long diffusion 
distances are not needed for mutual redox reactions. Even at 0.1% concentrations 
their separation may be only 2 nm. Assuming oxygen diffusion is the rate controlling 
step, the time needed for the redox reaction based on the earlier results for diffusion in 
glass melts is just 100 h× (10–7)2 or 4× 10–9 s at the melting temperature (using Dt∼ 
d2). Mutual redox reactions clearly happen extremely quickly at high temperatures. 
A key question though is what is the lowest temperature at which these reactions 
proceed? If D changes in proportion to the melt viscosity, then times will increase 
by 1011 from 1400 °C to T g. This corresponds to 4 × 102 s (7 min) at  T g, i.e. kinetic 
effects become important at around the glass transformation temperature during 
quenching. You the reader can now probably appreciate why the colour variations 
seen by early glass makers were perceived as such a mystery. 

5.5.3 Redox Reactions as a Function of Temperature 

Figure 5.4 shows the effect of equilibrating glasses containing two redox species (Fe 
and Cu) at different temperatures near T g, followed by a rapid quench, i.e. we are 
observing the effect of fictive temperature. Significant differences are seen. This has 
implications for the effect of different heat treatment schedules on glass colour, the 
simplest being variations between bottles that have travelled down the centre of an 
annealing lehr compared with those that have travelled down the outside edge. A 
more extreme effect is likely to be seen in a process such as thermal toughening.
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Fig. 5.4 Shows the effect on absorbance peak height of annealing a glass containing two redox 
species (Fe, Cu) at different temperatures near Tg, followed by a rapid quench to room temperature
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Conversely solarisation is the result of energetic UV photons reversing a redox 
reaction that has occurred during glass making. Removing solarisation defects 
requires sample annealing near T g. 

5.6 Rare Earth Elements and Optical Properties 

Rare earths were not available to early glass makers and even now are costly. Their use 
as colourants has, therefore, been limited. Because the 4f electrons are buried deep 
within the atom the energy levels are only slightly affected by their environment. 
Consequently, the absorption peaks are much sharper than for transition metals. 
This lack of interaction also means that the excited states have longer lifetimes and 
sometimes much longer. The decay mechanism from their excited state is much more 
likely to involve photon emission rather than phonon excitation (heat). This gives 
the ions a role in any application involving fluorescence such as laser manufacture; 
recently they have been discovered by the community of artists. 

One goal for the technologist has been to develop low phonon energy glasses such 
as fluorides and tellurite. Energy transfer from an excited atom to its host requires 
the excitation of phonons in the glass matrix. If these phonons are of very low 
energies (i.e. involved heavy and weakly bonded atoms) this reduces the probability 
of the event (see earlier). A related aim is to minimise concentration effects. At 
higher dopant concentrations photon exchange between neighbouring ions increases 
in probability which then in turn leads to more rapid transfer of energy to the matrix. 

A second goal has been to optimise the emission spectrum of certain key ions 
so that they can be used as fibre amplifiers for multiplexed signals with a broad 
wavelength spread. Experimentation has shown that a little Al in place of Si in a silica 
glass fibre broadens and flattens the Er emission at the critical telecommunication 
wavelength of 1.55 μm, allowing more wavelengths to be used. 

5.7 Defects 

High energy photons can cause significant damage to the structure of a glass often 
introducing defect sites that persist for long periods; indeed, the high temperatures 
needed to make and pull silica preforms can also generate defects. Common defects 
include E’ (≡Si●), –Si–O–O–Si bonds, non-bridging oxygen hole centres, NBOHCs 
(≡Si–O●) or germanium lone pair centres, GLPCs (Ge is a common dopant used to 
control refractive index and create a core-clad structure). Now, the optical transitions 
linked to these defects are often centred in the near UV so they can discolour the 
glass by absorbing blue light. Importantly, their optical transitions are allowed and 
so, being strong, they can have an easily measurable influence on refractive index. 
Such effects are used to create a periodic refractive grating along the length of an 
optical fibre core by, for example using the interference between two high energy
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beams from a laser source. Such gratings can be highly reflective for transmitted light 
of wavelength λ, when their spacing is λ/2n, n being the core refractive index. By 
analogy with X-ray diffraction, such gratings are sometimes called Bragg gratings. 
They can be very valuable in creating optical measurement devices, e.g. strain will 
change the wavelength for maximum reflectivity. They are also invaluable as a way 
of separating optical components in multiplexed systems. 

Another optical application of defects can be in information storage. The chalco-
genide elements S, Se, and Te (often with Ge, As, Sb…) have bonding electrons 
which are much less strongly bonded to their atoms than in silicates. Consequently, 
chalcogenide glasses are more easily modified by light which has given the possibility 
of an enormous range of optical applications, e.g. xerography. 

5.8 Colouring Glasses by Nanoparticles 

So far only the absorption spectra associated with colourant ions have been consid-
ered. Another way to produce coloured glasses is via the precipitation of nanoparticles 
of metals such as gold or silver, or of semiconductors such as Cd(S, Se). Photons can 
excite oscillations of the free electrons in metals. This results in a strong absorption 
of energy at the resonant frequency. For copper and gold, the absorption is strongest 
in the blue/green part of the spectrum and so the resulting glasses are coloured red. 
For silver, the absorption occurs principally near the UV edge removing blue and 
the glasses are coloured the complementary colour yellow. If the absorbing nanopar-
ticles grow too large (compared with the wavelength of light), then they can also 
scatter light strongly. Since scattering is greater at short wavelengths, the colour seen 
in reflected light can be very different to that in transmission as seen in the famous 
Lycurgus cup, created in Roman times. 

In the case of semiconductor particles, energy absorption involves excitation of 
electrons from the valence band to the conduction band and is, therefore, defined by 
the band-gap. Among the best known examples, the Cd(S, Se) solid solution series 
has band-gaps corresponding to light from the blue to the red end of the spectrum and 
glass colours can range from yellow to deep red. Only a very small % of crystalline 
material is needed to give a strong colour. The optical absorption spectrum also 
shows interesting features defined by the electronic energy level structure; the band 
edge shows a strong peak associated with the formation of an electron-hole pair in 
the semiconductor particle (exciton). The wave function for this pair extends over 
significant distances and so is influenced by particle size. 

These glasses coloured by precipitates require careful control of the nucleation and 
growth process. Many nuclei are needed with limited growth to give nanoparticles 
that have the requisite absorption characteristics for the required intensity of colour 
without unwanted light scattering. Usually, this requires a separate controlled heat 
treatment close to the glass transition temperature although precipitation on first 
cooling the product is also possible. In the case of metal precipitates, a redox process 
is usually involved [1]. Initially, the metal ions are in solution (e.g. as Ag+ or Au+ ions)
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but then are reduced to the metallic state by a redox ion such as Sn2+ at temperatures 
near Tg. The low solubility of metal atoms and relatively high diffusion rates are 
ideal for high nucleation rates. They grow to spherical particles that are usually less 
than 10 nm in size. 

Formulae are available [12, 13] for calculating the absorption and the scattering 
of such nanoparticles. Many studies have demonstrated shifts in absorption peaks 
linked to particle size; some of these effects are linked to quantum confinement (e.g. 
for Cd(S, Se) dopants). There is a strong dependence on the particle shape, and this 
effect was used by Corning to develop a range of polychromatic glasses. Initially, 
dendritic silver halide glasses are precipitated in the glass, and then, light is used to 
reduce the tips of the dendrites to silver needles. The aspect ratio of the nanoparticles 
defines the colour seen [14]. 

Focussed high powered lasers are also able to initiate such behaviour allowing 
complex, coloured images to be created inside a glass article. A similar approach 
uses light to initiate the reduction process by for example by electron transfer from 
a redox ion (Ce3+) to a metal ion (Ag+). The small silver nanoparticles created can 
then nucleate growth of silicate particles [15]. 

5.9 Glass Ceramics for Optical Devices 

Earlier we considered how composition changes offered a way of systematically 
modifying optical properties, e.g. the energy levels of TM dopants. A relatively 
recent way to take this further has been to find glass compositions that easily form 
glass ceramics where the crystalline phase sequesters most of the active dopant ions. 
A key criterion as in the last section is that absorption processes dominate over 
scattering and that requires a nanocrystalline material. 

Many of these precipitates are based on fluorides and indeed the hosts too may be 
fluoride or oxyfluoride rather than oxide glasses. This gives the advantage that the 
host is a low phonon energy material and so excited state lifetimes are significantly 
greater. 

5.10 Periodic Structures 

In the section on defects, we mentioned the creating of Bragg gratings by introducing 
defects along the core of an optical fibre. Another way of creating such periodic struc-
tures is by building many layers of alternating refractive index. Coating methods such 
as sol gel or deposition techniques described elsewhere in this book are now avail-
able to build up such structures with thicknesses, for example λ/4 and the capacity 
to modify light beams in complex but very precise ways, e.g. for use as band pass 
filters.
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Chapter 6 
Computer Modeling of Glass Structures 
and Properties 

Akira Takada 

6.1 Introduction 

Computer modeling is now ubiquitous in industry. It can be categorized into two area; 
one is macroscopic or continuum and another is microscopic or atomistic modeling. 
Macroscopic or continuum modeling is chiefly used for product design and process 
optimization. On the other hand, microscopic or atomistic modeling is primarily 
used for materials design. Both approaches have their own strong points. Hence, it is 
more and more important to use both of them in a complementary way or to switch 
from one method to the other one depending on emerged problems on site. Typical 
macroscopic and its corresponding microscopic approaches are compared in Fig. 6.1 
for each glass manufacturing stage. Both of the two are important in glass industry, 
however, in this paper the microscopic modeling usually called atomistic modeling 
is focused on to contribute to advanced glass materials design.

In the long history of modeling technique of glass structure, the first realistic 
modeling was not made by computer, but by hand. The hand-made model was 
constructed for SiO2 glass by Bell and Dean [2] who patiently assembled manu-
ally rods and balls to compose 188 tetracoordinated units with a total of 614 atoms. 
The disordered linkage of the SiO4 groups, which were assumed to be rigid, did 
satisfy Zachariasen’s structural rules which are constituents of famous continuous 
random network (CRN) model [3]. 

From the angles and distances, they measured, Bell and Dean also determined the 
pair distribution functions for Si–Si, Si–O, and O–O, from which they derived a radial 
distribution function that was in good agreement with the experimentally data over 
their full range of definition, i.e., out to a distance of about five times the Si–O bond 
length. Yielding in particular an average O–Si–O bridging angle of 153°, this model
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Fig. 6.1 Macroscopic and microscopic simulations in glass manufacturing stage. Words in 
parentheses are categorized as microscopic simulation. Modified from Ref. [1]

enabled the three-dimensional atomic configuration of SiO2 glass to be visualized, 
but it suffered from an obviously large arbitrariness in its hand-made combination of 
building blocks. In addition, the model did not lend itself to estimations of physical 
properties. An exception was the density, which was calculated for an internal portion 
of the model system consisting of 72 SiO2 units, to yield a value of 1.99 g/cm3 that 
proved to be much lower than the actual 2.20 g/cm3. 

Atomistic simulations have rendered such toy block models obsolete as they 
readily provide not only atomic coordinates but also predict physical properties 
for glass and melts of any composition under a variety of temperature, pressure 
or energy conditions. Besides, the accuracy and versatility of these calculations has 
been improving steadily thanks to faster computing processors, more efficient algo-
rithms and bigger systems investigated. Originally, these simulations were mainly 
developed to give exact solutions to problems in statistical mechanics which would 
otherwise have been intractable for complex states of matter such as liquids, glasses 
or aggregates. 

The first computer simulations were made with the Monte-Carlo (MC) method 
(e.g., [4]), which had been devised in the 1930s to solve general mathematical and 
statistical problems. It took advantage of the first electronic computers to sample 
the configurations of the system according to Boltzmann statistics, and weight them 
evenly when calculating the associated properties of interest. Because of this reliance 
on Boltzmann statistics, however, only equilibrium states can be investigated in 
MC simulations. At the cost of much computational complexity, the advantage of 
Molecular Dynamics (MD) simulations (e.g., [5]) is to characterize at every moment 
the state of the system by the positions and momenta of its constituting atoms and, 
thus, to account for the dynamics of the system whether in equilibrium or not. For
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SiO2, the first MD simulation performed by Woodcook et al. [6] for instance dealt with 
the anomalous properties of the melt and assigned increases in diffusion coefficients 
to pressure-induced structural changes. Following this pioneering study on a real 
material, a great many MD simulations have been carried out on glass/melt systems 
since that time. 

Interatomic potentials are critical ingredients in both MC and MD simulations 
(e.g., [5]). As a preamble, it is thus appropriate to begin with a brief review of the 
manner in which they are determined within the general framework of computer simu-
lations. The principles of MC and MD simulations will then be presented. Finally, 
simulations made on amorphous oxide glasses will illustrate the interest and diver-
sity of results that can be obtained with MD simulations and their complementarity 
with those of experimental studies. Amorphous SiO2, silicates will be mentioned but 
special interest will be paid to the structure of B2O3 glass that actually represents 
stringent tests of simulations as it requires accurate descriptions of both short- and 
medium-range order to be understood. 

6.2 Basics of Numerical Simulations 

6.2.1 General Features 

Atomistic simulations rely on statistical mechanical models. As such they may be 
performed within three main kinds of statistical ensembles. The canonical NPT 
ensemble (constant number of atoms, pressure, and temperature) is chiefly used 
in heating or quenching cycles. In contrast, the micro-canonical NVE ensemble 
(constant number of atoms, volume, and energy) is primarily used when proper-
ties are calculated within the precise framework of statistical mechanics. As for the 
grand canonical ensemble µVT ensemble (constant chemical potential, volume, and 
temperature), it is typically used to investigate chemical equilibrium in systems that 
can exchange energy and matter with a reservoir. 

For an isolated macroscopic system made up of a very large number N of atoms, 
each having three degrees of freedom, the microscopic state at a given instant is 
completely specified by the values of 3N coordinates r(i), collectively denoted by 
rN , and 3N momenta p(i), denoted similarly by pN . The values of the variables rN 

and pN define a point in a 6N-dimensional space, called the phase space, symbolized 
by Γ N . If  H(rN , pN ) is the Hamiltonian of the system, the path followed by this point 
in the phase space is determined by Hamilton’s equations: 

ṙ = ∂ H/∂p(i ) (6.1) 

ṗ = −∂ H/∂r (i ) (6.2)
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where i = 1, …, N. In principle, 6N coupled equations subjected to 6N initial 
conditions should be solved to specify the values of all r(i) and p(i) at a given  
time. 

The first difficulty encountered is that the timescale of microscopic processes is 
ultimately controlled by the 10−14–10−15 s period of atomic vibrations. In atom-
istic simulation, a time integration with similar discrete steps thus is required to 
describe accurately the time evolution of a system. Even with today’s most powerful 
computers, this constraint restricts simulations to low-viscosity conditions at which 
relaxation times are lower than about 10−6 s to be consistent with the calculational 
time steps. 

It follows that the glass transition cannot be investigated as a number of calcula-
tions steps of the order 1018 would be required to deal with a relaxation time of ~ 
103 s. Likewise, crystal nucleation and growth or liquid–liquid phase separation take 
place too slowly to be subjected to atomistic simulations. Besides, simulated melts 
are quenched at cooling rates at least six orders of magnitude faster than the highest 
rates of ~ 106 K/s achievable practically. The fictive temperatures of the simulated 
glasses that then be up to 1000 K higher than those of real glasses, which one should 
keep in mind when making any kind of comparison between both kinds of materials. 

Besides, a second difficulty stems from the fact that N is of the order of the 
Avogadro number (6.02 × 1023) for any macroscopic system. Experience shows, 
however, that accurate results can be obtained for systems of only a few hundred 
or thousand atoms as long as structural units bigger than the system itself are not 
involved in the processes investigated. To avoid either creating surface or setting up 
a wall, periodic boundary conditions are usually imposed in numerical simulations. 
The cubic box is replicated throughout space to form an infinite lattice. As an atom 
moves in the original box, its periodic image in each of the neighboring boxes moves 
in exactly the same way. As an atom leaves the central box, one of its images will 
enter through the opposite face. 

To simulate accurately a non-crystalline configuration in the cell, a larger number 
of atoms are nonetheless preferable. When a small cell of around several hundred 
atoms is studied, periodic boundary conditions for instance prevent structural units 
larger than the cell from forming. As already alluded to, any structural unit or spatial 
fluctuation larger than the wavelength which is greater than half of the cell size 
cannot be calculated appropriately because the repeatedly arranged fragments would 
be involved in the results. On the other hand, the maximum number of atoms which 
can be currently processed is of the order of 105–106. To check whether the number 
of atoms or the size of simulation cell is sufficient or not, the best way is to double 
the number of atoms and to maintain the same density through an adjustment of the 
cell size and then to make sure that there is little change in the calculated structural 
data.
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6.2.2 The Importance of Interatomic Potentials 

Strictly speaking, in numerical simulations the Hamiltonian H should be calculated 
from the quantum wave-function equation, Hψ = Eψ, where ψ and E are the wave-
function and energy of the system, respectively. However, such calculations require so 
much computing work that they are currently restricted to smaller systems typically 
made up of a few tens of atoms. In the present paper, simulations made within 
a classical framework will thus be considered instead. They rely on the fact that 
the differences between vibrational and electronic energies and frequencies are so 
large that atomic vibrations may be considered to take place within a fixed electronic 
configuration. This is the celebrated Born–Oppenheimer approximation whereby the 
Hamiltonian of a system is expressed as the sum of kinetic and potential energies, 
which are functions of the selected set of coordinates q(i) and momenta p(i): 

H ( p, q) = K (p) + Up(q) (6.3) 

In Eq. (6.3) the kinetic energy, K(p), is simply expressed as a function of the mass 
and of the velocity calculated for each atom. The potential energy, Up(q), is much less 
readily determined because it strongly depends on the specific interactions between 
the various kinds of atoms present in the system. Quite generally, however, interaction 
potentials are markedly asymmetrical in terms of interatomic distances because they 
rise extremely steeply when atoms get mutually very close whereas they reach a 
constant value—the dissociation energy—when atoms become so distant that they 
can be considered as no longer bonded. As introduced in 1929 to represent isolated 
diatomic molecules, the Morse potential accounts well for this asymmetry: 

Up(ri j  ) = E0[{1 − exp(−k(ri j  − r0))}2 − 1], (6.4) 

where E0, k, and r0 are the dissociation energy, a measure of the bond strength, and 
the equilibrium interatomic distance of the molecule, respectively, three parameters 
that are determined from vibrational spectroscopy data. 

In a condensed phase, potentials are much more complicated since a given atom 
interacts with a great many others over distances that can be large. To keep the 
number of parameters as small as possible in the expression of potential energies, 
one thus groups into the same term all interactions between given pairs of like or 
unlike atoms regardless of their mutual distances. Although the Morse potential 
remains a good starting point for systems where bonding is covalent, other kinds of 
analytical expressions are generally used for potential energies in the MC and MD 
simulations dealt with in this chapter. As borne out by the variations with composition 
of macroscopic properties, atomic interactions have the simplifying feature that they 
are primarily pairwise in oxide or salt systems. This feature is embodied in the most 
popular potentials used for these systems, namely, the Buckingham, 

Up(ri j  ) = A exp(−ri j  /ρ) − C/r6 i j  , (6.5)
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Fig. 6.2 Examples of potential energy models: Morse and Buckingham potentials used in SiO2 
simulations for Si–O and for O–O and Si–Si, respectively [7] 

and the Born-Mayer-Huggins potentials, 

Up
(
ri j

) = A exp
[
B

(
ρ − ri j

)] − C/r6 i j  − D/r8 i j  , (6.6) 

where rij is the distance between two atoms, and A, ρ, C, D are parameters inherent 
to each interaction (Fig. 6.2). 

In both potentials, the first, second, and third terms represent repulsive interaction, 
dipole–dipole dispersion, and dipole-quadrupole dispersion, respectively. In more 
precise formulations, ternary and higher-order effects must be accounted for so that 
the potential energy is made up of terms depending on the coordinates of individual 
atoms, pairs, triplets, etc., 

Up = Σ i u1(r (i )) + Σ iΣ j>i u2[r (i ), r ( j )] 
+ Σ iΣ j>iΣ k> j>i u3[r (i ), r ( j), r (k)]  +  · · · (6.7) 

The first term u1 is discarded in standard simulations because it accounts for 
external fields (i.e., wall, electrical field, gravity, etc.). The second term u2 is the most 
important since it represent the relevant pair potentials. When determined empirically, 
it actually includes three-body and many-body effects, which is why models relying 
on simple pair potential model reproduce reasonably well liquid or glass structures, 
and why it is better in this case to denote it by the term of ‘effective’ pair potential. 

As illustrated by Eq. (6.7), empirical potentials have a great flexibility since 
specific terms may be added if needed. When electrostatic interactions are important, 
a Coulomb charge-charge interaction may for instance be included in the form, 

Uzz(ri j  ) = zi z j /(4πε0ri j  ), (6.8) 

where zi, zj, and ε0 are the charge on atom i and j and the permittivity of free 
space. Because the Coulombic series converges very slowly, the Ewald, particle-
mesh or multi-pole techniques are used in periodic systems. Likewise, more complex
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models implement three- and four-body terms to reproduce bond-bending and 
torsional forces, respectively. Alternatively, polarizable or shell models are employed 
to consider ions as non-rigid entities and, thus, to account for the effects of the 
deformation of electron clouds with suitable additional parameters. 

From a practical standpoint, the parameters of equations such as (6.4)–(6.7) can 
be estimated in two different ways depending on the nature of the data to which they 
are fitted [5]. In the most rigorous way, one relies on energy profiles determined 
in first-principles calculations or quantum mechanical simulations of appropriate 
reference systems. Alternatively, potential energy parameters are fitted through MD 
or lattice dynamics calculations to some selected physical properties. Structural and 
elastic data are generally chosen because they are most directly related to interatomic 
potentials. Thermal properties may also be used, but they are sensitive to second-order 
effects such as anharmonicity and are in turn generally predicted less accurately. 

6.2.3 Scheme of Molecular Dynamics Simulation 

The main advantage of MD simulation is to provide important structural information 
that complements conclusions drawn from experimental studies. One such important 
result was the demonstration that the structure of alkaline silicate glasses is composed 
of glass-former-rich and modifier-rich regions at the atomistic level [8]. The computer 
modeling supported the structure model, so-called the modified random network 
(MRN) model proposed by Greaves for oxide glasses like alkaline silicates. Not 
only diffraction but also atomistic simulation studies confirm a degree of micro-
heterogeneity in glass. 

For such reasons, molecular dynamics simulations have become the most popular 
method to study theoretically glass and liquid structures (e.g., [7, 9]). Their main 
advantage is to yield from the three-dimensional coordinates calculated for all atoms a 
variety of structural information that can often be checked against experimental data. 
In addition, they also provide information that escape experimental determinations 
and may thus point to the existence of unknown structural features. 

Since they deal with the instantaneous state of a system, MD simulations rest 
on the Lagrangian function L(r, ṙ ) of coordinates r and their time derivatives ṙ as 
defined in terms of kinetic (K) and potential (Up) energies 

L = K − Up (6.9) 

and on the Lagrangian equations of motion 

d(∂ L/∂ ̇r )/dt−(∂ L/∂r ) = 0. (6.10) 

This leads to 

m(i )r̈ = f (i ) (6.11)
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where m(i) is the mass of atom i and 

f (i ) = ∇r (i )L = ∇r(i )Up (6.12) 

where f (i) is the force exerted on atom i. 
If the coordinates of all atoms are known at time t0, all the exerted forces and 

the resulting velocities are calculated with Eq. (6.12) and then Eq. (6.11). All the 
velocities and coordinates after time step of Δ t are updated by the time integration 
of the equations of motion (6.11). 

When MD methods are applied to glass or disordered systems, several important 
points should be noted: 

(1) As the proper choice of the interaction potential model is extremely important, 
a model with complex interaction potentials may be required if any dynamic 
structure or property is to be calculated after along with the static structure. 

(2) The particular starting configuration is not important as long as equilibration 
time steps are numerous enough at high temperature. Almost the same structural 
information should be obtained from different initial configurations. If not, the 
calculated results are unreliable. 

Advanced techniques may be used to calculate structure and properties more 
efficiently. To omit unimportant contributions to the dynamics, one can for example 
keep constant bond lengths such as O–H during the MD calculation. As an alternative 
to this dynamic constraint method [5], one can use non-equilibrium MD [5], which 
is especially efficient to calculate transport properties such as viscosity. Unlike with 
conventional MD, a continual friction force can be imposed on the system and its 
response be monitored. 

6.2.4 Practical Recipe for Numerical Simulation 

Many software codes are available to start numerical simulation these days. Among 
them, the frequently used codes are DLPOLY, GULP, LAMMPS, and NAMD for the 
classical MD simulation, and ABINIT, CASTEP, CPMD, CRYSTAL, GAUSSIAN, 
SHIESTA, and VASP for quantum mechanical simulation. 

In either the classical or quantum simulation, three common limitations have to 
be borne in mind. The first limitation originates from system size. Since a simulation 
box with periodic boundary is normally used, a small size of system is subject to the 
constraint so that all the atoms in the box should be arranged in a periodic manner 
with the outer replica cells. A system size of more than 10,000 atoms (i.e., more than 
several tens of angstrom) is advisable. In the case of quantum mechanical simulation, 
a calculation with only a hundred or at most a few hundred is feasible. It is, therefore, 
important to check whether there exists a questionable local distortion or not when 
the calculated results are analyzed.
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The second arises from the real time span, i.e., how long the phenomenon is 
simulated. The time step is typically 1–2 fs for the classical MD and 0.1–0.2 fs for 
the ab initio MD calculation, respectively. When the simulation is concerned with the 
estimation of diffusion coefficients in liquid states, at least several nanoseconds (ns) 
of calculation are required. On the other hand, when it is concerned with a relaxation 
phenomenon, it is advisable to take at least ten times as long a time span as the 
relaxation time constant in question. 

The third is the accuracy of calculations. This problem differs depending on 
which simulation model is used. When the classical MD or MC method is used, 
the most crucial issue is which potential model is employed. The potential model is 
intrinsically empirical. After the form of potential function is chosen, its parameters 
are fitted so that an objective function is minimized. Two different procedures are 
mainly taken to fit the parameters. The first is to collect coordinates and bulk modulus 
of known crystal from experimental data. Then the parameters are fitted so that the 
weighted sum of deviations between experimental and the corresponding calculated 
data is minimized. The second is to collect energy data in liquid states by using the 
ab initio MD simulation. In either case, the MD or MC results using the fitted potential 
have to be carefully checked in terms of structure and properties. In contrast, quantum 
mechanical simulation needs no potential model. In other words, scientists need not 
worry about the construction of a potential model. However, either a small cell size or 
a short time span may cause an insufficiently relaxed structure. Careful examination 
of the calculated results is required also in the case of quantum mechanical simulation. 

6.3 Modeling of Glass Structures 

6.3.1 Overall Structure and Short-Range Order 

In atomistic simulations the positional correlation of atoms is easily investigated 

within a radius of half of simulation cell size (~25 Ǻ). The most widely derived 
results are the pair distribution function (PDF), the radial distribution function (RDF) 
or total correlation function, T (r), which can be readily compared with those obtained 
in diffraction studies. 

In simulations, the PDF and the RDF are derived as follows. The single and pair 
(2-body) probability density P (1) 

N , P (2) 
N are defined as 

P (1) 
N (r ) = <Σ i δ(r − ri )> (6.13) 

P (2) 
N

(
r, r ,) = <Σ iΣ j ( j /=1)δ(r − ri )δ(r , − r j )> (6.14) 

where N is again the number of atoms and ri is the coordinate of atom i.
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The value of P (1) 
N (r ) in homogeneous system turns out to be the number density 

(ρ) N /V where V is the volume. 
Moreover, P (2) 

N

(
r, r ,) is expressed in terms of the PDF, g(r, r ,), and density (ρ) 

as: 

P (2) 
N

(
r, r ,) = ρ2 g

(
r, r ,). (6.15) 

As to the RDF, J(r), it is defined as the number of atoms between r and r + dr 
from the center of an arbitrary origin atom: 

J (r ) = 4πr2 g
(
r, r ,). (6.16) 

An alternative function called total distribution function, T (r), is calculated as: 

T (r ) = 4πρrg
(
r, r ,). (6.17) 

The information directly obtained from diffraction experiments is the intensity 
I(q), which is related with J(r) by  

J (r ) = 1 + {1/(2π2ρ)}
∫

q I  (q) sin(qr )dQ. (6.18) 

Finally, the frequently used structure factor, S(q), is the Fourier transform of the 
number density ρq first calculated in atomistic simulation. 

ρq = Σ i exp
(−qr j

)
. (6.19) 

Then S(q) is calculated from ρq. 

S(q) = <ρq ρ
− 
q >. (6.20) 

It is quite important to reproduce the experimental J(r) in the real space domain 
or I(q) in the wave-number domain to validate the calculated three-dimensional 
structure. 

Depending on the atoms considered, X-ray and neutron diffraction experiments 
can yield different profiles so that both kinds of profiles should be calculated and 
compared with the relevant data as done in Figs. 6.3 and 6.4 for MD simulated 
B2O3 glass [10]. Once the total correlation and interference functions have been 
validated, more detailed analysis based on PDF functions can be performed and 
important insight into structural order be obtained. Although the experimental peak 
positions are reproduced reasonably well by the calculated T (r) and I(q), there are 
some discrepancies for the peak values. The position and width of the first peak 
represent the average length and the length distribution of B–O bonds, respectively. 
In addition, the area of the first peak region can provide information on coordination 
number (CN). The information on CN is important to investigate coordinate states
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for Si, B, Ge, and Al atoms. The second peak position and peak curve are mostly 
affected bond angles of O–B–O and B–O–B as shown in Fig. 6.5. As indicated by a 
detailed analysis of the data, most of the discrepancy is due to a simulated fraction of 
only 30–50% for the so-called boroxol B3O6 rings compared to the 60–80% range 
of the experimental values [11, 12]. 

In silicate glasses another fundamental feature to describe variations of structure 
and properties is the ‘Qn distribution’, where the subscript n indicates the number of 
bridging oxygen (BO) in an SiO4 tetrahedra. In MD simulations it is easy to identify 
nonbridging oxygens (NBO) on the basis of the cut-off radius. The calculated Qn 

distributions for sodium-silicate glasses have been compared with that determined by 
MAS-NMR experiments as shown in Fig. 6.6 [13]. The MD calculations reproduce 
the experiments reasonably, although the extremely rapid quenching rates prevailing 
in the MD simulation may broaden the distribution, which does depend on actual 
T,P conditions. The analysis of Qn is also important for phosphate glasses, because 
Qn distribution reflects their polymer-like structure that results from the existence of

Fig. 6.3 Comparisons between the experimental [11] and simulated [10] X-ray (a) and neutron 
(b) total correlation functions of B2O3 glass
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Fig. 6.4 Comparisons between the experimental [11] and simulated [10] X-ray (a) and neutron 
(b) interference functions of B2O3 glass 

Fig. 6.5 Bond angle distribution in simulated B2O3 glass [11]



6 Computer Modeling of Glass Structures and Properties 169

Fig. 6.6 Calculated Qn distribution of xNa2O-SiO2 glasses. Modified from Ref. [13] 

doubly-bonded oxygen atoms. In the case of phosphate glass not many MD studies 
have been published and more validated potential models need to be developed. 

6.3.2 Ring Size Distribution and Geometrical Modeling 
for Medium-Range Order 

Medium-range order is difficult to study either experimentally or through atomistic 
simulations. The size distribution of rings made up of cations and oxygen atoms is 
in particular an important parameter when investigating geometrical features in the 
5–15 Å range. A ring is usually characterized by the number of its network-forming 
cations, which can be derived from the calculated atomic coordinates as shown in 
Fig. 6.7 for simulated B2O3 and SiO2 glasses. Compared with cristobalite, tridymite, 
and quartz, whose ring sizes are 6, 6, and both 6 and 8, respectively, simulated SiO2 

glass shows a broad distribution around 6. It has been speculated that the existence 
of sizes of odd-numbered rings are characteristic of disordered structures and might 
impede glass crystallization, because five-fold rotational symmetry does not exist in 
crystals where 4-, 6-, and 8-membered rings are primarily observed. In B2O3 glass, 
which is extremely reluctant to crystallize, the existence of B3O6 units indeed causes 
the presence of a peak at 3 in the ring statistics.

Different from the analytic methods discussed so far, there is a geometrical method 
relying on the so-called ‘Voronoi diagram’ [14]. It is largely employed for monatomic 
system for which partitioning three-dimensional space is simple and easy when the
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Fig. 6.7 Ring size distribution in simulated B2O3 and SiO2 glasses [7, 11]. Data sampled at 0 K

calculated atomic coordinates obtained by atomistic simulations are used to delin-
eate the portion of space assigned to every atom. These Voronoi polyhedra are then 
characterized by their numbers of faces and corners whose distributions change as 
positional relationships vary in the glass structure. Typical Voronoi polyhedra calcu-
lated only from the coordinated of oxygen atoms are shown in Fig. 6.8. Based on 
the information on Voronoi index vector, degree of geometrical similarity between 
silica polymorphs and glass can be discussed as shown in Tables 6.1 and 6.2.

6.4 Modeling of Glass Properties 

Fundamental thermodynamic properties can be calculated once numerical simula-
tions have yielded atomic configurations and velocities. The pressure is for example 
calculated from 

P = (N / V )kT−1/(3V )<Σ iΣ j ( j /=i)∂Upi j /∂ri j  r i j  > (6.21) 

where the bracket indicates an equilibrium time average and N, V, T, Uij, and rij are 
as usual the number of atoms, cell volume, temperature, pair potential and distance 
between atoms i and j. 

The internal energy (Eint) is:  

Eint = (3/2)kT  + <Σ iΣ j ( j /=i)Upi j
(
ri j

)
>, (6.22) 

and the molar heat capacity at constant volume (Cv): 

Cv = (∂ Eint/∂T )V . (6.23) 

Alternatively, one can derive Cv from the potential energy fluctuations through, 

< U 2 > −<U >2 = (2/3)Nk2 T 2 (1 − (3/2)k/Cv). (6.24)
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Fig. 6.8 Representative 
Voronoi polyhedra of 
simulated glass. For the 
definition of vector (n3, n4, 
n5, n6, n7), refer to Table 6.1 
[14]

Polyhedron of type (0, 3, 6, 3, 0) in glass 
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Table 6.1 Voronoi index vectors in monatomic crystals and silica structures 

HCP (0, 6, 0, 8, 0)  

FCC (0, 12, 0, 0, 0) 

HCP (0, 12, 0, 0, 0) 

Icosahedron (0, 0, 12, 0, 0) 

Quartz (0, 6, 2, 6, 0) (0, 5, 3, 5, 1) (1, 4, 3, 5, 2)  

Cristobalite (0, 3, 6, 5, 0) (0, 4, 4, 6, 0) (0, 4, 4, 7, 0)  

Coesite (0, 2, 8, 4, 0) (2, 2, 4, 6, 2) (1, 2, 6, 3, 1)  

Stishovite (0, 3, 6, 5, 0) (0, 2, 8, 3, 0) (0, 4, 4, 7, 0)  

Glass (0, 3, 6, 4, 0) (1, 3, 4, 5, 1) (0, 3, 6, 3, 0)  

The formulation of vector is (n3, n4, n5, n6, n7), where n3, n4, n5, n6 or  n7 indicates the number 
of triangles, quadrangles, pentagons, hexagons, and heptagons on the surface of each polyhedron 
[14] 

Table 6.2 Degree of geometrical similarity between silica polymorphs and glass 

Quartz (%) Cristbalite (%) Coesite (%) Stishovite (%) Total (%) 

At 200 K 36 27 34 6 103 

At 2000 K 32 25 28 4 89 

At 4000 K 22 17 17 4 60 

At 20 GPa 37 39 41 11 128 

Decompressed 33 30 32 5 100 

The first, second, third, fourth, and fifth row indicate ratios for as-annealed glass at 200 K and at 
0 GPa, heated at 2000 K and at 0 GPa, heated at 4000 K and at 0 GPa, compressed under 20 Pa and 
at 200 K, and decompressed from 20 GPa and at 200 K, respectively [14]

And two other interesting properties are the thermal expansion coefficient (αp) 

αp = (1/V )(∂ V /∂T )p = (1/T )
{
1 − (1/V )(∂ H/∂p)T

}
, (6.25) 

where H is enthalpy, and the thermal pressure coefficient (βV ): 

βV = (∂ p/∂T )V = (1/T )
{
(∂ Eint/∂V )T + P

}
. (6.26) 

After a model of atomistic simulation is validated so that it can reproduce static 
structure of glass, it can be applied to investigate a variety of properties such as 
thermal, mechanical, transport, optical properties and phase stability. The author 
refers the interested reader to Ref. [1] for the examples of property analysis by 
computer simulation. In addition, recent review papers are reported in Ref. [9].



6 Computer Modeling of Glass Structures and Properties 173

6.5 Experimental and Computational Complementarity 

The statically arrangement of structural units for B2O3 glass and the dynamically 
arrangement of structural units for SiO2 glass represent new insights on glass struc-
ture provided by MD simulations, in these cases, by the torsion angle distributions, 
which escape any experimental determinations. These two examples thus illustrate 
the complementary nature of numerical simulations and experimental studies of glass 
structure. When the history of structural studies on glass is looked back on, it is clear 
that both diffraction and spectroscopic studies have made fundamental contributions 
to the construction of structural models. The radial distribution function (RDF) or the 
pair distribution function (PDF) can indeed be readily calculated from the Fourier 
transform of experimental X-ray, neutron or electron diffraction data. Because this 
type of information represents averaged one-dimensional structural data, however, 
there is always some arbitrariness when reconstructing the actual three-dimensional 
configuration in which one is interested. 

Other probes such as IR, Raman, or NMR spectroscopies can provide informa-
tion only on short-range order in glass structure. In contrast, atomistic simulations do 
provide realistic three-dimensional configuration directly as long as an appropriate 
atomistic model is employed. One could confidently argue that a structural model of 
glass is reliable when the model matches the results of both experiments and atomistic 
simulations. In summary, the relation between atomistic simulation and experiment 
is complementary because both methodologies provide insights on different aspects 
of glass structure. Atomistic simulations nonetheless possess two other advantages 
over experimental methods. The first is that they can determine three-dimensional 
configurations from short-to medium-range order extending up to the size of cell 
length (10–100 nm). The second is that a very broad range of atomistic simula-
tions becomes possible as soon as an appropriate simulation model is established. 
For example, it is easy to change external conditions such as temperature, pressure 
or other external forces to investigate their effects on structure. And physical and 
chemical properties can be readily derived from the potential energy and structural 
models with standard statistical mechanical methods. In addition, atomistic simula-
tion is quite useful to investigate glass properties under high temperature and high 
pressure in which experiments are difficult to conduct. 

6.6 Perspectives 

Development of both faster computing processors and efficient simulation algorithms 
have expanded the range of atomistic simulation and narrowed down their discrepan-
cies with experiments. Simulations would nonetheless benefit from improved accu-
racy. As becoming more common, the best way to achieve this goal is to perform 
first-principles MD calculation from beginning to end. Although such calculations 
made with standard quantum mechanical codes remain difficult when dealing with a
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large number of atoms, progress should result from the use of the so-called order-N 
and linear scaling methods, which have developed vigorously during the past decade. 
For oxide glasses, recent codes such as SIESTA or CONQUEST now have the poten-
tial ability to handle systems of around one thousand atoms with a supercomputer 
whereas calculations for systems ten times bigger should become feasible in the next 
decade. Alternatively, better classical potentials can be derived from the energy data 
yielded by first-principles methods. Machine learning is more and more popular to 
fit classical potentials by using the energy data. 

There exist several challenging glass research areas to which it is not easy to apply 
atomistic simulation. The first is the essence of glass transition and slow relaxation 
phenomena. The dynamical change of structure rapidly slows down. Atomic simula-
tion can only trace an event occurring within a time span of µs. The second challenge 
is to reproduce crystallization and phase separation. To do this, much longer time 
span of simulation and a large size of simulation box are required. The third is to 
calculate entropic properties in non-equilibrium. Once entropic properties are esti-
mated, many properties can be derived from them. A new theory of non-equilibrium 
statistical thermodynamics is desired. The fourth challenge is to develop the algo-
rithm of calculating the excited electronic states more accurately. Such algorithm 
will facilitate the advanced design of optical and optoelectronic materials. Simu-
lation scientists discuss the present problem and the future directions on atomistic 
simulation in the TC27 Technical Committee of the International Commission on 
Glass (ICG). Young scientists are encouraged to make contact with TC27 members. 

Finally, the author refers the interested reader to Ref. [15] for investigating into 
glass science and technology in general. 

In a near future, the author strongly expects that any macroscopic property will be 
explained in terms of microscopic structure by atomistic and first-principles simula-
tions, and multi-scale simulation will be ubiquitous as shown in Fig. 6.9. In addition, 
next-generation technology in computer modeling will be developed as shown in 
Fig. 6.10. Computational design of glass materials will advance rapidly in good 
harmony with experimental studies.
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Fig. 6.9 Multi-scale simulation [1] 

Fig. 6.10 Overview of next-generation technology in numerical modeling [1]
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Chapter 7 
Atomic Structure of Glasses Investigated 
by Diffraction and Scattering 
of Radiations 

Bernard Hehlen and René Vacher 

7.1 Diffraction—Elastic Scattering 

7.1.1 X-Ray and Neutron Diffraction Method 

In an X-ray diffraction experiment, the sample receives a parallel beam of monochro-
matic X-rays. This incident beam is a plane wave; the electric field E received by 
an atom at r from the origin is given by: Ei = E0 

i exp i (ki · r − ωt), where ki is 
the wave vector, parallel to the propagation direction, |k| =  2π/λ, λ is the wave-
length, ν is the frequency, ω = 2πν  is the angular frequency. In this chapter, bold 
characters indicate vectors. Each atom emits a spherical wave at the frequency of the 
incident radiation (Fig. 7.1). All atoms in a plane normal to the propagation direction 
ki vibrate in phase, as ki · r is constant for such planes. The propagation velocity 
is c = ω/|k|. The scattered field, detected in the direction ks at a distance R much 
larger than the size of the sample, is the sum of the electric field scattered by all 
atoms. Let us define the scattering angle 2θ = ki , ks

Δ 

. Figure 7.2 is a picture of the 
experimental arrangement for X-ray or neutron diffraction studies.

A necessary condition for obtaining a diffraction signal is that the electric fields 
received from all atoms are in phase. This may be the case in particular when the 
atoms are located in planes: 

(i) All atoms in a plane parallel to the bisector of the angle 2θ between incident 
and scattered directions scatter in phase; as shown in Fig. 7.3, all paths such as 
AB + BC and A,B, + B,C, are equal. As incident and scattered X-rays have 
the same frequency ω and wavelength λ, then |ki | = |ks| = k. We define the 
scattering vector
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Fig. 7.1 Radiation by a 
single atom 

Fig. 7.2 Schematic picture of an X-ray or neutron diffraction experiment

Q = ±(ki − ks) |Q| = 2k sin θ = 
4π 
λ 

sin θ

(ii) Keeping the orientations of the plane and of the incident and scattered beams 
identical to those in Fig. 7.3, let us now consider a second plane at a distance d 
and parallel to the previous one. B and B,, are two points on the same normal to 
the planes, B on the first plane, B,, on the second. The path difference between the 
two rays scattered by B and B,,, (AB  + BC) and (A,,B,, + B,,C,,), respectively, 
is δ = 2d sin θ . The corresponding phase difference is ϕ = 2πδ  

λ = 4π 
λ d sin θ = 

|Q|d. But in fact, as all the points of the same plane perpendicular to |Q| scatter 
in phase, this result is true for the phase shift between any two points belonging 
one to the first, the other to the second plane. If these points are separated by r, 
one has: ϕ = Q · r . The two planes scatter in phase if 2d sin θ = nλ, where n 
is an integer.



7 Atomic Structure of Glasses Investigated by Diffraction … 179

Fig. 7.3 Diffraction by atomic planes

With the same geometrical considerations, if r is the distance between the 
origin and a point, the field emitted by an atom at this point is written: Es = 
E0 

s exp i ( Q · r − ωt). In this Part 1 devoted to elastic scattering, the oscillatory term 
−i ωt is always implied: it is not shown in the equations. 

We can thus easily state the conditions for Bragg diffraction in crystals: a family 
of reticular planes scatters X-rays and neutrons if: 

(i) The normal to these planes is parallel to Q, and 
(ii) The distance d between two adjacent planes is: d = n 

2 sin θ = 2nπ 
|Q| . 

7.1.2 Description of Glass Structure 

The main difference between crystal and glass is structural. To understand it, we 
must refer to the liquid state. Liquids are obtained from solids by heating them 
above a certain temperature, termed melting temperature. For instance, the melting 
temperature of quartz is 1650 °C. In the crystal, molecules form an ordered, rigid 
lattice, the chemical bonds holding adjacent molecules close to each other. When the 
melting temperature is reached, the thermal agitation breaks this perfect organization: 
the chemical bonds between molecules are continuously broken and rebuilt at high 
rate (at the picosecond scale), and molecules take distance from each other in a 
random way, leading to a dynamic structure which is neither fixed nor ordered as it 
was in the crystal phase. To obtain a glass from the liquid, we must perform a fast 
cooling. Then, the viscosity of the liquid increases rapidly, and the molecules do 
not have time to reach an equilibrium position as they had in the crystal: a solid is 
obtained, the disordered structure is frozen in and the material cannot flow any more. 
A metastable state is obtained: the glassy state. 

Significant advances in understanding the atomic structure of glasses were made 
in the 1930s. Figure 7.4 (left) shows the image obtained by Bragg diffraction of 
X-rays on a crystal of α-cristobalite, one of the crystalline forms of silicon dioxide
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Fig. 7.4 Left: X-ray diffraction pattern from cristobalite (from [34]), right: hypothetic crystalline 
structure of an oxide A2O3

[34]. The diagram is a series of narrow circular rings of different radius. Each ring in 
this diagram corresponds to one family of reticular planes. From the radius of those 
rings, it is possible to deduce the position of all atoms in the unit cell. One finds that 
the elementary unit of the structure is a SiO4 tetrahedron. Those elements connect 
regularly to form the crystal. A 2-dimensional picture of the crystalline structure of 
an oxide A2O3 is shown in Fig. 7.4 (right). Here, the elementary unit is a triangle 
AO3. When a similar diffraction measurement is done on a sample of vitreous silica, 
the glassy state of silicon dioxide, the main feature of the diagram is a diffuse ring, 
shown in Fig. 7.5 (left). It should be noted that this picture is very similar to that 
which is obtained from a sample of liquid. What information about the structure of 
the glass can we get from such a result? 

At the same period, Zachariasen [41] proposed, based on chemical and thermo-
dynamic arguments, that the atomic structure of glass is what he called a “contin-
uous random network” (CRN). A two-dimensional schematic representation of this 
network for a glass of composition A2O3 is shown in Fig. 7.5 (right). According to 
Zachariasen’s analysis, the structure in three dimensions of an oxide glass must obey 
the following rules: 

(i) An oxygen atom is linked to not more than two cations; 
(ii) The number of oxygen atoms surrounding cations must be small (3 or 4); 
(iii) Oxygen polyhedra (SiO4 tetrahedra in vitreous silica, as in silicon dioxide 

crystals) share corners with each other, not edges or faces; 
(iv) at least, three corners in each oxygen polyhedron must be shared. 

In the analysis of his diffraction results, Warren [34] supported the CRN 
assumption. 

Following [38], we can distinguish four levels in the glass structure:

(I) The structural unit; 
(II) The interconnection of adjacent structural units; 
(III) The network topology;
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Fig. 7.5 Left: X-ray diffraction pattern from vitreous silica (from [34]), right: schematic picture 
of a continuous random network for an A2O3 oxide (from [41])

(IV) Longer range density fluctuations. 

In a disordered structure, determining the exact position r of each atom is obvi-
ously impossible: the structure must be represented by statistical quantities. The basis 
of the description is to choose an atom as the origin O of the coordinates and to locate 
the atoms which form a pair with it. Let us first consider a glass made up of only one 
type of atoms (homoatomic glass). We define the radial density ρ(r) as the number 
of atoms per unit volume at a distance r of O, and the radial distribution function 
4πr2ρ(r)dr (RDF) as the number of atomic centres in a shell between spheres of 
radius r and r + dr centred on O (see illustration in Fig. 7.6). Those quantities fluc-
tuate strongly at short distances. At long distances, the volume of the shell increases 
and ρ(r) tends to the average density ρ0 = N /V, where N is the number of atoms 
in the volume V. One also defines the pair distribution function: g(r ) = ρ(r )/ρ0 

(Fig. 7.7a) which is the probability of presence of a pair of atoms at distance r, and 
the pair correlation function G(r ) = ρ(r)−ρ0 

ρ0 
= g(r ) − 1 (Fig. 7.7b). An example 

of RDF is given in Fig. 7.7c. It should be noted that, because of the disorder of the 
structure, the same result for the above quantities will be found whatever the atom 
chosen for origin, and also, they do not depend of the orientation, but only of the 
scalar value of r: glass is isotropic. For heteroatomic structures, the same quantities 
can be defined for each different pair (α, β) of atoms, for example g11, g12, g22, and 
so on.
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Fig. 7.6 Illustration of the definition of the radial distribution function 

Fig. 7.7 Schematic representation of a the radial density ρ(r), b the pair correlation function 
G(r) and  c the radial distribution function RDF (from [42]) 

7.1.3 Amplitude of the Scattered Field: The Form Factor 

As shown above (Sect. 7.1.1), if the origin of phases is taken at O, the origin of 
coordinates, the field scattered by a single atom at r is: 

ES(r) = E0 
Se

i (ks ·r−ki ·r) = E0 
Se

i Q·r (7.1)
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Here, E0 
S is the amplitude scattered by the atom, called the form factor f for 

X-rays and the neutron scattering length for neutrons. 
For X-rays, scattering comes from the vibration of electrons. The first consequence 

is that the greater the atomic number Z of the nucleus, the higher the scattering of the 
atom. Then, X-rays are more sensitive to heavy atoms than to light ones (hydrogen, 
lithium, etc.). On the other hand, the form factor differs little between neighbouring 
atoms in the periodic table. More precisely, when we observe the diffraction of an 
atom in the direction defined by the scattering vector Q, the form factor is the Q-
component of the Fourier transform of the spatial electron charge density ρe(r): 
f (Q) = ∫

ρe(r)ei Q·rd3r . Examples are presented in Fig. 7.8. 
For neutrons, we only consider here nuclear scattering for the sake of simplicity: 

for a magnetic material, we should also consider magnetic scattering. The atomic 
nucleus is smaller by several orders of magnitude than the wavelength associated with 
the incident neutrons, so that the nucleus can be considered as a point. Then, ρe(r) 
is a Dirac function and the scattering length, its Fourier transform, is independent 
of Q. Unlike X-rays, the neutron scattering length can vary considerably from one 
element to another and also between isotopes of the same element. An experimental 
determination of the scattering length b as a function of Z is shown in Fig. 7.9.

Fig. 7.8 Q-dependence of the form factor for several atoms (from https://mini.physics.sunysb.edu) 

https://mini.physics.sunysb.edu
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Fig. 7.9 Neutron scattering 
length of atoms 

7.1.4 Diffracted Intensity 

The intensity scattered by one atom is the square of the field Es(r) calculated in 
Eq. (7.1): 

I ( Q) = Es( Q)E∗ 
S( Q) (7.2) 

For a real sample, we have to sum the intensities scattered by all the atoms. 
Consider first the X-ray diffraction of a homoatomic sample whose atomic form 
factor is f : 

I ( Q) =
Σ

i 

f ei Q·r i Σ

j 

f e−i Q·r j =
Σ

i

Σ

j 

f 2 ei Q·r i j  , (7.3) 

where r i j  = r i − r j is the distance of the two atoms in the pair (i, j). From Eq. (7.3), 
we see that the scattered intensity is a sum over pairs of atoms. Taking into account 
the isotropy of the glass, we first calculate the average value of ei Q·r i j  in all directions 
for a given rij, i.e. when atom i, origin of  rij, is at the centre of a sphere of radius rij 
and its end runs over the sphere in all directions with the same probability. One gets: 

ei Qri j  = 1 

4πr2 i j  

π∫

0 

eiQri j  cos ϕ 2πri j  sin ϕ dϕ = −  
1 

2

 ⎡
eiQri j  cos ϕ 

i Qri j

⏋π 

0 

= 
sin

(
Qri j

)

Qri j  
, 

(7.4) 

where ϕ is the angle
(
Q, r i j

)Δ 

. Only the real part is conserved in the last equality of 
Eq. (7.4). Then, Eq. (7.3) becomes:
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I (Q) = f 2
Σ

i

Σ

j 

sin Qri j  
Qri j  

. (7.5) 

This formula due to Debye is the basis for experimental studies of the structure 
of glasses. To calculate I(Q), we must now make the sums. It should be noted that 
fixing a value for the index i amounts to choosing one given atom as the centre of 
the coordinates, and then the sum over j corresponds to summing the intensities over 
all the pairs around this atom. As a result of the structural disorder, the same result 
will be found for each summation on j whatever the index i. The summation on i is 
therefore simply a multiplication by the number N of atoms. 

Separating terms with i = j from those with i /= j, Eq.  (7.5) becomes: 

I (Q) = f 2
Σ

i 

sin Qrii  
Qrii  

+ f 2
Σ

i

Σ

j /=i 

sin Qri j  
Qri j  

. (7.6) 

The quotient in the first term of the right-hand side of this equation is equal to 1, so 
the sum over i of this term is equal to N. Replacing the sum over i by a multiplication 
by N as explained above, one gets 

I (Q) = N f  2 

⎛ 

⎝1 +
Σ

j /=i 

sin Qri j  
Qri j  

⎞ 

⎠. (7.7) 

The sum over atoms in this equation can be replaced by an integral over all 
spherical shells centred on atom i. Introducing the RDF of the atoms, 4πr2ρ(r ), and 
replacing rij by r, the radius of the spherical shell, I(Q) becomes: 

I (Q) = N f  2 

⎡ 

⎣1 + 4π 
∞∫

0 

r2 ρ(r ) 
sin Qr 

Qr 
dr 

⎤ 

⎦ ≡ N f  2 S(Q). (7.8) 

For neutron scattering, the same equation gives the value of I(Q), replacing the 
atomic form factor f by the neutron scattering length b. 

The above relation defines the structure factor S(Q): 

S(Q) = 1 + 4π 
∞∫

0 

r2 ρ(r ) 
sin Qr 

Qr 
dr (7.9) 

In the above equation, let us separate the average value ρ0 of the atomic density 
from its fluctuations ρ(r) − ρ0. Then:
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S(Q) = 1 + 4π 
∞∫

0 

r2 (ρ(r ) − ρ0) 
sin Qr 

Qr 
dr + 4π 

∞∫

0 

r2 ρ0 
sin Qr 

Qr 
dr. (7.10) 

Except for very small values of Q which are not relevant for diffraction, sin Qr 
is strongly oscillating with r, and the last term in the above expression is negligible. 
Thus, introducing g(r ) = ρ(r)/ρ0, one finds: 

S(Q) − 1 = ρ0 

∞∫

0 

4πr2 (g(r ) − 1) 
sin Qr 

Qr 
dr, (7.11) 

and by Fourier transform, the pair distribution function g(r) is obtained: 

g(r ) = 1 + 1 

(2π )3 ρ0 

∞∫

0 

4π Q2 (S(Q) − 1) 
sin Qr 

Qr 
dQ. (7.12) 

For polyatomic glasses, the above calculation has to be done separately for each 
pair (α, β) of atoms. Following [9], the structure factor for this pair is: 

Sαβ (Q) = 1 + 4πρ 
∞∫

0 

r2
(
gαβ (r ) − 1

) sin Qr 

Qr 
dr, (7.13) 

where the partial pair distribution function gαβ(r), i.e. the probability to find an atom 
β at a distance r from an atom α is, by Fourier transform of Eq. (7.13): 

gαβ (r ) = 1 + 1 

(2π )3 ρ0 

∞∫

0 

4π Q2
(
Sαβ (Q) − 1

) sin Qr 

Qr 
dQ (7.14) 

The total intensity diffracted is then: 

I (Q) =
Σ

α,β 
cα fα(Q)cβ fβ (Q)Sαβ (Q) (7.15) 

where cα and cβ are the atomic concentrations of atoms α and β, respectively. The 
pair distribution function is: 

g(r ) = 1 +
Σ

α,β 
cαcβ fα(Q) fβ (Q)

 ⎡
gαβ (r) − 1

⏋
(7.16) 

Equations (7.15) and (7.16) are valid for neutrons, replacing f by b.
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7.1.5 Structure of Vitreous Silica and Some Silicate 
and Borate Glasses 

In Fig. 7.10, we have grouped together several plots extracted from Henninger et al. 
[25]. They show the intensities scattered by a sample of vitreous silica irradiated 
by X-rays and by neutrons. The corresponding RDFs are also shown. X-ray and 
neutron curves are rather different: this is due to the fact that, while f (Q) is larger 
than b for silicon, the reverse is true for oxygen. However, the position of the peaks 
in the RDF is very similar. The experimental values of the position of the peaks taken 
from Henninger et al. [25] are given in Table 7.1. The maximum of the first peak is 
located at ~ 0.159 nm, which correspond to the distance between silicon and oxygen 
in crystalline silicon oxides. One observes a second peak around 0.26 nm, which is 
the distance between neighbouring oxygen–oxygen pairs in the crystalline phases of 
SiO2. From these two results, the conclusion is that the structural unit of vitreous 
silica is a regular tetrahedron SiO4 with one Si atom in the centre and one O atom 
on each of its corners, as it is in the SiO2 crystals. The next peak is observed around 
0.32 nm: Fig. 7.5b suggests that it corresponds to the pair of silicon atoms at the 
centre of two neighbouring tetrahedra.

More recent diffraction experiments and data analysis in vitreous silica have been 
presented by [39]. The main results are 0.1608 ± 0.0004 nm for the distance Si–O, 
0.2626 ± 0.0006 nm for O–O, and ~ 0.31 for Si–Si. For the latter, it should be noted 
that, because of the disorder in the relative orientation of neighbouring tetrahedra, 
the diffraction is averaged over the sample, producing a broadening of the line. From 
the above results, one finds a Si–O–Si angle of ~ 150°. A picture of two elementary 
tetrahedra and of their interconnection is shown in Fig. 7.11.

Figure 7.12 shows the RDF of silica compared to those of two silicate glasses 
[40]. The sharp peak around 1.6 Å (Si–O distance) observed in silica glass is also 
present in the two silicates. The peak around 2.6 Å in silica glass, assigned to the 
pair O–O, is also present on the tail of a higher peak in MgSiO3. For CaSiO3, the  
second peak is higher and broader, suggesting a superposition of peaks. Since the 
O–O distance for a regular SiO4 tetrahedron with Si–O equal to 1.64 Å should be 
2.67 Å, the second peak was assigned to the Ca-O and O–O pairs [40]. This shows 
that the SiO4 tetrahedron is the fundamental unit of those silicates. In the case of 
CaSiO3, by adding a study by Raman scattering to the X-ray diffraction experiments, 
Yin et al. were able to propose a model of the structure of this glass compatible with 
the experimental results.

Concerning boron oxide B2O3, Zachariasen [41] noticed that the conditions to 
form a glass are met if the elementary unit is a triangle with one atom of boron at 
the centre and three atoms of oxygen at its corners. This structure was confirmed in 
an X-ray diffraction study [35]. As far as the interconnection of those triangles is 
concerned, Raman scattering [13] and precise neutron scattering [14] have shown that 
most of these elementary units form planar B3O6 “boroxol” units, shown in Fig. 7.13a. 
The RDF extracted from neutron diffraction results have been successfully fitted to
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Fig. 7.10 Left plots: the intensities diffracted by a sample of vitreous silica in X-ray (up) and 
neutron (down) diffraction. The curves on the right-hand side of the figures are the corresponding 
radial distribution functions extracted by Fourier transform (from [25]) 

Table 7.1 Interatomic 
distances in silica glass (from 
[25]) 

Si–O O–O Si–Si 

Neutron, λ = 0.797 Å 1.59 Å 2.62 Å 3.22 Å 

Neutron, λ = 1.094 Å 1.63 2.62 No peak 

X-rays, λ = 0.71 Å 1.55 2.55 3.07

a model in which 80% of the boron atoms are included in boroxol rings, the 20% 
remaining forming independent BO3 triangles (Fig. 7.13b).
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Fig. 7.11 Two elementary units in vitreous silica and their interconnection (from [39])

Fig. 7.12 RDF of some silicate glasses (from [40])

7.1.6 Neutron Diffraction: Isotopic Substitution 

When one of the elements constituting the glass has two isotopes whose neutron 
scattering length is appreciably different, one can use a method of subtraction [8] to
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Fig. 7.13 a Boron oxide glass: the elementary unit and the boroxol triangle; b the RDF calculated 
(dashed lines) and experimental (solid line) for boron oxide glass (from [14])

obtain the RDF around one atom of this element, or the RDF of this element alone. 
As shown above (Sect. 7.1.4), the neutron diffraction intensity for a polyatomic glass 
is: 

I N (Q) =
Σ

α,β 
cαcβbαbβ Sαβ (Q). (7.17) 

If the element M has two isotopes, with scattering lengths bM1 and bM2, two  
samples are prepared, one with isotope M1, the other with isotope M2. One gets for 
the sample (7.1) with M1: 

I1(Q) =
Σ

α,β /=M 

cαcβbαbβ Sαβ (Q) +
Σ

α,M 
α /=M 

cαcMbαbM1Sα M (Q) + c2 Mb
2 
M1SMM  (Q), 

(7.18) 

and for the sample (7.2) with M2:
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I2(Q) =
Σ

α,β /=M 

cαcβbαbβ Sαβ (Q) +
Σ

α,M 
α /=M 

cαcMbαbM2Sα M (Q) + c2 Mb
2 
M2SMM  (Q). 

(7.19) 

Subtracting I2 from I1, one obtainsΔ1M, which contains only the partial structure 
factors centred on one atom M:

Δ1 M(Q) =
Σ

α,M 
α /=M 

cαcMbα(bM1 − bM2)Sα M (Q) + c2 M
(
b2 M1 − b2 M2

)
SMM  (Q). 

(7.20) 

By Fourier transform, one obtains from the above equation the pair correlation 
function centred on element M: 

gMα(r ) = 
2 

π

∫

Δ1 M(Q) sin QrdQ = 2
Σ

α /=M 

cαcMbα(bM1 − bM2)(gα M (r − 1)) 

+ c2 M (b
2 
M1 − b2 M2)(gMM  (r ) − 1). (7.20) 

In Sect. 7.1.5, we have shown that, in CaSiO3 glass, the basic structural unit is 
the SiO4 tetrahedron. What about the calcium atoms? Eckersley et al. [8] applied the 
isotopic substitution method to this glass, one sample being prepared with natural Ca, 
the other with essentially pure 44Ca. The difference spectrum is shown in Fig. 7.14. 
The main feature in this spectrum is a sharp peak near 2.4 Å which coincides with 
the same peak observed in crystalline CaSiO3 also shown in Fig. 7.14 [5]. This peak 
was assigned to the pair C–O. A careful analysis of this strongly suggests that the 
Ca atoms are at the centre of a coordination polyhedron mainly ordered, probably 
octahedral as in the crystal. 

The above subtraction procedure is called “first difference”. We can go further 
and obtain the RDF for one given atom in using the “second difference”. For that,

Fig. 7.14 RDF around Ca in glassy (solid line) and crystalline (dashed line) CaSiO3 (from [5]) 
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we need to prepare a sample with a mixture of isotopes M1 and M2 in concentrations 
such that the neutron scattering length bM3 of that mixture fulfils the relation bM1 − 
bM2 = bM2 − bM3. The intensity I3(Q) of neutrons diffracted for that mixture is: 

I3(Q) =
Σ

α,β /=M 

cαcβbαbβ Sαβ (Q) +
Σ

α,M 
α /=M 

cαcMbαbM3Sα M (Q) + c2 Mb
2 
M3SMM  (Q), 

(7.21) 

and the difference Δ2M(Q) = I2(Q) − I3(Q) is:

Δ2 M(Q) =
Σ

α,M 
α /=M 

cαcMbα(bM2 − bM3)SαM (Q) + c2 M
(
b2 M2 − b2 M3

)
SMM  (Q). 

(7.22) 

By subtracting Δ2 from Δ1, one obtains the second difference:

Δ1M(Q) − Δ2 M(Q) = 
1 

2 
c2 M (bM3 − bM1)

2 SMM  (Q). (7.23) 

Then, the pair distribution function gMM  (r ) can be calculated. Figure 7.15 shows 
the RDF for various cations [5]. The best way to comment on this figure is to use some 
of the authors’ sentences. “Between 3 and 5 Å, all the GMM(r) functions exhibit a 
split second peak related to the second neighbours. These peaks appear for distances 
close to those of compositionally equivalents crystals, which indicate that some 
structural crystalline arrangements are maintained in the glass structure. However, 
the simulation on CaSiO3 shows the presence of additional peaks in the crystal 
beyond 5 Å, which contradicts the possibility of microcrystallite models”.

7.2 Inelastic Scattering 

Atoms submitted to a thermal energy kBT vibrate, and for a given molecule or 
crystalline structure, the symmetry of the atomic displacements reflects the atomic 
symmetry. Within the framework of the group theory developed for liquids and crys-
tals, the vibrational motions are linear combination of normal modes and hence 
vibrational spectroscopies provide an indirect way to probe the structure. In disor-
dered materials, for example, such as crystalline-like materials or glasses, it can 
provide information hardly accessible otherwise. However, the atomic disorder lifts 
the selection rules and eventually produces strong line broadening of the vibrational 
responses. This departure from the theoretical framework combined with the over-
lapping of the responses often limits quantitative data treatments. For the present case 
of glasses, the elementary structural units constituting the materials (SiO4 tetrahedra, 
BO3 triangles, etc.) are often well defined and their inelastic scattering may therefore
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Fig. 7.15 Second difference correlation function in various glasses: Ca in CaO-SiO2 [11], Ti in 
K2O-TiO2-2SiO2 [4], Ni in 2CaO-NiO-3SiO2 [12] and Li in LiSi2O5 [43]. R1 is the first M-M 
distance (from [5])

fulfil, at least partially, the molecular selection rules. Despites, this departure from 
the theoretical framework considerably limits the breadth of the vibrational analysis. 
Nowadays, one way to get around this issue is to confront spectroscopic data with 
numerical simulations. 

In this section, we will briefly describe the origin of inelastic scattering and give 
the selection rules for the case of Raman spectroscopy. The reader will find the details 
of the calculation in the book “Teaching Glass Better” where the treatment has been 
done in full [22]. Examples of the description of glassy structures from their Raman 
spectra will be given at the end of the chapter. 

7.2.1 Inelastic Scattering Spectroscopy 

Within the set of available vibrational spectroscopies, it is worth separating scat-
tering techniques from “resonant” (non-scattering) in-lab experiments as for example 
infrared absorption and microwave techniques. In infrared spectroscopy, the medium 
is excited by a polychromatic beam in the wavelength region ~ 0.5 mm to 1 μm. These
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IR-wavelengths exactly overlap those of the vibrations and the response results from 
a resonant process between the incoming beam and the vibrations. Only modes which 
modulate the dipole moment μ of the molecule, i.e. polar modes, are involved in the 
interaction process. Microwave acoustics may be defined as the subject embodying 
the propagation of acoustic waves in solid-state materials at-micron-order wave-
length. Here, a transducer is used for the emission (and possibly the reception) of 
the microwave signal. When its frequency matches that of the sound velocities in the 
media the microwave acoustic modes propagate and their velocity and attenuation 
are measured. 

By contrast, an inelastic scattering experiment is a non-resonant process where 
the media is irradiated by a monochromatic beam, and the frequency dependence of 
the radiation scattered under the angle θ is analysed (Fig. 7.16b). The interaction can 
be viewed as a two photon process where an incident photon ωI scatters a photon 
at ωS after interaction with an excitation Ω in the medium (Fig. 7.16a). The latter 
can be either an optic vibration (Raman) an acoustic mode (Brillouin) or a relaxation 
(Brillouin and Raman), as shown in Fig. 7.16c. 

The scattering wave vector q of the experiment and the running frequency ω are 
defined by the conservation of momentum and energy (kinematic conditions). A peak 
develops in the vibrational spectral when ω and q equal that of the excitation, Ω and 
Q, respectively, and then: 

Q = q = ±(kS − k I ) (24a)

Fig. 7.16 a Inelastic scattering diagram, b schematic view of a scattering experiment and c typical 
inelastic spectrum comprising optic vibrations (Raman), acoustic modes (Brillouin) and relaxational 
motions (Brillouin and Raman). The elastic peak at ω = ωI is also shown (from [22]) 
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Ω = ω = ±(ωS − ωI ) (24b) 

During the scattering process, a phonon is created (Stokes process) or annihilated 
(anti-Stokes process). The signs – and + in Eq. 7.24 define Stokes (ωS = ωI –ΩStokes) 
and anti-Stokes (ωS = ωI + Ωanti-Stokes) processes, respectively. The efficiency of the 
two processes is controlled by the Bose–Einstein population factor 

n(ω) = 1 

exp
(

ℏΩ
kB T

)
− 1 

, (7.25) 

where kB is the Boltzmann’s constant and T the sample temperature. Stokes and 
anti-Stokes responses can be related as follow 

IStokes 
[n(ω) + 1] 

= 
IAnti-Stokes 
n(ω) 

(7.26) 

where IStokes and IAnti-Stokes are the intensities measured in the Stokes and anti-Stokes 
side, respectively. In practice, a correction by Eq. 7.26 is necessary to normalize 
spectra obtained at different temperatures. Equation 7.26 can also be used to extract 
an unknown background from a given spectrum. This deserves, however, to measure 
both Stokes and anti-Stokes responses. 

7.2.2 Origin of the Scattering 

According to the linear response theory, the intensity I (q, ω) scattered by an elemen-
tary volume V in the material is proportional to the space and time Fourier transform 
of the correlation function of the physical quantity A which couples with the incoming 
radiation [1]: 

I (q, ω) ∝ FT 

⎧ 
⎨ 

⎩

∫

V

∫

t 

A(r, t)A
(
r + r ,, t+)

dt dr 

⎫ 
⎬ 

⎭ (7.27) 

In Eq. (7.27) A(r, t) represents the space and time fluctuations of A (noise signal) 
and the integral 

G
(
r ,, τ

) = ⟨A(r, t)A
(
r + r ,, t + τ

)⟩ =
∫

V

∫

t 

A(r, t)A
(
r + r ,, t + τ

)
dt dr 

(7.28) 

is the space and time correlation function of A(r, t).
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Table 7.2 Physical quantity at the origin of the scattering depending on the incident radiation 

Radiation (perturbation) Variable that couples with the incident 
radiation 

Scattered intensity 

X-rays Electronic density of charges FT{⟨ρe(0, 0)ρe(r, t)⟩} 
Light Electrical polarization FT{⟨ p(0, 0) p(r, t)⟩} 
Raman Dynamical polarizability FT

{⟨α,(0, 0)α,(r, t)⟩}

Hyper-Raman Dynamical hyperpolarizability FT
{⟨β ,(0, 0)β ,(r, t)⟩}

Brillouin Polarizability via photoelastic tensor FT
{⟨p,(0, 0)p,(r, t)⟩}

Neutrons Neutron scattering length FT{⟨b(0, 0)b(r, t)⟩} 

It is worth noting that the integration in space gives rise to the elastic response 
described in Sect. 7.1 and in case of a scattering by the electrons, the result corre-
sponds to the sum in given by Eq. (7.3). For inelastic scattering, time correlation 
function adds to the spatial one treated above. If there exist spatial correlations 
between A(r, t) at different points, one must take the phase into account and the 
intensity will depend on the scattering vector q. This is the case for example for 
acoustic modes which are plane waves, but not for optic modes in liquids which are 
fully localized vibrations, i.e. without phase relationship between vibrating units. 

Expression (7.28) applies whatever the nature of the incident radiation, as summa-
rized in Table 7.2: for X-rays and neutron scattering, A stands for the electronic 
density ρe and the neutron scattering length b, respectively. For light scattering, A 
associates with the induced dipole p which can be expanded in terms of the incident 
electric field E I . Up to the second order, it reads: 

p = α E I + 
1 

2 
β E I E I +  · · · (7.29) 

where α is the polarizability tensor responsible for Raman scattering, and β the 
hyperpolarizability tensor responsible for hyper-Raman scattering. It is the modula-
tion of δ p with respect to the normal coordinate X of the mode which leads to the 
scattering, i.e. α, = ∂α/∂ X and β , = ∂β/∂ X . The induced dipole p also modu-
lates the photoelastic (Pockel’s) tensor p giving rise to the Brillouin scattering from 
acoustic modes. It is worth noting that all of these physical quantities are modulated 
simultaneously by the incident radiation E I . It is the spectrometer which will select 
which one will be probed: the high resolution of a Fabry–Perot interferometer is used 
to probe low frequency vibrations and hence Brillouin scattering by sound waves. A 
grating diffractometer will detect optic vibrations at higher frequencies. To measure 
Raman modes, the central wavelength of the diffractometer must be set close to that 
of the incoming laser source, and for hyper-Raman scattering, close to half the latter 
(double frequency). 

A treatment of the oscillating dipole shows that the scattered field ES is propor-
tional to the induced dipole p, and it is possible to calculate the exact expression of the 
intensity scattered in a light scattering experiment, known as the Wiener–Khintchine
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theorem: 

I (q, ω) = FT 

⎧ 
⎨ 

⎩

∫

V

∫

t 

E∗ 
S(r, t)ES

(
r + r ,, t + τ

)
dt dr 

⎫ 
⎬ 

⎭ (7.30) 

Regarding the experimental scheme shown in Fig. 7.16b, the time-dependent 
(inelastic) term of the above expression can be understood as follow: 

1. A photon is scattered under the angle θ at time t and another at time t , = t + τ , 
leading to the scattered fields ES(t) and ES(t + τ ), respectively. 

2. The detector measures the intensity of the scattered field. However, the photons 
emitted at t and t, may have a different optical path in the spectrometer, and both 
possibly reach the detector at the same time. Therefore the product E∗ 

S · ES should 
be averaged over all photons emitted at t and t + τ , that is ∠E∗ 

S(t) · ES(t + τ )⟩. 
This strictly corresponds to the temporal correlation function of ES . 

3. The spectrometer (“analyser” in Fig. 7.16b) makes the Fourier transform 
of the scattered fields, TF{ES(t)} = ∫

ES(t)e−i ωtdt and TF
{
ES

(
t ,
)} =

∫
ES

(
t ,
)
e−i ωt ,dt ,. Therefore, the detector exactly measures the spectral compo-

nent of Eq. (7.30): 

I (ω) = FT
{⟨E∗ 

S(t)E
,
S(t + τ )⟩} (7.31) 

7.2.3 Raman Selection Rules 

The calculation of Eq. (7.31) is performed in many textbooks [3, 16] as well as in  
Teaching Glass Better [22]. The Raman intensity for Stokes scattering reads: 

I (ω) = ℏ

2 

nS 

n I 

N ωI ω
3 
S

(
ε0c2

)2

(
n̂S · α, · n̂I

)2 n(ω) + 1 
ω 

Snorm(ω). (7.32) 

The term ω3 
S tells that the inelastic intensity measured by CCD camera is propor-

tional to 1/λ3 
S and not 1/λ

4 
S as for photomultipliers (as expressed by [29]). The double 

tensor product in Eq. (7.32): 

R =
(
n̂S · α, · n̂I

)2 
(7.33) 

accounts for the fluctuations of the dynamical polarizability α, along the incident 
(n̂I ) and scattered (n̂S) polarization direction of the beam. It is this term which is at 

the origin of the Raman selection. The symmetry of the tensor α, for every Raman 
active vibrations and every crystalline space group is summarized in crystallographic
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books [26, 30]. Finally, Snorm(ω) is the normalized spectral response function. It is 
defined so that its integral over ω is equal to one for any couple (ω0, ⎡) of the mode. 

Crystals 

In crystals, the intensity of Raman active modes (α, /= 0) is modulated by the product 

R =
Σ

δ

Σ

i, j

⎟
⎟nI 

i n
S 
j α

,δ 
i j

⎟
⎟2 (7.34) 

where δ denotes the degeneracy of the mode, and the indices i and j refer to the 
laboratory frame. It is worth noting that the direction of q does not play a role in the 
Raman selection rules. 

Gases and liquids 

Molecular selection rules account for systems with very weak intermolecular interac-
tions defining perfectly incoherent scattering. The vibrations are perfectly localized 
and the motions of the molecules are independent to each other. This usually concerns 
gases and liquids. For such disordered media, Eq. (7.33) has to be averaged over all 
accessible orientations of the molecules:

⟨R⟩ = ⟨
Σ

δ

Σ

i, j

⎟
⎟nI 

i n
S 
j α

,δ 
i j

⎟
⎟2⟩ (7.35) 

For a collection of randomly orientated molecules, the calculation shows that 
there remain only two independent quantities: the polarized (⟨R∥⟩) and depolarized 
(⟨R∥⟩) Raman intensities. If the indices i, j refer to indexes in the molecular frame, 
one obtains [6]:

⟨R⊥⟩ =  
1 

15

Σ

i 

α,2 
i i  − 

1 

15

Σ

i < j 

α,
i i  α

,
j j  + 

1 

5

Σ

i< j 

α,2 
i j (36a) 

and

⟨R∥⟩ =  
1 

5

Σ

i 

α,2 
i i  + 

2 

15

Σ

i< j 

↑ α,
i i  α

,
j j  + 

4 

15

Σ

i< j 

α,2 
i j  . (36b) 

It can be shown that the Raman depolarization ratio defined as ρ = ⟨R⊥⟩/⟨R∥⟩ =  
I RS  ⊥ /I RS∥ lies between 3/4 and 0 for depolarized and fully polarized vibrations, 
respectively. 

Finally, for the crystalline and liquid cases, according to the fluctuation–dissi-
pation theorem, the dissipative part of the dynamical susceptibility χM (ω), namely 
Im[χM (ω)], is proportional to the response function Snorm(ω). For an oscillator and 
a relaxator, the latter reads:
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Im[χM (ω)] = ⎡ω
(
ω2 
0 − ω2

)2 + ⎡2ω2 
∝ Sosc(ω) (37a) 

and 

Im[χM (ω)] = ω/τ0 

ω2 + 1/τ 2 0 
∝ Srel(ω), (37b) 

respectively. For weakly damped vibrations, namely ⎡ ≪ ω, Sosc(ω) can be 
approximated to a Lorentzian. 

Glasses 

In glasses, the elementary units constituting the network are distorted and the molec-
ular selection rules are often lifted, excepted in simple glasses where they partially 
apply [19, 32]. In most cases, the coupling term R is not known and it is replaced by 
a frequency-dependent coefficient C(ω). Similarly, the vibrational response func-
tion of a mode σ transforms into a distribution of oscillators of slightly different 
frequencies leading to a “Raman vibrational density of states” gσ (ω). Accordingly, 
Eq. (7.28) reads: 

Iσ ∝ IL 
nS 

n I 
N ω3 

S 

[n(ω) + 1] 
ω 

Cσ (ω) · gσ (ω) (7.38) 

where N is the number of scatterers and can be replaced by the sample density ρ. The  
quantity to be conserved in a Raman experiment is, therefore, Iσ,N = Cσ (ω) · gσ (ω). 

Another effect that distorts the response function in glasses arises from the spatial 
localization of extended waves due to the random medium- and long-range inter-
atomic connectivity. This induces a loss of coherence of the scattering process due 
to the partial or total meaningless of the wave vector Q of the vibration [24]. In crys-
tals, modes are extended, i.e., their spatial coherence length is larger than the probed 
wavelength, and hence, they propagate as plane waves with atomic displacements 
X (r, t) = X0e±i ( Qr−Ωt). Conversely in liquids, there is no phase relationship between 
vibrations at r and r,. In that case, Q is meaningless and the atomic displacements 
read X(t) = X0e±iΩt . Glasses provide a more complex situation where a mode σ can 
involve one elementary unit (“liquid-like” vibrations such as the ring modes in SiO2 

and B2O3, several elementary units as for the Si–O–Si bending modes constituting 
the R-band in SiO2 [10], and possibly a large number of elementary units (“crystal-
like” vibrations such as the rocking of Si–O–Si structures responsible for the polar 
mode TO4 in SiO2 [19, 37]. This obviously affects both the selection rules and the 
response function Sσ (ω) in a non-trivial way.
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Fig. 7.17 Atomic displacements of the Raman modes of v-SiO2 

7.2.4 Raman Spectroscopy in Silicate Glasses 

Vibrations in vitreous silica 

The vibrational spectra of simple oxide glasses are fairly well known. We refer the 
reader to [17, 17], and references therein, for a complete description of the Raman, 
infrared and hyper-Raman modes in the glass formers v-SiO2 and v-B2O3. In  v-SiO2, 
the broad R-band in the Raman spectrum corresponds to bending motions of (Si– 
O–Si)n bonds with n ≥ 5 (Fig. 7.17). The atomic structures with n = 3 and n = 4 
construct rings whose bending, also called “breathing modes”, lead to the narrow D1 
and D2 peaks at 490 cm−1 and 605 cm−1, respectively. 

The three peaks at higher frequency, TO1..3, are infrared active vibrations and 
hence correspond to motions which carry a dipole moment [28]. The underlying 
atomic displacements can be interpreted by considering either the SiO4 tetrahedron 
(Td point group) or the Si–O–Si (C2v point group) unit structures [19, 33]. In the latter 
case, TO1 and TO2 modes combine symmetric (s) and antisymmetric (as) stretching. 
Finally, the boson peak at low frequency is associated to coupled translation and 
libration motions of rigid SiO4 tetrahedra. The librational component is active in 
hyper-Raman scattering [17] and has a major weight in the density of vibrational 
states [2], while Raman is likely more sensitive to the translational component [19]. 

Si–O–Si angle in sodosilicate glasses 

It has been shown that the frequency of the R, D1 and D2 bands can be related the Si– 
O-Si angle [18]: the higher the frequency, the weaker the angle. This provides a way 
to quantitatively estimate the angle reduction in permanently densified silica [18] 
and in compressed silica [36]. Interestingly, the conversion also works in sodosil-
icate glasses [21]. Here, the R-band splits into two components when increasing 
the sodium concentration (Fig. 7.18). The broad component decreases with sodium 
content and was interpreted as Si–O–Si bending in the connected network (R-like 
band). Conversely, the narrow one increases with sodium content and is assumed to
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Fig. 7.18 Si–O–Si angular distribution P(θ ) in the series of sodosilicate glasses, from SiO2 to NS1.5 
(from [21]). a P(θ ) extracted from the polarized (VV) Raman spectra: from red to black curve: SiO2, 
NS7, NS4, NS3, NS2, NS1.5. The inset shows gB(ω) after subtraction of the boson peak. b P(θ) 
obtained from atomistic simulations in SiO2, NS4 and NS2 [31]. Top of panel b: schematic view of 
sodosilicate-like regions (left) and silica-like regions (right). c Variation of the Si–O–Si angle θ as 
a function of the sodium content in regions close to sodium atoms (θ Rc) and in silica-like regions 
(<θ >) obtained from Raman data (RS) and ab initio molecular dynamic simulations (MD) 

arise from Si–O–Si bending close to sodium atoms (Rc band). Cations depolymerize 
the silica network and hence release the constraints. One therefore naturally expects 
smaller Si–O–Si angles, with weaker angular spread, giving the relatively narrow Rc 
component at higher frequency than the R-like one. 

Cation modes in ternary aluminosilicates 

The depolarized Raman spectra (VH) in binary- and ternary aluminosilicate glasses 
present two modes, hereafter called ω1 and ω2, which are associated to vibrations of 
the cations [20]. In binary compounds, both modes originate from vibration of the 
cation relative to its non-bridging oxygen (Fig. 7.19a). In ternary glasses (Fig. 7.19b), 
the two modes are still present, and similarly to the binary situation, the intensity 
of ω1 decreases to zero as the cation content [20, 23]. This shows that network 
modifier and charge compensator cations participate to this mode. The intensity of 
ω2 behaves a very different way. It decreases to zero when the glass reaches the 
peraluminate join R = 1, where R is the ratio between cation oxide and alumina 
content. This observation holds for any alkaline and alkaline earth cations (except 
Mg), highlighting that in ternary aluminosilicate glasses, the Raman mode ω2 solely 
arises from cations at modifier place [23]. Accordingly, the VH Raman spectrum 
provides a way to detect non-network former cations in the glass.
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Fig. 7.19 a Depolarized Raman spectra (VH) of sodosilicate glasses NS2, NS4 and NS7 and pure 
silica in the region of the cations modes ω1 and ω2 (from [23]). The solid lines result from a fit using 
a modified lognormal function for the boson peak and its tail and Gaussians for the cation modes 
ω1 and ω2 (dashed lines). b VH spectra in sodo-aluminate silica (NAS) and calcium-alumino silica 
(CAS), showing that the cation mode ω2 decreases to zero at R ∼= 1 [20]. On top: schematic view of 
the cation (M) vibrations ω1 and ω2 in ternary glasses. Note that alkali-earth cations vibrate around 
two non-bridging oxygens or two AlO4

− tetrahedra 

7.3 Conclusion 

We have seen that X-ray and neutron diffraction techniques, often associated with 
numerical simulation, allow a better understanding of the organization of the disor-
dered atomic structure of a glass. The main limitation of these techniques is the 
number of different chemical elements in the material. As far as inelastic scattering 
is concerned, the lifting of the Raman selection rules often limits the analysis of the 
vibrations to simple materials, except may be for modes which are well defined and 
decoupled from the rest of the network. Despite, it is worth to correlate the Raman 
data to other light spectroscopies experiments such as IR-absorption or hyper-Raman 
scattering, and to compare the vibrational spectroscopy of the glass to that of the 
corresponding crystal, if exits. The support of classical or ab-initio numerical simu-
lation methods is also a real asset. Quantum-based techniques are currently mature 
for calculating IR spectra and Raman spectra [27], but still, they are limited to a rela-
tively weak number of atoms, and therefore mostly apply to simple glasses. However, 
new methods allowing to model amorphous materials with a large number of atoms 
are emerging [7, 15] and open a way for calculating multicomponent glasses.
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Chapter 8 
Melt-Derived Bioactive Glasses: 
Approaches to Improve Thermal 
Stability and Antibacterial Property 
by Structure–Property Correlation 

Sakthi Prasad, Anustup Chakraborty, and Kaushik Biswas 

8.1 Introduction 

Bioactive glasses fall under a class of synthetic biomaterials which exhibits natural 
bonding with tissues as well as possess the ability to repair, regenerate, and induce 
growth of tissue at the damaged site through interfacial reactions [1, 2]. Presently, 
45S5 glass (Bioglass®) has completed 50 years since its discovery and its products 
have been in clinical usage for the past 35 years [2–4]. A 45S5 is a silicate-based 
bioactive glass that was first discovered by Prof. Larry Hench at the University of 
Florida in 1969 and exhibited bone bonding in rats [1, 2, 4]. Prof. Larry Hench had 
developed bioactive glasses with the idea of finding a material that would integrate 
with the host tissue inside the human body [2, 4]. Later on, many interesting features 
were revealed in 45S5 glass which makes it an extraordinary biomaterial. Despite 
the assumption that 45S5 glass would bond only with the calcified tissues, Wilson 
et al. have demonstrated the ability of 45S5 glass to bond with soft connective tissues 
when the interface is immobile [2]. Furthermore, it was discovered that 45S5 glass can 
interact genetically and stimulate the process of bone formation (osteostimulation) 
through the process of ion release during its dissolution in the physiological medium 
[2]. 

The discovery of 45S5 glass introduced a new class of biomaterials called “Bioac-
tive materials” which exhibit the ability to bond with the host tissue. In bioactive 
glasses, this natural bonding occurs due to the interfacial layer made of hydroxy-
carbonated apatite (HCA) resulting from a series of reactions with the surrounding 
environment at the host tissue site [1, 5]. This HCA layer is chemically identical to 
the mineral part of the bone tissue and supports the cells to attach from the host tissue
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site and proliferate leading to natural bonding. Therefore, bioactive glasses are being 
widely used for the repair and regeneration of bone and treatments related to bone 
diseases. 

Bioactivity could be categorized into two sub-categories called Class-A bioac-
tivity and Class-B bioactivity based on the interaction of the bioactive material 
with the host tissue. Class-A biomaterial like 45S5 glass exhibits intracellular and 
extracellular responses such as osteostimulation, osteoinduction, and osteoproduc-
tion [2, 4–6]. Class-A bioactive materials can upregulate cellular activity, activate 
genetic responses in cells, and help in the differentiation of cells from progenitor 
cells along with cellular attachment and proliferation [2, 4–6]. Class-B bioactive 
materials exhibit only extracellular responses such as osteoconduction and help in 
the attachment and proliferation of cells [2, 4–6]. 

The bioactive glasses undergo a series of reactions with the physiological medium 
at the interface of host tissue and bioactive glass leading to a biological bond [4, 5, 7]. 
It is well established that bioactive glasses convert to bone through 12 steps in which 
the chemical processes for HCA layer formation and the biological processes for the 
reconstruction of the HCA layer into the bone matrix are involved [4, 5, 7]. The chem-
ical processes in silicate-based bioactive glasses leading to the formation of the HCA 
layer have been experimentally determined using Fourier-transform infrared (FTIR) 
spectroscopy, X-ray diffraction (XRD), scanning electron microscopy (SEM), and 
energy-dispersive X-ray spectroscopy (EDS) techniques [8]. The first five reaction 
steps leading to the formation of the HCA layer can occur in any aqueous envi-
ronment similar to the physiological medium while subsequent reaction steps occur 
only under in vivo conditions. The in vitro studies on bioactive glasses is carried out 
commonly using simulated body fluid (SBF) and TRIS buffer solutions both of which 
are adjusted to a pH 7.4 at the beginning of the study to match the pH of the physiolog-
ical medium. In this regard, the work done by Kokubo et al. needs to be highlighted, 
since the SBF prepared according to their method has significantly improved the 
reproducibility and reliability of predicting the in vitro bioactive behavior of the 
bioactive glasses [9]. 

Commercial melt-derived silicate bioactive glasses include 45S5 glass 
(Bioglass®), S53P4 glass (Bonalive®), and 13-93 glass [10–12]. The 45S5 glass 
received its United States food and drug administration (FDA) approval and Euro-
pean Conformité Européenne (CE) mark in 1985 and 1995, respectively [4, 13, 14]. 
While S53P4 glass received a CE mark in 2006 and was approved for FDA 510k in 
2008 [14, 15], 13-93 glass also obtained clinical approval for in vivo usage in Europe 
and the USA [16–18]. 

The bioactive glass products based on 45S5, 13-93, and S53P4 glass composi-
tions are used commercially for the treatments of periodontal, orthopedic, maxillo-
facial, and dental defects [13, 14, 19–22]. Although the monolithic devices made 
of Bioglass® such as middle ear prosthesis (MEP) or endosseous ridge maintenance 
implant (ERMI) showed significant improvement over conventional hydroxyapatite 
(HA) implants, MEPs, and ERMIs were discontinued due to their availability in 
fixed shapes and sizes [13, 23]. Afterwards, bioactive glass particulates and putty 
with different particle size ranges were clinically well accepted for the repair of
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bone defects. Furthermore, NovaMin® (NovaMin Technology, FL, owned by Glax-
oSmithKline, UK), particulates of 45S5 glass was developed in 2004 and are used 
in toothpaste for treating dentine hypersensitivity [13, 19]. NovaMin® particles tend 
to attach to the exposed dentinal tubules under the oral environment leading to the 
remineralization of the eroded tooth surface. Furthermore, bioactive glasses have 
been successfully coated over the metallic implants to provide osseointegration with 
host tissues. Additionally, Vitryxx® (Schott, Germany), particulates of 45S5 glass are 
commercially used in skincare-and nailcare-based cosmetics. Moreover, strontium 
containing silicate-based bioactive glass called Stronbone™ developed by Hill and 
Stevens has received European CE approval for clinical usage in bone remodeling 
and osteoporosis treatments [22]. 

Commercial melt-derived silicate-based bioactive glasses have been clinically 
used for treatments in more than millions of patients until now [11, 13, 14, 19]. 
However, a major challenge associated with these glasses is their tendency to crys-
tallize uncontrollably during thermal treatments due to low thermal stability [24–26]. 
Therefore, these glasses could not be subjected to scaffold synthesis through thermal 
treatments and fiber drawing at high temperatures [24–26]. 

Scaffolds and fibers are advantageous in providing biological support to cells for 
attachment and adequate mechanical performance at the bone defect [27, 28]. Devel-
opment of scaffolds requires the sintering of green bodies prepared from the bioactive 
glass powders using foam replication, freeze-drying, extrusion, porogen inclusion 
techniques, and additive manufacturing techniques such as 3D printing [27, 28]. The 
sintering process of consolidating the glass powders is driven by the viscous flow 
mechanism which occurs at temperatures above the glass transition temperature (T g) 
[29, 30]. The viscous flow-assisted sintering process which is required to develop 
scaffolds with adequate mechanical strength and toughness could get hindered due 
to the uncontrolled crystallization in bioactive glasses [29–31]. Similarly, crystal-
lization during the fiber drawing process can lead to difficulty in obtaining uniform 
amorphous fibers [32, 33]. Moreover, uncontrolled crystallization during sintering 
can result in uneven dissolution rates from the crystalline and residual glassy phases 
further leading to irregular/delayed formation of apatite. Therefore, there has been 
a need to formulate bioactive glasses possessing superior thermal stability which 
support thermal processing and sintering above T g without devitrification. 

Bacterial infections in the human body are prone to occur either during the expo-
sure of the inner tissue during trauma, via the bloodstream or during surgeries (noso-
comial origin) [34]. Antibacterial properties in bioactive glasses are beneficial to 
prevent implant-related infections post-surgery of nosocomial origin and also for 
the treatment of osteomyelitis, caries, and periodontal diseases caused by bacterial 
infections [21, 35–40]. Conventional treatment for chronic osteomyelitis involves 
multiple surgical procedures and prolonged hospitalization for the removal of the 
infected part, antibiotic treatment, and tissue regeneration at the defect site [20–22, 
34, 37, 41–43]. Moreover, the widespread usage of antibiotic drugs has resulted 
in the emergence of multidrug-resistant bacteria which makes it difficult to cure 
the disease with conventional treatment [44, 45]. In recent years, bioactive glasses 
are being explored as an alternative to conventional antibiotic treatments after the
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evidence of bactericidal action along with bone regeneration [20–22, 34, 37, 41– 
45]. Furthermore, it has been shown that repetitive usage of bioactive glasses for 
the treatment of bacterial infections has not reduced their efficacy [44]. In 45S5 and 
S53P4 bioactive glasses, the rise in pH and the increase in osmotic pressure during 
dissolution were attributed to their antibacterial properties [39]. However, bioac-
tive glasses can be designed to impart antibacterial action involving mechanisms 
other than the mechanisms involved with the increase in pH and osmotic pressure 
against a wide spectrum of disease-causing bacteria. Another major concern arises 
due to the involvement of biofilm-forming bacteria leading to an increased risk of 
implant failures. Additionally, long term and controlled release of ions is required for 
improving the antibacterial properties of glasses which can be achieved by structural 
modification of bioactive glasses. 

8.2 General Composition of Melt-Derived Bioactive Glasses 

The bioactive glasses are generally prepared through conventional melt-quenching 
and sol–gel techniques [46, 47]. The preparation of glasses through the conventional 
melt-quenching technique involves lesser handling steps compared to the sol–gel 
technique [46, 47]. In the conventional melt quenching technique, steps such as 
batch preparation, batch charging and melting, melt refining and homogenization, 
and quenching/cooling of melts are carried out. However, in the sol–gel technique, 
processes involving solvent selection, precursor selection and addition, catalyst and 
surfactant addition, control of pH and temperature, gelation steps, removal of solvents 
and other organic additives through heat treatments are performed. Though the 
sol–gel glass synthesis technique offers an advantage of forming nanoporous and 
textured nano-sized glass powders, the melt-quenching technique offers large scale, 
homogenous, and faster production of glass powders [46, 47]. 

During the bioactive glass preparation through the conventional melt-quenching 
route, the batches are prepared with appropriately weighed raw materials in the form 
of oxides, carbonates, nitrates, sulfates, and halides followed by homogenous mixing 
[46–48]. The batches are charged in platinum or refractory pots for placing inside 
the furnace and heated to melting temperatures. An additional batch calcination 
step may be carried out to remove the gases evolved from the batches before the 
charging step. The melt is then refined to remove the bubbles and homogenized 
through mechanical stirring and viscosity-temperature adjustments. The refined and 
homogenized melts can be either cast into a stainless steel or graphite molds to 
obtain glass blocks or quenched into the water to obtain glass frits [46–48]. An 
additional process of annealing is carried out for the melt-casted glass blocks to 
remove the residual stresses formed during the cooling process [46–48]. The melt-
derived bioactive glass particulates are prepared by crushing and grinding the glass 
blocks and frits [46–48]. 

Most of the silicate-based melt-derived bioactive glasses like 45S5 and S53P4 
glasses are primarily based on the SiO2–Na2O–CaO–P2O5 glass system. Each of
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the oxides in the glass system has a structural role in the glass as well as possesses 
biological importance contributing to the dissolution behavior and apatite forming 
ability of the glasses. 

Silica (SiO2) is a well-known network former according to glass structural theories 
(Zachariasen random network model) and acts as a backbone for the glass network 
[49]. It is also reported that the silicate content plays an important role in control-
ling the glass formability and apatite forming ability of bioactive glass. It is worth 
mentioning that around 40–60 wt% of SiO2 is present in bioactive glasses synthesized 
through the conventional melt-quenching technique [2]. 

Silicate glasses have short-range order originating from the tetrahedral units with 
Si as the central cation surrounded by four oxygen anions [50]. In the absence of any 
network modifiers, each oxygen is shared with two Si cations called bridging oxygen 
(BO) resulting in the formation of Si–O–Si linkages [51]. In the present chapter, 
any tetrahedral structural unit would be represented as Qn 

M, where n represents the 
number of BO and M represents the central cation forming the tetrahedral units. The 
structural unit in network modifier free silicate glasses can be denoted as Q4 

Si where 
four represents the number of BO present in each silicate structural unit. With the 
addition of network modifiers like Na2O or CaO in silicate glass, the bridging oxygen 
converts to non-bridging oxygen (NBO) and results in the formation of Si–O–Na or 
Si–O–Ca bonds [51]. An increase in the content of network modifiers in the glass 
leads to the formation of silicate tetrahedral units with decreased BO and are denoted 
as Q3 

Si, Q2 
Si, Q1 

Si, Q0 
Si units depending on the number of NBOs formed as shown 

in Fig. 8.1a.
Since the ion dissolution from silicate bioactive glasses depends on the network 

modifier contents/number of NBO present in the glass, a parameter called network 
connectivity (NCSi) has been used to theoretically obtain the degree of network 
connectivity for silicate-based bioactive glasses [52]. NCSi denotes the average 
bridging oxygen per silicate tetrahedral unit and can be theoretically calculated based 
on Eq. (8.1) from the composition of bioactive glasses (in mol%). However, the equa-
tion considers that all the phosphate species remain in the form of orthophosphate 
(Q0 

P) units, and therefore some amount of network modifiers are utilized to charge 
compensate NBOs of Q0 

P units and remain unavailable to silicate units [52]. This 
modified equation is based on the findings from structural investigations of bioac-
tive glasses using magic angle spinning nuclear magnetic resonance (MAS-NMR) 
spectroscopy [53]. The ionic dissolution is faster in glasses with lower NCSi while 
an increase in the NCSi value denotes a slower ionic dissolution. 

NCSi = 
[(4 ∗ SiO2) − (2 ∗ Na2O) − (2 ∗ CaO) + (6 ∗ P2O5)] 

SiO2 
(8.1) 

Structural studies based on MAS-NMR spectroscopy and molecular dynamics 
simulation have revealed that the silicate units in 45S5 glass are distributed as Q1 

Si, 
Q2 

Si, and Q3 
Si units in which Q2 

Si units are found in higher proportions [54, 55]. 
Therefore, well-known 45S5 glass can be expected to primarily contain a network of 
linearly connected Q2 

Si units along with some Q1 
Si and Q3 

Si units. The in vitro tests
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Fig. 8.1 Tetrahedral units of a silicate and b phosphate showing the changes in the bridging oxygen 
(BO) and non-bridging oxygen (NBO) with the increase in the network modifier oxides

on 45S5 bioactive glasses have shown that the silicates are released as soluble silica 
into the physiological environment during the breakage of Si–O–Si bonds [56]. This 
soluble silica along with calcium ions actively takes part in bone metabolism and has 
shown activation and upregulation of several genetic and cellular activities leading 
to Class-A bioactivity in 45S5 glass [57, 58]. 

Sodium oxide (Na2O) is a network modifier (according to Zachariasen random 
network model) and its presence leads to the formation of non-bridging oxygen 
(NBO) in silicate tetrahedral units [49]. The Na2O in the glass system gives rise to 
Na+ ions to be associated with the NBOs. These sites are important to initiate the first 
reaction step at the bioactive glass surface during interaction with the surrounding 
physiological medium. The Na+ ions in the bioactive glass are exchanged with the 
H+ ions in the surrounding medium leading to the release of Na+ ions and an increase 
in the pH of the surrounding medium locally [4, 5, 7, 8]. The release of Na+ ions 
(increase in osmotic pressure) and its associated pH increase have also been attributed 
to impart antibacterial effects in bioactive glasses [39]. Meanwhile, the presence of 
Na2O/alkali oxide in the bioactive glass composition causes a high dissolution rate 
and may impart cytotoxic effects from the released sodium ions as pointed out by 
Ferreira and Rebelo [26]. 

Calcium oxide (CaO) is also a network modifier (according to Zachariasen random 
network model) and its presence also leads to the formation of NBO in the silicate 
glass similar to the effect of Na2O [49]. The presence of CaO in a bioactive glass
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system results in the existence of Ca2+ ions near NBO sites. The Ca2+ ions are primary 
components of calcium phosphates formed during the reaction between bioactive 
glass with the host tissue under the physiological environment [2, 5, 7, 8, 59]. The 
Ca2+ ions can be released in exchange with the H+ ions leading to supersaturation 
of Ca2+ ions in the surrounding medium [2, 5, 7, 8, 59]. This reaction leads to the 
formation of the ACP layer through precipitation which further transforms into the 
HCA layer [2, 5, 7, 8, 59]. The released Ca2+ ions also exhibit intracellular responses 
which are important in Class-A bioactive materials [57]. 

Phosphorus pentoxide (P2O5) is another glass network former (according to 
Zachariasen random network model) similar to SiO2 [49, 60]. P2O5 is present in 
smaller proportions compared to the other oxides in commercial bioactive glasses 
like 45S5 (2.6 mol%) and S53P4 (1.7 mol%) [61]. Generally, phosphate glasses 
without any network modifiers have Q3 

P units with three numbers of BO (P–O–P 
linkages) and one oxygen attached with P5+ cation through a double bond (P=O) 
as represented in Fig. 8.1b [60, 62]. The BO decreases in the phosphate tetrahedral 
units with an increase in the network modifier contents leading to the formation of 
Q2 

P, Q1 
P, and Q0 

P units as shown in Fig. 8.1b [60]. The π bond associated with P=O 
in the phosphate units becomes delocalized in the presence of NBO and the degree 
of delocalization increases with the increase in the NBO bonded to the phosphate 
units. As mentioned earlier, the orthophosphate units have been associated with a 
distribution of Ca2+ and Na+ ions based on the proportion of CaO and Na2O contents 
in the glass compositions [53, 54, 63]. Bioactive glasses having phosphate content 
higher than that of 45S5 (2.6 mol%) and S53P4 (1.7 mol%) glasses have been found 
to have a minor proportion of Q1 

P units (<10%) along with a major proportion of Q0 
P 

units (>90%) [53, 54, 64]. Structural investigations revealed that the Q1 
P units are 

connected to the silicates resulting in the formation of Si–O–P bonds [54, 64]. Such 
Si–O–P bonds are absent in the 45S5 glass while the phosphates in the orthophos-
phate structure lead to possible phase separation with silicate-rich and phosphate-rich 
regions within the glasses [65, 66]. The phosphate ions along with the calcium ions 
are beneficial for the formation of ACP and HCA layers [2, 5, 7, 8, 59]. Therefore, the 
apatite formation is reported to depend on both NCSi value as well as the phosphate 
content in the glasses [64]. 

8.3 Glass Thermal Stability 

Glass thermal stability can be defined as the stability of glass against crystallization 
during heat treatments [67, 68]. This property of glass is useful in subjecting the glass 
blocks and powder compacts to thermal treatments, sintering, and fiber drawing. 
Since bioactive glasses are used for various hard tissue and soft tissue applications, 
the development of a bioactive glass product in various shapes and forms through 
sintering and thermal processing is advantageous. The thermal stability of glass 
is predicted using specific temperature values obtained from differential scanning 
calorimetry (DSC) or differential thermal analysis (DTA) technique.
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Fig. 8.2 a DSC thermograms showing glass transition (Tg), crystallization onset (T c), crystalliza-
tion peak (Tp), melting (Tm), and liquidus (T l) temperatures; b height versus temperature plot from 
HSM marked with first shrinkage (T fs) and maximum shrinkage (Tms) temperatures

The temperature values obtained from DSC or DTA include glass transition 
temperature (T g), crystallization onset temperature (T x), crystallization peak temper-
ature (T p), melting temperature (Tm), and liquidus temperature (T l) (Fig. 8.2a). Addi-
tionally, the temperature values obtained from DSC or DTA techniques are dependent 
on the heating rate used during the DSC or DTA measurements. The glass thermal 
stability is commonly reported in the form of the thermal stability factor (ΔT ) as  
proposed by Angell given in Eq. (8.2) [68]. Hrubÿ proposed a parameter called the 
Hrubÿ parameter (KH) to quantify the glass thermal stability against crystallization 
during heating given by Eq. (8.3) [67, 69]. 

ΔT = Tx − Tg (8.2) 

KH =
(
Tx − Tg

)
/(Tl − Tx) (8.3) 

The glasses having higher values of the above-mentioned parameters are expected 
to have better thermal stability against crystallization during heating. However, the 
parameters are expected to change with the heating rates due to the variations in the 
values of T g, T x, T p, Tm, and T l. 

The interference of crystallization on sintering can be obtained from the sinter-
ability parameter (Sc) [70]. It is calculated from the difference between the maximum 
shrinkage temperature (Tms) corresponding to the completion of densification 
obtained from the hot stage microscope and the onset of crystallization temper-
ature obtained from either DTA/DSC technique [70]. The maximum shrinkage 
temperature (Tms) value is obtained for the glass powder compacts from the 
height/area/relative density versus the temperature plot obtained from the hot stage 
microscope (Fig. 8.2b). The sinterability parameter (Sc) is calculated as per Eq. (8.4) 
and this parameter indicates the dominance of sintering over the crystallization in 
glass powders. 

Sc = Tx − Tms (8.4)
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8.4 Improving the Thermal Stability and Bioactivity Using 
Compositional Modifications 

Brink worked on compositional modifications in bioactive glasses toward improving 
the hot working/thermal processing properties by incorporating alkali oxide (K2O), 
alkaline earth oxide (MgO), and B2O3 into bioactive glasses [12, 71]. Such an attempt 
has been reported to be successful in formulating bioactive glass compositions with 
bone-bonding behavior as well as a wider hot working/thermal processing range [12, 
71]. From 13 to 93 bioactive glass possesses higher thermal stability against crystal-
lization and is extensively used for scaffold developments and fiber manufacturing 
[16, 18, 32, 72]. Andersson et al. reported the changes in the in vitro and in vivo 
performance of bioactive glasses subjected to compositional modifications [10]. 

Nonetheless, there exists a need to understand the structural changes within the 
glass owing to the compositional modifications to control the desired properties of 
the bioactive glasses. Additionally, several researchers have adopted various compo-
sitional modifications including the incorporation of B2O3, K2O, Li2O, MgO, SrO, 
ZnO, and fluorides or by incrementing CaO or P2O5 to obtain bioactive glasses 
with improved thermal stability, faster dissolution behavior, and apatite forming 
ability. Furthermore, recent studies have been performed to elucidate the structural 
modifications in the bioactive glass using Raman spectroscopy, MAS-NMR spec-
troscopy, and molecular dynamics simulation. Hence, the structure–property corre-
lation based on the effect of compositional modifications in bioactive glasses toward 
thermal stability, dissolution behavior, and apatite forming ability is discussed further. 
Some of the silicate-based bioactive glass compositions which were subjected to the 
above-mentioned compositional modifications are reported in Table 8.1. 

Table 8.1 Bioactive glass compositions (in mol%) subjected to compositional modifications in the 
literature 

Glass name SiO2 Na2O CaO P2O5 K2O MgO SrO CaF2 

45S5 [2] 46.1 24.4 26.9 2.6 – – – – 

S53P4 [10] 54.86 22.65 21.77 1.72 – – – – 

13-93 [12] 54.6 6 22.1 1.7 7.9 7.7 – – 

ICIE1 [53] 49.46 26.38 23.08 1.07 – – – – 

ICIE16 [53] 49.46 6.6 36.27 1.07 6.6 – – – 

Stronbone [73] 44.5 4 17.8 4.5 4 7.5 17.8 – 

FastOS®BG [74] 38.49 – 36.07 5.61 – 19.24 – 0.59
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8.4.1 Incorporation of B2O3 

Boron plays an important role in the formation of bone and trace levels of boron 
are present in healthy bones through dietary intake [75]. The presence of boron in 
bones is associated with a reduced risk of osteoarthritis in bones [75, 76]. Boron 
is additionally found to possess osteogenic and angiogenic properties which are 
beneficial in the repair and regeneration of hard and soft tissues [77–82]. 

B2O3 is a network forming oxide and vitreous B2O3 glass consisting of triangular 
borate units (BO3) which are arranged in the form of six membered boroxol rings [83, 
84]. Upon introduction of modifier oxides, the BO3 units convert to tetragonal while 
the modifier cations take part as charge compensators for the BO4 units [83, 84]. This 
transformation of BO3 units into BO4 units continues only up to a certain modifier 
oxide content beyond which it results in the formation of BO3 units with NBO. 
Moreover, structural entities such as metaborate, pyroborate, and orthoborate units 
are formed with the increasing number of NBO [83, 84]. During incorporation of 
B2O3 into a silicate glass in the presence of network modifying oxides, the network 
modifying cations can either associate as modifiers with SiO4 or BO3 units or as 
charge compensators with BO4 units [85]. Yun, Bray, and Dell have developed a 
model which can predict the role of the network modifying cations in the alkali 
borosilicate glass system based on K = [SiO2]/[B2O3] and R = [Na2O]/[B2O3] ratio 
[85–87]. 

The incorporation of B2O3 replacing SiO2 (in wt%) in 45S5 glasses led to the 
faster dissolution of the bioactive glasses, while such glasses could not be easily 
processed into scaffolds [88]. On the contrary, Jung was able to successfully incor-
porate B2O3 in 13-93 glass composition by completely replacing SiO2 (in wt%) 
called 13-93B3 glass which could be shaped into scaffolds and drawn into fibers 
[88]. Additionally, Fu et al. successfully prepared borosilicate and borate scaffolds 
by modifying 13-93 glass composition through gradual replacement of SiO2 with 
B2O3 (in mol%) [89]. However, the thermal behavior of the above-mentioned glasses 
obtained through DSC/DTA as well as thermal stability factor and Hruby parameter 
values have not been reported anywhere. Gradual replacement of SiO2 with B2O3 (in 
mol%) in S53P4 glass composition led to a gradual decrease in the T g value [90, 91]. 
However, T x and ΔT values of the glasses initially increased up to 50% replacement 
of SiO2 with B2O3 followed by a gradual decrease in both T x andΔT values [90, 91]. 
Brandt-Slowik gradually replaced up to 25% of total SiO2 with B2O3 in 45S5 glass 
composition and reported a gradual reduction in T g with a simultaneous increase in 
KH values, respectively [92]. Though a gradual increase in the ΔT value of the glass 
powders (<38 μm) was reported with the incorporation of B2O3, the ΔT value of 
coarse powders (500–1000 μm) was increased with the incorporation of B2O3 [92]. 
Both the B2O3-free 45S5 and B2O3 incorporated 45S5 glasses were crystallized into 
sodium-calcium-silicate based (combeite) crystalline phase while the crystallization 
kinetics study on the glasses revealed a dominance of surface crystallization for fine 
powders and complex volume crystallization for coarse powders, respectively [92]. 
Hmood et al. and Arango-Ospina et al. incorporated up to 3 mol% and 8 mol%
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B2O3 by replacing SiO2 in ICIE16 glass, respectively [93, 94]. While Hmood et al. 
reported increasedΔT values on glass powders (<160 μm), Arango-Ospina observed 
decreased ΔT values on glass powders (<45 μm) with the incorporation of B2O3 

in ICIE16 glass, respectively [93, 94]. Therefore, the variation in the ΔT values 
corresponding to the particle size of the analyzed glass powders suggests a possible 
change in the mechanism of crystallization in glass powders with different particle 
size ranges. The changes in the crystallization behavior due to the particle size distri-
bution of the glass powders have been reported by Massera et al. and Brandt-Slowik 
[92, 95]. 

The incorporation of B2O3 into the bioactive silicate glass composition has 
resulted in the formation of BO3 units with NBOs and BO4 units as shown in Fig. 8.3a, 
while the average coordination of boron increases with increasing B2O3 content [96]. 
An increase in the chemical shift value (deshielding) of 29Si MAS-NMR spectra 
(Fig. 8.3b, c) with a simultaneous decrease in the chemical shift value (shielding) of 
31P MAS-NMR spectra (Fig. 8.3d, e) of glasses, respectively were reported with the 
gradual replacement of SiO2 with B2O3 in bioactive glasses [97, 98]. The changes in 
the chemical shift values of 29Si MAS-NMR spectra of glasses were associated with 
both the increased network connectivity of silicate units as well as the formation of 
SiO4–BO4 bridges in the glass structure with the incorporation of B2O3 [97, 98].

The majority of phosphate species were reported to exist as orthophosphate (Q0 
P) 

units after B2O3 incorporation, and the changes in the chemical shift values of 31P 
MAS-NMR spectra of glasses were assigned to a slightly increased association of 
Ca species around the Q0 

P units [97, 98]. A gradual decrease in the BO3 units 
with a simultaneous increase in the BO4 units has been observed as a result of 
B2O3 incorporation in 45S5 glass [92, 97]. Additionally, Yu and Eden stated that 
the formation of SiO4–BO4 and SiO4–BO2O− (BO3 unit with an NBO) linkages are 
favored during the incorporation of B2O3 with a higher Si/B ratio [97]. Therefore, 
such intermixing of silicate and borate units owing to the incorporation of B2O3 is 
expected to reduce the tendency to crystallize into the combeite crystalline phase 
during heat treatment [91]. The incorporation of B2O3 in silicate bioactive glasses 
(45S5, S53P4, 13-93, and ICIE16) has resulted in faster dissolution, ion release, and 
apatite formation as widely evidenced under in vitro static and dynamic conditions 
[79, 88, 89, 91–94, 99–103]. This is due to the faster hydrolysis rate of B–O–B bonds 
and B–O–Si compared to Si–O–Si bonds [104, 105]. 

8.4.2 Increment of CaO 

The conventional silicate-based bioactive glass compositions generally contain a 
high amount of CaO and Na2O as network modifying oxides to aid the dissolution 
and apatite formation under the physiological environment [14, 19]. Though both 
CaO and Na2O in bioactive glasses disrupt the silicate network by converting BO 
to NBO, Ca2+ ions maintain the rigidity of the silicate glass network due to the 
higher field strength compared to Na+ ions [106, 107]. Upon substitution of Na2O
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Fig. 8.3 11B MAS-NMR spectra of borosilicate glass, 31P and  29Si MAS-NMR spectra of silicate 
(b, d) and borosilicate (c, e) glasses, respectively, and a 23Na MAS-NMR spectra of silicate and 
borosilicate glasses. Reprinted with permission from [98]. Copyright © 2019 American Chemical 
Society

with CaO in silicate-based bioactive glasses, the higher field strength of the Ca2+ 

ions increases the rigidity of the silicate network without decreasing the network 
connectivity. Although most bioactive glass compositions are rich in Na2O content, 
it has been reported that CaO-rich (Na2O-free) bioactive glass composition could be 
developed without affecting the bioactivity [74, 108, 109]. 

Arstila et al. reported that the glasses like 45S5 (consisting of an equivalent 
amount of CaO and Na2O) tend to crystallize in the sodium-calcium-silicate based 
(combeite-type) phase during thermal treatments [110, 111]. Meanwhile, CaO-rich
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silicate bioactive glasses crystallized into calcium silicate (wollastonite) crystalline 
phases [110, 111]. The crystallization temperature for combeite-type crystalline 
phases was reported to be around 600–770 °C while the crystallization temperature 
for wollastonite-type crystalline phases was reported at around 830–930 °C [110, 
111]. Though the glass transition temperature (T g) of CaO-rich bioactive glasses is 
higher than glasses like 45S5, the CaO-rich glasses exhibited higher T x − T g and 
KH values [26, 74, 110–112]. A CaO-rich silicate-based bioactive glass modified 
from 45S5 glass composition was developed by Bellucci et al. which was reported to 
possess improved thermal processing properties [113, 114]. ICIE16 glass with higher 
CaO:Na2O content than 45S5 glass exhibited improved thermal processing behavior 
than 45S5 glass [115]. Groh et al. developed a CaO-rich silicate-based bioactive 
glass with a ΔT value larger than that of 45S5 and ICIE16 glasses [116]. Addition-
ally, an alkali-free CaO-rich FastOS®BG glass has been successfully developed into 
scaffolds and fibers through thermal processing [26, 117]. 

Elgayar et al. observed a gradual change in the chemical shift values toward lower 
frequencies in the 29Si and 31P MAS-NMR spectra of soda-lime-phosphosilicate 
bioactive glasses with the gradual replacement of Na2O with CaO (without changing 
total CaO+ Na2O) [53]. Such changes in the chemical shift values have been reported 
due to the differences in the electronegativity and field strength of the cations. More-
over, the phosphate species were observed to exist in the form of orthophosphate 
(Q0 

P) units, while the distribution of Na+ and Ca2+ cations around the orthophos-
phate units were directly proportional to the Na2O and CaO contents in the glass 
composition [53]. Mathew et al. reported a random distribution of Na and Ca species 
around Q0 

P, Q1 
Si, and Q2 

Si units, while a slightly lesser random distribution of Na and 
Ca species was reported around Q1 

P, Q3 
Si, and Q4 

Si units [118]. Though the high field 
strength of Ca2+ cations could decrease the overall dissolution rate of bioactive glass, 
the release of Ca2+ ions into the surrounding physiological medium enables faster 
apatite formation in combination with the released phosphate ions [116]. However, an 
increased amount of Ca2+ ions in the solution beyond the saturation level could lead 
to precipitation of calcium carbonate crystalline phase with/without an apatite crys-
talline phase [119]. Interestingly, the formation of the calcium carbonate crystalline 
phase can be beneficial due to its high biocompatibility with cells for attachment and 
proliferation [119]. 

8.4.3 Incorporation of K2O 

Potassium is naturally present in human body fluids and enters the body through 
dietary intake [120]. Potassium plays an important role in maintaining bone health 
and preserving calcium content within bones as well as in preventing osteoporosis 
[120]. A potassium cation has a higher ionic radius and lower field strength compared 
to that of a sodium cation [121]. Moreover, K2O is an alkali oxide and plays the role 
of a network modifier in silicate glasses similar to Na2O [121]. Tylkowski et al. 
and Crovace et al. studied the effect of incorporation of K2O replacing Na2O (in
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mol equivalent) in 45S5 glass composition [121, 122]. Similarly, Hupa et al. devel-
oped K2O incorporated S53P4 glasses by gradually replacing Na2O with K2O [123]. 
Tylkowski et al. and Crovace et al. observed an initial decrease in T g up to 50% 
replacement of Na2O with K2O followed by an increase in T g confirming the mixed 
alkali effect between K2O and Na2O in the glass as shown in Fig. 8.4a [121, 122]. 
However, the T x values were found to change non-linearly with the gradual incorpo-
ration of K2O replacing Na2O. Crystallization studies on the glasses confirmed the 
formation of the sodium-calcium-silicate crystalline phase and potassium-calcium-
silicate crystalline phase in Na2O-rich and K2O-rich glasses, respectively [122]. 
The glass with equal amounts of Na2O and K2O was crystallized into both sodium-
calcium-silicate and potassium-calcium-silicate crystalline phases during heat treat-
ment [122]. The ΔT values were reported to be maximum for the glass in which 
50% and 75% of Na2O were replaced with K2O for fine powders (25–75 μm) and 
coarse powders (<250 μm), respectively [121, 122]. Additionally, Crovace et al. 
reported a maximum KH value for the glass in which 50% of Na2O was replaced 
with K2O [122]. Both the density and oxygen density of the glasses reduced gradually 
with the incorporation of K2O replacing Na2O in 45S5 glass [121, 122]. This corre-
sponds to an increasing molar volume of the glass with the incorporation of K2O as  
well as a gradual reduction in the compactness of the glass. Analysis of the viscosity-
temperature dependence behavior of the glasses as displayed in Fig. 8.4b confirmed a 
comparatively lower viscosity for the glass in which Na2O was partially replaced with 
K2O [122]. The highest viscosity at a given temperature was observed on the glass 
in which Na2O was completely replaced with K2O [122]. The observed viscosity-
temperature behavior of the glasses corroborated the lower viscosity of glasses to the 
mixed-alkali effect in the presence of K2O and Na2O which additionally improved 
the densification behavior during the viscous flow sintering [122]. 

The in vitro behavior of the bioactive glasses studied under TRIS solution 
confirmed the formation of apatite within 6 h for K2O-free 45S5 glass and within 
12 h for  K2O incorporated 45S5 glasses, respectively [124]. However, the decrease

Fig. 8.4 The nonlinear variation of a Tg and b viscosity-temperature dependence behavior of 
bioactive glasses due to the mixed-alkali effects with the incorporation of K2O replacing Na2O in  
45S5 glass. Reprinted from [122]. Copyright © 2013 with permission from Elsevier 
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in the compactness of the K2O incorporated glass structure led to faster dissolution 
and ion release from the glasses [124]. Hupa et al. also reported faster dissolution 
and ion release from S53P4 glasses when Na2O was gradually replaced with K2O 
[123]. Elgayar et al. observed a decrease in the chemical shift values from 29Si and 31P 
MAS-NMR spectra of glasses incorporated with K2O replacing Na2O corresponding 
to the shielding effect due to lower field strength of K+ ions compared to Na+ ions 
[53]. Therefore, the replacement of Na2O with K2O does not lead to any change in 
the NBO associated with silicate and phosphate tetrahedral units while phosphate 
species existed as orthophosphate units irrespective of the presence of Na2O or K2O 
in the glass. 

8.4.4 Incorporation of Li2O 

Lithium is present as a trace element in the human body and possesses osteoprotective 
properties [125, 126]. Li2O is an alkali oxide and plays the role of a network modifier 
in silicate glasses similar to Na2O [121]. Therefore, Li2O is incorporated into silicate 
bioactive glasses by gradually replacing Na2O content [121]. Li+ cation has a lower 
atomic radius and higher field strength than that of Na+ cation [121]. Tylkowski 
and Brauer studied the effect of incorporation of Li2O for  Na2O in 45S5 glass and 
observed the mixed alkali effect on T g values of the glasses [121]. The T g values 
decreased initially (replacement of Na2O with Li2O up to 50%) followed by a gradual 
increase. Moreover, the T x − T g (ΔT ) values of the glasses increased gradually with 
the replacement of Na2O with Li2O [121]. The oxygen density of the glasses was 
gradually increased with the replacement of Na2O with Li2O leading to the formation 
of a compact glass structure [121]. The ion release and dissolution behavior of the 
glasses in TRIS solution was marginally slower with Li2O incorporation but did not 
show any evidence of a mixed alkali effect [124]. Similarly, the apatite formation on 
the glasses was evidenced within 6h for  Li2O-free 45S5 glass and within 24 h for Li2O 
incorporated 45S5 glasses in TRIS solution [124]. It was additionally mentioned that 
the ion release and dissolution behavior of the glasses depend on the compactness 
of the glass structure rather than the mixed alkali effect [124]. 

8.4.5 Incorporation of MgO 

Magnesium is naturally present in the human blood plasma and bones while taking 
an active role in controlling the cellular activity and metabolism of bones [127–129]. 
MgO is an alkaline earth oxide like CaO and has been reported to behave as an 
intermediate like Al2O3 or as a network modifier like CaO [130, 131]. Generally, 
MgO has been incorporated into bioactive glasses by gradually replacing CaO from 
bioactive glass compositions [127–132]. Watts et al. and Souza et al. reported a 
reduction in the T g value on gradual replacement of CaO with MgO in 45S5 and
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ICIE1 glass compositions, respectively [128, 131]. Furthermore, an increase in the 
crystallization onset temperature (T x) was reported by both Souza et al. and Watts 
et al. during the replacement of CaO with MgO [128, 131]. Thus, a steady increase 
in the ΔT value was reported with the gradual replacement of CaO with MgO by 
Watts et al. and Souza et al. [128, 131]. 

29Si MAS-NMR studies on MgO incorporated glasses as shown in Fig. 8.5a 
revealed a decrease in the chemical shift values (shielding effect) denoting an increase 
in the network connectivity of silicate units [131]. Therefore, MgO primarily plays the 
role of network former in the silicate glass, i.e., the presence of a tetrahedral unit with a 
central Mg2+ cation coordinated by four O2− anions. Additionally, the reduction in the 
T g values in the glasses has been attributed to the formation of Si–O–Mg bonds with 
lower bond strength instead of Si–O–Si bonds in MgO incorporated silicate glasses 
[131]. The increase in T x value was attributed to the inhibition of the sodium-calcium-
silicate crystalline phase during heat treatment due to the reduction in NBO associated 
with the silicate network, the lower field strength of Mg2+ cations, decrease in the 
CaO content and the formation of Si–O–Mg bonds instead of Si–O–Si bonds [127, 
128, 131, 132]. The 31P MAS-NMR studies on MgO incorporated glasses confirmed 
the existence of phosphate species as orthophosphate (Q0 

P) units [131]. Moreover, 
the increase in the chemical shift values from 31P MAS-NMR spectra as shown in 
Fig. 8.5b was reported to be due to the formation of a sodium-rich environment around 
the orthophosphate units on the replacement of CaO with MgO [131]. Therefore, it 
was confirmed that with the replacement of CaO (network modifying oxide) with 
MgO (network forming oxide), the NBOs of Q0 

P units were charge-balanced by 
the Na+ cations as Na2O is a network modifying oxide [131]. Furthermore, partial 
replacement of CaO with MgO did not lead to any mixed ion effects as the structural 
role of MgO is different compared to CaO in the phosphosilicate bioactive glass. 

Though incorporation of MgO replacing CaO has improved the thermal stability 
of silicate bioactive glass, Mg2+ ions act as inhibitors to the formation of crystalline

Fig. 8.5 a 29Si and b 31P MAS-NMR spectra of ICIE1 bioactive glass gradually incorporated with 
MgO replacing CaO (from bottom to top). Reprinted from [131]. Copyright © 2010 with permission 
from Elsevier 
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apatite from ACP [123, 128, 129, 133, 134]. However, the effect of MgO incorpo-
ration on the rate of ion dissolution from bioactive glasses is ambiguous and the 
dissolution rate has either decreased or remained unaffected [123, 129, 131]. More-
over, the replacement of CaO with MgO would lead to an overall increase in the 
silicate network connectivity as well as a decrease in the release of Ca2+ cations 
leading to a reduction in apatite formation. 

8.4.6 Incorporation of SrO 

Strontium plays important role in osteogenesis and is commonly used for the treat-
ment of osteoporosis by promoting osteoblast activity and simultaneously inhibiting 
osteoclast activity [135]. SrO is an alkaline earth oxide like CaO and plays the role 
of network modifier in the glass structure while the field strength of Sr2+ ion is lower 
compared to Ca2+ ion [135–138]. Therefore, SrO is incorporated into bioactive glass 
compositions by replacing CaO in mol equivalent. Fredholm et al. and O’Donnell 
et al. incorporated SrO in ICIE1 and 45S5 glass compositions, respectively by gradu-
ally replacing CaO [136, 139]. Such compositional modification was found to result 
in a gradual reduction in the T g value [136, 139]. This effect was associated with 
the expansion of the glass network and the lowering of glass rigidity based on the 
decrease in oxygen density [136, 139]. A reduction in the T p value was observed 
with the gradual increase in the incorporation of SrO replacing CaO. Bellucci et al. 
reported an increase in the T x − T g (ΔT ), KH, and Sc values with the replacement 
of 10 mol% CaO with SrO in the silicate-based bioactive glass composition [127]. 
However, O’Donnell et al. reported a reduction in both T x and T x − T g values up to 
50% substitution of CaO with SrO and an increase in both T x and T x − T g values 
during the substitution of CaO with SrO beyond 50% [139]. This was due to the 
inhibition of the combeite crystalline phase in the presence of the incorporated SrO 
up to 50% replacement of CaO [139]. Lotfibakhshaiesh et al. studied the thermal 
properties of silicate-based bioactive glasses in which CaO was gradually replaced 
with SrO resulting in the reduction in T g and T x values and an increase in the thermal 
stability factor (ΔT ) [140]. The analysis of the crystalline phase in the heat-treated 
glasses using XRD revealed the formation of the strontium silicate crystalline phase 
instead of the calcium silicate crystalline phase [140]. 

The replacement of CaO with SrO in bioactive glasses did not lead to any changes 
in the network connectivity of the silicate units as confirmed by the 29Si MAS-NMR 
studies [140]. Fredholm et al. observed identical chemical shift values from the 29Si 
and 31P MAS-NMR spectra of the glasses (Fig. 8.6a, b) after the replacement of 
CaO with  SrO [136]. Du and Xiang analyzed SrO incorporated 45S5 glass using 
molecular dynamics simulation and reported the absence of mixed ion effects in the 
properties during the gradual substitution of CaO with SrO [138]. Sriranganathan 
et al. studied the effect of SrO/CaO content in Stronbone™ glass composition and 
observed a reduction in the T g and T p values [73]. Additionally, T x − T g (ΔT ) values 
were found to initially decrease on partial replacement of CaO with SrO while an
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Fig. 8.6 a 29Si and b 31P MAS-NMR spectra of ICIE1 bioactive glass gradually incorporated with 
SrO replacing CaO (from bottom to top). Spinning sidebands are represented by *. Reprinted from 
[137]. Copyright © 2010 with permission from Elsevier 

increase in the T x − T g (ΔT ) value was evidenced after full replacement of CaO 
with SrO corroborating the results reported by O’Donnell et al. [139]. 

Sriranganathan et al. observed delayed apatite formation in glasses in which CaO 
was partially replaced with SrO compared to SrO free glasses [73]. However, the 
glasses with CaO fully replaced with SrO did not exhibit any strontium apatite 
formation during SBF and TRIS immersion and rather exhibited the formation of 
strontium orthophosphate crystals [73]. Therefore, it was reported that the pres-
ence of SrO without CaO in the glass did not favor either octa-calcium phosphate 
(OCP) or apatite crystalline phase under SBF and TRIS immersion [73]. Goel et al. 
have also reported delayed apatite formation in SrO incorporated bioactive glasses 
compared to SrO-free parent glass [141]. Hupa et al. reported faster dissolution of 
S53P4 glass on gradual replacement of CaO with SrO [123]. Therefore, the faster 
dissolution of silicate bioactive glasses with the replacement of CaO with SrO has 
been attributed to the expansion of the glass network without any changes in the 
silicate network connectivity. On the contrary, delayed apatite formation has been 
associated with the inhibitory effects of Sr during the formation of crystalline apatite. 
Strontium incorporated bioactive glasses have been commonly used for osteoporosis 
and dentine hypersensitivity applications [142, 143]. The strontium ions released 
from the glasses replace the calcium ions in the crystalline apatite aiding in the 
remineralization process [142, 143]. 

8.4.7 Incorporation of ZnO 

Zinc plays an important role in the skeletal system by controlling the DNA synthesis 
and alkaline phosphatase activity in osteoblast cells and actively taking part in bone 
metabolism [147]. ZnO falls under the category of intermediate network modifiers as 
per the Dietzel field strength criteria [147]. ZnO has been incorporated into bioactive 
glasses either by replacing either CaO or MgO or Na2O or SiO2. Lusvardi et al.
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incorporated ZnO by replacing mol equivalents of the 45S5 glass composition itself 
[148]. Kamitakahara et al. replaced CaO with ZnO partially in apatite-wollastonite 
(A-W) glass composition and reported a gradual reduction in the T g and T p1 values 
of the glass [149]. Kapoor et al. observed a gradual reduction in the T g value with the 
partial replacement of MgO with ZnO in phosphosilicate-based glass composition 
[150]. Chen et al. were able to incorporate up to 19 mol% ZnO replacing SiO2 in 
a glass beyond which crystallization of sodium zinc silicate crystallization phase 
occurred [151]. The dissolution behaviour of ZnO incorporated silicate glasses was 
used to confirm the role of ZnO as the network former [151]. Lusvardi et al. and 
Linati et al. confirmed the existence of ZnO4 tetrahedral units and Si–O–Zn bonds 
based on Raman spectroscopy and 29Si MAS-NMR spectroscopy, respectively, in 
ZnO incorporated silicate bioactive glasses [152, 153]. Since the behaviour of ZnO 
in silicate bioactive glasses is similar to that of MgO, the replacement of MgO with 
ZnO led to the preservation of the silicate network connectivity. Accordingly, Sergi 
et al., Goel et al., and Kapoor et al. developed ZnO incorporated bioactive glasses 
in which MgO was gradually replaced with ZnO in phosphosilicate-based bioactive 
glasses [150, 154, 155]. Such compositional modifications led to a reduction in both 
T g and T x values and an overall increase in theΔT value [150, 155]. The reduction in 
the T g value was assigned to the lower field strength of Zn2+ ions compared to Mg2+ 

ions though the difference in the ionic radius is small [150, 154, 155]. The sinterability 
parameter (Sc) was reported to increase up to 4 mol% incorporation of ZnO [150]. 
The reduction in the T x value was due to the formation of calcium zinc silicate 
crystalline phase (evident during the incorporation of ZnO above 4 mol%) instead of 
diopside and fluorapatite crystalline phases [150]. The chemical shift values obtained 
from 29Si to 31P MAS-NMR spectra of the glasses exhibited minor changes with the 
partial replacement of MgO with ZnO, therefore confirming the similar structural 
role of ZnO compared to MgO in silicate-based bioactive glasses [150]. Moreover, 
the phosphate species were distributed in the form of orthophosphate (Q0 

P) units 
[150]. 

Wetzel et al. reported that the replacement of CaO with ZnO up to 4 mol% caused 
a decrease in T g value and increase in T x value, while ΔT and KH values started to 
gradually increase with ZnO incorporation [156]. Chen et al. reported that the glasses 
incorporated with ZnO replacing SiO2 were stable in neutral pH buffers and therefore 
concluded that the incorporated ZnO plays the role of network former rather than 
network modifier [151]. 

Blochberger et al. reported a reduction in the apatite formation on the incor-
poration of ZnO replacing CaO under TRIS solution [129]. Moreover, a gradual 
reduction in the dissolution rate of ions from the glasses with the incorporation of 
ZnO replacing CaO was reported under TRIS immersion [129]. The reduction in 
the dissolution of glass and apatite formation has been attributed to the network 
forming role of ZnO contrary to the network modifier role of CaO leading to an 
increased silicate network polymerization. Goel et al. observed a delay in the apatite 
formation on glasses incorporated with ZnO replacing MgO under TRIS immersion 
confirming the inhibitory effects of Zn on apatite formation [154]. Similarly, Sergi 
et al. reported slower dissolution as well as slower apatite formation on glasses with
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ZnO replacing MgO which has been attributed to the association of Ca2+ ions with 
the ZnO4 tetrahedral units instead of SiO4 tetrahedral units [155]. 

8.4.8 Increment of P2O5 

O’Donnell investigated the effect of P2O5 incorporation in bioactive glasses based 
on the SiO2–Na2O–CaO–P2O5 system [157, 158]. Since the phosphate species in 
bioactive glasses exist in the form of Q0 

P units, a gradual increase in the replacement 
of SiO2 with P2O5 led to an increase in the NCSi value. However, the incorpora-
tion of P2O5 along with modifier oxides (three times P2O5) for charge balancing led 
to the retainment of the NCSi value. The incorporation of P2O5 up to ~4 mol% in 
bioactive glasses has resulted in a reduction in T g and an increase in T x (in both 
methods) leading to an increase in the thermal stability factor (ΔT ) [157]. Moreover, 
the increase in theΔT values was significant in the glasses in which the NCSi value is 
increased during the incorporation of P2O5. This was assigned to the reduction in the 
number of modifier cations associated with the silicate units undergoing diffusion 
and leading to nucleation and growth of sodium-calcium-silicate crystals. However, 
a decreasing trend in the T x and ΔT values was reported with the incorporation 
of P2O5 above ~4 mol%. Further, the decrease in the T x value was reported to be 
based on the crystallization of either orthophosphate or pyrophosphate units [157]. 
Tilocca and Cormack, Lusvardi et al., and Linati et al. reported phase separation of 
orthophosphate clusters within the sodium-calcium-phosphosilicate-based bioactive 
glasses having P2O5 content in the range of 6–12 mol% [153, 159, 160]. Molec-
ular dynamics simulated structure of 45S5 glass with 2.57 mol% P2O5 and glass 
with 12.17 mol% P2O5 is displayed in Fig. 8.7 in which the phosphate units are 
distributed uniformly and clustered, respectively, differentiating the extent of phos-
phate phase separation in the glasses [159]. Such phase-separated orthophosphate 
clusters could give rise to the crystallization of phosphate crystalline phase during 
thermal treatments thus leading to a reduction in the T x value.

The MAS-NMR studies have revealed a non-preferential association of Na+ and 
Ca2+ cations around the orthophosphate (Q0 

P) units [53]. Mathew et al. reported 
the existence of pyrophosphate (Q1 

P) units in addition to the Q0 
P units in bioactive 

glasses with P2O5 above 4 mol% [161]. Additionally, an increase in the amount of 
Q1 

P units was reported with an increase in the NCSi value without altering the P2O5 

content in the glass composition [161]. Prasad et al. developed bioactive glass with 
high CaO and P2O5 (3.7 mol%) content and reported an increase in the ΔT value 
[98]. Moreover, the phosphate units within the glass were distributed in the form of 
Q0 

P units (~90%) and Q1 
P units (~10%) as confirmed by 31P MAS-NMR spectra 

analysis (Fig. 8.3b), while the phosphate units did not contribute to any crystallization 
of the phosphate phase during heat treatment [98]. The orthophosphate (Q0 

P) units are 
isolated and distributed across the silicate network structure while the pyrophosphate 
(Q1 

P) units are connected to the silicate network structure leading to the formation 
of Si–O–P bonds [159]. Moreover, the orthophosphate (Q0 

P) units contribute to the
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Fig. 8.7 a Simulated structure of P2 glass with 2.57 mol% P2O5 in the left column and P12 glass 
with 12.17 mol% P2O5 in the right column showing both silicate network structure and phosphate 
units [Si (turquoise), P (yellow), and O (red)]; b silicate network structure; and c distribution of 
phosphate units along with Si atoms. Reprinted with permission from [159]. Copyright © 2007 
American Chemical Society

release of phosphate ions as well as the formation of ACP and apatite layers [98]. 
Therefore, the thermal stability of silicate bioactive glasses could be improved with 
the incorporation of P2O5, provided the orthophosphate clusters present in the glass 
do not promote the formation of phosphate-based crystalline phase during the thermal 
processing of glass. Additionally, the increase in the silicate network polymerization 
(increase in NCSi value) and the formation of Q1 

P units (presence of Si–O–P bonds) 
owing to the incorporation of P2O5 may contribute to the improved thermal stability 
of the glass.
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8.4.9 Incorporation of Fluoride 

Fluorides have been found to promote osteoblast proliferation, alkaline phosphatase 
activity, remineralization of fluorapatite (FAp), and antibacterial properties [40, 162– 
165]. Moreover, FAp has better acid resistance than hydroxyapatite (HAp) aiding in 
dentine and enamel repair as well as for caries treatments [165, 166]. The fluorides 
have been incorporated in silicate bioactive glasses in the form of either CaF2 or NaF 
[165, 167]. The incorporation of CaF2 replacing CaO/Na2O leads to an increase in 
silicate network connectivity (NCSi) [165, 167]. An alternative approach to fluoride 
incorporation in the bioactive glass composition is by adding CaF2 without changing 
the proportion of network formers to network modifiers which does not alter the 
NCSi value [165, 166, 168]. 

Brauer et al. incorporated CaF2 replacing CaO in ICIE1 silicate bioactive glass 
composition and reported a gradual decrease in T g and T x values and an increase 
in T x − T g value in both glass powder and glass frit up to 17 mol% CaF2 incor-
poration [169]. Crystallization of glasses followed by XRD analysis revealed the 
presence of combeite crystalline phase in low CaF2 incorporated glasses. However, 
crystallization of the calcium fluorosilicate (cuspidine) phase and calcium fluoride 
(fluorite) phases were observed in the glass with further incorporation of CaF2. A  
consistent decrease in T g and T x values has been reported up to the incorpora-
tion of 6 mol% CaF2 in high P2O5 (6.33 mol%) containing silicate-based bioac-
tive glasses while the ΔT value was increased [170].  The high P2O5 containing 
CaF2 incorporated silicate bioactive glasses showed a tendency to crystallize into 
sodium-calcium-fluorophosphate crystalline phases during the heat treatment [170]. 
A similar reduction in T g was observed with the replacement of CaO with CaF2 in 
45S5 and S53P4 glass composition [171, 172]. Though a gradual increase in the ΔT 
value was reported with the replacement of CaO with CaF2, glasses with CaF2 above 
10.88 mol% were reported to have the sodium fluoride (villiaumite) crystalline phase 
[172]. 

Molecular dynamics simulation of CaF2 incorporated glasses has revealed the 
presence of a silica-rich network region and inter-network region with modifier 
cations and fluoride along with a phosphate-rich interfacial region within the glasses 
without any presence of Si–F and P–F bonds [167, 172–174]. However, 19F MAS-
NMR studies and computational studies have revealed that the fluorides are coordi-
nated with either Na–Ca equally [167] or Na-rich (−200 ppm) in addition to Na–Ca 
combined environments (−114 and −152 ppm) as shown in Figs. 8.8a and 8.9a [166, 
168, 172, 174]. Such fluoride environments have given rise to the crystallization of 
CaF2 or NaF phases during heat treatment of fluorinated bioactive glasses. Simi-
larly, the energetically weak interactions between the silicate network and fluorides 
in fluorinated bioactive glasses have led to a gradual reduction in the T g value with 
CaF2 incorporation [171]. Incorporation of CaF2 up to 8 mol% in CaO-rich sili-
cate bioactive glasses maintaining constant NCSi value has been reported to result 
in a reduction in T g, T x, and ΔT values [116, 175]. However, the presence of CaF2
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resulted in a reduction of the sintering temperature thereby aiding the viscous flow 
behavior during sintering. 

The chemical shift values from 29Si MAS-NMR spectra of glasses were decreased 
with the gradual incorporation of CaF2 replacing CaO as shown in Fig. 8.8b [172, 
174]. Such changes were associated with the increase in Q3 

Si units with a simul-
taneous decrease in the Q2 

Si units confirming an increase in the silicate network 
polymerization with CaF2 incorporation. The changes in the chemical shift values 
from 31P MAS-NMR spectra of bioactive glasses were small during the incorporation 
of CaF2 replacing CaO as shown in Fig. 8.8c [172, 174]. Since the proportion of Na 
to Ca is similar in glasses subjected to the replacement of CaO with CaF2, the minor 
changes in the chemical shift values from 31P MAS-NMR spectra were associated

Fig. 8.8 a 31P, b 29Si, c 19F, and d 23Na MAS-NMR of silicate bioactive glasses with CaF2 
incorporation replacing CaO (from bottom to top). Reprinted from [172]. Copyright © 2020 with 
permission from Elsevier
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Fig. 8.9 a 19F and  b 31P MAS-NMR of silicate bioactive glasses with CaF2 incorporation (from 
bottom to top) in which A represents CaF2-free glass and H represents Na2O-free glass. Spinning 
sidebands are represented as *. Reprinted from [166]. Copyright © 2010 with permission from 
Elsevier

with the variations in the Na-Ca environment around fluoride species. Moreover, the 
majority of the phosphate species exist as orthophosphate (Q0 

P) units with either 
minor formation or absence of Q1 

P units/Si–O–P bonds [172, 174]. 
Contrastingly, there is no change in the chemical shift values from 29Si MAS-

NMR spectra of glasses in which CaF2 is incorporated without changing the ratio of 
network former to network modifiers confirming that there is no change in the silicate 
network polymerization [166, 168]. A gradual decrease in the chemical shift values 
from 31P MAS-NMR spectra of silicate bioactive glasses during the incorporation 
of CaF2 (without changing the proportion of network formers to network modifiers) 
was reported [166, 168]. Since there is an increase in the proportion of Ca compared 
to Na, the changes in the chemical shift values from 31P MAS-NMR spectra confirm 
an increase in the proportion of Ca in the environment of the phosphate units as 
shown in Fig. 8.9b. Moreover, the phosphate species exist in the form of Q0 

P units 
irrespective of the CaF2 incorporation. 

The bioactive behavior of CaF2 incorporated bioactive glasses depends primarily 
on the proportion of network former to network modifier and the content of P2O5 

in the glass composition [40, 165, 176]. Additionally, the fluoride ions from the 
bioactive glasses are released in exchange with the OH− ions from the surrounding 
medium. Moreover, the formation of fluorapatite (FAp) is dominated compared to 
hydroxyapatite (HAp) on the bioactive glasses incorporated with CaF2 due to the 
release of fluoride ions and their availability in the surrounding medium. However, 
in low P2O5 containing high CaF2 incorporated bioactive glasses, faster release of 
Ca2+ and F− ions compared to P5+ ions has been reported to result in the formation 
of fluorite (CaF2) crystals or calcite (CaCO3) instead of FAp [162, 166, 174]. On the 
other hand, high P2O5 containing high CaF2 incorporated bioactive glasses have been 
reported to result in the formation of FAp as well as fluorite [165, 176]. The delay 
in the formation of apatite in CaF2 incorporated bioactive glasses has been reported 
to occur due to various factors such as (i) an increase in the network connectivity, 
(ii) the formation of silica-rich and fluoride-modifier cations-rich regions, and (iii)
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the inhibitory action of F− ions in the conversion of amorphous calcium phosphate 
(ACP) into apatite [172, 177–180]. The formation of silica-rich and fluoride-modifier 
cations-rich regions has been reported to provide an uneven/non-uniform surface for 
the precipitation and formation of apatite crystals. 

8.5 Antibacterial Properties 

The antibacterial action of soda-lime-phosphosilicate bioactive glasses originates 
from its dissolution process under the physiological environment which in turn causes 
an increase in pH and osmotic pressure [38, 44, 45, 181]. An increase in both pH 
and osmotic pressure of the physiological environment affects the functions within 
the bacterial cells leading to damage of the cell membrane and inhibitory effects 
on DNA synthesis. Another proposed mechanism for the antibacterial properties of 
bioactive glasses is based on the rupture of the bacterial cell membrane by the sharp 
needle-like apatite crystals which form on the surface of bioactive glasses [182]. 
Using these mechanisms, bioactive glasses like 45S5, S53P4, and 13-93 have shown 
inhibitory effects on the growth of several Gram-positive and Gram-negative bacterial 
species [183–188]. The antibacterial properties of bioactive glasses could be further 
enhanced either by the incorporation of ions such as Ag, Cu, Ce, and Ga exhibiting 
antibacterial action or by the loading of antibiotic drugs which are released under 
the physiological environment [38, 44, 45, 181, 189–191]. However, the following 
section will discuss the mechanism of antibacterial action in bioactive silicate glasses 
incorporated with B2O3, K2O, Li2O, MgO, SrO, ZnO, and fluorides. 

Ottomeyer et al. observed inhibitory effects of 13-93B3 (B2O3 incorporated 13-
93) bioactive glass powder on several Gram-positive and Gram-negative bacteria 
along with methicillin-resistant S. aureus (MRSA) bacteria [36]. However, the lower 
antibacterial efficacy against Gram-negative E. coli bacteria compared to Gram-
positive (S. epidermidis) and MRSA bacteria evidenced from live-dead cell assay was 
attributed to the mechanism of cell membrane disruption exhibited by 13-93B3 bioac-
tive glass powders. A 13-93B3 bioactive (borate) glass fibers were reported to exhibit 
antibacterial properties against Gram-negative (P. aeruginosa and A. baumannii) and 
Gram-positive (S. aureus) bacterial biofilms [192]. Moreover, the evidenced antibac-
terial properties were attributed to the released borate ions rather than the released 
alkali ions and pH increase. However, Rau et al. did not evidence of any antibac-
terial effects from 13-93B3 glass-coated Ti implants against E. faecalis, E. coli, P. 
aeruginosa, and S. aureus [193]. The antibacterial effects from bioactive glasses 
primarily depend on the concentration of the released ions and pH increase against 
the bacterial cultures. Therefore, further investigation of antibacterial properties is 
necessary to understand the antibacterial effects of bioactive glass coatings. Prasad 
et al. evidenced bactericidal effects against E. coli from S53P4 glass powders incor-
porated with B2O3 at a concentration of 100 mg mL−1 compared to S53P4 glass 
powders [91]. The observed antibacterial effects from B2O3 incorporated S53P4
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glasses were attributed to the faster dissolution and pH increase with the incorpora-
tion of B2O3 as well as to the release of boron as evidenced under in vitro conditions. 
The pH increase in borate bioactive glasses was associated with the faster exchange 
of Na+/Ca2+ ions from the glass with the H+ ions from the surrounding environment 
[104, 105, 194]. 

There is no literature available on the effect of antibacterial properties with 
the systematic incorporation of K2O, Li2O, and MgO in silicate bioactive glasses. 
However, the faster dissolution of K2O incorporated bioactive glasses is expected 
to favor antibacterial effects from the bioactive glasses [124]. F18, a silicate-based 
bioactive glass containing K2O and MgO has been reported to exhibit bactericidal 
and anti-biofilm properties against S. aureus and MRSA [195]. 

Liu et al. reported a steady increase in the antibacterial effects against subgingival 
A. actinomycetemcomitans and P. gingivalis bacteria with the gradual incorporation 
of SrO in silicate-based bioactive glasses [196]. Moreover, the antibacterial efficacy 
of the SrO incorporated glasses was reported to increase with the increment in the 
concentration of the glass powders. Brauer et al. reported that the incorporation 
of Strontium (SrO + SrF2) up to 0.5 mol% in bioactive glass-based bone cement 
resulted in improved antibacterial effects against S. faecalis and S. aureus [197]. 
However, the incorporation of (SrO + SrF2) above 0.5 mol% up to 10 mol% did not 
significantly improve the antibacterial properties of the bioactive glass-based bone 
cement. Additionally, the antibacterial effects against S. faecalis and S. aureus have 
been correlated with the concentration of Sr2+ ions in the bacterial inoculum. Stron-
tium has been reported to exhibit antibacterial effects by inhibiting the accumulation 
of intracellular polysaccharides in S. mutans bacteria by Wegman et al. [198]. 

Popa et al. observed a gradual reduction in the colony forming units (CFU) of E. 
coli and S. aureus with the incorporation of ZnO/SrO up to 6 mol% in a silicate-
based bioactive glass confirming the bactericidal effects of Zn/Sr [196]. Additionally, 
the incorporation of ZnO/SrO was reported to promote the formation of a zone of 
inhibition around the glass powder compacts on S. aureus and E. coli cultured agar 
plates. Therefore, the antibacterial effects from the ZnO/SrO incorporated bioactive 
glasses were reported to be identical against Gram-negative (E. coli) and Gram-
positive (S. aureus) bacteria. Moreover, glasses incorporated with both ZnO and SrO 
exhibited better antibacterial properties against E. coli and S. aureus compared to 
individual incorporation of ZnO/SrO and were correlated with synergistic effects 
from Zn and Sr. While, the presence of Zn in the bacterial environment leads to an 
increase in the reactive oxygen species (ROS) causing intracellular oxidative stress 
resulting in membrane damage, the presence of Sr inhibits the maturation of RNA 
required for protein synthesis [196]. 

Prasad et al. analyzed the antibacterial properties of fluoride incorporated S53P4 
glass against E. coli bacteria and observed bactericidal action at 20 mg mL−1 concen-
tration of glass powders in the inoculum [172]. The antibacterial properties were 
reported to be originating from the changes in pH and the released F− ions from the 
glasses. Liu et al. reported a gradual increase in the inhibition of Gram-negative (P. 
gingivalis and A. actinomycetemcomitans) bacteria with an increase in the incorpo-
ration of CaF2 in high P2O5 containing silicate bioactive glasses [40]. Additionally,



8 Melt-Derived Bioactive Glasses: Approaches to Improve Thermal … 231

a gradual increase in the concentration of the glass powders was reported to further 
inhibit the growth of bacteria. At each concentration of glass powders, maximum 
bacterial inhibition was evidenced for glass powders incorporated with 5 mol% of 
CaF2, whereas further incorporation of CaF2 did not significantly increase the bacte-
rial inhibition [40]. The antibacterial mechanism of fluorides in caries prevention 
has been reported based on the diffusion of fluoride in the form of HF into the 
cell membrane of bacteria affecting the intracellular pH leading to the inhibition of 
metabolism [199–201]. 

8.6 Conclusions and Future Trends 

Several compositional modifications in bioactive glasses have led to improvements 
in thermal stability favoring thermal processing, sintering, and fiber drawing of 
bioactive glasses. Such improvements have been attributed to structural changes in 
bioactive glasses involving increased silicate network polymerization, mixed-alkali 
effects, and the formation of mixed network-former bonds. Moreover, the struc-
tural changes in bioactive glasses due to compositional modifications have been well 
understood using molecular dynamics simulation and MAS-NMR spectroscopy tech-
niques. The knowledge of composition-structure-properties correlation has further 
encouraged researchers in designing novel bioactive glass compositions as an alter-
native to commercial glasses. The overall dissolution behavior and apatite formation 
on bioactive glasses have been associated with the silicate network connectivity, field 
strength of ions, and oxygen density. Additionally, the evidence of a wide range of 
mechanisms of antibacterial action from bioactive glasses assures the huge potential 
of modified bioactive glasses for treatments against bacterial infections. 

The persistent efforts by several groups of researchers to improve the thermal 
stability of bioactive glasses and the existing knowledge base of composition-
structure–property correlation in bioactive glasses propel the need for the design 
of materials by machine learning approaches to predict novel bioactive glass compo-
sitions with improved thermal stability. Such efforts are essential in the future to 
overcome the limitations of the laborious endeavor of compositional modifications 
involving various approaches. 
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Chapter 9 
Nuclear Waste Vitrification 
and Chemical Durability 

Russell J. Hand 

9.1 Introduction 

All human activities produce wastes, whether these are waste products arising from 
something as basic as eating or drinking, or from more complex activities such as the 
production of materials and products or from power generation. What we do with the 
wastes that we produce depends both on the type of waste and the type and level of 
hazard involved. For example, does the waste pose a biological, chemical, physical 
or radiological hazard; or possibly a combination of two or more of these hazards? 
Legislation, commonly at the national level, then determines how particular wastes 
are to be treated. 

Traditional electricity generation has involved the large scale burning of fossil 
fuels producing CO2 and, depending on the fuel used, ashes as wastes. Green elec-
tricity generating options, such wind turbines and solar energy avoid CO2 generation 
during use, but wastes are still produced both during the manufacturing stage and 
at end of life. Electricity generation using nuclear power also avoids the large scale 
generation of CO2 but produces a range of radioactive wastes that need to be appro-
priately treated. The potential of nuclear power to provide large scale low carbon 
electricity generation means that there are currently a significant number of new 
nuclear reactors being constructed globally [1]. These will add to the nuclear wastes 
that have been produced by existing nuclear power programmes. In addition, there 
are wastes from weapons programmes, which differ in detail from power programme 
wastes, but nonetheless need to be treated. 

Radioactive wastes can be divided into the following major categories (see, for 
example, [2]): very low level waste (VLLW), low level waste (LLW), intermediate 
level waste (ILW) and high level waste (HLW), with activity levels and the degree
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of hazard increasing going from VLLW to HLW. High level wastes are also usually 
heat generating. The precise definitions of these waste categories vary from country 
to country as do the waste treatment routes. 

The wastes produced by nuclear power depend on whether an open or closed 
nuclear cycle is being used.1 In either case, nuclear fuel can only be “burnt” in a 
reactor for a finite time; although the nuclear industry talks about fuel burn-up the 
process involved is not combustion. Instead a fissile nucleus, e.g. 235U, interacts with 
a thermal neutron to produce an excited state, which then breaks into two lighter 
fission products releasing both energy and more neutrons, e.g. 

235 
92 U + 1 0n → 236 92 U

∗ → 144 56 Ba + 89 36Kr + 31 0n 
235 
92 U + 1 0n → 236 92 U

∗ → 140 54 Xe + 94 38Sr + 21 0n 
(9.1) 

A wide range of fission products are produced by fission reactions, such as those 
shown in Eq. (9.1). While the energy and the neutrons are important from the point of 
view of generating electricity, it is the fission products that limit the period of time the 
fuel can spend in the reactor. As shown in Fig. 9.1, the fission products mainly come 
from the centre of the periodic table. Many of these fission products contain excess 
neutrons and thus are radioactive in their own right, with half-lives varying from the 
very short (< 1 s) to the very long (> 106 y). Some of the fission products are neutron 
poisons that accumulate during use; these species gradually limit the potential for 
further fission reactions. Other fission products negatively impact the fuel structure, 
while others that are gaseous can pressurise the fuel. Eventually, accumulation of 
such fission products will make continued use of the fuel uneconomic, even though it 
still contains usable fissile material. At this stage, the fuel will be removed the reactor 
and placed in cooling ponds or possibly dry storage. For an open cycle system, this 
spent nuclear fuel (SNF) will eventually be disposed in a suitable repository. With a 
closed fuel cycle, the SNF is reprocessed so that the remaining fissile material can 
be made into a new mixed oxide fuel. During reprocessing, the fuel is dissolved in 
nitric acid and, once the reusable U and Pu has been extracted, a highly radioactive, 
acidic liquor that is both physically and radiogenically hot remains. This high level 
liquid waste (HLLW) contains both the fission products and contaminated metals 
from the fuel rods [4].

As shown in Fig. 9.2a, although HLLW is highly radioactive and it is present in 
the smallest volumes. Larger volumes of ILWs are produced, and these cover a wide 
variety of materials; for UK data see [5] and Fig. 9.2b. Still larger volumes of LLWs 
are generated and these again include a wide range of materials.

1 For simplicity, a U-based fuel cycle is assumed in the following description as this is the cycle that 
has been most widely used to date. It is worthy of note that India is developing a Th-based cycle. 
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Fig. 9.2 Percentage contribution to total activity versus waste volume a and b materials making 
up UK ILW by volume (2019 data [5]) 

9.2 Waste Vitrification 

A range of process routes are used for processing and immobilising radioactive 
wastes into waste forms that are suitable for disposal. These process routes can be 
sub-divided into encapsulation routes and routes that involve waste incorporation at 
the atomic scale. In encapsulation routes, the waste is surrounded by a packaging 
material but its physical form is not fundamentally changed. Bitumenization and 
cementation are examples of such encapsulation processes which tend to be used for 
lower level wastes. Routes involving incorporation of the waste at the atomic scale 
by either incorporation of the waste are ceramisation (e.g. Synroc) or, the topic of 
this chapter, vitrification. 

Vitrified waste forms typically result in significant volume reduction of the waste 
(typically by a factor of ~ 5 [6]), whereas encapsulation necessarily leads to a volume
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increase. Hence, although a vitrification process may be more costly to initially 
implement, the long-term storage and disposal costs associated with the immobilised 
waste are significantly reduced [7, 8]. Vitrification is particularly suitable for wastes 
that contain a wide range of fission products as glasses are a good solvent for wider 
range of elements although some species can pose challenges (see Sect. 9.2.2). 

9.2.1 Glasses for Waste Vitrification 

Glass compositions for waste vitrification should have good solubility for the 
elements present in the waste coupled with relatively low processing temperatures. 
Lower process temperatures will minimise the volatilisation of radioisotopes, such 
as 137Cs during processing; such volatilisation means that not all of the waste is 
incorporated into the waste form leading to secondary waste streams that require 
further processing. The vitrified product should also be chemically durable. 

The need for both relatively low processing temperatures and good chemical 
durability (in general these two features tend to be inversely correlated) has resulted in 
the widespread adoption of borosilicate glasses for waste vitrification. This is because 
borosilicates represent a good compromise between the conflicting requirements of 
process temperature and durability. In addition, as boron is a good thermal neutron 
absorber, its presence is beneficial if there are any criticality concerns with the waste. 

For waste vitrification, you can either consider the composition of the final glass 
into which the waste has been incorporated or the base composition to which the waste 
will be added. This does lead to confusion in the literature with different compositions 
being referred to by the same name. For example, the French SON-68 is variously 
used to refer to a base glass or a waste loaded glass; for example, compare [9] and 
[10]. Waste additions are usually made on a weight percentage basis (especially as 
the wastes may not be chemically homogeneous), and thus, compositions are often 
reported on a weight per cent basis. However, from a chemical perspective, where 
possible, reporting mole percentage compositions are to be preferred. For example, 
Table 9.1 shows that the UK MW base glass contains the same amounts of Li+ and 
Na+ ions; this is not obvious from the weight per cent figures. The presence of mixed 
alkalis offers benefits in terms of chemical durability while keeping the required 
processing temperatures relatively low. Often the base glass is less durable than the 
waste loaded glass. 

Table 9.1 Composition of 
UK MW base glass in wt% 
and mol% 

Oxide Wt% Mol% 

Li2O 5.3 10.5 

Na2O 11.1 10.5 

B2O3 21.9 18.5 

SiO2 61.7 60.5
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While borosilicate glasses have been most widely used a range of other glass 
compositions have also been considered for waste vitrification applications. These 
include high silica glasses and aluminosilicates, both of which have melting temper-
atures meaning that sintering routes are required. The latter are closer to natural 
glasses. Lanthanum borosilicates, referred to as LaBS glasses, have been considered 
for Pu containing wastes [11]; such glasses can accommodate > 10 wt% PuO2. Phos-
phate glasses have been looked at for wastes high in Al and Na and have been used 
in Russia [12] with iron phosphate glasses also receiving attention [13]. 

9.2.2 Problem Species and Waste Loading 

Waste loading is limited by a number of factors. While glasses are good solvents for 
many elements, there are a number of species that can be challenging to incorporate 
into a melt and thus a vitrified product, especially when relatively low processing 
temperatures are used. In addition, highly active wastes will undergo significant self-
heating and the allowable waste loading will be related both to the glass transition 
temperature and the maximum thermal loading allowed in the storage facility. For 
wastes, that contain fissile materials avoidance of criticality is obviously an essential 
consideration. 

Ru is a particular challenge, and some RuO2 crystals are expected in vitrified 
HLW. The formation of spinel species may also occur. As long as these crystals are 
completely encapsulated by the glass and do not compromise the durability of the 
waste form they may be accepted. In some cases, glass composites wherein specific 
crystals are designed into the final waste form may be adopted as a way of increasing 
the waste incorporation level in the waste form. 

In a number of cases, problematic species are incorporated anionically. Three 
examples of these are Mo, S and Cl, which are considered in more detail in the 
following sections. 

9.2.2.1 Molybdenum 

MoO3 is typically present in as Mo6+ cations that form tetrahedral MoO4 
2– anions 

with oxygen. These anionic units are then associated with alkali and alkaline earth 
modifier species in the glass [14]. As a result, Mo is not well bonded into the glass and 
it can be readily removed from the melt to form crystalline species; it is also relatively 
mobile in the final glass. Although Mo itself in HLW solutions is not radioactive, 
it can readily associate with other radioactive species, such as Cs, forming poorly 
durable “yellow phase” (a complex mixture of alkali molybdates, chromates and 
sulphates) in the melt and the final product [15]. CaMoO4 is significantly less water 
soluble than other alkali molybdates, and as a result, the French programme has 
developed a glass composite wherein CaMoO4 crystals are deliberately precipitated
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in, and encapsulated by, a borosilicate glass matrix [16]. Such glass composites (also 
referred to as glass ceramics) are being looked for other wastes as well [8]. 

9.2.2.2 Sulphur 

S may be incorporated as SO4 
2– although other states such as S2– are possible 

depending on the overall redox state of the melt. Typical sulphate solubility in most 
oxide glasses is < 1 wt% SO3 with sulphates being used for fining purposes in 
commercial glass melting, although excess sulphur can lead to the formation of a 
low thermal conductivity foam on the melt surface [17] or more typically in waste 
vitrification a molten salt layer [18]. Sulphur solubility in the melt has been found 
to increase with decreasing network polymerisation [19] and decreasing cation field 
strength [20], with barium containing glasses such as the Indian SB-44 glass being 
an example of this approach [21]. 

9.2.2.3 Halides 

Halides can arise in nuclear wastes both as fission products (e.g. isotopes of iodine) 
and from pyrochemical reprocessing using molten salt technologies (e.g. chlorides). 
Halides are generally challenging to incorporate into oxide glasses with incorporation 
rates decreasing with increasing atomic number; they are expected to incorporate as 
halide anions substituting for oxygen. Calcium aluminosilicates have been shown to 
be capable of reasonable chloride loadings. For example, in a glass based on 51.4CaO 
7.17Al2O3 41.43SiO2 (mol%) up to 7.8 ± 0.1 atomic % Cl could be incorporated 
representing a 71 ± 1% retention of the added chloride [22]. More generally Cl 
solubility in aluminosilicates being found to depend both on the basic capacity of the 
glass melt to incorporate Cl and on the stability of the network after Cl incorporation 
[23]. 

9.2.3 Vitrification Technologies 

A range of vitrification technologies have been developed, of which three main 
ones are currently in use. These are hot wall induction heated melters, Joule heated 
ceramic melters and cold crucible induction heated melters. These technologies are 
considered in more detail below. Further, details of other melter technologies that 
have been considered can be found in Ojovan and Lee [6].
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9.2.3.1 Hot Wall Induction Heated Melters 

The Atelier de Vitrification de Marcoule (AVM) process is a two stage process. In 
the first stage, the liquid waste initially passes through a rotary calciner, which is on 
a shallow (2% or 1.73°) slope [24], to drive off most of the nitrates. In the second 
stage, the calcined waste passes into an induction heated metallic melter along with 
a base glass frit. As the melt relies on heat transfer from the melting vessel into the 
calcined waste plus glass frit, its scaleability is limited. An increase in throughput 
was achieved by moving from a cylindrical melting vessel at Marcoule, France to an 
elliptical one at Cap La Hague, France, where a total of six lines were installed in the 
R7 and T7 plants [25]. In the latter case, the process is known as the AVH process. 
A version of the AVH process has also been implemented at Sellafield, UK on three 
separate lines. 

In the AVM/AVH process, the melting temperature is limited to ~ 1050 °C by 
the thermomechanical properties of the melter. The melters are nickel-based alloys 
(melting T ~ 1350 °C), either an Inconel alloy or more recently in the UK a Nicrofer 
alloy. Although other refractory metals are used elsewhere in commercial glass 
production they have not been adopted in waste vitrification technologies [26]. 

Frit and calcined waste are progressively batched into the melter with a full melting 
cycle taking 8 h. A sparge (which may be an inert gas or air) is used to help with 
homogenisation in the melt. At the end of the melting cycle, the melt is poured into 
stainless steel canister, with two pours being required to fill a canister. After filling 
a lid is automatically welded onto canister and it is then decontaminated using high 
pressure water jets before being transferred to an above ground store, which is cooled 
by passive convection, for interim storage. 

9.2.3.2 Joule Heated Ceramic Melters (JHCMs) 

As implied by their name in a Joule heated ceramic melter (JHCM), the melt is 
directly heated by Joule heating arising from current passing between electrodes. 
This technology is scalable which enables greater throughput. JHCMs require the 
melt to be conducting, and thus, additional heating is required to initially produce a 
melt. With this technology, the base glass composition could be added as a frit or as 
a glass forming raw materials along with the waste; in practice the feed is usually 
in the form of an aqueous slurry [27]. Adding glass forming materials rather than 
a frit allows the base glass composition to be adjusted based on the actual waste 
composition. 

The waste and glass frit or batch forms a cold cap covering the melt, and this 
material is gradually incorporated by melting from the bottom of the cold cap. A foam 
forms between the melt pool and the upper parts of the cold cap where dehydration 
and other reactions occur; the foam limits heat transfer to the reaction zone [28]. The 
cold cap may also limit the volatilisation of problematic radioisotopes. 

Ru, Rh and Pd can segregate and tend to sink to the bottom of the melt where they 
can give rise to a low resistance pathway through the melt, which means increased
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power is needed to achieve the same degree of heating. One approach to circumvent 
this problem is to use a melter with a steeply sloped base [29]. 

Joule heated ceramic melters (JHCMs) have been implemented in the USA at 
several sites including the Defence Waste Processing Facility (DWPF) at Savannah 
River, where over 7000 t of vitrified product in over 4200 canisters had been produced 
by 2019 [30]. JHCMs have also been implemented in Belgium, Germany, India, Japan 
and Russia [12]. 

9.2.3.3 Cold Crucible Melters (CCMs) 

In a cold crucible melter (CCM), a conducting melt is again required as high 
frequency induction is used to induce currents in the melt and thereby directly heat the 
melt. The melter walls are water cooled, and as a result, a layer of solidified melt forms 
between the melter walls and the melt. This skull layer avoids the need for refractory 
liner. As a result, higher melting temperatures can be used than would, otherwise, 
be possible. Of course, higher temperatures will lead to increase volatilisation of 
potentially problematic species. 

CCMs have been implemented in Russia as well as on an existing vitrification 
line in the R7 plant at Cap La Hague in France [25] and in South Korea. 

9.3 Durability 

After interim storage, it is expected that the vitrified waste forms will be emplaced in 
an underground repository at depths of 500 m or greater. Although such repository 
designs are based on a multi-barrier approach (waste form, canister, backfill and 
rock), it has to be assumed that at some point water will reach the waste form. While 
the return of any such water to the surface is expected to be very slow due to the burial 
depth it is, nonetheless, important to ensure that the vitrified waste form is resistant 
to chemical attack by water. In addition to chemical durability, thermal, mechanical 
and radiation durability should also be taken into consideration. 

9.3.1 Thermal Durability 

Vitrified waste forms are typically a few tens of centimetres in diameter, and thus, the 
effective cooling rates will be low especially on the centreline (which will cool most 
slowly) due to the lower thermal conductivity of oxide glasses. In addition with heat 
generating HLW, the centreline temperature of the waste form will remain signifi-
cantly elevated for decades due to radiogenic heating. Therefore, vitrified products, 
especially for HLW, need to have a high resistance to crystallisation. In practice, 
limited amounts of crystalline RuO2 and spinel phases may be tolerated in the glass.
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9.3.2 Mechanical Durability 

Although the mechanical properties of vitrified waste forms are usually considered 
as being of secondary concern they will impact the amount of cracking seen in the 
waste form. The presence of cracks increases the amount of surface that is potentially 
available for chemical attack when water does reach the glass, although archaeolog-
ical evidence indicates that the constrained nature of such cracks might well limit the 
extent of corrosion that will occur in them [31]. While it is not possible to directly 
assess the extent of cracking in active waste forms attempts have been to quantify the 
extent of cracking in inactive ones, although due to differences in thermal gradients 
over time it has to be recognised that there may be differences between the two [32]. 
The reported data for the mechanical properties of nuclear waste glasses fall in a 
relatively narrow range reflecting the predominance of borosilicate glasses in waste 
vitrification. Typical reported Young’s moduli are ~ 80–90 GPa, fracture toughness 
values ~ 0.7–1.0 MPa m1/2 and hardness ~ 5.5–7.5 GPa [33]. 

9.3.3 Radiation Durability 

Damage can arise from the radiogenic decay of elements in the waste form. This 
damage includes direct displacement cascades arising from α decays in particular 
and, to a much lesser extent, β decays. α decays arise from long lived transuranics 
in the waste, whereas many fission products undergo β decays. Both α and β decays 
involve transmutations which may involve a change of elemental valence which could 
impact on the glass structure. For example, the β– decay of 137Cs (whether it goes 
via an excited state or not [34]): 

137 
55 Cs → 137m 56 Ba + 0−1e → 137 56 Ba + γ (662 keV) 94.7% 

137 
55 Cs → 137 56 Ba + 0−1e 5.3% 

(9.2) 

results in the presence of a 2 + Ba ion rather than a 1 + ion in the glass structure. 
These decays and the associated displacement cascades are believed to result in a 
lower density glass with a higher fictive temperature although there is good evidence 
that the overall effects are limited and saturate after a certain dose. Thus, for example, 
density and thus volume changes up to ~ 1% have been observed in glasses doped 
with 244Cm by Ewing et al. [35] with the fractional change in volume, ΔV /V, being 
fitted by

ΔV 

V 
= A

[
1 − exp(−BD)

]
(9.3) 

where D is dose and A and B are constants. It has been found that the volume changes 
tend to saturate for doses ≥ 1025 α/m3 (see Fig. 9.3a).
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Fig. 9.3 Impact of radiation on nuclear waste glasses: a change of volume with dose for various 
US trial glasses (modified from [35]) and b change of hardness with dose for French R7T7 and 
SON-68 glasses, a US glass and the international simple glass (data taken from [36–38]) 

As shown in Fig. 9.3b, a number of studies involving self-irradiation by alpha 
particles and heavy ion irradiation have all indicated that the hardness of the vitrified 
waste forms decrease with increasing dose; with a maximum drop in hardness of 
~ 35% [36–38]. The less dense, higher fictive temperature, irradiated glass struc-
ture means that greater compaction under indentation is possible. Corresponding 
reductions in modulus and an increase in (indentation) fracture toughness under irra-
diation have also been reported [39]. These effects have recently been reviewed by 
Malkovsky et al. [40].
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9.3.4 Chemical Durability Testing 

A number of tests for assessing chemical durability, usually in an aqueous environ-
ment, have been developed. The tests have been developed for a variety of different 
purposes and consequently offer different insights into glass durability. Durability 
testing is necessarily conducted on a relatively short timescales compared to the 
required life time for the waste forms. As a result, various methods have been used 
to accelerate the corrosion reactions with the primary approaches being increased 
temperature (≤ 90 °C, unless pressure is also used) and increased sample surface area 
(powder samples). Nevertheless, the studied timescales remain short compared to 
disposal requirements, even for so-called “long-term” tests lasting a number of years 
[41]. Thus, while the results of durability testing can be used to inform modelling of 
long-term performance and the development of disposal safety cases, such models 
necessarily have to extrapolate from the available data. 

9.3.4.1 Product Consistency Test 

The product consistency test (PCT) [42] was originally developed to ensure that 
different batches of the radioactive glass being produced at the DWPF exhibited 
consistent behaviour. The test was developed as a short term, 7 d, quality test but 
has been used to examine a much wider range of conditions. The test utilises a 
sieved powdered specimen submerged in a small volume of fluid at an elevated 
temperature. Hence, the surface area of glass (Sg) to volume of solution (Vs) is high, 
and as a result, the solution chemistry will change quite quickly as species leach out 
of the glass. Surface area is commonly based on a geometric calculation assuming 
spherical particles and the known sieve sizes using 

Sg = 
3mg 

ρgr g 
(9.4) 

where mg , ρg and r g are the mass, density and average particle size of the glass, 
respectively. Although direct Brunauer, Emmet, Teller (B.E.T.) surface area measure-
ments give Sg values ~ 3 × that of the geometric calculation Icenhower and Steefel 
concluded that the calculated geometric surface area is to be preferred to avoid over-
weighting the effect of small particles [43]. Typically, for PCT Sg/Vs ~ 2000 m–1, 
although tests utilising both lower and higher values have been reported (see, for 
example [44, 45] respectively). For higher Sg/Vs values, in particular alteration, 
products may cause the powder to adhere together thereby reducing the effective 
Sg/Vs value during the test. This change is difficult to quantify. If significant disso-
lution without agglomeration occurs, then the surface area reduces with time. In this 
case, the surface area St, at time  t can be quantified using
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St = 
3 

ρr g 
m1/3 

g m2/3 
t (9.5) 

where m t is the mass of glass at time t [46]. 
Analysis of the solution chemistry after leaching allows the normalised loss of 

specific elements to be followed as a function of time. Normalised loss of element i, 
NLi, from the sample is given by 

NLi = Ci 

fi
(
Sg/ Vs

) (9.6) 

where Ci is the element concentration in solution (corrected by the amount found in 
the blanks). A normalised loss rate, NRi, may be calculated using 

NRi = Ci 

fi
(
Sg/ Vs

)
t 

(9.7) 

where t is time, usually measured in days. Given the discrete nature of the time 
intervals used, if possible, an equation should be fitted to the NLi data and differen-
tiated to give a rate. However, this may not be possible and such fitted equations are 
necessarily empirical and only reliably apply within the range of the fitted data; for 
an example, see [47]. 

9.3.4.2 MCC-1 Test 

The materials characterisation centre originally developed several tests to assess the 
durability of nuclear waste glasses, with PCT being a modification of one of these 
tests (MCC-5). MCC-1 is a 28 d monolith test with Sg/Vs ~ 10 m–1 [48]. As well as 
solution analyses, it is possible to mount and section the monoliths from the MCC-1 
test so that the surface alteration layers can be characterised. 

9.3.4.3 Single Pass Flow Through Test 

The single pass flow through (SPFT) test [49] is designed to minimise solution 
feedback effects. While either crushed glass or a monolith can be used, the latter is 
easier. NRi is plotted as a function of the flow rate (q) over surface area with forward 
rate conditions corresponding to the region where the steady state loss rates become 
constant (see Fig. 9.4).
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Fig. 9.4 Example NRi versus log(q/Sg) data for Si, B and Na measured in an SPFT test 

9.3.4.4 Vapour Hydration Test (VHT) 

The vapour hydration test is a highly accelerated test that utilises both elevated 
temperatures and pressures [50]. A monolith specimen is suspended in a pressure 
bomb at a temperature typically in excess of 100 °C, although temperatures between 
70 and 250 °C can be used. If the relative humidity is > 80% (usually it is 100%), 
then a thin film of water forms on the monolith and the sample dissolves in this 
condensed film; the thickness of the film does initially increase with time leading 
to a variable Sg/Vs value. While this is a good test for observing the formation of 
alteration products on the sample surface high variability has been reported between 
both operators and different laboratories. In addition, test conditions are clearly very 
different to any plausible disposal environment. 

9.3.4.5 The International Simple Glass (ISG) 

In addition to the development of standard test protocols in recent years, a standard 
glass has also been developed and studied to gain greater insight into the durability 
of nuclear waste glasses. This international simple glass is essentially a simplified 
version of the French R7T7 glass with the composition 12.2Na2O 5.7CaO 1.7ZrO3 

3.8Al2O3 16.0B2O3 60.1SiO2 (mol%) [51]. The original ISG was manufactured by 
Mo-Sci Corporation in the US and distributed to interested laboratories on request. 
Recently, a new batch has been produced by Corning (ISG-1) as well as a second 
composition in which half of the CaO has been replaced by MgO (ISG-2).
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9.3.5 Durability Behaviour Under Low Flow Conditions 

As water flow through a repository should be very low significant solution feedback 
effects are expected to occur as species from the glass are released into solution. 
This leads to a characteristic dissolution behaviour with time which is summarised 
in Fig. 9.5. It can be seen that the initial or forward rate of dissolution is relatively high 
(region I) and that it reduces due to combination of surface changes in the glass and 
solution saturation until a residual or final rate is reached (region II). Precipitation 
of phases that remove Si from solution may then lead to a resumption in alteration 
(region III). It should be noted that in earlier literature, the curve shown in Fig. 9.5 
is broken into five stages rather than three kinetic stages shown here (compare [52] 
and [53]). 

Affinity/transition state theory has been used to model the data shown in Fig. 9.5. 
Using this approach, the dissolution rate of element i, ri, is given by 

ri = k0νi exp
(−Ea 

RT

)⎡
1 −

(
Q 

Kg

)σ⏋ ⊓

j 

a 
n j 
j , (9.8) 

where k0 is the forward rate constant, νI is the concentration of species i is the glass, 
Ea is the activation energy, R is the gas constant and T is absolute temperature, ai is 
the activity of species i, Q is the ion activity product, Kg is the solubility constant 
for the rate controlling reaction and σ the Temkin coefficient, which is related to the 
rate of decomposition of the activated complex [54]. 

Assuming the formation of orthosilicic acid (H4SiO4) is the rate-limiting reaction 
for dissolution [55], and taking σ = 1 for borosilicate glass, then the normalised 
release rate can be obtained from Eq. (9.8) 

NRi = k0 × 10ηpH exp

(−Ea 

RT

)⎡
1 − 

Q 

K

⏋
(9.9)
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Fig. 9.5 Schematic diagram showing the concentration of dissolved species in solution as a function 
of time for borosilicate glass leached under low flow conditions 
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Fig. 9.6 Example multiple linear regression fit for the forward rate of ISG in the alkaline regime 
(modified from [56]) 

Under forward rate conditions the term in square brackets in Eq. (9.9) equals 1 
and thus taking logs on both sides gives 

log10 NRi = log10 k0 + ηpH − Ea 

2.303RT 
. (9.10) 

Using multiple linear regression Eq. (9.10) can be fitted to SPFT data. An example 
fit for ISG in the alkaline regime is shown in Fig. 9.6 where log10

(
k0/g m−2 d−1

) = 
8.62 ± 0.54, η = 0.34 ± 0.03 and Ea = 79.5 ± 3.5 kJ mol−1 [56]. By looking at 
such fits for a range of glasses Neeway et al. have concluded that the parameters are 
correlated, which will impact models developed from such fits [57]. 

Equation (9.8) implies that changes in the solution chemistry due to the species 
being released from the glass are solely responsible for the rate drop shown in Fig. 9.5, 
with silica saturation, usually assumed to be limiting dissolution. However, others 
have explained the rate drop via the formation of a protective gel layer, arising from 
the condensation of silica from solution, on the glass surface. In some instances, 
this layer is considered as being divided into a porous gel and a passivating reactive 
interphase (PRI), which has been modelled using the GRAAL model [52, 58]. More 
recently Geisler et al. have considered the effects of changes in the local solution 
chemistry between the glass surface and the gel layer [59]. 

The residual rate seen in region II in Fig. 9.5 is significantly lower than the 
forward rate given by Eq. (9.10). The residual rate is, however, always nonzero. It is 
also possible for a resumption of alteration to occur as shown in region III of Fig. 9.5. 
The resumption of alteration is associated with the precipitation of secondary phases, 
specifically zeolites, and in some cases calcium silicate hydrate (CSH) phases [60].
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9.3.6 Durability of Natural and Anthropogenic Analogue 
Glasses 

Insight into the long-term behaviour of glasses can also be obtained by consider-
ation of the behaviour of archaeological glasses or, over longer timescales natural 
glasses such as basalts in the natural environment. Even though the environment 
experienced by such samples is not usually well constrained, compared to laboratory 
experiments, the features seen on such glasses can be used to support or otherwise 
the understanding gained from our relatively short term laboratory experiments. 

9.3.6.1 Archaeological Glasses 

Archaeological sites can provide examples of manmade glasses that have survived in 
the natural environment for extended periods. As well as the environment not being 
well constrained the original glass may not be compositionally uniform, and there can 
be difficulties in knowing whether the original surface (albeit in altered form) is still 
present. In cases of extreme alteration, it may not always be possible to determine the 
original chemical composition of the glass. Despite these difficulties, such glasses 
still provide insight into the long-term behaviour of glass in the natural environment. 

Complex sequences of layers have been observed on many archaeological samples 
[61]. The number of these can vary from point to point due to localised attack; 
despite this complication, it has been suggested that the number of layers might 
be correlated with age. It should be noted, however, that apparently cyclical layers 
have also been observed in laboratory experiments (see, for example, [56, 62]). Glass 
blocks recovered from a Roman era wreck in the Mediterranean show evidence of the 
formation of complex sequences of alteration layers in crack, consisting of smectites 
and carbonates, that completely fill those cracks [63, 64]. The behaviour of glasses 
recovered from vitrified hillforts is also receiving significant attention within the 
nuclear glass community [65]. 

9.3.6.2 Performance of Replica Glasses 

As well as studying the performance of archaeological glasses that have been exposed 
to the natural environment for extended periods there is interest in studying modern 
replica versions of these glasses either in laboratory or the natural environment, with 
the former being more controlled but latter being more amenable to longer term 
testing. For example, synthetic basaltic glasses have been shown to exhibit similar 
leaching kinetic glasses to nuclear waste glasses [66]. 

The Ballidon experiment is an example of where modern versions of historic 
and ancient glasses have been buried. This experiment started as a purely archae-
ological experiment; however, inactive samples of nuclear waste glasses have been 
buried at this site since 1986. Studies of replica Roman, mediaeval and seventeenth
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century glasses extracted from Ballidon have all shown the development of a series 
of layers on the sample surface [67], with the details depending on the underlying 
glass composition. 

9.3.6.3 Natural Glasses 

Natural glasses include obsidians and basalts. Both are aluminosilicates with obsid-
ians having the higher silica contents. Neither contain boron unlike the majority of 
nuclear waste glasses. Although glasses are not the thermodynamically stable state 
the rate of crystallisation of obsidians is very slow at low temperatures (~ 20 °C) 
[68] and, although higher rates have been observed for the alteration (or palagoni-
sation) of the lower silica content basalts, the long-term rates are still very low [69]. 
Palagonites are earthy or clay-like materials found on natural basalts with compo-
sition being dependent on the parent basalt, temperature and the rate of flow of the 
attacking fluid; the process of palagonisation is believed to involved hydration of the 
basalt [70]. In the natural environment, microbes and other micro-organisms may 
also have an impact on the corrosion process [71]. While the impact of microbial 
interactions with glass have been recognised for significant time the potential for 
microbially mediated corrosion of vitrified nuclear waste has only recently started 
to attract attention [72]. 

9.4 Summary 

The use of nuclear fission to generate electricity leads to spent nuclear fuel. For 
a U-based fuel, this still contains reusable U and Pu along with a wide range of 
fission products. In a closed fuel cycle, the separation of the reusable materials leads 
to a range of nuclear wastes. Vitrification has been applied to the immobilisation 
of these wastes, most notably the heat generating HLW as well as a range of ILWs. 
Glasses are flexible solvents for a wide range of elements and are thus very suitable for 
chemically complex waste streams arising from reprocessing. While glass production 
involves high temperatures, the process results in notable waste volume reduction 
and thus, significant cost savings associated with storage and disposal. Borosilicate 
glasses are the most widely favoured compositions for waste vitrification as they 
provide a good compromise between processing temperature and long-term chemical 
durability. Other silicate glasses have also been considered and Russia has utilised 
some phosphate glasses. 

Understanding the long-term chemical durability of vitrified waste forms is crucial 
to developing a safety case for their disposal. A range of laboratory-based dissolu-
tion experiments have shown that in general dissolution is initially rapid, but then 
slows down due to changes in solution chemistry arising from the species removed 
from the glass during dissolution, and/or the development of a protective surface 
layer. More rapid alteration may restart due to the precipitation of secondary phases
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from solution. There is evidence of some cyclical processes occurring during disso-
lution leading to the formation of multiple layers on the glass surface. Natural and 
anthropogenic analogues are being used to validate the outcomes of the laboratory 
durability experiments. 
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Chapter 10 
Glass–ceramics: A Potential Material 
for Energy Storage and Photonic 
Applications 

Anirban Chakrabarti, Sreedevi Menon, Anal Tarafder, 
and Atiar Rahaman Molla 

10.1 Introduction 

10.1.1 History 

Glass is a fascinating material that has drawn the curiosity of mankind since the 
Stone/Bronze Ages (3300 BC) due to astounding properties such as its transparency, 
luster, and chemical durability. Applications from glassware to window panes, insula-
tors, and many others have made it an essential part of everyday life. Glass is an amor-
phous (non-crystalline) material, lacking long-range atomic order while exhibiting 
short-range order. Developing crystal phases within the glass can drastically alter its 
properties and has always been an interesting area in which scientists have been keen 
to work [1]. 

In 1739, French chemist, René-Antoine Ferchault de Réaumur attempted to 
partially crystallize glass by heat-treating soda-lime-silica glass bottles in a bed of 
gypsum and sand for several days; the glass became a porcelain-like opaque material. 
Even though he was able to crystallize glass, the prepared solid deformed and had 
low strength due to uncontrolled surface crystallization [2, 3]. 

200 years later, in 1953, a serendipitous event was observed by the American 
inventor Stanley Donald Stookey of Corning Glass Works, USA, and paved the 
way for the discovery of modern glass–ceramics. During his research on photo-
etchable material to be used in televisions, he accidentally overheated an experi-
mental glass. To his surprise, instead of melting, the glass turned into an opaque 
polycrystalline ceramic material with improved mechanical strength and insulating
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properties compared with the parent glass. The new material had lithium disilicate 
(Li2Si2O5) and quartz (SiO2) as the main crystalline phases; he named it Fotoceram 
[4–6]. 

10.1.2 Definition of Glass–ceramics 

By definition, Glass–Ceramics (GCs) are prepared by controlled crystallization of 
glasses via different processing methods. GCs contain at least one type of functional 
crystalline phase and a residual glass. The volume fraction crystallized may vary 
from ppm to almost 100% [7]. It is a combination of glass and ceramics and thus 
inherits properties from both parents; in most cases superior to them. Small crystals 
are developed in the base glass by controlled nucleation and subsequently, grow 
while altering the composition of the base glass. Hence, the selection of a suitable 
glass composition that has the potential to undergo controlled crystal nucleation 
and growth by heat treatment is the sole requirement for the fabrication of glass– 
ceramics. Such glass–ceramics may have improved thermal, mechanical, electrical, 
chemical, biological, and optical properties compared with their parent glasses and 
ceramics and they have found wide-ranging applications in the domestic, space, 
defense, electronics, health, architecture, chemical, energy, and waste management 
fields [2]. According to Stookey, the definition of glass–ceramics stands as “Glass– 
ceramics are made by first melting and forming special glasses containing nucleating 
agents and then controlling the crystallization of the glass” [2]. A group of experts 
proposed a modern definition “Glass–ceramics are inorganic, non-metallic materials 
prepared by controlled crystallization of glasses via different processing methods. 
They contain at least one type of functional crystalline phase and a residual glass. 
The volume fraction crystallized may vary from ppm to almost 100%” [2, 7]. 

10.1.3 Importance of Glass–ceramics 

Glass–ceramics are a class of material that show immense potency in properties and 
applications. The properties of glass–ceramics can be tailored for particular applica-
tions by choosing specific chemical compositions of the base glass and by controlling 
nucleation and crystallization. Glass–ceramics can have a variety of compositions 
and the possibility of developing special microstructures. The microstructure devel-
oped in a glass–ceramic plays a very important role in achieving the desired prop-
erties which in turn makes them suitable for various domestic and advanced appli-
cations. The morphology of the crystals can be tailored by changing the compo-
sitions and processing parameters. Their improved properties include low or zero 
porosity, high mechanical strength, low or even negative thermal expansion, high-
temperature stability, fluorescence, machinability, and chemical durability, to name a
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few, and their transparency can be controlled from completely transparent to opaque, 
depending on the size of the crystals generated and their volume fraction [2, 8]. 

10.1.4 Crystallization of Glass 

Crystallization of glass is the crucial step in the development of glass–ceramics and 
includes two stages: nucleation and crystal growth. Nucleation is initiated by the 
appearance of small areas of longer-range atomic order than the parent glass, called 
embryos. If these embryos attain a critical minimal size they lead to the formation 
of “nuclei”, which are capable of developing spontaneously into larger particles of 
the new phase [2]. 

The process of nucleation can be distinguished as homogeneous or heterogeneous. 
In homogeneous nucleation, the crystal phase is developed within the glass matrix 
without the presence of any foreign particle, and the nuclei formed and the crys-
tals grown from them have the same chemical composition, whereas heterogeneous 
nucleation is aided by the presence of foreign particles and the constitution of nuclei 
and crystals developed will be different [2]. 

Homogeneous nucleation results in the same probability of critical nucleus forma-
tion in any volume or surface region of the system under study. In classical studies 
on crystallization in supercooled liquids, including inorganic glass formers, Tamman 
[9] proposed that below the equilibrium melting temperature there is a metastable 
zone of supercooling where nuclei do not form at an appreciable rate, but if the 
melt is provided with nuclei by seeding, crystals can grow. Below this tempera-
ture region, crystallization is controlled by two factors: the rate of formation of 
nuclei and crystal growth rate. At lower temperatures, the melts exhibit increased 
viscosity which inhibits the atomic rearrangements and diffusion processes neces-
sary for nucleation and crystal growth. Hence, melts that facilitate this condition, 
such as those which can form glasses, show a peak in nucleation and crystal growth 
rates when they are cooled. A plot of nucleation and growth rates versus temperature 
for viscous melts is shown in Fig. 10.1 [2, 10].

To produce a large number of small crystals, Fig. 10.1 shows that nucleation 
should occur at or near the temperature of the maximum nucleation rate. Also below 
the temperature T3, homogeneous nucleation is zero because the melt viscosity is 
too high [2, 11, 12]. 

Homogeneous nucleation is restricted to a few glass systems. The development 
of heterogeneous nucleation paved the way for the fabrication of useful glass– 
ceramics where crystallization is aided by the presence of impurities or foreign 
particles. These impurities that promote crystallization are called nucleating agents 
or catalyzers. Heterogeneous nucleation dominates over homogeneous nucleation 
because it requires a lower driving force than homogeneous nucleation. The promi-
nent feature of heterogeneous nucleation is that the interfacial tension between 
heterogeneity and nucleated phase must be low. Therefore, the contact angle θ at 
the substrate-melt-precipitate junction is an important parameter to be considered.
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Fig. 10.1 Rates of homogeneous nucleation and crystal growth in a viscous liquid

The activation energy for heterogeneous nucleation is given by, [2]

ΔG∗ 
h = ΔG∗ f (θ ) where f (θ ) = 

(2 + cos θ )(1 − cos θ )2 

4 
(10.1.1) 

where ΔG* is the free energy of homogeneous nucleation. 
The rate of heterogeneous nucleation is given by [13] 

IC = A, exp
[
−ΔG∗ f (θ ) 

kT

]
(10.1.2) 

Once a stable nucleus is formed, the next step is the growth of the crystal. This 
step is crucial as it determines the morphology of the glass–ceramic as well as the 
production of microcrystals within the glass matrix. The two factors on which crystal 
growth depends are: [2] 

(i) the rate of rearrangement of the irregular glass structure into the periodic lattice 
of a growing crystal, 

(ii) the elimination of the rate of release of energy in the phase transformation.
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10.1.5 Fabrication Techniques 

The conventional procedure for glass–ceramics manufacturing has three steps: (i) 
preparation of a homogeneous glass by melting, homogenizing, and refining a 
mixture of raw materials (batch) usually containing one or more nucleating agents, (ii) 
shaping of the glass to produce the required article by various methods like molding, 
pressing, blowing, rolling, etc. and (iii) controlled heat treatment to convert the 
glass into a glass–ceramic [7]. Several methods are employed including traditional 
melt-quenching to sol–gel and vapor deposition techniques. As mentioned earlier, 
in each case, two factors are important selection of a suitable glass composition 
and a proper heat-treatment protocol. Some glasses are difficult to devitrify whereas 
others undergo uncontrolled crystallization resulting in unsuitable microstructures. 
Also, heat treatment must be carefully controlled: errors can result in either a smaller 
number of larger crystals or deformation of the glass–ceramics. So, the fabrication 
process for glass–ceramics is highly sophisticated [7] and is discussed below in detail. 

(i) Conventional method (Two-stage) 

In this approach, once the glass is formed from the melt, its crystallization requires 
two stages: (i) treatment at a lower temperature (around TN ) to give a high nucleation 
rate and many nuclei throughout the glass interior and (ii) a higher temperature heat 
treatment, around Tg, so the nuclei grow quickly into fully formed crystals. Here, 
the very limited overlap between nucleation and growth curvesis noteworthy [14]. 
(Fig. 10.2). 

(ii) Modified conventional method (Single stage) 

Often the nucleation and growth rate curves hardly overlap and a two-stage treatment 
is necessary. If they effectively merge, however, nucleation and crystal growth can 
take place together in a single-stage heat treatment at TNG. Optimizing the glass

Fig. 10.2 Crystallization of glass to form glass–ceramic: a insignificant overlap between nucleation 
and growth rates, b two-stage heat treatment 
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Fig. 10.3 One step glass–ceramic formation: a nucleation and growth rate overlap significantly b 
single-stage heat-treatment suffices 

composition and incorporating nucleating agents favors overlap of these curves. 
“Silceram” was the first glass-ceramic to be synthesized by this method [14, 15]. 
(Fig. 10.3) 

(iii) Petrurgic method 

A very old method allowed both nucleation and crystal growth to take place during 
the cooling of the melt. The parent melt was carefully cooled without a hold at an 
intermediate temperature. Close observation of the production of “Silceram” showed 
that whether the glass was heated up to TNG or cooled down to TNG made little 
difference. This led to the development of the petrurgic method which along with 
the modified conventional method is much more cost-effective than the conventional 
approach [14, 16]. 

(iv) Powder method—sintering with simultaneous crystallization 

A common method used for the synthesis of ceramics is cold compacting a powder 
followed by heat treatment at an elevated temperature. The same route can be used 
for the fabrication of glass–ceramics. Compaction and sintering with simultaneous 
crystallization of glass powders requires heat and the glass–ceramics produced by 
this method have inferior properties to those manufactured by other techniques. It is 
always advantageous to sinter a parent glass by viscous flow at a lower temperature. 
The rates of viscous flow sintering and crystallization and their interaction have to 
be noted. Rapid crystallization can lead to a high degree of crystallinity which may 
restrict sintering and cause unwanted porosity. At the same time, if the sintering is 
fully completed before crystallization, then the final product resembles that produced 
by other fabrication methods. With careful control of rates, dense glass–ceramics 
can be created by a method where both crystallization and sintering take place at the 
same time and temperature. This method allows the properties of glass–ceramics to 
be altered by optimizing the composition and sintering temperature to change the 
microstructure and crystalline phases [17–20].
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(v) Sol–gel precursor glass 

In the last decades, a new technology called the sol–gel method has been developed 
for glass fabrication. Here, bulk solid materials are produced from a solution of 
small particles. The process involves the conversion of monomers into a colloidal 
solution called a sol by crosslinking them to form an integrated network (gel). Glass– 
ceramics can be produced from precursor glass of high purity manufactured by a 
sol–gel method. But the drawback of this method is its high cost of fabrication. 
So, this method is used primarily for specialized glass that cannot be produced by 
conventional melting techniques [21]. 

10.1.6 Properties 

(i) Thermal properties 

Glass-ceramics can have expansion coefficients similar to those of ordinary 
glasses or ceramics but can also display an astounding range of values from 
negative, zero to highly positive. The crystal phases formed, their volume frac-
tion, morphology, etc. and the residual glass determine the coefficient, which 
can differ widely from that of the parent glass [2]. 

(ii) Optical properties 

Light transmission and absorption are important properties for glass-ceramics 
defining their color and opalescence. Depending on the type and size of the 
crystals and their microstructure, glass-ceramics can vary from opaque to 
translucent to highly transparent [2, 22]. Fluorescence can also be important. 

(iii) Chemical properties 

Glass-ceramics can exhibit remarkable chemical stability compared to the 
parent glass. The bulk chemistry, the durability of each of the crystalline phases, 
and the microstructure influence the chemical stability. The glassy phase in the 
glass-ceramic is usually attacked first by an exchange of its mobile cations 
(usually alkali metal ions) with hydrogen ions. This results in hydration which 
ruptures the silica network. So, glass-ceramics with a lower volume of residual 
glass phase are advisable for high chemical durability. Selection of a chemical 
composition with lower concentrations of alkali metal oxides can also improve 
chemical durability [2]. 

(iv) Biological properties 

Glass-ceramics with biomedical applications are an expanding field of study 
and have noteworthy clinical applications; they paved the way for a new class 
of materials called bioglass-ceramics. Implanting these glass-ceramics into the 
human body showed no local or systematic toxicity, no inflammation, and no 
foreign body response; they also bonded to soft and hard tissues. Their enhanced
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mechanical and biocompatibility properties has promoted their application in 
orthopedic and dental surgery [2]. 

(v) Mechanical properties 

Generally, glass-ceramics have higher mechanical strength compared to ordi-
nary glasses and other types of ceramics. It is mainly attributed to the crystal 
phase dispersed homogeneously in the glass matrix and the unique microstruc-
ture. The main advantages of glass-ceramics are that they show high toughness, 
high hardness, and strength along with other properties like translucency and 
the ability to be pressed or cast, without shrinking or developing pores [2]. 

(vi) Electrical properties 

Glass-ceramics are usually electrical insulators with high resistivity; however, 
exceptions exist. Their ability to withstand high temperatures makes them appli-
cable in devices that require insulators that operate at elevated temperatures. 
Ferroelectric glass-ceramics are an upcoming field that contributes immensely 
to the area of energy storage. This will be discussed in detail in the latter part 
of this chapter [2]. 

10.1.7 Applications 

Their extraordinary blend of properties makes glass–ceramics amazing materials 
with wide-ranging applications. They have become an interdisciplinary field offering 
potential usage in many fields including energy, display, healthcare, defense, space, 
etc. A few of the major applications of glass–ceramics are dealt with in the following 
section. 

(i) Technical applications 

• Machinable glass–ceramic 

This is a combination of fluorophlogopite mica and borosilicate glass which 
can be machined into complex shapes with precise dimensions by conven-
tional metal-working tools. Corning Inc. developed a commercial material 
under the trademark MACOR® with a unique combination of properties. 
It is a white, non-wetting, odorless, and non-outgassing material with zero 
porosity, composed of 55% fluorophlogopite mica and 45% borosilicate. It 
is widely used in the aerospace industry and for medical equipment, vacuum 
technology, welding, and nuclear studies [23]. 

(ii) Consumer applications 

• β-Spodumene Solid-Solution Glass–ceramics 

β-Spodumene solid-solution glass-ceramics have a low thermal expansion 
coefficient, good mechanical strength, and high resistance to thermal shock. 
These properties along with transparency find wide applications in low-cost
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kitchen utensils and cookware. Pyroceram® 9608 developed by Stookey was 
the first commercial glass-ceramic used in household crockery. It had a low 
thermal expansion coefficient of 0.7 × 10-6/K. Its major crystal phase was 
β-spodumene solid solution (LiAlSi2O6-SiO2) with minor amounts of rutile 
(TiO2). Several other β-spodumene solid-solution glass-ceramics ruled the 
market under the trademarks Cer-Vit™ (Owens-Illinois), Hercuvit™ (PPG), 
and Neoceram™ N-11 (Nippon Electric Glass) [8, 24, 25]. 

(iii) Glass-ceramics for biomedical applications 

A material for biomedical application must be inert, non-toxic and biocom-
patible, and in some cases, bioactive too. According to Hench, a bioactive 
material has the property of bonding with living tissues. It forms a biologically 
active hydroxycarbonate apatite layer that can bond with bone and soft tissues 
[26–28]. 

For years, bioactive ceramics and glasses were used but had their drawbacks. 
So bioceramics were complex and expensive to produce whereas bioactive 
glasses had low mechanical strength and hardness. The development of bio 
glass-ceramics was a boon to overcoming these issues [29, 30]. The ease of 
synthesis by glass-making techniques and their high mechanical strength made 
them superior. 

Bio glass-ceramics are used for two main purposes: implantology and restora-
tive dentistry. For the former application glass-ceramics require biocompati-
bility, bioactive properties, high bending strength, toughness, and appropriate 
Young’s modulus. Translucency or color is not a necessity. Restorative dental 
application, on the other hand, should not be bioactive. These materials are not 
embedded or implanted into the body. They are used to replace natural teeth. 
So, the shade, translucency, toughness, and wear must be similar to that of 
natural teeth. 

Examples of glass-ceramics used in the clinical application include Cerabone®, 
Ceravital®, Bioverit®, etc. [8]. 

Glass–ceramics are also potential candidates for many futuristic areas, such as 
energy storage and photonic applications but few manuscripts encompass these 
subjects in depth. So this chapter mainly focuses on the suitability of novel 
glass–ceramics for these applications.
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10.2 Glass–ceramics for Energy Storage 

10.2.1 Introduction 

The last decade has witnessed an over-dependence on fossil fuel reserves to meet our 
daily energy requirements, leading to global warming and environmental pollution. 
With the high energy demand, depletion of non-renewable energy sources (crude 
oil, coal, gas) in the near future is inevitable. So, the research and development 
of clean and green energy sources have become vital with the focus on energy 
storage and conversion, and less energy consumption [31]. The clean and renew-
able energy resources presently available include batteries, electrochemical superca-
pacitors, and dielectric capacitors. Compared to dielectric capacitors, batteries and 
fuel cells usually possess high energy storage density but lack high-power output. 
Supercapacitors can satisfy the requirement of high energy and power densities but 
their performance is sometimes hampered by the slow charge–discharge process. 
However, dielectric capacitors have the advantages of high-power density, faster 
charge–discharge rates, and high efficiency which extends their application in elec-
tronic devices, pulsed power supplies, and power systems, e.g., electromagnetic guns, 
inverter equipment, hybrid electric vehicles, military launch platforms, etc. [32, 33]. 
The currently used commercial capacitors like dielectric polymers and ceramics 
possess low energy density, small discharge currents, and a short lifetime which 
limits their applications. These materials fail to achieve the high dielectric break-
down strength (BDS) and low dielectric losses which are necessary for a high energy 
storage density. For example, ferroelectric ceramics have large dielectric constants 
but possess a low BDS. Similarly, dielectric polymers exhibit high BDSs but a low 
dielectric constant which limits their application in the relevant fields [34]. Presently, 
the need for modernization of electronic and electrical equipment calls for miniatur-
ized, lightweight, cost-effective, and high-energy storage capacities. Therefore, mate-
rial composition, dielectric behavior (linear/ferroelectric/antiferroelectric), synthesis 
and fabrication techniques are the key to developing dielectric materials with a high 
energy storage density [35]. 

10.2.2 Key Parameters for Evaluating Energy Storage 
Density and Efficiency 

Considering a parallel plate conductor capacitor with a dielectric material having 
plate area “A” placed at a distance “d” and connected to an external electric field (E) 
of a particular voltage (V ), its capacitance (C) can be evaluated from Eq. (10.2.1) as  
follows: 

C = ε0εr 
A 

d 
(10.2.1)
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For linear dielectric materials like glass, the maximum theoretical energy storage 
density (U) is linearly dependent on the dielectric constant and the BDS, as depicted 
in Eq. (10.2.2) 

U = 
1 

2 
ε0εr E

2 
b (10.2.2) 

where Eb is the BDS,εr is the dielectric permittivity and ε0 is the free space 
permittivity (8.85 × 10–12 F/m). 

During the charging process, charges of opposite polarity (±Q) present in the 
dielectric material accumulate on the conductor plates with equal probability. Hence, 
work is done (W ) to store the energy in a capacitor during each charging cycle which 
can be calculated from Eq. (10.2.3) [34, 36] 

W = 
Q∫

0 

Vdq  = 
Q∫

0 

Q 

C 
dq  = 1/2 

Q2 

C 
= 1/2CV  2 (10.2.3) 

where W is the work done to store the amount of energy in one charging cycle, V is 
the voltage of the external electric field and Q is the total charge accumulated on the 
dielectric material. 

The energy density stored in the dielectric capacitor after one charging cycle can 
be expressed by the following equation [37]: 

JS = 
W 

Ad 
=

∫ Q 
0 Vdq  

Ad 
= 

Emax∫
0 

Dd E (10.2.4) 

where Js is the charged energy density (J/cm3), D corresponds to the dielectric 
displacement or the charge density at low voltages and Emax is the maximum strength 
of the applied electric field. 

In dielectric materials like ferroelectrics, relaxor ferroelectrics, or anti-
ferroelectrics, the dielectric permittivity is very high and the dielectric polarization 
is non-linearly dependent on the applied electric field, such that, “D” is very close  
to polarization “P”. Therefore, for these materials, Eq. (10.2.4) can be re-arranged 
as [33, 34]: 

JS = 
Emax∫
0 

Pd E  = 
Pmax∫
0 

Ed  P (10.2.5) 

where Pmax is the maximum polarization at the applied electric field strength E. 
Most of the dielectric materials used for fabrication of electrical capacitors consist 

of linear dielectrics with constant permittivity (e.g., Al2O3, glass), ferroelectrics with 
spontaneous polarization [e.g., Pb(ZrxTi1-x)O3 (PZT), BaTiO3, PbTiO3, (K,Li)NbO3,
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(Sr,Ba)Nb2O6, etc.], relaxor ferroelectrics with nanosized domains (e.g., (Pb, La) 
(Zr,Ti)O3) and anti-ferroelectrics with zero net remanent polarization (e.g., AgNbO3, 
PbZrO3) [38]. The increase in polarization domain size from a linear dielectric to anti-
ferroelectric leads to enhancement in the degree of dielectric nonlinearity which gives 
rise to the variable nature of the polarization (P) versus electric field (E) response 
known as the hysteresis loop as shown in Fig. 10.4. 

The area inside the loops of each curve represents the amount of lost energy density 
(JL) due to hysteresis behavior, while the red shaded area represents the recoverable 
energy storage density (Jr) after one charging cycle, i.e., the released energy density 
in the discharging process. The recoverable energy density (Jr) can be theoretically 
calculated by numerical integration of the area between the polarization and the P-E 
hysteresis curve as follows: 

Jr = 
Pmax∫
Pr 

Ed  P (10.2.6) 

where Pr is the remanent polarization.

Fig. 10.4 Polarization versus electric field (P-E) hysteresis loops and energy storage density of 
four classes of dielectric materials: a linear; b ferroelectrics; c relaxor ferroelectrics and d anti-
ferroelectrics 
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Hence increased hysteresis behavior shall lead to a higher value of Pr which will 
reduce the released energy density. 

The total energy storage density is equal to the sum of the stored energy density 
(Js) and the recoverable energy density (Jr) and the energy storage efficiency is 
represented as: 

η = Jr 
Jr + JL 

(10.2.7) 

Linear dielectrics like glasses exhibit a low dielectric constant and a higher 
BDS which leads to low energy storage density as represented in Eq. (10.2.2) 
and Fig. 10.5a. In ferroelectrics, a large value of maximum polarization (Pmax) 
with high dielectric constant and moderate electric-field endurance can be observed 
which can give higher stored energy density (Js) compared to linear dielectrics. 
However, due to remanent polarization effects, the materials have reduced Jr as 
shown in Fig. 10.5b, which decreases their efficiency. On the other hand, relaxor-type 
ferroelectrics possess very low values of remanent polarization along with reduced 
hysteresis losses due to which their Jr and energy efficiency is improved compared to 
normal ferroelectrics. This type of material lacks the desired long-range order with 
respect to the ferroelectric domains and behaves like a dipolar glass due to which 
slimmer hysteresis loops are obtained as displayed in Fig. 10.5c. The anti-parallel 
dipolar arrangements in antiferroelectric materials lead to a lack of ferroelectric 
domains at low electric fields and have a negligible dielectric loss, hysteresis loss, 
and remanent polarization effects. An antiferroelectric-ferroelectric phase transition 
is observed at a threshold electric field intensity which generates double hysteresis 
loops and high Jr as shown in Fig. 10.5d. Therefore, for suitability for capacitive 
energy storage applications, a dielectric material having a high dielectric constant 
with low dielectric losses at various frequencies, low hysteresis energy loss, high 
thermal stability, and high BDS is desirable [39, 40].

10.2.3 Value of Glass–ceramics for Energy Storage 

Traditionally used dielectric ceramics or polymer materials have the disadvantages of 
particle coarsening and aggregation which sometimes lead to an inferior microstruc-
ture and defects that interfere with their poling process. High dielectric losses are 
incurred with degradation in BDS, causing a significant drop in the energy storage 
density, thus limiting their applications [42]. For example, antiferroelectric ceramics 
are reported to possess a theoretical energy storage density as high as 50 J/cm3 but a 
considerably lower BDS (10 kV/mm). Also, strain effects are encountered in sintered 
ferroelectric and antiferroelectric ceramics which lead to cracks and pores in their 
microstructure, thus dramatically reducing their BDS [38]. Most ferroelectric or anti-
ferroelectric ceramic materials contain lead (Pb) in their composition, a major threat
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Fig. 10.5 Real part of the dielectric constant of the glass–ceramic samples crystallized at 550 °C 
for 15 min, 3 h, and 5 h, respectively. Reproduced with permission from Ref. [41], Copyright © 
Elsevier

to the environment during processing and disposal. Legislation passed by the Euro-
pean Union in 2003 restricted the use of hazardous metals such as Pb, Cd, and Hg in 
electronic devices. Increased environmental awareness among research and develop-
ment groups globally has encouraged the development of lead-free alternatives [43], 
to replace materials like the PZTs used currently [44]. 

Compared to sintered ceramics, polymers, or single-crystals, the preparation 
of glass–ceramics is a simple, low-cost technique. Generally, glass–ceramics are 
prepared by mixing the raw materials of the glassy phase and the corresponding 
ceramic crystalline phase uniformly and in appropriate proportions. The mixed raw 
materials are melted at a high temperature, poured into a pre-heated mold (kept at 
a comparatively low temperature) (melt-quenching), and annealed to obtain a glass 
block. A glass–ceramic is usually created by heat-treating the quenched glass block, 
firstly at the nucleation temperature then at higher temperatures to crystallize it and 
create the target ceramic phase [42]. 

Most ferroelectric ceramic compositions have a low glass-forming ability, so 
increased proportions of glass formers and modifiers are added to the glass composi-
tion to stabilize it. With proper optimization of composition and heat treatment, the 
required primary ferroelectric/antiferroelectric phase can be generated in the glass 
matrix with an average crystallite size in the nanometer range [45]. This minimizes 
Rayleigh scattering in the glass–ceramic and transparent ferroelectric glass–ceramics 
are obtained, potentially useful for nonlinear optical (second harmonic generation) 
and photonic applications. However, for a superior ferroelectric response for energy 
storage applications, the ferroelectric crystals must be larger than the domain size for 
notable polarization switching. Glass–ceramics with a small refractive index differ-
ence between the glassy phase and the active ferroelectric phase has optical trans-
parency independent of crystal size. Such glass–ceramics are potential materials for 
optoelectronic (LED, laser diodes) and energy storage applications [46, 47]. Ferro-
electric glass–ceramics are listed as important materials for use in high-temperature
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three-phase inverters in automotive technology programs by the U.S. Department of 
Energy [43]. 

10.2.4 Categorization of Glass–ceramics for Energy Storage 
Applications 

Based on in the literature, the various glass–ceramic compositions for energy storage 
can be categorized into two main classes: titanate and niobate based. 

(i) Titanate based glass–ceramics 

The crystal phase in titanate glass–ceramic is perovskite in nature with the general 
formula ABO3, where “A” is a divalent alkaline earth metal cation (Ca2+, Sr2+, Ba2+, 
Pb2+) with a coordination number of 12, while the “B” site cation is a smaller tran-
sition metal ion (Ti4+/Zr4+) with a coordination number 6. Barium titanate (BaTiO3) 
and barium strontium titanate (BaxSr1-x TiO3) (BST) are two ferroelectric phases 
with the advantages of high dielectric constant, low dielectric loss, and high break-
down voltage, useful for energy storage applications [48]. Table 10.1 summarizes 
the key properties of BaTiO3 and BST-based glass–ceramics.

In 2003, Pennsylvania State University and the Naval Research Laboratory (NRL) 
investigated the crystallization and dielectric behavior of the BaO-TiO2-Al2O3-SiO2 

glass system [49]. BaTiO3 was the major crystalline phase in glass–ceramics made 
conventionally. A high room temperature dielectric constant of 350 was obtained with 
a BDS in the range of 600–800 kV/cm. However, the energy storage density obtained 
was low (< 1 J/cm3), at high electric fields because the inhomogeneous microstructure 
created high electric field concentrations, degrading dielectric properties and causing 
inconsistent values of energy storage density. So, the crystal structure of BaTiO3 was 
modified by adding SrO to form BST (BaxSr1-xTiO3). Such modifications allowed the 
Curie temperature of the ferroelectric phase present to be tailored with the possibility 
of maintaining consistent dielectric properties. Gorzkowski et al. [50] investigated the 
dielectric properties and energy storage density of BST-based glass–ceramics with 
the addition of Al2O3, BaF2 to the glass composition. Dielectric properties were 
studied with the glass–ceramics heat-treated at 1200 °C for 2 and 10 h. Table 10.1 
shows that the 50/50 BST composition exhibited a peak dielectric constant of 250 at 
− 90 °C, while the highest peak dielectric constant of 1000 was obtained for the 80/20 
composition at 80 °C. The BST 50/50 glass–ceramic had a BDS of 800 kV/cm, which 
decreased from 500 to 300 kV/cm with an increase in barium content for BST 70/30 
and BST 80/20 samples, respectively. The energy storage density followed a similar 
trend, ranging from 0.9 J/cm3 for BST 50/50 to 0.28 J/cm3 for BST80/20 glass– 
ceramic samples. Such low energy density values were attributed to the dendritic 
microstructure which created a high field concentration at the dendrite tips causing 
early breakdown. The microstructures were improved with the addition of refining 
agents like BaF2 and the dendrites were converted into a leaf-like structure. The BST 
80/20 sample heat-treated at 1200 °C for 2 h exhibited an energy storage density of
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0.28 J/cm3 prior to BaF2 addition, which rose to 0.5 J/cm3 with an increase in the 
BDS from 300 to 550 kV/cm, attributed to the reduction in pores and dendrites in the 
microstructure which lowered the high field concentrations. However, considerable 
ferroelectric hysteresis was observed in the 70/30 and 80/20 samples giving low 
energy densities. 

To solve the problem of inhomogeneous microstructure, Wang et al. [55] synthe-
sized BST-based glass–ceramics using conventional and microwave heat-treatment 
methods. Microwave heat treatment facilitated the transformation of the dendritic 
morphology into spherical ones, which significantly increased the BDS from 561.3 
(conventional crystallization) to 791.4 kV/cm (microwave crystallization). The 
highest BDS of 900 kV/cm was achieved by combining conventional crystallization 
and microwave heat treatment. The energy storage density of the sample obtained via 
conventional crystallization was 0.47 J/cm3, which increased to 1.05 (microwave) 
and 1.13 J/cm3 (conventional-microwave). 

Chen et al. [51] reported improved microstructures and dielectric properties of 
BST-based glass–ceramics by adding AlF3 and MnO2 to the base glass composition. 
The glass–ceramics heat-treated at 1000 °C for 2 h exhibited controlled crystalliza-
tion with low dielectric losses (0.02–0.03). The undoped BST-based glass–ceramic 
exhibited a BDS of 270.1 kV/cm, which increased to 402 kV/cm with the addition 
of 4 mol% AlF3. The highest BDS of 621 kV/cm was obtained with 4 mol% AlF3 + 
1 mol% MnO2, due to the refinement of the glass–ceramic microstructure following 
inhibition of dendritic growth. So, with multiple dopant modifications, BST-based 
glass–ceramics can be used for high energy density capacitor applications. Wang 
et al. [52] reported higher room temperature dielectric constants and lower dielectric 
losses by adding small amounts of MnO2to BST-based glass–ceramics. The glass– 
ceramics heat-treated at 1000 °C for 2 h exhibited dielectric losses between 0.005 and 
0.02. A 0.2 mol% MnO2 addition gave the highest dielectric constant of 380 at room 
temperature. Recently, Harizanova et al. [41] prepared BaTiO3-based glass–ceramics 
using an alkali-rich aluminoborosilicate glass composition given in Table 10.1. Heat 
treatment of the base glass at 550 °C for various times led to controlled precipitation 
of BaTiO3 crystals of cubic symmetry, concentrated in spherical grains. The elec-
trical conductivity and dielectric properties of the glass–ceramics were determined 
over the range −170 °C to 97 °C at frequencies from 0.1 to 100 kHz. The room 
temperature dielectric constant was around 40 at 100 kHz. The variation of dielectric 
constant with temperature exhibited two diffuse relaxor-type phase transitions which 
were attributed to rhombohedral-orthorhombic (−123 to −73 °C) and orthorhombic-
cubic (−33 to 0 °C) BaTiO3, as displayed in Fig. 10.5 of BST-based glass–ceramics 
[41]. 

Similarly, Zhao et al. [53] studied the effects of CeO2 doping on the dielectric 
properties of (Ba, Sr)TiO3 glass–ceramics. The glass–ceramics with 2 mol% CeO2 

addition witnessed the highest dielectric constant of 151 around 0 °C along with 
the highest recoverable energy storage density of 0.107 J/cm3. Very recently Wei 
et al. [54] reported a high energy storage density of Hafnium doped BaTiO3 glass– 
ceramics. With 0.3 mol% HfO2 addition, the average dielectric constant improved up 
to 193 and the maximum BDS obtained was 1054 kV/cm, which gave a maximum



282 A. Chakrabarti et al.

Fig. 10.6 P-E loops of HfO2 added BaTiO3-based glass–ceramics crystallized at 975 °C for 2 h. 
Reproduced with permission from Ref. [54], Copyright © Elsevier 

theoretical energy storage density of 7.07 J/cm3 and a discharge density of 0.73 J/cm3 

at room temperature. A high degree of nonlinearity was observed in the P-E loop 
curve with 0.3 mol% HfO2 addition, as depicted in Fig. 10.6. 

(ii) Niobate-based glass–ceramics 

Niobate-based glass–ceramics which show high dielectric constant and struc-
tural modifications useful for energy storage applications are commonly observed in 
two crystal structure types—based on perovskite (KNbO3, NaNbO3, LiNbO3) and 
tungsten bronzes. The latter structures have stoichiometries such as sodium barium 
niobate (Ba2NaNb5O15), lead niobate (PbNb2O6), potassium strontium niobate 
(KSr2Nb5O15), and barium strontium niobate (SrxBa1-xNb2O6). The general formula 
of these phases is (A1)2(A2)4(B1)2(B2)8O30. Alkali and alkaline earth metal ions like 
Pb2+, Ca2+, Ba2+, Sr2+, Na+, and K+ occupy the A1 and A2 sites, while higher valent 
ions such as Nb5+, Ta5+, Ti4+, Zr4+, Fe3+ have an affinity for the B1 and B2 sites. 
Table 10.2 summarizes the important properties of such niobate glass–ceramics.

Zeng et al. [56] investigated the dielectric properties of strontium barium niobate 
(SBN) based glass–ceramics in a borate glass matrix. BaF2 was added as a nucleating 
agent which improved the crystallization and microstructure of the glass–ceramics. 
The highest room temperature relative dielectric constant of 337 and a BDS of 
527 kV/cm were obtained with 5% BaF2 addition. Similarly, Kamonlert et al. [57]
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studied the effects of ZrO2 as a nucleating agent on the crystallization and dielec-
tric properties of NaNbO3-based glass–ceramics. With 1 mol% ZrO2, the  sample  
heat-treated at 900 °C for 1 h exhibited a room temperature dielectric constant of 
153, while the undoped sample treated at 750 °C for 1 h showed a permittivity value 
of 669 at 400 °C. Potassium sodium niobate (KNN) based glass–ceramics with 
aluminum oxide added were synthesized by heat treatment between temperatures 
600–675 °C [58]. The sample with 5 mol% Al2O3 and heat-treated at 700 °C for 4 h 
gave the optimum dielectric constant (260) and dielectric loss (0.02) at room temper-
ature. Several thorough investigations of the dielectric and energy storage properties 
of SBN-based glass–ceramics have been conducted by modifying composition and 
processing parameters, see Table 10.2 [59, 61, 64, 66–68, 76, 80]. Sr0.75Ba0.25B2O6-
based glass–ceramics were synthesized following single-stage and double-stage heat 
treatments in the temperature range of 800 to 950 °C for 3 h. The glass–ceramics, 
however, displayed no notable ferroelectric behavior at room temperature. The BDS 
was found to increase at higher crystallization temperatures. The highest BDS of 
1400 kV/cm was obtained for the sample heat-treated at 800 °C for 3 h for nucle-
ation followed by a 3 h  heat treatment at 950 °C to crystallize the SBN phase. The 
maximum theoretical energy storage density (U) obtained for the sample was 4 J/cm3 

[59]. Compositional modifications of the base glass composition by increasing the 
amount of B2O3 and CeO2 (0–8 mol%) decreased the activation energy for crystal-
lization and gave low dielectric losses. At 6.2 mol% CeO2, the sample heat-treated 
at 800 °C for 2 h exhibited the highest room temperature dielectric constant of 49, a 
BDS of 1250 kV/cm, a low dielectric loss of 0.01, and a U value of 3.39 J/cm3 [61]. 
Song et al. [64] reported that with an increase in Sr/Ba atomic ratio, the crystallization 
of the SBN phase was suppressed due to the formation of secondary SrNb2O6 but 
uniform, dense and fine-grained microstructures were obtained in the glass–ceramics 
with a decrease in average grain size from 200 to 30 nm. At the optimum Sr/Ba ratio 
= 0.82, the GC heat-treated at 800 °C for 3 h exhibited a high dielectric constant of 
120, a dielectric loss of 0.06, and a high BDS of 1050 kV/cm. Notable ferroelectric 
hysteresis behavior was observed in the glass–ceramics up to Sr/Ba = 0.82 and the 
recoverable/discharged energy density of 1.01 J/cm3 was obtained. Yang et al. [66] 
investigated the dependence of the BDS on interfacial polarization for SBN glass– 
ceramics. The crystallization temperature dependence of the BDS was attributed to 
the change of interfacial polarization in the glass–ceramics with an increase in the 
degree of crystallization. The sample crystallized at 800 °C for 3 h was reported 
to have a BDS of 1050 kV/cm, a dielectric constant of 117 and the highest theo-
retical energy storage density of 5.71 J/cm3 As seen in Table 10.2, similar SBN 
glass–ceramics doped by replacing ZnO with La2O3 were synthesized with La2O3 

concentrations from 0 to 1.5 mol%. Increasing the La2O3 concentration raised the 
BDS of the glass–ceramics from 608 to 1127 kV/cm. An improvement in the U 
value by 2.7 times was observed in the sample (7.1 J/cm3) doped with 0.5 mol% 
La2O3 compared to the undoped sample [67]. Similarly, Chen et al. [68] synthesized 
SBN glass–ceramics with a modified base glass composition and doped with P2O5. 
The BDS increased with P2O5 content and the maximum theoretical energy storage 
density of 9.1 J/cm3and a BDS of 1650 kV/cm were obtained in the sample with
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5 mol% P2O5. Xiu et al. [76] synthesized SBN-based glass–ceramics doped with 
different MnO2 concentrations. Adding MnO2 in lower amounts led to densification 
and homogenization of the microstructures of SBN-based glass–ceramics, causing a 
decrease in dielectric loss from 0.012 to 0.004 with an increase in BDS from 1152.0 
to 1470.6 kV/cm. With a 0.05 mol% MnO2 addition, the BDS reached 1470.6 kV/cm 
and the U value of 9.2 J/cm3 was obtained. Recently, Liu et al. [80] synthesized SBN-
based glass–ceramics with zirconium oxide (ZrO2) added. The dielectric constant 
increased from 108.9 to 135.9 and the BDS increased from 1111.2 to 1129.4 kV/cm 
with < 0.5 mol% ZrO2. The BDS further increased from 1291.6 to 1377.4 kV/cm 
when the ZrO2 concentration exceeded 1 mol%. The U value of 8.9 J/cm3 was 
obtained for the glass–ceramic sample with 1 mol% ZrO2 content. The variation of 
dielectric constant and loss factor of the SBN glass–ceramics with temperature and 
the variation of room temperature dielectric constant with ZrO2 content are displayed 
in Fig. 10.7. 

The dielectric and energy storage properties of sodium/potassium niobate and 
barium sodium niobate-based glass–ceramics have been investigated by several 
researchers Table 10.2. The dielectric constant and breakdown strength of the BNN 
(Ba2NaNb5O15, NaNbO3) based glass–ceramics were observed to increase with 
rising Gd2O3 content [60]. The glass–ceramic sample with 1 mol% Gd2O3 annealed 
at 900 °C exhibited an optimum dielectric constant of 349 and an average BDS of 
561.6 kV/cm. Zhou et al. [62] observed an improved discharged energy density on 
addingLa2O3 to BNN-based glass–ceramics. Doping the A sites of the crystal phase 
with La3+ increased the dielectric constant and improved the microstructure, which

Fig. 10.7 Dielectric temperature spectra of SBN-based glass–ceramics with ZrO2 content. Repro-
duced with permission from Ref. [80], © Elsevier 
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raised the BDS. A discharged energy density of 1.2 J/cm3 was achieved in the glass– 
ceramic sample containing 2 mol% La2O3. The influence of crystallization temper-
ature and nucleating agents on the ferroelectric and energy storage performance in 
potassium sodium niobate (KNN) (Na0.9K0.1NbO3, KNbO3, NaNbO3) based glass– 
ceramics were investigated. The glass–ceramics heat-treated at the first crystallization 
peak temperature exhibited a high energy storage density of 1.94 J/cm3 [69]. The 
KNN-based glass–ceramics were also studied [70] with 3 mol% CeO2 added and 
after fabrication using different soaking times at the crystallization peak temperature. 
The sample crystallized at 707 °C for 2 h plus 900 °C for 3 h had a uniform dispersion 
of grains and exhibited an energy storage density of 1.899 J/cm3. Figure 10.8 shows 
the variation in energy storage density and the BDS of KNN glass–ceramics with 
different soaking times at the second crystallization peak temperature (Tp2). 

Xiao et al. reported the energy storage properties of potassium strontium niobate 
boroaluminosilicate (KSN-BAS) glass–ceramics synthesized by microwave crystal-
lization [71]. After 10 min of crystallization, the optimum dielectric constant of 
102, a BDS of 1410.81 kV/cm, and maximum theoretical energy storage density of 
8.99 J/cm3 were obtained. 

The effect of nucleating agents/dopants, crystallization temperature, and tech-
nique on the dielectric and energy storage properties of BNN and BKN (barium potas-
sium niobate) based glass–ceramics have been studied. Wang et al. [72] synthesized 
barium potassium niobate-based glass–ceramics and reported the maximum theoret-
ical energy storage density (U) of 14.58 ± 1.4 J/cm3 and BDS of 2382± 92 kV/cm for 
the glass–ceramic heat-treated at 800 °C. Gd2O3 additions have improved the energy 
storage properties of BKN-based glass–ceramics [75]. Glass–ceramics with 1 mol%

Fig. 10.8 Variation of energy density and breakdown strength of KNN-based glass–ceramics with 
different crystallization treatments. Reproduced with permission from Ref. [70], © Elsevier 
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Gd2O3 exhibited a high energy storage density of 12.14 J/cm3, a BDS of 1818 kV/cm 
with a discharge efficiency of 80%, and a discharge time of 25 ns. The BNN glass– 
ceramics were synthesized by combining conventional and microwave heating. The 
highest energy storage was found for glass–ceramics crystallized conventionally at 
1000 °C; they had a discharge energy density of 0.13 J/cm3 at a maximum field of 
100 kV/cm [73]. Zhou et al. [74] investigated the microstructure, dielectric perfor-
mance, and energy storage behavior with Sm2O3 additions. The dielectric constant, 
BDS, and polarization improved in the glass–ceramic sample with Sm2O3 contents up 
to 2 mol% leading to a maximum BDS of 212 kV/cm, a highest charge of 0.74 J/cm3, 
and a discharged energy density (0.45 J/cm3). The BNN-based glass–ceramics crys-
tallized at 800 °C exhibited the U value of 16.6 J/cm3 and a high BDS of 2322 kV/cm 
[78]. Jiang et al. reported enhanced energy storage density of BNN glass–ceramics 
by adding CaF2 as a nucleating agent. With 3 mol% CaF2, a high theoretical energy 
storage density of 14.3 J/cm3 was obtained having a discharge time of 50 ns and 
discharge power density of 75.6 MW/cm3 [82]. Chen et al. [85] reported the synthesis 
of Bi2O3modified BNN-based glass–ceramics at four different crystallizing tempera-
tures. The highest relative permittivity of 123 was obtained in the sample heat-treated 
at 1000 °C, while an optimum BDS of 1878.75 ± 63.2 kV/cm was obtained after heat 
treatment at 950 °C for 3 h. At 950 °C, the U value of 18.4 ± 1.3 J/cm3 was obtained 
with a discharged energy density of 0.48 J/cm3. La, Gd, and Yb doped Bi2O3 added 
BNN-based glass–ceramics were synthesized recently achieving a superior energy 
storage density and ultrafast discharge speeds. The Yb2O3 doped BNN-based sample 
heat-treated at 950 °C for 3 h exhibited the highest BDS of 2046.49 kV/cm, with a 
low dissipation factor of 0.008 and U value of 22.48 J/cm3 [86]. 

Recently, Du et al. [87] reported optimized energy storage performance for potas-
sium sodium niobate (KNN) based glass–ceramics. A high discharged energy density 
of 2.44 J/cm3 and energy storage efficiency of 93% was obtained with an increase 
in Na2O content; at a low field strength, an actual discharge energy density of 
0.156 J/cm3, a high-power density (19.6 MW/cm3), a fast discharge rate (14 ns) and 
an excellent wide temperature stability range (20–120 °C) were observed. Recently, 
Ta2O5 doped strontium sodium niobate-based glass–ceramics have been reported 
to display ultra-low dielectric loss with rapid discharge time [88]. Precipitation of 
NaNbO3 increased with Ta5+ concentration, which improved the dielectric constant 
and BDS. With 2 mol% Ta2O5, a maximum theoretical energy storage density of 
15.22 J/cm3 was achieved at 0.41% of dielectric loss. Also, an instantaneous power 
density of 125 MW/cm3 was achieved at 400 kV/cm with a discharge time of 10 ns.
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10.2.5 Factors Affecting Energy Storage Properties 
of Glass–ceramics 

10.2.5.1 Effect of the Glass Matrix 

The composition and content of a glass matrix influence the crystallization kinetics 
and microstructure in a glass–ceramic. The nature of crystallization of a glass 
matrix to form the respective glass–ceramic directly affects its mechanical, thermal, 
optical, dielectric, and ferroelectric properties. Controlled homogenous nucleation 
and volume crystallization can generate uniform microstructures in ferroelectric 
glass–ceramics and improve their mechanical, dielectric, and energy storage prop-
erties. With increased glass phase content (silica > 20 wt%) in a ferroelectric glass– 
ceramic, the BDS and charge–discharge efficiency will increase. In a silica glass 
composition, additives like Al2O3, ZrO2, and B2O3 reduce the melting tempera-
ture of the glass melt. Network intermediates like Al2O3 can effectively reduce the 
number of non-bridging oxygens (NBOs) and improve the BDS. A nucleating agent 
like ZrO2 promotes glass crystallization and enhances the glass network structure. 
ZrO2 facilitates controlled bulk crystallization of the glass which can improve the 
microstructure and dielectric properties. 

10.2.5.2 Effect of Microstructure 

The energy storage properties of a ferroelectric glass–ceramic are significantly 
affected by the size, grain morphology, and the number of defects of the ferroelectric 
ceramic phase present in the glass matrix. A crystal phase with large grains can lead 
to cracks, pores, and other defects in the microstructure which will degrade the DBS. 
Grain boundaries with a low dielectric constant and good insulation performance 
can endure the majority of the applied electric field and improve the BDS. Glass– 
ceramics having spherical crystal morphology exhibit a higher BDS compared to 
glass–ceramics with dendritic morphology. This is because dendritic morphology 
presents a non-uniform microstructure which leads to an uneven distribution of the 
applied electric field during polarization. Such an uneven distribution of the field 
degrades the breakdown strength and energy storage properties of the glass–ceramics. 

10.2.5.3 Effect of Sample Thickness 

The number of defect centers in glass–ceramics increases with an increase in the 
sample thickness, which thereby decreases the BDS. The BDS is inverse exponen-
tially related to the thickness of a sample. Literature reports discussed previously 
suggest that the BDS is greatly reduced if the thickness of samples exceeds 50 μm 
due to defects and charge trapping on the sample surface. Also, surface roughness in 
samples leads to an uneven distribution of the electric field. Therefore, for a uniform
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distribution of electric field and charge injection at the interface between the metal 
electrode and glass–ceramic sample, a polished sample surface is necessary. 

10.2.6 Future Aspects 

The demand for next-generation energy storage systems in modern miniaturized 
electronic components will require glass–ceramic materials that can provide high 
power, higher energy density, ultrafast discharge speeds, high-temperature stability, 
stable frequency, and environmental friendliness. The main obstacle in obtaining 
high energy density in ferroelectric glass–ceramics is their large interface area, which 
leads to loss of the applied electric field and degrades the polarization properties and 
breakdown field strength. Hence a thorough study of the polarization mechanism at 
the interface, optimization of the fabrication process to modify the interface in the 
glass–ceramics, and improvement of the dielectric properties are needed. Advanced 
fabrication methods (e.g., hot pressing, microwave techniques) may be adopted which 
can give a dense microstructure through adjustment of the grain morphology, size, 
and defect canters. The dependence of grain morphology and size on energy storage 
performance should be clarified for the development of glass–ceramic systems with 
high energy storage performances. 

10.3 Glass–ceramics for Photonic Applications 

10.3.1 Introduction 

Photonics is the physical science of light and technology for the generation, control, 
and detection of photons. In the twenty-first century, photonics has become a ubiqui-
tous part of our daily life, with a wide range of applications including fiber optics in 
telecommunications, powerful LEDs, solid-state lasers, compact sensors, photonic 
computing, and many more. Due to the wide range of applications, progressive 
research has been carried out in this area over recent decades. 

Because glass–ceramics can be uniquely tailored to their application, they are 
potent candidates for photonics. Transparency is important, at least for the chosen 
wavelength band, and requires that the crystallites present must be smaller than the 
wavelength of visible light or the difference in refractive index between the crystal 
and glass must be small. Another important point is that when they are doped with 
luminescent materials like rare-earth [89, 90] or transition metal ions [91, 92], the 
size of nanocrystals within glass–ceramics can have a noticeable effect on spectro-
scopic properties. Such systems have higher absorption and emission cross-sections, 
a lower phonon cut-off energy, and better control of the rare-earth ion-ion interaction 
compared to glass [93, 94]. The first transparent glass–ceramic, called Zerodur was
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developed by Schott AG in 1968 and was used in large telescope mirrors and as a 
sample reference to test the validity of innovative glass structural models [95]. In 
1995, Tick et al. generated transparent glass–ceramics for optical amplifiers oper-
ating at 1300 nm which turned out to be the first glass–ceramics used in the field of 
photonics [96, 97]. 

The major application of glass–ceramic in the photonic field is as waveguides. 
Rare-earth ion-doped glass–ceramic waveguides with luminescent properties are 
used as an optical medium for light propagation and luminescent enhancement. 
However, this imposes stringent requirements on the transparency of the glass– 
ceramics. Tick in 1998 was able to achieve this and the minimum transmission 
loss limit of the glass–ceramic investigated was in the order of tens of decibels 
per kilometer (dB/km) [98]. Glass–ceramic waveguides find applications as optical 
amplifiers and lasers, linear and nonlinear frequency converters, etc. In comparison 
with other rare-earth ion-doped waveguides, glass–ceramic waveguides have several 
advantages. Due to their biphasic nature, they combine the mechanical and optical 
properties of the glass with a crystal-like environment for rare-earth ions. Also, 
chemical clustering and luminescence quenching can be reduced by controlling the 
chemical nature of the rare-earth ions [99, 100]. 

Currently, research is focused on creating energy-transfer-based systems for 
photoluminescence applications. Up and down converters for planar waveguides 
for integrated optics, visible laser light sources, solar cell efficiency enhancement, 
and specific nanostructured systems used as sensitizers of rare-earth luminescence 
are some of the major advances in this area [101–104]. In this chapter, a brief review 
of the recent developments in this important scientific and technological area is 
presented and some future aspects are outlined. 

10.3.2 Classification of Glass–ceramics for Photonic 
Applications 

Based on the research work carried out in the last decade, glass–ceramics for photonic 
applications can be categorized mainly into oxide, oxyfluoride, and chalcogenide 
glass–ceramic. This chapter highlights and describes some of the recent important 
findings on the photonic application of glass–ceramics. 

10.3.2.1 Oxide Glass–ceramics 

Enhanced light energy storage of Eu, Dy doped SrAl2O4glass-ceramics was reported 
by Nakanishi et al. [105]. Intense luminescence from the glass–ceramics was 
observed in the dark and also luminescence at various wavelengths in the visible 
region. An increase in luminescence intensity by 101% in the visible and 70% in
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the infrared region was observed in erbium-doped bismuth germanate-based glass– 
ceramics, useful as a host material for waveguiding structures operating in the 
near-infrared [106]. Lukowiak et al. [107] reported the photorefractive properties 
of sol–gel derived SnO2-SiO2glass-ceramic waveguides activated by Eu3+ ions. The 
main findings included high photosensitivity and low propagation losses that make 
this glass–ceramic an interesting photonic material for smart optical applications. 
Molla et al. [108] reported the optical properties of hard transparent gahnite glass– 
ceramics of composition SiO2-K2O-ZnO-Al2O3-TiO2 with low transmission losses, 
which are potential candidates for application in display panels. Er3+ activated SiO2-
SnO2 glass–ceramic monoliths and planar waveguides have been obtained by sol– 
gel techniques. SnO2-based glass–ceramics activated by rare-earth ions have been 
extensively investigated for several years [109]. This research is still actively devel-
oping reliable fabrication protocols and clarifying interesting optical, structural, and 
spectroscopic features as well as related physical mechanisms [110, 111]. 

An intense absorption cross-section in the UV range of SiO2-SnO2 glass–ceramics 
can be witnessed due to SnO2 nanocrystals. These are also effective rare-earth ions 
sensitizers [17, 112, 113]. The high photorefractivity of sol–gel derived SnO2-SiO2 

glass–ceramic waveguides has often been demonstrated [114, 115]. UV irradiation 
induces refractive index changes that allow the direct writing of both channel waveg-
uides and Bragg gratings. Manzani et al. [116] reported optical properties of phos-
photellurite glass–ceramics with high TeO2 content. Glass–ceramics transparent in 
the visible range were obtained for phosphotellurite samples with large nonlinear 
absorption coefficients. Recently, SiO2–SnO2:Er3+ planar waveguides containing 
30 mol% SnO2 nanocrystals were fabricated by a sol–gel method and dip-coating 
techniques. The SiO2–SnO2:Er3+ glass–ceramic planar waveguides were reported 
to have confined propagation modes, a step-index profile with a high confinement 
of 82% at 1542 nm, and low losses of 0.6 ± 0.2 dB/cm at 1542 nm [117]. Eu3+ 

doped Na2Ta8O21-based transparent tantalum phosphate glass and GC nanocompos-
ites were considered promising for nonlinear optical applications. A rich tantalum 
content precursor glass exhibited high photoluminescence quantum efficiency due 
to its low phonon energy and high refractive index (1.9461 at 633 nm) [118]. Glass– 
ceramics produced by the spark plasma sintering method offers the advantage useful 
for optical applications of creating simple to complex nanostructured transparent 
glass–ceramics with increased densification and homogenization in a short time. 
The introduction of a rare-earth dopant ion into these host matrices can provide 
enhanced luminescence intensity through reduction of the multiphonon and cross 
relaxations, thus providing longer lifetimes [119]. NIR emitting Yb3+ doped silica-
zirconia-soda glass–ceramic thin films were prepared by Enrichi et al. [120] using  
sol–gel and dip-coating techniques. Ag was introduced by ion exchange as dimers, 
multimers, and aggregates in the films to act as sensitizers for the Yb3+ ions. As a 
consequence, the emission around 950–1100 nm was significantly enhanced, which 
could have applications as a spectral downshifter for photovoltaic solar cells and NIR 
light-emitting sources.
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10.3.2.2 Oxyfluoride Glass–ceramics 

Transparent oxyfluoride glass–ceramics have received considerable attention over the 
years because of the low phonon energies of the matrix, high chemical durability, and 
their mechanical stability ascribed to oxides. In these systems, the optical properties 
of active ions are usually controlled by the fluoride crystal host and the nanocrystals 
are stabilized by the oxide matrix. By tuning composition and optimizing the prepara-
tion process, highly transparent glass–ceramics can be made by matching the matrix 
refractive index to that of the various crystalline fluoride nanocrystals or by limiting 
the crystal size tonanometers. Yb3+/Er3+ co- doped CaF2-based transparent oxyflu-
oride glass–ceramics exhibited intense red, green, and blue upconversion emission 
using 980 nm laser pumping. With a relative temperature sensitivity of 1.4% K−1 

at 300 K, these glass–ceramics could be used in optical fiber temperature sensing 
[121]. Cao et al. [122] reported BaLuF5:Tb3+ glass–ceramics as scintillators for X-
ray imaging. The photoluminescence and X-ray excited luminescence were signifi-
cantly enhanced in the glass–ceramics after thermal treatment due to the preferential 
solution of Tb3+ in the crystallized low phonon BaLuF5 phase. SiO2–Al2O3–CdF2– 
22PbF2–4YF3–YbF3-based glass–ceramics were reported to have a high photolu-
minescence quantum yield and low background absorption for laser cooling appli-
cations [123]. Krishnaiah et al. [124] reported Yb3+-doped CaF2 nanocrystals in 
transparent SiO2−Al2O3−CaO−CaF2 glass–ceramics with a low OH− content; 
their potential advantages for optical refrigeration (laser cooling) were studied. 
Ni2+ doped transparent bulk glass–ceramics containing K2SiF6, ZnF2, and KZnF3 
nanocrystals were reported to exhibit broadband luminescence from 1200–2400 nm 
and were considered to offer the prospect of transition metal ion-based photonics 
[125]. Rare-earth doped (Er/Yb, Tm/Yb, Tb/Yb) oxyfluoride glasses containing 
Ba2LaF7 nanocrystals are reported to have efficient upconversion luminescence 
along with thermal and mechanical toughness, high optical transmission from the 
UV to the IR and a low nonlinear refractive index compared to the other commer-
cial laser glasses [126].  Ali et al.  [127] reported a large enhancement in upconver-
sion luminescence in Er3+/Yb3+ co-doped transparent aluminosilicate glass–ceramics 
containing CaF2 nanocrystals, ascribed to a more ordered crystal structure around 
the rare-earth ion. Chen et al. reported upconversion temperature sensing in SiO2-
Al2O3-AlF3-Na2O-NaF-Gd2O3/GdF3-YbF3-ErF3 based glass–ceramics. Enhanced 
upconversion emission was achieved for Yb/Er co-doped glass–ceramic containing 
hexagonal NaGdF4 nanocrystals and a significant, temperature-sensitive, upcon-
version fluorescence intensity ratio between the Er3+:2H11/2→4I15/2 (520 nm) and 
4S3/2→4I15/2transition (540 nm) was detected, caused by competitive radiative tran-
sitions from these two thermally coupled emitting states [128]. Liu et al. reported 
enhanced upconversion and 2.7 μm emissions in Er3+ doped silicate glass–ceramics 
containing lutetium oxyfluoride LunOn-1Fn+2 (n = 5–10) nanocrystals [129]. K+ ion 
doping of β-PbF2:Er3+ based oxyfluoride glass–ceramics was reported to enhance 
the upconversion luminescence efficiency and temperature sensitivity, making them 
suitable for optical thermometry [130]. Yb3+/Er3+ co-doped tellurite-based oxyfluo-
ride transparent glass–ceramics (TeO2-BaF2-YF3) were reported to exhibit bright
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Fig. 10.9 a Upconversion spectra of the PG (precursor glass) and GC2 under 980 nm excitation 
(0.266 W) with the inset bar graph displaying the integrated intensities for upconverted green and 
red emissions, b upconversion spectra of GC2 depending on pump powers (34–266 mW), c double 
logarithmic plots of upconverted emission intensities versus pump powers for the green (in green 
color) and red (in red color) emissions of GC2, d schematic representation of energy transfer (ET) 
processes responsible for the upconversion luminescence. Reproduced with permission from Ref. 
[131], © Elsevier 

upconversion luminescence with an enhancement of 40% compared to the base 
glass. The luminescence intensity was recorded under 980 nm excitation as shown 
in Fig. 10.9. The results suggest that glass–ceramics can be used as solar cell 
luminescent concentrators [131]. 

10.3.2.3 Chalcogenide Glass–ceramics 

Chalcogenide glasses and chalcogenide glass–ceramics have the advantages of high 
refractive index (≈ 2.2), low cut-off phonon energy (≈ 400 cm−1), extremely wide IR 
transmission window (≈ 22 μm), and low acoustic velocity that make them attractive 
for lasers, optical fibers and many other photonic applications [132, 133]. They also 
have a large nonlinear refractive index and response times that make them suitable 
for ultrafast all-optical switches. In addition, near and mid-IR (MIR) fluorescence 
can be generated by pumping rare-earth ions in the glass by a laser diode, useful for 
IR optical amplification [134, 135].
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Lin et al. reported a five-fold increase in the MIR fluorescence at 3.8 μm from  
Tm3+ in 80GeS2-20Ga2S3:0.5Tm2S3 transparent glass–ceramics at room tempera-
ture. The enhanced mechanism of MIR fluorescence in chalcogenide glass–ceramics 
was evidenced by the phase separation of Ge-rich regions in the glass matrix during 
crystallization [136]. IR to visible frequency upconversion luminescence was inves-
tigated in Er3+ doped Ga10Ge25S65 based glass and glass–ceramics. The green and 
red photoluminescence bands of Er3+ were observed and the upconversion mech-
anism was investigated [137]. Li et al. investigated the crystallization mechanism 
in highly transparent 45GeS2·30Ga2S3·25Sb2S3 glass–ceramics containing Ga2S3 
nanocrystals. A transmission window from 2 - 10 μm was observed in the MIR 
region with improved thermal and mechanical stability which makes this material a 
potential candidate for an IR transmitting fiber [138]. Recently, Zhang et al. [139] 
investigated the third-order nonlinear optical properties of the chalcogenide glass– 
ceramic in the GeS2-Sb2S3–CsCl system and reported that nano-crystallization of 
the CsCl phase in the glass matrix could enhance the nonlinear optical properties 
significantly. The maximum nonlinear refractive index of glass–ceramics was nearly 
tripled compared to the base glass, while the maximum nonlinear absorption coeffi-
cient was also increased by 62%. The acousto-optic properties of 80GeS2-20Ga2Se3 
base glass and glass–ceramics were studied by Cao et al. [140]. Structural analysis 
revealed that the generated Ga2Se3 crystal grains and stable tetrahedral network in the 
residual glass together improved the acoustic and thermomechanical performance of 
the GC samples at 10.6 μm after heat treatment for 15 h at 380 °C. Recently, Cui et al. 
[141] investigated the MIR luminescence properties of Ni2+ dopants in GeS2-Sb2S3-
CsI-PbI2chalcohalideglass-ceramics. Ultrabroad-band emission was observed from 
2.5–5.5 μm for the first time in such CsPbI3 perovskite nanocrystal containing glass– 
ceramics, promising application in MIR broadband tunable lasers. A variety of Co2+-
doped binary (ZnS, CdS, ZnSe) and ternary (ZnCdS, ZnSSe) chalcogenide glass 
nanocomposites were thermally grown in the parent chalcogenide glasses. Lu et al. 
[142] reported that the glass nanocomposites exhibited good optical transparency 
and MIR emissions of Co2+ in the 3–4 μm spectral range. Through crystal field engi-
neering, the emission properties of Co2+ including its emission peak wavelength and 
bandwidth could be tailored over a broad spectral range (2.5–4.5 μm) as shown in 
Fig. 10.10, allowing the possibility of MIR photonic applications such as gas sensing.

10.3.3 Future Aspects 

The prospects of transparent glass–ceramics for photonic applications are very good, 
with continuously growing applications in the area of integrated optics, lasing, 
lighting, frequency converters, and sensing. Transparent glass–ceramic nanocompos-
ites offer the advantages of better luminescence efficiency and low attenuation losses, 
which are important for photonic applications. The performance of such devices can 
be improved by optimizing the synthesis processes and fabrication technologies for 
each application. With respect to the development of photonic glass–ceramics, areas
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Fig. 10.10 a MIR emission spectra of the ZnS, ZnSSe, ZnSe, ZnCdS, and CdS samples excited 
by a 1570 nm Er3+-doped fiber laser (0.6 W). The characteristic emission spectra of some selected 
rare-earth ions are also included. The shaded area corresponds to the absorption band of carbon 
dioxide. b Tanabe-Sugano (TS) diagram for the tetrahedrally coordinated Co2+ in the investigated 
samples. Reproduced with permission from Ref. [142], © Elsevier

that can be addressed in the near future include: (i) reproducible fabrication proto-
cols; (ii) modeling of transparency constraints including disorder; (iii) enhancing the 
solubility of the rare-earth ions in the host matrix. 
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