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Preface 

Mobile robots have been an intriguing study topic for the last 30 years. Ground 
vehicles, underwater vehicles, and airborne vehicles are the three types. They may 
move on land, on the surface of bodies of water, underwater, and in the air. Fixed-
base robotic manipulators, on the other hand, are widespread in industrial factories 
and manufacturing facilities such as automotive and airplane assembly, welding, and 
spray painting. While mobile robots are more typically encountered in mine exca-
vation, nuclear site monitoring, warehouses, military activities, material delivery, 
man-machine interactions for disabled individuals, and, more lately, hospitals and 
restaurants. It is evident from this vast variety of mobile robot applications that 
the technology at hand is exceedingly complicated and multidisciplinary. A motion 
control system that allows the mobile robot to move through locomotion and steering 
must be designed in order for it to perform correctly in a certain application. Because 
of this regulated motion, these complicated activities can be accomplished success-
fully. Sensory tasks, such as positioning and data capture using a camera, are possible. 
In an unobstructed environment, motion control of a mobile robot can be performed 
by directing motion from a starting point to an endpoint or by reference trajectory 
tracking. While the mobile robot performs its responsibilities, its supervisor must 
keep track of its location and orientation. Only then can sensed data be reported 
accurately and completely exploited. As a result, route planning is essential. When 
directing a mobile robot to a certain location, path planning is essential. Another 
reason for path planning is because robots often operate in surroundings with a 
variety of limits, impediments, and demands, all of which contribute to the definition 
of the desired path that brings the robots to the objective point. Previously, the bulk of 
books decided to present either motion control or path planning topics individually.

v
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Objectives of the Book 

This book is unique in that it combines both topics into a single coherent monograph. 
The purpose of this book is to provide in-depth coverage of the most modern motion 
control approaches, including linear and nonlinear control techniques, as well as 
the application of swarm optimization and its integration with control design for 
motion control. Furthermore, the volume includes information on numerous strate-
gies utilized in mobile robot path planning. This book is an invaluable resource 
for academic and industrial researchers studying nonlinear systems in electrical 
engineering. It is suitable as a textbook for first-year graduate courses in computer 
science, electrical, electronic, systems, and mechanical engineering. Furthermore, in 
the last year of undergraduate study in control systems, electrical devices, scientific 
modeling, computational science, and many other subjects, it can accommodate a 
mobile robot navigation course. 

Organization of the Book 

This well-structured book consists of 18 full chapters. 

Book Features

. The book chapters deal with the recent research problems in the areas of robotics, 
control systems, dynamical modeling, and optimization.

. The book chapters present advanced techniques of motion control and path 
planning of mobile robots.

. The book chapters contain a good literature survey with a long list of references.

. The book chapters are well written with a good exposition of the research problem, 
methodology, block diagrams, and mathematical techniques.

. The book chapters are lucidly illustrated with numerical examples and simula-
tions.

. The book chapters discuss details of applications and future research areas. 

Audience 

The book is primarily meant for researchers from academia and industry, who are 
working on in the research areas such as robotics engineering, control engineering, 
mechatronic engineering, biomedical engineering, medical informatics, computer
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science, and data analytics. The book can also be used at the graduate or advanced 
undergraduate level and many others. 

Acknowledgements 

As the editors, we hope that the chapters in this well-structured book will stimulate 
further research in robotics, control systems, dynamical modeling, and optimization, 
and utilize them in real-world applications. 

We hope sincerely that this book, covering so many different topics, will be very 
useful for all readers. 

We would like to thank all the reviewers for their diligence in reviewing the 
chapters. 

Special thanks go to Springer, especially the book Editorial team. 
Special acknowledgement to Automated Systems & Soft Computing Lab 

(ASSCL), Prince Sultan University, Riyadh, Saudi Arabia. 

Riyadh, Saudi Arabia/Benha, Egypt 

Baghdad, Iraq 

Baghdad, Iraq 

Prof. Ahmad Taher Azar 
Ph.D., IEEE senior Member, ISA 

Member 
aazar@psu.edu.sa 

ahmad.azar@fci.bu.edu.eg 
ahmad_t_azar@ieee.org 

Prof. Ibraheem Kasim Ibraheem 
ibraheemki@coeng.uobaghdad.edu.iq 

Prof. Amjad Jaleel Humaidi 
amjad.j.humaidi@uotechnology.edu.iq

mailto:aazar@psu.edu.sa
mailto:ahmad.azar@fci.bu.edu.eg
mailto:ahmad_t_azar@ieee.org
mailto:ibraheemki@coeng.uobaghdad.edu.iq
mailto:amjad.j.humaidi@uotechnology.edu.iq


Contents 

Leader-Follower Formation Control of Mobile Robots Based 
on Simplified Super-Twisting Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 
Susana V. Gutiérrez-M., Jesús De León-Morales, 
and Oscar S. Salas-Peña 

Deep Reinforcement Learning Applied to Multi-agent Informative 
Path Planning in Environmental Missions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31 
Samuel Yanes Luis, Manuel Perales Esteve, Daniel Gutiérrez Reina, 
and Sergio Toral Marín 

Analysis of Computer Vision-Based Techniques for the Recognition 
of Landing Platforms for UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63 
J. A. García-Pulido and G. Pajares 

Monitoring Peak Pollution Points of Water Resources 
with Autonomous Surface Vehicles Using a PSO-Based 
Informative Path Planner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93 
Micaela Jara Ten Kathen, Princy Johnson, Isabel Jurado Flores, 
and Daniel Gutiérrez Reina 

Robot-Based Medicine. Robots in Medicine: Mobile Robots Versus 
Mobile Decision, Necessity Versus Possibility and Future Challenges . . . 127 
Zbigniew Nawrat and Dariusz Krawczyk 

Event-Based Robust Control Techniques for Wheel-Based Robots 
Under Cyber-Attack and Dynamic Quantizer . . . . . . . . . . . . . . . . . . . . . . . . 163 
Mobin Saeedi, Jafar Zarei, Mehrdad Saif, and Allahyar Montazeri 

Path Optimization and Multi-level Path Planning for the Steam 
Field Navigation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197 
Hussein M. Fawzy, Hisham M. El-Sherif, and Gerd Baumann

ix



x Contents

Modeling and Simulation of Quadcopter Using Self-tuning 
Fuzzy-PI Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231 
Arezki Fekik, Ahmad Taher Azar, Mohamed Lamine Hamida, 
Hakim Denoun, Sabrina Mohandsaidi, Amar Bousbaine, 
Nashwa Ahmad Kamal, Ibraheem Kasim Ibraheem, 
Amjad J. Humaidi, Ammar K. Al Mhdawi, and Alaa Khamis 

Using an Interactive Theorem Prover for Formally Analyzing 
the Dynamics of the Unmanned Aerial Vehicles . . . . . . . . . . . . . . . . . . . . . . . 253 
Adnan Rashid, Osman Hasan, and Sa’ed Abed 

Adaptive Fault-Tolerant Control Design for Multi-linked 
Two-Wheel Drive Mobile Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283 
Ayad Al-Dujaili, Vincent Cocquempot, Maan El Badaoui El Najjar, 
Daniel Pereira, and Amjad Humaidi 

Design and Implementation of a Robust 6-DOF Quadrotor 
Controller Based on Kalman Filter for Position Control . . . . . . . . . . . . . . . 331 
Amar Bousbaine, Abdelkader Fareha, Ajay K. Josaph, 
Arezki Fekik, Ahmad Taher Azar, Riad Moualek, 
Nabil Benyahia, Nacereddine Benamrouche, 
Nashwa Ahmad Kamal, Ammar K. Al Mhdawi, Amjad J. Humaidi, 
and Ibraheem Kasim Ibraheem 

Wireless Sensor Network Based Mobile Robot Applications . . . . . . . . . . . 365 
Muayad Sadik Croock 

Fault Diagnosis and Fault Tolerant Control for n-Linked Two 
Wheel Drive Mobile Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403 
Ayad Al-Dujaili, Vincent Cocquempot, Maan E. EI Najjar, 
Daniel Pereira, and Amjad Humaidi 

Fractional Order Extended State Observer Enhances 
the Performance of Controlled Tri-copter UAV Based on Active 
Disturbance Rejection Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439 
Alaq F. Hasan, Amjad J. Humaidi, 
Abdulkareem Sh. Mahdi Al-Obaidi, Ahmad Taher Azar, 
Ibraheem Kasim Ibraheem, Ayad Q. Al-Dujaili, 
Ammar K. Al-Mhdawi, and Farah Ayad Abdulmajeed 

Robust Adaptive Sliding Mode Controllers Design 
for a Non-holonomic Mobile Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 489 
Shibly Ahmad Al-Samarrai, Yasir Khudhair Al-Nadawi, 
Taif Ghadban Hama, and Taha Adel Al-Gadery



Contents xi

Algorithmic Design of Block Backstepping Motion 
and Stabilization Control for Segway Mobile Robot . . . . . . . . . . . . . . . . . . . 557 
Amjad J. Humaidi, Mustafa R. Hameed, Alaq F. Hasan, 
Abdulkareem Sh. Mahdi Al-Obaidi, Ahmad Taher Azar, 
Ibraheem Kasim Ibraheem, Ayad Q. Al-Dujaili, 
Ammar K. Al Mhdawi, and Farah Ayad Abdulmajeed 

Extremum Seeking Based PID Control of Quadrotor System . . . . . . . . . . 609 
Safanah M. Raafat, Abdullah N. Muhsen, and Ahmed A. A. Alawsai 

Wireless Sensor Network for Robot Navigation . . . . . . . . . . . . . . . . . . . . . . . 643 
Ekhlas Kadum Hamza, Kawther Dawood Salman, 
and Shahad Nafea Jaafar



Leader-Follower Formation Control 
of Mobile Robots Based on Simplified 
Super-Twisting Algorithm 

Susana V. Gutiérrez-M. , Jesús De León-Morales , 
and Oscar S. Salas-Peña 

Abstract Formation control involves groups of robots moving together while hold-
ing a predefined geometric configuration. The formation control problem for a group 
of differential mobile robots by Leader-Follower (L-F) approach is addressed in this 
work. The objective of control is to drive follower to track the trajectory of the leader 
with a specific distance between the robots. With this aim, a simplified super-twisting 
controller is designed based on a Lyapunov approach, which simplifies the analysis 
of stability in closed loop and reduces gain tuning effort. Furthermore, proposed 
methodology increases robustness against disturbances and unmodeled dynamics, 
while exact knowledge of all parameters of the system is not required to be known, 
while chattering effect is attenuated. Finally, numerical and experimental results are 
provided to illustrate feasibility and performance of proposed methodology. 

Keywords Mobile robots · Super twisting algorithm leader-follower 

1 Introduction 

Mobile robotics has a very important role to play in several areas and applications 
such as industrial, military, space exploration, entertainment, medical care, security, 
among many other applications [ 1, 28]. According to the environment in which 
they perform, mobile robots can be classified into aerial, underwater and ground. 
Moreover, mobile robots are characterised by their capacity to move autonomously 
in an unknown or partially known environment. This work focuses on the trajectory 
tracking control of ground mobile robots. The basics of ground mobile robots is 
addressed in next section. 
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(a) Space exploration. (b) First aid care. (c) Agriculture. 

Fig. 1 Ground mobile robots applications in different domains 

(a) Legged robots (b) wheeled robots (c) tracked robots 

Fig. 2 Locomotion systems for ground mobile robots 

1.1 Ground Mobile Robots 

Ground mobile robots are notable for numerous applications fields such as medicine, 
homeland security, surveillance, demining, reconnaissance in dangerous situations 
and agriculture; as can be seen in the Fig. 1. 

Ground mobile robots traction and steering systems election depend on ground 
characteristics and requirements of the task, such as speed and manoeuvrability. 
Then, the required precision and velocity by a mobile robot to reach its destination, 
implies a traction and steering systems that can be provide the robot with reliable 
manoeuvrability [ 3, 31]. In the case of ground mobile robots, different kinds of 
locomotion systems can be chosen; for instance legged robots [ 4], wheeled robots 
[ 32] and tracked robots [ 29] (see Fig.  2). 

Despite extensive studies on the mobility of legged and tracked robots, the most 
significant development has been in wheeled locomotion. The main advantage of 
using wheels as a means of locomotion is that they are easy to construct, and fur-
thermore it is only necessary to supply power to the drive wheel axle. 

Moreover, wheeled ground mobile robots are vehicles capable of autonomous 
movement (without human intervention), as they are capable to be equipped and 
driven by a computer for controlling the actuators. On the other hand, depending
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Fig. 3 Wheel arrangement configurations 

on the arrangement of the wheels, several interesting configurations can be cho-
sen [ 3, 31]; for instance, Ackerman configuration, tricycle, skid steer, synchronous, 
omnidirectional traction and differential traction (see Fig. 3). 

According to objective, motion control of ground mobile robots can be classified 
into four fundamental tasks: 

• Localisation 
• Trajectory planning 
• Trajectory tracking 
• Obstacle avoidance 

On the other hand, it is important to notice that groups of robots present benefits 
over single-robot systems [ 25]. The most important issues for developing solutions 
using multi-robot systems are the following: 

• Tasks complexity excessive for a single robot to carry out. 
• In general, it is better to build multiple simple robots than having a single forceful 
robot. 

• Task can be addressed by a distributed approach. 
• Problems can be solved faster through parallelism. 
• Redundancy through robot groups increases robustness. 

The use of multi-robots depends on the requirements of the task and, in addition, 
on the available capabilities of the robots’ sensors and actuators. However, the coor-
dination of robots implies a tracking control to perform the task efficiently. Several 
methodologies for solving formation problem have been addressed in the literature, 
which can be divided into two approaches as follows: 

• Centralized control. An agent is defined to control and monitor the rest of the 
robots, using a central processor [ 7]. 

• Decentralized control. Individual control for each robot using its relative position 
with respect to its neighbors [ 18]. 

Regarding formation and tracking problems, several methodologies have been 
proposed to deal with; for instance, Behaviour-based approach [ 15, 35], Virtual 
structure [ 22], Leader-follower (L-F) [ 6] and Graph theory [ 2]. 

Regarding the behavior-based approach, it addresses the weighing of relative 
importance of the task assigned to each robot, such as obstacle avoidance, collision 
avoidance, moving-to-target and keeping-formation, to name a few. Furthermore, it
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is practical to drive a system of multiple mobile robots over an unknown dynamical 
environment. However, describing the dynamics of the group and also analyzing 
stability of the entire system is not a trivial task [ 23]. 

On the other hand, a single virtual rigid structure is considered for algorithms 
based on virtual structure technique [22], so that the robotic system formation behaves 
similarly to a physical object. Desired tracking references are not given to each robot, 
whole formation is treated as a single entity. Main advantage of this methodology is 
that the coordinated behaviour of formation becomes simpler to describe. Although, 
it is difficult to find some formation applications and it is necessary a large inter-robot 
communication band width. 

Regarding L-F technique, a robot is assigned as a leader that drives through a 
given path, while the rest of the robots in the group perform as followers that must 
maintain a predefined distance from the leader [ 6]. In fact, once the leader receives the 
movement command, the desired distance between followers and leader is achieved 
by selecting an appropriate local control law based on relative position dynamics. 
As a result, formation stability is ensured, i.e. the desired formation is achieved 
and maintained throughout the group. Then, formation control issue becomes an 
extension of trajectory-following problem, and thus the L-F approach stands out for 
its simplicity and scalability. However, the main drawback of the L-F approach is a 
strong dependence on the leader to achieve the goal, and excessive dependency on a 
single robot may be undesirable, especially under adverse conditions [ 11]. 

Another point of view to address the formation control problem is given by graph 
theory, where the detection or communication information link between robots is 
considered as an edge and each robot is considered as a node. This approach facili-
tates the representation of the formation thanks to graph theory and its well-known 
theoretical results. The drawback is that it is difficult to take into account the limita-
tion of the actual configuration of the robot [ 2]. 

1.2 Problem Statement 

Now, the problem of tracking control with multiple mobile robots based on the L-F 
approach will be addressed. 

Multi-robot system modeling contains plenty of uncertainties and disturbances, 
for this reason, several research tracking control schemes combined with nonlinear 
control methodologies have been proposed, for instance, feedback linearization [ 36], 
backstepping [ 21], and sliding-mode control [ 9, 37]. 

Sliding mode control represents a successful strategy for tracking and formation 
control problems, due to its robustness to external disturbances, parameter varia-
tion, and uncertainties [ 27, 33]. Nevertheless, main disadvantage of this approach is 
the “chattering” phenomenon, caused by the high frequency switching of the con-
trol law [ 26]. Commonly, efforts to avoid this phenomenon have focused on three 
methodologies: high-order sliding mode control [ 20], observer-based solution [ 34], 
and continuous approximation of the relay [ 19].
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Super-twisting control represents a remarkable alternative among the high-order 
sliding mode algorithms, due to its properties such as robustness and finite-time 
convergence. Although it is a second-order sliding mode algorithm (SOSMC), it 
requires only the sliding variable (and not the time derivative of the variable sliding, 
in contrary of most of SOSMC). Furthermore, the super-twisting algorithm allows 
finite-time convergence of a sliding surface [ 5, 10]. For instance, the convergence 
time estimation is reported in [ 24], based on a strong Lyapunov function. Never-
theless, the structure of aforementioned function must satisfy several constraints 
that depend on control gains and bounds on uncertainties; besides, the choice of a 
symmetric, positive definite matrix. 

Furthermore, gain selection for the super-twisting algorithm is a time-consuming 
task with a trade-off between chattering attenuation and dynamic system performance 
(see [ 26]). With this aim, a strict Lyapunov function that achieves sufficient stability 
conditions with stable parameter ranges has been reported [ 30], in order to guarantee 
the proper choice of gains and convergence of the system with chattering attenua-
tion. Notice that an inadequate gains selection that satisfy these constraints would 
guarantee a faster convergence of the system, albeit without chattering reduction; or 
a slower convergence of the system, although reducing chattering. 

1.3 Main Contribution 

The main contributions of this study are following: 

• The design of a super-twisting based controller for a group of differential robots, 
using a parametrization to simplify tuning effort. 

• The design of a sliding mode controller is based on the construction of a strong 
Lyapunov function. 

• Finite-time convergence analysis to the equilibrium point of the closed-loop system 
is addressed. 

• With the aim of preserving the robustness properties while reducing control effort, 
proposed control design relies on a L-F strategy using a super twisting control, 
which drive the trajectory to track a desired reference separated to a specific dis-
tance between leader and follower. 

1.4 Chapter Structure 

The layout is organized as follows: Mathematical model of a differential mobile robot 
is described in Sect. 2. The L-F control design for solving tracking and formation 
problem using a super-twisting control is addressed in Sect. 3. Then, tracking error 
tends to zero under parametric uncertainties and external perturbations by means of
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obtaining sufficient conditions to ensure the convergence in finite time. In Sects. 4 
and 5, numerical and experimental validations of the methodology are presented 
for the tracking of trajectories in L-F systems, respectively. Section 6 are presented 
conclusions and future work. 

2 Differential Mobile Robot Model 

A system with N differential mobile robots (see Fig. 4) described by the following 
mathematical model 

⎛ 

⎜⎜⎜⎜⎜⎜⎝ 

· 
xi· 
yi· 
θi· 
vi·
ωi 

⎞ 

⎟⎟⎟⎟⎟⎟⎠ 
= 

⎛ 

⎜⎜⎜⎜⎝ 

vi cos θi − ωi sin θi 
vi sin θi + ωi cos θi 

ωi 

0 
0 

⎞ 

⎟⎟⎟⎟⎠ 
+ 

⎛ 

⎜⎜⎜⎜⎝ 

0 0  
0 0  
0 0  
1 0  
0 1  

⎞ 

⎟⎟⎟⎟⎠

(
u1i 
u2i

)
+ 

⎛ 

⎜⎜⎜⎜⎝ 

0 
0 
0 

ρ1i 
ρ2i 

⎞ 

⎟⎟⎟⎟⎠ 
; i = 1, . . . ,  N . (1) 

the Cartesian space correspond to the position of the robot given by xi and yi , 
the orientation angle is represented θi , the linear velocity and the angular velocity 
described by vi ωi respectively, the control inputs of agent i are u1i and u2i , ρ1i and 
ρ2i are uncertain terms; for i = 1, . . . ,  N . 

Furthermore, we introduce the following assumption about the differential Mobile 
robot model 

Assumption 1 Inertia moments of motor, gear and wheel are neglected. Further-
more, mass and inertia of the robots represent only uncertain parameters. 

Let be the inputs control vector as ˚i = (u1i , u2i )T , the states vector as Xi = 
(xi , yi , θi , vi , wi )

T , the perturbations vector as Δi = (0, 0, 0, ρ1i , ρ2i )T and the out-
put as Yi = (xi , yi )T [ 14]; for i = 1, . . . ,  N . Then, system (1) can be written in this 
compact form 

Fig. 4 Differential mobile 
robot diagram
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Ẋi = f (Xi ) + g(Xi )˚i + i (2) 

Yi = CXi (3) 

where the vector fields f (Xi ) and g(Xi ) are given by 

f (Xi ) = 

⎛ 

⎜⎜⎜⎜⎝ 

vi cos θi − ωi sin θi 
vi sin θi + ωi cos θi 

ωi 

0 
0 

⎞ 

⎟⎟⎟⎟⎠ 
, g(Xi ) = 

⎛ 

⎜⎜⎜⎜⎝ 

0 0  
0 0  
0 0  
1 0  
0 1  

⎞ 

⎟⎟⎟⎟⎠ 
, 

C =
(
1 0 0 0 0  
0 1  0 0 0

)

with f (Xi ) and g(Xi ) are smooth. 
Furthermore, the center of mass and the geometric center of each mobile robot 

are assumed to coincide. 
Now, introducing the following map ϕ(ξi ) 

ϕ(Xi ) = 

⎛ 

⎜⎜⎜⎜⎝ 

h1i (Xi ) 
h2i (Xi ) 

L f h1i (Xi ) 
L f h2i (Xi ) 

ξ(Xi ) 

⎞ 

⎟⎟⎟⎟⎠ 
= 

⎛ 

⎜⎜⎜⎜⎝ 

xi 
yi 

vi cos θi − ωi sin θi 
vi sin θi + ωi cos θi 

θi 

⎞ 

⎟⎟⎟⎟⎠ 
(4) 

It easy to see that the Jacobian of ϕ(Xi ) is non-singular, then form the theorem of 
implicit function (see [ 16]) ϕ(Xi ) is a diffeomorphism. Furthermore, since the system 
(1) has two inputs, it is necessary to determine the characteristic indexes in order to 
know if the system (1) can be feedback linearizable. In the case, the characteristic 
indexes are {2, 2}. Then, the system (3) is partially state feedback linearizable [ 14]. 

Now, introducing the following change of coordinates, 

⎛ 

⎜⎜⎜⎜⎝ 

ς1i 
ς2i 
ς3i 
ς4i 

ξ(Xi ) 

⎞ 

⎟⎟⎟⎟⎠ 
= 

⎛ 

⎜⎜⎜⎜⎝ 

xi 
yi 

vi cos θi − ωi sin θi 
vi sin θi + ωi cos θi 

θi 

⎞ 

⎟⎟⎟⎟⎠ 
(5) 

it follows that system (3) can be expressed as follows
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. 
ς1i = ς3i (6) 
. 
ς2i = ς4i (7) 
. 
ς3i = (u1i + ρ1i ) cos ξi − (u2i + ρ2i ) sin ξi − ωi ς4i (8) 
. 
ς4i = (u1i + ρ1i ) sin ξi + (u2i + ρ2i ) cos ξi + ωi ς3i (9) 
. 
ξi = −u1i sin(ξi ) + u2i cos(ξi ) (10) 

where the internal dynamic is given by 

ξ̇i = −u1i sin(ξi ) + u2i cos(ξi ) (11) 

Notice that system (11) is bounded input bounded state [ 8], and since its zero dynamic 
( ξ̇i = θ̇i = ωi ) is stable, then the system (10) is weakly minimum phase [ 16]. 

Applying the following partial feedback linearizable

(
u1i 
u2i

)
=

(
cos ξi sin ξi 

− sin ξi cos ξi

) (
v1i + ωi ς4i + γ1i 
v2i − ωi ς3i + γ2i

)
(12) 

where γ1i = −ρ1i cos ξi + ρ2i sin ξi , and γ2i = −ρ1i sin ξi − ρ2i cos ξi are the uncer-
tain terms, and v1i and v2i are new input, which will be defined in leader-follower 
tracking control. 

Then, system (10) in closed loop with the feedback linearized control (12) can be 
expressed as

.

∑i = A∑i + B(vi + γ i ), i = 1, 2, . . . ,  N ; (13) 

A =
(
02×2 I2×2 

02×2 02×2

)
B =

(
02×2 

I2×2

)

where∑i = (ς1i , ς2i , ς3i , ς4i )T , vi = (v1i , v2i )
T and γ i = (γ1i , γ2i )T . Then, driving 

differential robot formations could be designed of robust controller in the presence 
of disturbances and unmodeled dynamics. 

Assumption 2 Perturbation term γi , and γ̇i , i=1,2, …,N; are bounded and theirs 
bounds are known, i.e. there exist D1 > 0 and D2 > 0 known such that ||γi || ≤ D1 

and ||γ̇||i ≤ D2. 

3 Leader-Follower (L-F) Tracking Control 

In this section, a L-F based control is proposed to achieve the trajectory tracking of 
mobile robots.



Leader-Follower Formation Control of Mobile Robots … 9

Fig. 5 L-F unicycle robot scheme 

Consider system 

∑̇i = A∑i + B(vi + γ i ) 
yi = C∑i 

where C =
(
1 0 0 0  
0 1  0 0

)
, vi is the control input. As shown in Fig. 5, (Δi j ) represents 

the separation of the follower with the leader to achieve the formation, and the leader 
follows the desired trajectory (xre  f  i  , yre  f  i  ). 

Defining the tracking and formation error as 

e j = y j − Δi j  − yre  f  i  , i, j = 1, . . . ,  N , j /= i (14) 

where yre  f  i  is a reference trajectory being tracked by the leader of the formation. 
Defining the sliding surface as follows 

S j = Λ j (y j − Δi, j − yre  f  i  ) + ( . y j − . 
yre  f  i  ) (15) 

where S j = [S1 j S2 j ]T , Λ j is a positive constant. Taking the time derivative of the 
sliding surface with respect to time, it follows that 

. 
S j = Λ j ( 

. 
y j − . 

yre  f  i  ) + v j + γ j − .. yre  f  i (16) 

Now, choosing the control input v j in (13) as follows  

v j = −Λ j (ẏ j − . 
yre  f  i  ) + ÿre  f  i  − K1 j Π j − K2 j Γ j (17)
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where 

Π j =
( |S1 j |1/2 sign(S1 j ) 

|S2 j |1/2 sign(S2 j )

)
; Γ j =

(∫ t 
0 sign(S1 j )dτ∫ t 
0 sign(S2 j )dτ

)

and K1 j , K2 j are the gains of the control v j , which are parametrized, in terms of 

the parameter Υ j , as  K1 j = 2Υ j I2×2, K2 j = 
Υ 2 j 
2 

I2×2, and Υ j > 0. 

Remark 1 Notice that only one parameter (Υ j ) is required as gain, which simplifies 
the analysis, implementation and tuning of the control. 

Substituting the control (17) into (16), we obtain 

. 
S j = −K1 j Π j − K2 j Γ j + γ j (18) 

Introducing the following change of variable 

ζ1 j =S j (19) 

ζ2 j = −  K2 j Γ j + γ j (20) 

whose dynamics is given by 

ζ̇1 j = −  K1 j Π j + ζ2 j (21) 

ζ̇2 j = −  K2 j sign(ı1 j ) + γ̇ j (22) 

Next, consider the following change of coordinates 

ξ1 j = Π j 
ξ2 j = ζ2 j 

(23) 

the dynamics of the system (22), in terms of the new change of coordinates, is 
represented in the following compact form as follows 

ξ̇ j = 
1 

2|ξ1 j |
(−K1 j I2×2 

−K2 j 02×2

)
ξ j +

(
02×2 

I2×2

)
γ̇ j (24) 

where ξ j =
[
ξ1 j ξ2 j

]T 
. System (24) can be represented, in a compact form, as follows 

ξ̇ j = 
1 

2|ξ1i | {[A − S−1 
Υ j C

T C]ξ j + γ j } (25) 

where
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A =
(
02×2 I2×2 

02×2 02×2

)
, S−1 

Υ j C
T C =

(
2Υ j I2×2 02×2 

Υ 2 j I2×2 02×2

)
, 

C = (
I2×2 02×2

)
, Φ  j =

(
02x2 
I2x2

)
2|ξ1i |γ̇ j 

where Υ j is an arbitrary positive constant, and SΥ j is the solution of the following 
algebraic matrix equation 

Υ j SΥ j + AT SΥ j + SΥ j A − BT B = 0 (26) 

Assumption 3 The uncertain term Φ j , fromEq.  (25), satisfies the following inequal-
ity ||Φ j || ≤ η j ||ξ j ||, for  η j > 0. 

In the following proposition is formulated the main result. 

Proposition 1 Consider system (13) in close loop under the action of the controller 
(17). Furthermore, the Assumptions 1 and 2 are satisfied. Then, the states of closed-
loop system (22) converge to tracking and formation error which tends to zero in 
finite time in presence of disturbances. 

Proof Considering the Lyapunov function candidate 

V(ξ j ) = ξT j SΥ j ξ j (27) 

whose the time derivative is given by 

V̇(ξ j ) = 
1 

2|ξ1 j |
{−Υ j ξT j SΥ j ξ j + 2XT 

j SΥ j Φ j
}

(28) 

Taking the norm of the nonlinear term 2ξT j SΥ j Φ j , from Assumption 2, i.e. ||Φ j || ≤ 
η j ||ξ j ||, for  η j > 0, and using the following inequality 

λmin(SΥ j )
||||ξ j

||||2 ≤ V(ξ j ) ≤ λmax (SΥ j )
||||ξ j

||||2 

where λmin(SΥ j ) and λmax (SΥ j ) are the minimum and maximum eigenvalues of the 
matrix SΥ j , respectively. Then, it follows that 

V̇(ξ j ) ≤ 
−Υ j 
2|ξ1 j | ξ

T 
j SΥ j ξ j + 

2 η j ||SΥ j ||||ξ j ||2 
2|ξ1 j | (29) 

≤ 
−1 

2|ξ1 j (Υ j − η̃ j )V(ξ j ) (30) 

where η̃ j = 
2η j ||SΥ j || 
λmax (SΥ j ) 

.
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Considering the following inequality |ξ1| ≤ ||ξ|| ≤ 
V 1/2 (ξ) 

λ
1/2 
min(SΥ j ) 

is satisfied. Then, 

it follows that 

V̇ξ j ≤ −κ j V 1/2 ξ j (31) 

where κ j = 
(Υ j − η̃ j )λ1/2 

min(Sj ) 
2 

. 

Choosing Υ j sufficiently large such that the inequality Υ j > η̃ j holds, then V̇ξ j is 
negative definite. The convergence time could be estimated by solving the following 
differential equation 

ϑ̇ = −κ j ϑ1/2 , ϑ(0) = ϑ0 

is given by 

ϑ(t) = (ϑ1/2 
0 − 

κ j 
2 
t)1/2 

From the comparison principle [ 17], where V(ξ j )(t) ≤ ϑ(t) when V(ξ j )(0) ≤ ϑ0. 
Therefore, ξ j converges to zero in finite time and reaches that value at time given by 

T = 
2 
√
V(ξ j )(0) 
κ j 

Thus, the states ξ1 j and ξ2 j converge to zero in finite time. As a result, the states ζ1 j 
and ζ2 j will converge to zero. Therefore, S j and Ṡ j tend to zero. Then, the tracking 
and formation error (14), from system (1)–(10) also converge to origin. 

4 Simulation Results 

In this section, numerical results carried out in a Matlab/Simulink environment are 
introduced, in order to illustrate robustness and performance of proposed scheme. 
For controller design, the distance between wheels of i-th robot is considered as 
ΔFL  = 0.05 meters with a leader and two followers. The leader moves along circular 
trajectory, while followers were given same tracking reference with a specific distance 
to the leader. 

The control gains are ΥL = 10, ΥF1 = 8 and ΥF2 = 8. The corresponding for-
mation response among leader and followers are shown in Fig. 6, where ΔLF  = Δi j  

converge to 0.05 m as the desired distance (Δd ), as illustrated in the Fig. 7 and 
corresponding position error Fig. 8. 

Figure 8 shows the formation error which converge to zero in finite time.
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Fig. 6 Simulation position response for leader and followers 
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Fig. 7 Simulation desired distance (ΔLF  )
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Fig. 8 Simulation position error 

5 Experimental Results 

Now, experimental results are shown for illustrating the performance of proposed 
methodology. The experiments were performed using three E-Puck mobile robots 
(see Fig. 9). 

The E-Puck unicycle robot has two individually driven wheels using stepper 
motors [ 12]. Furthermore, odometry is used to get the actual position of the robots, 
while a PC generates robot trajectories and compute the control robot signals, where 
it is considered that each follower has access only to leader information. The control 
signals to each wheel are sent via Bluetooth from PC to robots. This form of imple-
mentation is chosen due to the limited bandwidth of Bluetooth communication and 
due to the limiting processing power of the robot’s embedded processors(see [ 13] 
for further details). 

Each robot get the velocity of each wheels by means of following equations 

vl,i = vi + 
ωi 

2 
; vr,i = vi − 

ωi 

2 
, i = 1, . . . ,  N (32) 

where vl,i and vr,i are left and right speed of each motor respectively. Figure 10 present 
the scheme of communication between computer and each e-puck for a L-F approach. 

For controller design the following data are considered: 

• Maximum linear speed νimax = 0.13 m/s. 
• The maximum angular speed γimax = 4.96 rad/s. 
• The distance between wheels of i-th robot b = 0.0525 m. 
• Diameter of wheels r = 0.041 m.
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Fig. 9 E-puck unicycle experimental robot 

Fig. 10 Communication design based on a L-F approach 

• Mass of robot mi = 0.2Kg. 
• Distance from geometric center Li = 0.09 m. 

In order to illustrate the robustness to parametric uncertainties, a variation of ±50% 
in followers mass is considered.
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5.1 Circular Trajectory 

In this experimental case, initial conditions of the robots are chosen as [xL (0), yL (0)]T 
= [0, 0.300], [xF (0), yF (0)]T = [0, 0] where leader is denoted by L and follower by 
F subindexes respectively; while ΔFL  = 0.100 denotes the distance between leader 
and follower (ΔFL ). 

The sliding surface for the leader robot is give by 

SL = L (yL − yre  f  L  ) + ( . yL − . 
yre  f  L  ) (33) 

The sliding surface for the follower robot is given by 

SF = F (yF − LF  − yre  f  L  ) + ( . yF − . 
yre  f  L  ) (34) 

Then, the leader robot tracks the desired reference yre  f  L , in this case the reference 
is a circular trajectory of radius R, while follower robot tracks a circular trayectory 
reference yre  f  F  of radius R + Δd , where ΔLF  converges to Δd , the desired distance 
with respect to the leader. 

Figures 11, 12 and 13 display the robots transitioning between formation using 
control strategy given by

(
u1i 
u2i

)
=

(
cos ξi sin ξi 

− sin ξi cos ξi

) (
v1i + ωi z4i + γ1i 
v2i − ωi z3i + γ2i

)
(35) 

Fig. 11 Scatter of robots position
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Fig. 12 Formation tracking response 

for i = L , F ; combined with the super twisting control 

v j = − j (ẏ j − . 
yre  f  i  ) + ÿre  f  i  − K1 j Π j − K2 j Γ j (36) 

where 

Π j =
(|S1 j |1/2 sign(S1 j ) 

|S2 j |1/2 sign(S2 j )

)
; Γ j =

(∫ t 
0 sign(S1 j )dτ∫ t 
0 sign(S2 j )dτ

)

and K1 j , K2 j are the gains of the control v j , which are parametrized, in terms of the 

parameter Υ j , as  K1 j = 2Υ j I2×2, K2 j = 
Υ 2 j 
2 

I2×2, and Υ j > 0, for  j = L , F . The  

control gains used in the experiments were selected as ΥL = 100 and ΥF = 80. 
The leader moves along circular trajectory and follower was making the same 

tracking with a specific distance to the leader. Figure 12 illustrate the trajectory of 
the leader (solid), the follower (dash), while holding desired distance. 

Furthermore, the corresponding formation between leader and follower is shown 
in Fig. 14, where ΔLF  converges to the desired distance Δd , which is chosen equal 
to a constant, i.e. Δd = 0.100 m. 

From these results we can appreciate the good performance of the proposed control 
strategy, despite possible effects due to communication delays. These results show 
the good performance of the control strategy both in the presence of noise and under 
the effect of chattering, which did not affect its performance. 

Figure 15 shows the formation error e = Δd − ΔLF , which converges to zero in 
finite time and is robust in presence of uncertainties. Notice that the friction and
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Fig. 13 Experimental formation trajectory tracking 
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Fig. 14 Distance between leader and follower mobile robots 

other external disturbances are attenuated by the control strategy, and a good control 
tracking is obtained. 

Figure 16 shows left and right velocities of the follower, respectively. As can be 
seen, Super Twisting control design remarkable reduced chattering effect.
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Fig. 18 Experimental line 
formation 

5.2 Line Formation 

In this case, the leader and two follows must be kept a linear formation. i.e. the 
separation distance among robots is constant. 

For this experiment, the mobile robots start from the following initial conditions 
(x0, y0): for the leader at (0, 0.1), and for the followers, follower 1 (−0.2, 0) and for 
the follower two at (−0.3, 0.2), (see Figs. 17 and 18). 

In all the experiments, we use the same controller gains considered in the circular 
case. 

As can be seen from Figs. 19 and 20, after 6 s the trajectories of the robots achieve 
the formation. Furthermore, the corresponding robot speeds are plotted in the Fig. 21. 
Finally, from these plots the proposed control strategy performs well.
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Fig. 21 Wheels velocities for line formation 

5.3 Column Formation 

For this experimental case, a column formation is considered, where the initial con-
ditions of the robots (x0, y0) are selected as follows: for the leader at (0, 0.15), (0, 0) 
and for the follower 1 at (0, 0) and for second follower at (0, 0.2) (see Figs. 22 and 
23). In the column formation the distance of separation between the robots is selected 
so that the component in y is kept constant. 

From the Figs. 24 and 25, we can appreciate that after 7 s the formation is achieved 
and kept, while robots speeds are illustrated in Fig. 26. 

5.4 Switching Formation 

Now, we consider the case where the separation distance between robots varies so 
that the formation configuration changes from column to line, and then to delta 
configuration; while holding relative distances among robots. 

The initial conditions of the mobile unicycles are selected as follows: for leader 
robot is (0, 0.1), and for the first and second followers are (0, 0) and (0, 0.2), respec-
tively; (see Fig. 27). 

As can be seen in the Figs. 28 and 29, before 5 s the formation is achieved and 
kept along transitioning. The corresponding robot speeds are shown in the Fig. 30. 
From these responses, the control strategy performs well and the formation problem
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Fig. 23 Experimental 
column formation 

is solved. It is worth mentioning the robustness of the control strategy applied to 
the formation problem has been solved satisfactorily, in presence of external distur-
bances (time delays in communication, friction) and parametric uncertainties (mass, 
parameters of the motors of the robot).
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Fig. 30 Wheels velocities for switching formation 

6 Conclusion 

This chapter has focused on group synchronization of robots, where the goal of 
the group was to achieve a desired formation while keeping the distances among 
the agents. With this aim, a control strategy based on a simplified Super-Twisting 
algorithm has been designed. Proposed approach required one parameter to be tuned, 
and hence, implementation on multi-agent systems is simplified, due to the reduction 
of the conditions to be satisfied. Numerical and experimental validation demonstrated 
the effectiveness of the proposed methodology to maintain formations using the 
Leader-Follower strategy. 

Furthermore, an interesting extension of this work is consider the adaptive version 
of the gains in order to improve the performance of this strategy and avoid the 
over-estimation of the gains, as well as introduce the use of observers to estimate 
non-measurable variables or reduce the number of sensors. 

Finally, a study related to communications between robots and the effects of delays 
in communications will be necessary. 
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Deep Reinforcement Learning Applied 
to Multi-agent Informative Path 
Planning in Environmental Missions 
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Abstract Deep Reinforcement Learning algorithms have gained attention lately 
due to their ability to solve complex decision problems with a model-free and zero-
derivative approach. In the case of multi-agent problems, these algorithms can help 
to easily find efficient cooperative policies in a feasible amount of time. In this 
chapter, we present the Informative Patrolling Problem, a commonplace task in the 
conservation of water resources. The approach is presented here as a convenient 
methodology for the synthesis of cooperative policies than can solve simultane-
ous objectives present in the unmanned monitoring of lakes and rivers: maximizing 
the collected information of water parameters and the collision-free routing with 
multiple surface vehicles. For this mixed objective, it is proposed a Deep Q-Learning 
scheme with a convolutional network as a shared fleet policy. In order to solve the 
credit assignment problem, it is proposed an effective multiagent decomposition 
of the informative reward with a discussion of other several state-of-the-art topics 
of Reinforcement Learning: noisy networks for enhanced exploration of the state-
action domain, the use of a visual states, and the shaping of the reward function. This 
methodology, as it is quantitative demonstrated, allows a significant improvement in 
water resource monitoring compared to other heuristics. 
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1 Introduction 

Conservation of drinking water reserves is a strategic objective for societies. This 
resource has a direct impact on the health of people, agriculture, and industry in 
a country. However, due to human related causes, these large bodies of water are 
continuously being polluted: untreated discharges, oil spills from boats, toxic algae 
proliferation, etc., drastically impoverish the quality of the aquatic ecosystem and 
alter the biological balance of the local fauna and flora. In the case of particularly large 
water bodies, such as Lake Ypacaraí (Paraguay, 60 km2 ) or the Mar Menor (Spain, 
170 km2 ), manual samplings for continuous monitoring of the variables of water 
quality (WQ) become strenuous and costly. Several human and material resources 
are needed, and there is always a risk to operators in contaminated scenarios. An 
efficient way to collect physicochemical water data is to use autonomous surface 
vehicles (ASVs) [ 22] equipped with highly sensitive WQ sensors. These sensors 
can measure physical parameters such as pH, temperature, oxygen saturation levels, 
and water turbidity, or chemical parameters such as nitrites, sulphates, and dissolved 
chlorophyll. All these parameters can be used, by means of a proper data analysis, 
to infer the biological state of a lake or a river. In such enormous water bodies it is 
mandatory to use a fleet of multiple vehicles, as the battery budget of one single agent 
do not provide enough coverage. With multiple vehicle it is easy to obtain a com-
plete set of measures that truly represents the useful information to be considered for 
resource conservation. The challenge of the multi-vehicle paradigm lies in the need 
for an effective coordination policy that allows them to take samples autonomously 
in the lake following a low redundancy criterion. The vehicles must coordinate to 
share the search space to collect as much information as possible. Information, rep-
resented by the values of the water variables, will be obtained sequentially as the 
vehicles acquire the measurements one by one at different locations in the scenario. 
An effective fleet policy must consider taking samples in those places with the higher 
information available, which is to sample in places of high uncertainty. The definition 
of the information depends on the context but we can define a general corollary of 
such task, the Informative Path Planning (IPP) [ 5], where the objective is to obtain 
an optimal acquisition path Ψ ∗ that maximizes this informative value I on a fixed  
time budget T (Fig. 1): 

Ψ ∗ = max 
Ψ 

I(Ψ ) (1) 

Information I can be defined stochastically in terms of the reduction of uncertainty 
of each sampled point of the environment [ 24]. A reasonable initial hypothesis states 
that every navigable point p in the complete set X behaves like a Gaussian random 
variable p ∈ X ∼ N (μ, σ ). Then, let being Σ[X, Xmeas] the spatial correlation 
matrix that describes the statistical relationship between the samples, that is, the 
uncertainty level for each point in the locations where Xmeas was sampled. This matrix 
indicates the level of uncertainty of each point, considering the locations where Xmeas 

has been sampled. This approach implements a Matérn Kernel Function (MKF) [ 21] 
to spatially correlate samples as a function of their adjacency, under the acceptable
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Fig. 1 Autonomous vehicles 
carrying out a surveillance 
mission in a recreational lake 
in Seville (Spain) 

assumption that physically close samples will be more closely related. Given that, 
the IPP will consist of sequentially deciding the next physical point at which to 
take a sample, following the information gain maximization criterion. Following 
the definition of information gain in information theory, Σ[X, Xmeas] defines how 
informative a point is according to the decrease in entropy of the model formed by 
the set in points of the lake X and the sample points Xmeas [ 21]. Finally, the IPP 
problem to be solved here consists of minimizing the total entropy of the scenario 
H [X |Xmeas]. 

In addition to the informative criterion, the fleet policy must consider in the 
movement planification any obstacles and nonnavigable zones. In this multiagent 
paradigm, it is also needed to consider the agents to be moving obstacles, so the path 
planning becomes intrinsically dynamic and harder to solve. As the complexity of 
this problem explodes because of the many feasible paths and restrictions in every 
realistic scenario, it is needed a proper algorithm that can deal with the IPP problem 
with multiple agents and can scale to different fleet sizes. In this chapter, a Rein-
forcement Learning (RL) approach is proposed to deal with the high dimension of 
this problem, inspired by the success of [ 15] where a Q-Learning algorithm solves 
hard tasks of proficiency. The RL paradigm tries to solve sequential problems by 
trial and error. In the RL paradigm, an agent tries to maximize the reward obtained 
rt in the instant t , by taking an action at in an environment [ 25]. The information 
about the environment, called the state st , is usually observable in some form, so 
it can be interpreted to maximize the reward. This whole process ends when the 
agent has synthesized a policy π(s) that maps a state s into the best learned action 
a (see Fig. 2). To adapt the IPP problem to this paradigm, a formulation has been 
proposed in terms of a Markov Decision Process (MDP) where the aforementioned 
agent interacts sequentially in a finite control horizon T , by taking discrete actions, 
which physically corresponds to movements, that maximize the reward at the end of 
a mission: 

π(s)∗ = max 
π 

T∑

t=0 

[r (st , a = π(st ))] (2)
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Fig. 2 Basic reinforcement 
learning scheme. In every 
RL case, there is at least an 
agent that interacts through 
actions with an environment. 
Returns information of two 
types: the next state and a 
reward that evaluates the 
action in the current state 

For this purpose, the reward function r (s, a) must be tailored to meet the objectives 
of the path planning, i.e., the most informative, non-redundant, obstacle-free routes 
for every ASV in the fleet. In the following sections, an appropriate reward function 
for the multi-agent IPP is presented. 

In [ 15], the use of deep convolutional neural networks (CNN) was introduced as 
a novelty in the RL scene to deal with high-dimensional states. This was a method-
ological revolution for RL. CNNs were used to represent the state-action function 
Q of the MDP. This deep Q function represents the expected future reward given a 
current state s and an action a. The capacity of neural networks to fit non-linear and 
complex behavior allowed the algorithm to supersede other benchmarks. Through 
many iterations, the neural function is optimized with the given reward signal by 
randomly interacting with the environment. This algorithm, called Deep Q-Learning, 
constitutes a robust algorithm to solve sequential decision problems such as the one 
presented in this chapter. All things considered, this chapter adapts the single-agent 
Deep-Q Learning (DQL) method to solve the multi-agent IPP, taking advantage of 
the model-free ability of this algorithm. There is additional complexity in doing 
so, as this problem deals with multiple agents at the same time. Multi-agent RL 
(MARL) involves certain difficulties [ 9], such as learning scalability, noninjectivity 
of the reward function, and nonstationery of the environment. In this chapter, we 
present an observational method to include all the information in the visual input of 
the network for better efficiency. Additionally, to find a suitable policy, it is necessary 
to sufficiently explore the state-action set with an increasing size with each agent 
included in the fleet. Therefore, classic exploration strategies, such as ε − greedy 
[ 34], fail to find the optimal actions for success in the IPP task. To overcome this 
situation, in this chapter, we propose the use of noisy neural networks (noisy-NN) 
[ 7]. Noisy NN are a nondeterministic version of the classical neural networks. Using 
a Gaussian distribution, each parameter introduces some level of noise that can 
enhances exploration. 

This chapter addresses certain research gaps in the literature on multiagent 
optimization, information gathering, and deep reinforcement learning. With this 
approach, we propose an entropic criterion to synthesize the most effective routes 
that maximizes the information collected for a fleet of vehicles. While other algo-
rithms designed for entropy minimization have been designed solely for single agent 
paradigm [ 20], our multiagent formulation by means of DRL results in a very con-
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venient and flexible approach. Another highlight is the use of a global visual state, 
which allows a better scaling for higher number of vehicles. Previous works tend to 
use low resolutions, local observations, and a formulation that does not scale well 
with the number of agents [ 10, 29, 34]. Our proposal places value on the use of 
noisy neural networks for multi-agent policies and proposes a global visual obser-
vation method for homogeneous fleets. Finally, this chapter’s contribution can be 
summarized as follows: 

• The formulation of the IPP from the perspective of multi-agent uncertainty reduc-
tion. 

• The application of DRL for the multi-agent IPP resolution. 
• A policy formulation with noisy neurons and a state that allows for interchange-
ability between agents. 

The chapter is organized as follows: 
In Sect. 2, a brief review of the literature is developed to place the reader in the 

context of the problem to be solved. In Sect. 3, the IPP is formally described with all 
the constraints. In Sect. 4, the methods used to solve IPP are described, that is, the 
DRL algorithm, the state, the neural network, etc. In Sect. 5, the characteristics and 
results of the experiments are presented. In Sect. 6, these results are discussed and 
compared with other heuristics. Finally, in Sect. 7, the conclusions of this work and 
future research lines are presented. 

2 Related Work 

The use of ASVs for surveillance or monitoring has been gaining momentum recently 
due to advances in robotics and vehicle autonomy [ 4]. The use of small robotic vehicles 
is not only more efficient but is also cheaper compared to the human cost of periodic 
surveillance missions. In [ 6] there is a good example of an ASV application for bathy-
metric measurements of lakes and seas. In this work, a low-cost vehicle is designed to 
perform bathymetry (depth of lakes and river basins) in an unmanned way. Another 
example of a use of ASVs is in [ 16], where a surface vehicle is implemented to monitor 
disaster zones after hurricanes. The vehicle is equipped with cameras and an under-
water sonar camera to search for obstacles in the presence of turbid waters. Another 
widespread utility of ASVs is the conservation of aquatic natural resources, such as 
lakes and rivers. Here we can distinguish between the different sub-tasks the conser-
vation of such resources involves: (I) Patrolling [ 33– 35], which consists of continu-
ously monitor the resource as a method of early warning for contamination or sudden 
changes in the healthiness levels. (II) Efficient model regression [ 11, 17, 18], which 
is to efficiently obtain an accurate WQ model of the waters with one or more vehicles. 
(III) Peak detection [ 11], which consists in detecting the maxima of contamination in 
the shortest possible time. (IV) Informative coverage [ 1, 2], which consists of cov-
ering efficiently a certain area to acquire the most information possible. The IPP fits
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Fig. 3 Different applications of ASVs in the literature 

into the set of problems within Informative coverage. In Fig. 3 it has been depicted 
typical uses of ASVs in the literature and organized in three main branches: disaster 
assistance, topological characterization, and environmental monitoring. 

In [ 33] the non-homogeneous patrolling problem was formulated as a single agent 
directive graph problem. The ASV was trained using DRL, resulting in an efficient 
policy to minimize the average waiting time in lakes with a dissimilar importance 
criterion. Similarly, the patrol case was extended in [ 34], with a different number of 
vehicles for each simulation and a low state resolution. These works have demon-
strated the ability of DRL to synthesize high-performance behaviors for patrolling 
tasks with ASVs but also the high dimension and complexity of these problems. In 
[ 35] it was compared the use of such DRL techniques with Genetic Algorithms (GA). 
The scalability was proven to be better with DRL, which motivates this chapter to 
choose the DQL for solving the IPP. ASVs were also used in [ 18] to obtain a contam-
ination model of the Ypacaraí Lake. This work proposes a Bayesian approach within 
Gaussian Processes (GP) for obtaining an accurate WQ scalar map. In the same line, 
[ 17] generalized the algorithm for the multi-agent case. The sampling space was 
divided using a Voronoi-based tessellation method. The main difference between 
this approach and ours is that, when continuously monitoring, it is not considered 
any cost for sampling. In the proposed method, the IPP is solved by taking as many 
samples as possible to compel with higher accuracy. Another branch of algorithms 
for monitoring are based on particle swarm optimization (PSO). They were used for 
the same purpose in [ 11, 26, 27]. The PSO was applied in a fleet of four ASVs for 
detection of contamination peaks. This heuristic approach is a simple and model-free 
approach to localize global and local maxima that adapts naturally to the multi-agent
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paradigm. Nonetheless, its performance and behavior heavily depends on the hyper-
parameters. In the informative coverage, some solutions has been proposed by the 
means of GAs [ 1, 2, 36]. In [ 1], the informative problem is modeled as a Travelman 
Sales Problem (TSP), where the objective is to cover the Ypacaraí Lake in the search 
of green algae blooms. The algorithm resulted in Eulerian circuits that maximize 
the effective area in a single-agent scenario. In [ 2] it is proposed a similar approach 
but this time focused on an online re-optimization once algae blooms are detected. 
Those algorithms generates quasi-optimal solutions but too long to be applied in a 
real scenario. Our approach seeks an effective policy for coverage within a fixed 
time budget. Additionally, in [ 36], the problem is extended to multiple agents and 
multiple objectives for obtaining closed patrolling paths. This work uses a graph for-
mulation and analyses the disperse Pareto-optimal solutions of using multiple agents 
in coverage problems. 

When addressing the use of DRL with unmanned vehicles, there are several inter-
esting examples in the literature [ 12, 32, 37]. In [ 12], it is proposed a DRL-based 
approach to fulfill the complete coverage in cleaning tasks with a multi-form robot. 
This single-agent application deals with high action dimensionality, uses an algo-
rithm named Actor-Critic with Experience Replay (ACER). The DRL approaches 
with ASVs usually put the focus on the low-lever control or trajectory planning [ 37]. 
In this work, RL was applied to obtain a motor controller for path tracking with a 
underwater unmanned vehicle (UUV). The applied algorithm resulted in a suitable 
and realistic controller that quickly reduces the positioning error. In [ 32] there is 
an example of the use of DRL for collision avoidance. It is proposed a deep policy 
trained using DQL to learn how to modify the control signals in order to avoid mov-
ing obstacles in the trajectory. This way the agent must learn two simultaneous tasks: 
to avoid the obstacles and to track the reference path. This is similar to our approach, 
where the agent must perform the informative gathering task at the same time as 
it avoids non-navigable areas. Other single-agent approaches deal with informative 
tasks instead of pure path tracking [ 19, 28]. In [ 19], it is proposed the use of DQL for 
patrolling tasks using a camera for survey scenarios. This approach seeks a policy 
that optimally patrols the environment by focusing on high-importance zones, but 
does not deal with obstacle or boundaries avoidance. In [ 28], an aerial vehicle agent 
is trained to perform an informative coverage with take-off and landing restrictions. 
This hard task is achieved by also using DQL. A simple reward function is tailored 
to award the correct actions and the information collection (Table 1). 

With regard to the multi-agent paradigm, DRL approaches must deal with com-
munication problems between agents, the credit assignment problem, and others [ 9]. 
In [ 14] it is proposed a method for decentralized learning in hybrid competitive-
cooperative scenarios. This approach adapts the single-agent Deep Deterministic 
Policy Gradient algorithm [ 13] to comply with decentralized deploy for continuous 
actions. Our approach differs from this in the fact that our problem is fully-cooperative 
and the learning, as the agents are homologous in actions and in their observational 
abilities, do not require a decentralized learning. In [ 10], an algorithm to train two 
agents to survey for wildfires is proposed. This work uses the DQL algorithm with 
a centralized policy for different agents and an observation-based formulation of
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Table 1 Summary of related works using autonomous vehicles for environmental monitoring tasks 

References Application Algorithm Vehicle Multiagent 

[ 6] Topological characterization of lakes Manual path ASV No 

[ 16] Hurricane disaster-scenario monitoring Manual path ASV No 

[ 1] Informative coverage of lakes Genetic algorithm ASV No 

[ 36] Multi-objective Non-homogeneous 
patrolling 

Evolutionary 
strategy 

ASV Yes 

[ 2] Adaptive informative coverage of lakes Genetic algorithm ASV No 

[ 18] WQ model acquisition of lakes Bayesian 
optimization 

ASV No 

[ 17] WQ model acquisition of lakes Bayesian 
optimization 

ASV Yes 

[ 11] Peak detection and model acq. Particle swarm 
optimization 

ASV Yes 

[ 26] Peak detection and model acq. Particle swarm 
optimization 

ASV Yes 

[ 27] Peak detection and model acq. Particle swarm 
optimization 

ASV Yes 

[ 33] Non-homogeneous patrolling Deep Q-learning ASV No 

[ 34] Non-homogeneous patrolling Multi-agent deep 
Q-learning 

ASV Yes 

[ 34] Non-homogeneous patrolling Multi-agent deep 
Q-learning 

ASV Yes 

[ 10] Dynamic informative tracking Multi-agent deep 
Q-learning 

UAVs Yes 

[ 30] Dynamic informative tracking Multi-agent deep 
Q-learning 

UAVs Yes 

the process. Different from our approach, this work does not directly act on uncer-
tainty, and the agent’s observations are only useful for the fire-front detection. Our 
approach, in contrast, directly tries to minimize the uncertainty which can be a valid 
approach independently to the process under survey. In [ 30], a similar approach is 
solved using different architectures for the DQL algorithm. This work addresses the 
study of different multi-agent algorithms to monitor wildfires. The conclusions of 
this work serve this chapter as a guideline for choosing a centralized approach for the 
IPP solving using DRL. The proposed network in this chapter differs from the one 
used in [ 30] because the observation of every agent is fully visual and can include 
all others agent information in an image to be processed. This alleviates the need of 
retraining when the fleet grows in size. Another relevant aspect is that the state in 
this chapter proposal reunites the global information of the scenario whereas in [ 30] 
the observation is local to every agent.



Deep Reinforcement Learning Applied … 39

3 Statement of the Problem 

The main objective of this monitoring application is to find a policy that coordinates 
a fleet of ASVs to efficiently collect information of the WQ measurements. This 
section will explain the stochastic assumptions under the information criterion and 
the statement of the Informative Path Planning. 

3.1 Information Framework 

The IPP starts defining a navigation space X ∈ R2, where every vehicle in the fleet 
can take a measurements of the water. It is also defined the gathered samples locations 
subset Xmeas ∈ R2, and a navigation map M |X = ∀p := [px , py] |;  M(p) = 1. It is  
a reasonable hypothesis to assume that every possible point that can be sampled 
behaves like a Gaussian random variable with mean μ and variance c such that 
p ≈ N (μ, c). Now, we can assert that the visitable space X behaves as a Multivariate 
Gaussian Distribution (MGD), where X ∼ Nn (μ̄,Σ), with Σ being the correlation 
matrix of X . 

Here, we can define a function that serves as a surrogate model of the correlation 
as we take samples. This function will serve as an indicator of the information we 
have over the navigable space X depending on the measurements taken Xmeas . As  
we expect the WQ distribution to be smooth to a certain level, it can be used a 
Matérn Kernel Function (MKF) to define the correlation between two samples in 
two different locations, in a smooth and exponential manner following Eq. (3). The 
hypothesis has sense because the WQ parameters cannot change drastically from 
one point to a close one like it has been studied before. 1 Consequently, near samples 
from the same or various agents will be highly correlated and the reduction of the 
uncertainty in this locations, will be high but redundant. Two parameters will model 
the MKF: (i) the parameter ν models the smoothness of the uncertainty decay with 
the samples distance ‖p, p′‖, and (ii) the parameter l will  serve to scale how  much  
correlated two measurements (p, p′) are with each other. These values are usually 
chosen based on prior knowledge of the environment to be monitored [ 20, 29] or on  
how intensively the environment is meant to be covered. In Fig. 4 it is depicted the 
effect on the uncertainty when using a MKF with (ν, l) = (1.5, 1). 

MK  F( p, p′) = 
21−ν 

Γ (ν)

(√
2ν

‖p − p′‖2 
l

)ν 

Kν

(√
2ν

‖p − p′‖2 
l

)
(3) 

When evaluating with the kernel function every sample in a instant t , it is pos-
sible to obtain the conditional correlation matrix Σ [X |Xmeas] according with the 
following expression [ 21]:

1 https://marmenor.upct.es/maps/. 

https://marmenor.upct.es/maps/
https://marmenor.upct.es/maps/
https://marmenor.upct.es/maps/
https://marmenor.upct.es/maps/
https://marmenor.upct.es/maps/
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Fig. 4 Uncertainty conditioning process. When we take two samples p1 and p2, and incorporate 
to Xmeas , it is updated Σ [X |Xmeas ] according to Eq. (4). It is observed that the uncertainty σ(X) 
associated with Σ [X |Xmeas ] becomes zero at the sample points (assuming no sampling noise) and 
in their environments according to the Matérn function. The entropy H [X |Xmeas ] of the process 
decreases accordingly. The intermediate uncertainty between samples supposes a redundancy in the 
acquisition. Thus, two very near samples makes no significant reduction to σ(X ) 

Σ [X |Xmeas] = 
Σ [X, X ] − Σ [X, Xmeas]×Σ [Xmeas, Xmeas]

−1 × Σ [Xmeas, X ]T 
(4) 

Now, the monitoring objective involves decreasing the entropy associated with 
the conditional correlation. The information entropy H [X |Xmeas] gives a measure 
of the uncertainty about the monitoring domain and the randomness of a sample at 
an arbitrary point in that space. The lower the entropy, the more confidence one has 
about the scenario. Finally, the entropy can be calculated as [ 21]: 

H [X |Xmeas] = 
1 

2 
log(|Σ [X |Xmeas] |) + 

dim(X) 
2 

log(2πe) (5) 

It can be seen that by decreasing the covariance matrix determinant, the entropy will 
be reduced. Reducing this determinant can be done by two ways according to [ 24]: by 
reducing directly the product of the eigenvalues of Σ [X |Xmeas] 2 (called D-criterion) 
or by reducing the sum of the eigenvalues. The latter, called A-criterion for the uncer-
tainty reduction, can be achieved by decreasing the trace of Σ [X |Xmeas], which is the 
sum of its diagonal. By reducing this values, we will be reducing the determinant of 
Σ [X |Xmeas] and consequently, the entropy of the gathered information:

2 As it is demonstrated in [ 21] and because Σ is a positive semi-definite matrix, |Σ | = ∏dim(X) 
i=0 λi . 
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Tr  (Σ [X |Xmeas]) ≡ Tr  (Σ) = 
dim(X)∑

i=0 

λi = 
dim(X)∑

i=0 

Σi i (6) 

In Fig. 4 it is depicted how the uncertainty σ(X ) for one-dimensional space asso-
ciated to Σ [X |Xmeas], its diagonal, decrease with two independent samples p1 and 
p2. In the vicinity of those sample points, σ is not 1.0 at all since a smooth correlation 
is assumed with the MKF function. 

3.2 Informative Path Planning 

Once the information framework is formulated, we can continue by stating the 
sequential decision problem under the IPP. The final objective of the IPP is has 
been reduced to minimize the total entropy of the information. For this work, we 
will take the uncertainty, the trace of Σ [X |Xmeas], Tr(Σ), as an analogous mea-
surement of the entropy (it has been aforementioned that they are directly related). 
The objective is to find a path Ψ = {ψ1, ψ2, . . . , ψN } for every agent in a fleet of N 
agents that minimize the uncertainty at the end of a mission: 

Ψ ∗ = min 
Ψ 

Tr  (Σ, Ψ ) (7) 

Given that every agent can move sequentially from a point p j t to another p 
j 
t+1, 

every path ψ is composed by T possible movements. The distance dmeas from one 
position to the next one is fixed. This way, the speed of every vehicle is fixed to a 
constant value. Additionally, with every movement a new WQ sample is obtained 
for every vehicle in the fleet. With regards to obstacles, given the navigation map M, 
which indicates if a point p is navigable or not, the solutions will be restricted to those 
paths that are bounded to navigable zones. This way, the fleet must coordinate to find 
the best solutions starting from any arbitrary initial points Ψ0 = {ψ t=0 

1 , ..., ψ t=0 
N } 

that efficiently minimize the uncertainty without any collisions between them and 
the non-navigable zones. This means that taking samples on the very same place than 
other agent (or the same) has measured is, obviously, not desired. Finally, the IPP 
corollary can be enunciated as: 

minimize 
Ψ = {ψ1, . . . , ψN } Tr  (Σ[X |Xmeas(Ψ )]) 

Subject to ∀p ∈ Xmeas(Ψ )→ M( p) = 1 (8) 

In Fig. 5 it is depicted a typical situation were two vehicles intersects their paths 
taking redundant samples in-between.
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Fig. 5 When addressing the multi-agent IPP, it is necessary to consider that two very near samples 
are redundant, and the closer, the less interesting are both. This figure represent two intersecting 
path that incurs in redundancy (lower values of σ(X )). Taking samples in the very borders also is 
considered useless, as the uncertainty cannot be reduced outside the limits 

4 Methodology 

First, in this Section it is explained the Markov Decision Process that serves as the 
sequential framework to implement a Reinforcement Learning approach for the IPP: 
the state representation, the reward function and the actions. Secondly, the Deep 
Q-Learning approach is presented and the different sub-modules depicted: the Deep 
policy, the noisy implementation of the neural network and the Prioritized Buffer 
Replay mechanism. 

4.1 Markov Decision Process 

The IPP can be formulated as a Markov Decision Process (MDP) to fulfill the require-
ments of the Reinforcement Learning theory [ 25]. In any MDP there is, at least, one 
agent that can perform an action at from a set of valid actions A at instant t . This  
action interacts with the environment which produces a state st+1 and a reward rt . The  
state represents all the environment information available and, in the strict sense, it 
is all the information necessary to reconstruct it. The agent can observe the scenario 
trough an observation mechanism o = O(s) that maps the environment state into 
an observation o. In general terms, the observation has incomplete information of 
the dynamics of the scenario. When the observation is perfect, st ≡ ot , the  MDP is
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defined to be a Fully-Observable MDP (FOMDP). In the contrary case, it is known as 
a Partially-Observable MDP (POMDP). Every agent also has a policy a = π(o) that 
maps an observation into an action. The policy can be deterministic or stochastic, 
and defines the strategy the agent follows to obtain the maximum reward possible in 
a finite action time T : 

π ∗(o) = max 
π

[
T∑

t=0 

r (at = π(ot ), st )

]
(9) 

The optimal policy π ∗(o) is reached and the MDP is considered solved when there 
is no better strategy that obtains, on average, a better reward. 

4.1.1 Agents Actions 

As it was aforementioned in Sect. 3.2, every agent perform the same type of actions, 
which are movements in |A| possible directions with a constant distance dmeas . Those 
actions will correspond to the cardinal directions {N, S, E, W, NE, NW, SE, SW}. 
With a constant speed, the fleet will move coordinately and every path in Ψ will have 
the same length dmax . Every action also involves taking a sample in the next resulting 
point and obtaining a new uncertainty matrix Σ . 

4.1.2 The State and Observation 

There is not a unique way to represent the state of this problem. For accomplish the 
problem, the observation made by agents must be feasible and must include all the 
information possible to gather the real problem state. Here we propose a full visual 
observation, similarly to related works such as [15, 33]. This observation is composed 
by the following elements of the state, as channels of an image of [58 × 38] pixels: 
1. The navigation map M: formed by an image with its values being {0, 1}. A value 

1 means this position is considered non-navigable. 
2. The agent j position: also formed by a binary image of the same size with 1 in the 

position of the agent that is making the observation. 
3. The fleet state: another binary image with a 1 in those cells occupied by the 

observed agents positions from the perspective of the agent making the observa-
tion. 

4. The uncertainty map σ(X ) which is the diagonal values of Σ [X |Xmeas] to rep-
resent the values of the trace according to Eq. 6. 

In Fig. 6 it is depicted the different channels of the state.
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Fig. 6 An arbitrary observation ot of an agent: a The navigation map M which is the same for 
every agent. b The uncertainty values mapped into an image. c The other agents apart from the 
observer discretized in an image. d The agent that observes the state within its position 

4.1.3 The Reward Function 

For the DRL to optimize an useful policy for the information gathering, it is vital to 
design an effective reward function. The reward function must evaluate how good 
an action is in a particular state. The total reward at the end of an episode, which 
is, the sum of the consecutive rewards for every agent, will represent how good the 
fleet performs in the given scenario. The reward must be positive for good actions 
and negative for bad actions. The goodness or badness of every action is something 
that is worth to discuss. 

For this particular problem, the total minimization of the uncertainty could be a 
good measurement of the quality of each vehicle movement. Being a fleet action āt , 
with every agent i in the instant t , āt = {a1 t , a2 t , . . . ,  aN 

t } at instant t : 

r (st , a j t ) = 
Tr  (Σ)t − Tr(Σ)t−1 

dim(Tr  (Σ))
= ΔUt 

dim(Tr  (Σ)) 
(10) 

This is equivalent to say that every agent will be rewarded with the total amount 
of uncertainty reduced by all the fleet movements. Here we can expect the agents to 
learn to minimize the uncertainty, but there is an intrinsic problem with this direct 
formulation. A bad action of an agent and a good action of another will assign the 
same credit for both agents, so the learning will be harder since agents are partially 
biased by others behavior. This problem, called the credit assignment problem, is 
typical of multi-agent games [ 9], and in this particular case it will be significant as the 
process explained in Eq. 4 is difficult to compute for different agents. Here we propose 
a solution for this problem using simple knowledge of the scenario dynamics: we 
can compute the individual contribution to the uncertainty reduction as if the agent 
was alone. This way, for every agent action a j t ∈ ât it can be computed the individual 
contribution �Ut 

j as:
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Fig. 7 The penalization for the distance will be proportional to the mean distance between the 
agent j and others. It is imposed that, from a maximum distance dmax , the penalization will be zero 
and vice versa for a distance close to dmin 

ΔUt 
j = Tr  (Σ [X |Xmeas]

t−1 ) − Tr  (Σ
[
X |Xt−1 

meas ∪ pt j
]
) (11) 

This will be equivalent to considering an individualistic reward that will not take 
into account the redundancies of the sampling at instant t . Taking two samples in 
near places will be rewarded as if they were unique samples, so the reward signal 
must consequently be modulated in terms of the redundancy. It is not difficult to 
understand that the closer the agents taking samples the higher the redundancy. We 
propose a linear decrease of the individual contribution as a function of the distance 
of each agent to enhance the dispersion of the agents trough the search space. It can 
be imposed a clipped linear function to do so like in Fig. 7. 

To address the avoidance of nonnavigable areas, it is also imposed that any move-
ment to an invalid zone will be penalized with cp < 0. The final reward function for 
an agent j will be: 

r (st j , a
t 
j ) =

{
cp when a involves a collision 

ΔUt 
j + λ × cd (d ji  ) otherwise 

(12) 

4.2 Deep Q Learning 

Deep Q-Learning was applied for the first time successfully in [ 15], were the Google 
Mind Team trained an agent to play several classic ATARI games to have super-
human capabilities. The success of this work resides in the use of CNNs to represent 
the state-action function, which is called the Q function. This function represents, in 
the sense of the Bellman equations [ 3], the expected discounted future reward given 
a state s and an action a is
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Q(st , at ) = E

[
r (st , at ) + γ

∑

s ′∈S 
p(s ′|s, a) max 

a′∈A 
Q(s ′, a′)

]
(13) 

where γ is a discounted factor that will ponder the importance of earlier rewards, 
and p(s ′|s, a) is the probability of transition to st+1 from the current state and given 
the current action. 3

In DQL, Q will be represented by a neural network with Q(s, a; θ)  (with θ being 
the parameters) and must be optimized by trial and error using a Stochastic Gradient 
Descent (SGD) algorithm to find the optimal policy according to Bellman’s principle 
of optimality [ 3]: 

π(s; θ)  = arg max 
a∈A 

Q(s, a; θ) (14) 

The deep policy π(s; θ)  will be optimized by generating many tuples of experi-
ences <st , at , r t , st+1> and minimizing the Bellman error E : 

E(st , at , r t , st+1 ) = Q(st , at ) −
[
r t + γ × max 

a 
Q(st+1 , a)

]

︸ ︷︷ ︸
Target value y(r t ,st+1) 

(15) 

This error value, usually called time difference error, represents the prediction 
error when predicting the expected future value with Q(s, a). This error is minimized 
by taking SGD steps with respect to a loss function, so the parameters of Q(s, a; θ)  
move towards the direction of minimizing such value. This optimization method, 
as we can see in Eq. 15, uses the very same function under optimization to predict 
future values, also called target values. This method, named bootstrapping, involves  
certain instabilities [ 25] that can cause the learning to be a total failure. In [ 8, 15], 
the solution to this comes from the use of two effective methods: 

1. The use of a twin target function Q to predict the values Q in the t + 1 instant. 
This function, Qtarget  (s ′, a, θ ′), is not optimized directly, but instead periodically 
copies its parameters θ ′ from Q(s, a; θ). 

2. The use of an Experience Replay (ER). The ER technique consists of saving every 
experience in a memory and training the neural policy periodically using batches 
of samples randomly chosen from it. Random sampling ensures that there is no 
correlation between experiences to reduce network bias. 

Finally, this algorithm uses the trial and error method to optimize Q(s, a) so that 
it can be used following Eq. 14. When addressing the multi-agent problem, the same 
Q function can be extended to all agents as they are homologous in actions and in 
observations. Since the objective in this problem is intended to be fully cooperative 
and the interactions of every agent are included through the reward as was explained 
before, the neural policy can be trained using every individual state to process one 
action for every agent. Here, it is worth to mention that, as every agent situation is

3 In a total deterministic environment, this probability is assumed to be 1. 
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Replay memory 

Experience batch 

Fig. 8 Deep Q learning algorithm scheme 

part of the state and the behavior of every agent evolves within learning, the dynamics 
of the environment becomes nonstationary. This involves a higher complexity than 
classical stationary problems, as in the ATARI cases [ 15], and, in the end, a higher 
need for exploration of the state-action domain (Fig. 8). 

4.2.1 Prioritized Experience Replay 

As it is mentioned before, the ER consists of sampling batches of previous expe-
riences, saved in a memory buffer M as they occur, to fit the Q(s, a; θ)  function. 
When the experiences are sampled with equal probability we are neglecting that 
some experiences could be more useful for training than others. This situation usu-
ally happens when a very unknown state is sampled and the prediction error is big. 
Therefore, it makes sense the possibility to sample the experiences in a no-uniform 
fashion. With a Prioritized Experience Replay (PER) [ 23], every experience in the 
memory Ei ∈ M has a probability pi to be sampled for the loss computing. This 
probability will be proportional to the Bellman error according to Eq. 15. The higher 
the prediction error, the higher the probability to be sampled in the future for a better 
fit of the prediction. Nonetheless, it is important to let other less erratic experiences



48 S. Yanes Luis et al.

to be also sampled to avoid bias. This way, the probability of sampling is imposed 
to be dependent to a prioritizing exponent α ∈ [0, 1] that modulates the uniformity 
of the priorities: 4

pi = E(st i , at i , r t i , s
t+1 
i )α[

|M|∑
i=0 

E(st i , at i , r t i , s
t+1 
i )α

] (16) 

Nonetheless, this sampling is a potential source of bias because the loss will 
be much bigger for those experiences with high prediction errors, specially in the 
beginning of the learning. To modulate the importance of every error in the loss, 
it is computed an importance weight wi for every experiences in the memory. This 
weight depends on a parameter β that will represent the level of compensation of the 
error in the loss. This way, the importance weight is expressed as 

wi =
(

1 

|M| · 
1 

pi

)β 
(17) 

and the loss is computed with the following formula: 

L(B) =
[
wi · 1 

|B| 
|B |∑

i=0 

(Q(si , ai ) − yi )2
]

(18) 

4.2.2 Deep Policy 

The convolutional policy designed to represent Q(s, a) has three initial convolutional 
filters to extract the features of the graphical state. This first convolutional head is 
made up of 64, 32, and 16 filters of the same kernel size (3 × 3). After this, the features 
are flattened and processed by three linear layers of 256 neurons each. Every neuron 
uses a Leaky Rectifier Linear Unit (Leaky-ReLU) as the activation function. In the 
final stage of the policy, a dueling architecture is implemented [ 31]. With the dueling 
architecture, the value function V (s) is segregated from the Advantage values A(s, a) 
(see Eq. 19). The former represents the expected accumulated reward in the current 
state. The latter represents the expected action-state value with respect to the current 
state value. 

A(s, a) = Q(s, a) − V (s) 

This technique enables a better generalization of action learning in the presence 
of similar states, and, according to [ 31], the calculation of Q(s, a) will be as follows 
(Fig. 9):

4 α = 0 means full uniform sampling and vice versa. 
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Fig. 9 The convolutional neural network implemented to process the state and to estimate the Q 
function. It is made up of three convolutional blocks for feature extraction and three dense noisy 
layers. In the end, the dense layer is decomposed into a value and advantage head 

Q(s, a) = V (s, a) + A(s, a) − 
1 

|A|
∑

A(s, a) (19) 

In this work, we also propose a possible application of noisy neural networks as a 
technique to enhance the explorative behavior in multi-agent problems. Noisy neural 
networks (nNN) have been shown to be useful in complex scenarios, but as far as 
authors are concerned, their use has been limited to cases with a single agent [ 7]. 
With nNN, a stochastic term sampled from a Gaussian distribution is added to every 
weight and bias. Therefore, every neuron parameter (wi , bi ) has two distributions 
ξ̂ = (ξw, ξb). These distributions are modeled by two parameters each: (μw, σ  w) for 
the weights and (μb, σ  b) for the biases. With every evaluation of Q(s, a), new values 
are sampled from ξ̂ (see Fig. 10). This makes the policy intrinsically stochastic as 
different evaluations of the very same state shall return different values. This effect 
causes the network to have an inherent adaptive exploratory capacity. The balance 
between exploration of the state-action domain and the exploitation in the sense of 
Eq. 14 is incorporated parametrically. In classical DQL implementations, the most 
common exploration method is the ε-greedy policy, where there is a probability of 
ε of choosing a total random action. By annealing ε from 1 (at the beginning of 
optimization) and near 0, the agent explores. Nevertheless, in multi-agent problems 
like this, random exploration could be insufficient. Furthermore, the annealing values 
must be chosen to explore enough in the first training stages. 

5 Simulation and Results 

This section describes the simulation conditions for each experiment and the results 
obtained. First, we compare the importance of individual assignment in the reward 
function, as mentioned in Sect. 4.1.3. Then, the benefits of using noisy networks are 
explained in a comparison with an ε-greedy exploratory policy. All simulations were 
performed with a fleet size N of four agents. The navigation map corresponds to the 
Ypacaraí Lake (Paraguay) as a real case scenario (see the past Fig. 6a). All optimiza-
tions were carried out on a double Intel Xeon Silver 4210R 3.4GH, 187Gb RAM, 
and a Nvidia RTX 3090 with 24Gb VRAM. All hyperparameters of the algorithms 
are resumed in Table 2.
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Fig. 10 In a a classic neural 
network layer with 
parameters w̄ and biases b̄. In  
b a noisy layer is presented. 
For each previous parameter, 
a stochastic value is added 
by sampling a Gaussian 
distribution of mean μ and 
deviation σ . Note that these 
parameters are trainable and 
will modulate the 
stochasticity of the policy 

Table 2 Hyperparameters and scenario values used in the DRL training experiments 

Hyperparameter Value 

Learning rate (lr ) 1 × 10−4 

Batch size (|B|) 64 

Memory replay size 1 × 106 

Update frequency for target 1000 epochs 

Discount factor (γ ) 0.99 

Loss function Mean squared error 

SGD optimizer Adam 

ε value (if applied) [1, 0.05] (annealed) 

ε decay interval (% of learning progress) [0, 33] 

Prioritizing exponent (α) 0.4 

Importance exponent (β) [0.6, 1] (annealed) 

Number of episodes 50.000 

Scenario parameter Value 

Matérn Kernel lenghtscale (l) 0.75 

Matérn Kernel differential parameter (ν) 1.5 

Path maximum length (dmax ) 29 km 

ASV speed 2ms−1 

Fleet size N 4 

Max. collisions per missions permitted 5
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Fig. 11 Normalized uncertainty Û at the end of the mission along the training process for two 
variants of the reward: coupled and decoupled 

The hyperparametrization of this algorithm has been conducted following pre-
vious values in similar approaches [ 33, 35]. It has been observed that the selected 
batch size is adequate for this problem and decreasing the number of experiences 
per SGD step only augments the variance. Other parameters such as the Prioritized 
Replay or the discount factor, are taken from the original papers [ 15, 23]. 

5.1 Reward Function Comparison 

In order to validate the reward function in terms of the credit assignment, two variants 
are tested: (i) the total uncertainty reduced from one instant to another is rewarded 
equally to each agent in the sense of Eq. 7 (coupled reward), and (ii) every agent 
receives only reward for its own contribution without any considerations (decoupled 
reward; see Eq. 12). Note that the distance penalization is applied exactly the same 
for both cases. 

In Fig. 11, it can be seen the uncertainty over the training progress for both vari-
ations. With the decoupled reward, the algorithm is able to resolve better the credit 
assignment and obtain a better policy than in the coupled case. There is a 40% 
improvement on average from one case to another, which is significant to the explo-
ration objective. The behavior of the coupled reward agents tend to be more redundant 
as can be seen in Fig. 12b. As the reward does not properly evaluates the individual 
contribution of every agent, the policy tend to overestimate its behavior by producing 
lazy agents. Since a good performance of one agent augments the valor of Q for the 
others, this leads to unequal contributions to the task. The proposed algorithm is able
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Fig. 12 Resulting paths of 
the same mission using a the 
decoupled reward and b the 
coupled one, both with a 
nNN policy 

Agent 1 
Agent 2 
Agent 3 
Agent 4 

Agent 1 
Agent 2 
Agent 3 
Agent 4 

(a) (b) 

to synthesize good policies as seen in Fig. 12a, where the Lake scenario is almost 
completely covered and the agents tend to move more efficiently across the search 
space with much less self intersecting trajectories. 

5.2 Exploration Efficiency 

When addressing the exploration ability of nNN, it has been observed that the speed 
of convergence and performance of noisy neural network overcomes in this case the 
ε-greedy implementation. 5 In Fig. 13, it can be seen the accumulated reward the 
agents receive on average for both trainings. The very first steps of the ε-greedy 
training consists of an exploration phase where the actions are randomly taken. 
The performance of the training slowly increases as ε decreases over time. This 
exploration period must be selected and properly tuned. With less exploration (see ε-
greedy in the same figure), we have observed a worse performance. On the contrary, 
the nNN policy needs many less episodes to converge to a high performance policy. 
Whereas in the ε-greedy case it is necessary to process 16,500 episodes to greedily 
exploit the policy, the nNN is able to find collision-free paths in 1000 episodes and 
higher rewards in 5000 episodes. In terms of the uncertainty, the noisy proposal is 
able to obtain the same performance if not slightly better (1% better on average) 
for higher explorative ε-greedy values. This means, for the same performance, the 
algorithm takes 5 times more episodes. Nonetheless, with less exploration, the agent 
convergence is faster but the performance becomes worse with higher variation). 
This indicates similar policies are encountered but the enhanced exploration policy 
of nNN allows a more sample efficient training without any epsilon decay tuning.

5 From this point, the decoupled reward is selected for better performance. 
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Fig. 13 Average accumulated reward (up), mission length (middle), and final uncertainty (bottom), 
over the training process for an ε-greedy policy and the proposed noisy policy 

5.3 Comparison with Other Algorithms 

In order to validate the performance of the proposed framework, we propose different 
algorithms to compare the policy efficiency. The metrics under study will be: (i) the 
average accumulated reward at the end of the episode among the agents AER, (ii) 
the remaining uncertainty at the end of the episode Ut=T , the mean distance between 
ASVs, and finally, the root mean squared error (RMSE) of the inferred WQ model 
respect to the ground truth. For the latter, we propose Gaussian Process (GPs), like 
in [ 18], to perform a regression with the sampled values as they are acquired. The 
proposed benchmark used to represent the WQ scalar field will be a sum of positive 
peaks and negatives peaks using two inverse Shekel functions. 6 This scalar field 
disposes a random number of peaks across the navigable surface to represent the 
maxima and minima of the water quality parameters with different intensities each 
(see Fig. 14). 

With regards to the benchmark algorithms, we present different heuristics and 
optimization methods based in previous proposed approaches:

6 See https://deap.readthedocs.io/en/master/api/benchmarks.html for the complete definition. 

https://deap.readthedocs.io/en/master/api/benchmarks.html
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Fig. 14 Example of a WQ scalar field used for RMSE evaluation by means of a Shekel function 

1. Random Safe Search (RSS): This heuristic will generate random paths without 
collisions of any kind. This is not a good path planning strategy, but serves as a 
lower bound to validate the problem complexity. 

2. Random Wandering (RW): In this heuristic, agents will travel following straight 
trajectories until an obstacle is reached. Then, the agent chooses a new straight 
path different from the last direction to avoid going back in its footsteps. 

3. offline Genetic Algorithm Optimization (Offline-GA): This approach will be 
similar to [ 1], were a GA is used to optimize the paths. For every evaluation 
scenario, paths are optimized using mutation, crossover, and selection operations 
to obtain the best collective path. The designed reward is used as the fitness 
function for each individual (here individual refers to the ASVs paths). To avoid 
colliding paths, the death penalty is applied for individuals that contains collisions. 
Note that, for every different starting conditions, Offline-GA must re-optimize, 
which makes this algorithm unfeasible for online deploy. This algorithm will 
serve as well as a performance indicator of how high the reward can be achieved 
when intensively optimizing every individual case. 

4. Receding Horizon Optimization (RH): In the RH approach, the paths are opti-
mized according to the reward function up to an horizon of H steps from the 
current point using a copy of the current online scenario. Once the optimiza-
tion budget is reached, only the first action for every ASV is processed and a 
new H -step optimization begins. This approach is similar to an Model Predictive 
Control (MPC) algorithm used in [ 10] which can be useful in online optimization 
scenarios.
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Table 3 Statistical results of evaluating the proposed algorithm and other benchmarks in 10 sce-
narios with different starting points and WQ scalar fields 

Metric AER Ut=T Distance RMSE 

Algorithm Mean Std. dev. Mean Std. dev. Mean Std. dev. Mean Std. dev. 

RSS 41.039 6.65 0.23 0.019 18.64 2.63 0.152 0.233 

RW 70.970 8.90 0.13 0.028 18.13 5.09 0.027 0.035 

Offline-GA 92.112 4.34 0.062 0.005 19.71 4.54 0.0057 0.005 

RH H=5 77.688 8.50 0.117 0.026 17.46 4.43 0.0452 0.062 

RH H=10 80.114 9.72 0.109 0.031 18.25 4.45 0.0285 0.034 

DRL 97.013 1.45 0.053 0.003 18.94 4.46 0.0053 0.003 

In Table 3, the results of the different approaches are presented. It has been evalu-
ated every algorithm in 10 test scenarios with the same starting conditions and WQ 
ground truths. In terms of the AER metric, the DRL approach obtains better results 
than others algorithms with a lower deviation which indicates a more reliable and 
stable behavior. The final uncertainty after a mission is consequently reduced to 
0.053 on average, a 14% less respect to the second best-performance algorithm 
Offline-GA. With respect to the estimation error, the DRL approach obtains a 
better accuracy than any other approach. Regardless the estimation method could 
affect this metric, in terms of performance, it can be seen that the most informative 
paths (those with lower uncertainty) obtains better models of the WQ parameters. 
In Fig. 16, are presented example paths generated using the aforementioned algo-
rithms. The RW heuristic, despite being aleatory, tend to generate long paths 
across the lake surface but with unnecessary redundancy and self intersecting 
trajectories. This strategy is enhanced in the Offline-GA, where the redundancy 
is reduced with excellent performance. Nonetheless, it happens that as it is easier 
to optimize straight paths it is difficult to improve those paths, since big zones of 
the surface remain unvisited. The DRL approach, on the contrary, not only learns 
how to resolve almost every scenario, but also learns that those visits adjacent to 
the shores return lower rewards. This generates a shore-aware behavior and those 
areas are avoided. Nonetheless, the GA algorithm is able to obtain acceptable 
solutions but at the cost of a highly intensive computation for every single case. 
With respect to the receding horizon, we have observed that it is prone to stall in 
local minima. With higher prediction horizons, the algorithm have difficulties in 
finding good local sub-solutions and with lower ones, the performance is higher 
but still sub-optimal. 
If we consider the progress of the uncertainty reduction over a mission progress, 
we can see in Fig. 15 how the RMSE score decreases along with the uncertainty. 
The DRL approach obtains lower results (14 and 7% improvement respect to the 
Offline-GA approach) in less time and with less deviation.
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Fig. 15 Resulting paths of the proposed algorithms for comparison and the DRL approach: a RSS, 
b RW, c Offline-GA, d RH (H = 5), e RH (H = 10), and f DRL 

6 Discussion of the Results 

The use of the DRL involves always the design of a reward function as a way to 
describe the desired behavior of the policy. The results have shown that, in the 
particular IPP case, it is vital to design a proper function in order to achieve a good 
performance. This situation aggravated when the state-action space increases which 
is the case of every multi-agent paradigm. The multi-agent IPP has demonstrated 
to need a decoupling of the real information dynamic in order to cope with the 
credit assignment problem: when addressing this, it is better to consider individual 
contributions to the task and add an additional term for redundancy such as the
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Fig. 16 Example of a WQ scalar field used for RMSE evaluation by means of a Shekel function 

distance. According to our simulations the improvement could reach up to a 84% 
respect to the couple baseline. This modification, while it involves more calculations, 
it is absolutely necessary for the DRL to converge in a competitive policy. 

Regarding the explorative behavior of the two variants under test, ε-greedy and 
noisy networks, it is clear that the noisy layers can boost up the algorithm efficiency 
to adjust the explorative behavior as part of the parameters of the network. This 
method, while it involves more parameters to tune, avoid the tedious task of fine-
tuning the ε-greedy parameters. It has been observed a decrease in performance 
when the explorative behavior is not enough. For contrary, when the exploration 
phase is bigger in time, the policy performance is not as high as the obtained using 
nNN. This fact presents a discussion about the exploration needs of every complex 
or multi-agent problem: how much is it necessary to explore? Additionally, it could 
happen that the full random behavior of the agents are ineffective and some form of 
parametric noise is required (as it happens in much more complex games like ATARI 
Moctezuma’s Revenge [ 7]). In this particular case, although the scope is limited, the 
nNN have resulted better in sample efficiency and in terms of the obtained score. 

When addressing the comparison with other approaches, DRL have proven to be 
a good methodology to cope with the IPP objectives. The algorithm is able to deal 
with arbitrary initial points and obtain top performance among other approaches. 
When comparing the results of the DRL-trained policy with the Offline-GA, it can 
be observed that the scores are better in RMSE and uncertainty, which validates the
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proposal for online deploy. Although we obtain good performance with the Offline-
GA, it is only useful to optimize scenarios one-by-one, evaluating several solutions 
for the same scenario. In the simulations, DRL evaluates the same number of times 
the simulator but with different missions and starting points. This way, the policy 
generalized the task independently to the fleet situation. The fact that the DRL policy 
overcomes the Offline-GA performance without any in-place optimization, validates 
its ability to generally solve the IPP. 

Another important task that it is worth to discuss is the ability to reduce the model 
error for every algorithm. It can be seen that the lower the uncertainty, the lower 
the RMSE. Nonetheless, the lowest bound of the error will be related not only to 
the acquisition path Ψ , but also the regression method used and the ground truth 
itself. For this case, a plausible WQ parameter benchmark has been used, following 
the behavior of WQ parameters in the Mar Menor (Spain) and previous works [ 17, 
18]. Nonetheless, when different benchmarks are used representing other variable 
distributions, the error could behaves differently from our case. In the end, the error 
reduction is dependent on a suitable regression method. Once the regression method 
comply with the dynamics of what we want to measure, the uncertainty criteria serves 
to reduce this error in a fast and powerful way. 

7 Conclusions 

In this chapter a Deep Reinforcement Learning approach have been proposed to deal 
with the Informative Path Planning problem using multiple surface vehicles. The pro-
posed informative framework uses a Kernel function to correlate the samples in order 
to obtain the level of uncertainty remaining in the scenario under monitoring. Within 
this problem it is also considered the nonnavigable zones of the Ypacaraí Lake as a 
testing scenario. All this restrictions are considered in a tailored reward function that 
take multi-agent credit assignment in consideration. The proposed reward function 
deals better with the IPP problem when the individual contributions to the uncertainty 
are explicit when compared to using the total reduced uncertainty for every agent. It 
has been also proposed the use of several mechanisms of DRL that have been useful 
in previous works: Prioritized Replay, Advantage networks, and noisy neurons. The 
latter, have been observed to enhance the exploration and sample efficiency of the 
algorithm respect to the classic ε-greedy strategy. In the end, the algorithm had been 
compared to many other heuristics to validate its performance. The algorithm is able 
to perform better than any other with a 20% higher rewards respect to the receding 
horizon counterpart or 5% better to the intensive offline-GA optimization. In future 
lines, it is intended to study how this problem can be expanded to an arbitrary number 
of agents in every mission, instead of selecting a fixed size per training. This would 
result in a fleet-size concerned policy that considers the appearing and disappearing 
of agents in the course of a mission. Other interesting aspect to investigate is how
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the action and state formulation affects the learning. It is worth to study if noisy 
state inputs could help in generalization with different boundaries or with moving 
obstacles in the middle of the navigable zones. 
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Analysis of Computer Vision-Based 
Techniques for the Recognition 
of Landing Platforms for UAVs 

J. A. García-Pulido and G. Pajares 

Abstract Although advanced UAVs use self-guided landing with the support of 
GPS devices, issues such as signal loss, support for indoor environments, accuracy 
issues, etc., must be considered, which contribute greatly to the overall success of 
autonomous flight. Therefore, this chapter proposes two different methods that allow 
for the recognition of a landing platform using Computer Vision techniques in order 
to assist autonomous landing. The first method is based on an Expert System that 
allows for the recognition of a patented black and white platform by performing 
a geometric analysis of the regions based on thresholds that allow for a degree 
of plane distortion. The second method, based on Cognitive Computing, can be 
used to solve the limitations to plane distortion inherent to the first approach, and 
further uses a specific landing platform with six different colors in order to combine 
color segmentation techniques with pattern recognition algorithms, together with an 
intelligent geometric analysis based on a decision-making technique. As a result, 
recognition can be achieved at different ranges and inclination angles between the 
vision system and the platform. It is not affected by distortions to the image figures 
due to perspective projection, even making it possible to perform the recognition 
with only a partial view of the platform, something that has received scant attention 
in the literature to date. The novelty is therefore the robustness and precision in the 
recognition from a wide variety of perspectives, different lighting conditions, and 
even problems that result in only a partial view of the platform, such as those resulting 
from partial focus or blind spots due to overexposure.
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1 Introduction 

In a similar manner to robots, Unmanned Aerial Vehicles (UAVs) are excellent tools 
that are coming into rapid and growing demand because of their general utility for 
a variety of purposes. In order to assist and complement GPS in autonomous UAV 
flight, landing platform recognition is a common practice used by various researchers 
that is under extensive study. Therefore, this chapter proposes two different methods 
based on the recognition of certain regions (markers) that from part of a landing 
platform in color images using computer vision techniques. 

On the one hand, a novel automatic Expert System [1] that recognizes the platform 
in an image was initially developed. The platform contains a black geometric figure 
drawn on a white background [2], as used in the SALACOM project [3] funded 
by the Ministry of Economy and Competitiveness in Spain. The system designed 
incorporates human expert knowledge using a sequence of high-level vision and 
image processing techniques; as a result, a smart application for the recognition 
of the landing platform has been developed. It is reliable enough to allow for its 
incorporation in a UAV equipped with a color camera, being especially robust for 
the rotary wing UAVs. 

During the experimental phase, the problems inherent to this type of design have 
been addressed, as principally derived from two adverse circumstances: (1) the reflec-
tions originating from the natural lighting conditions that result in the disappearance 
of certain parts of the figure as a consequence of the saturation of intensity levels, 
causing black parts to appear white as a result of reflection; and (2) the necessity 
of interrelating regions, by extracting relative measures, causes the distortion of the 
figures, for example, circles are perceived as ellipses, or the same disappearance 
of regions is observed due to the above-mentioned saturation, with origin-relative 
measurements being insufficient in themselves for recognition. 

In this sense, and to overcome this drawback, a new strategy based on a Cognitive 
Computation paradigm has been proposed [4]. Both the color image processing 
and pattern recognition techniques have been combined in a Euclidean Distance 
Geometric Analysis (EDGA). This has led to the design of a new specific platform 
for identification that allows the above problems to be solved. The design of this 
new platform is based on (1) color information in the visible spectral range, with 
unique colors for each figure that otherwise have little or no presence in natural and 
urban environments, and (2) geometric figures, which allow for partial individualized 
perception. This method calculates the degree of recognition of the platform from the 
overall figures detected in conjunction with the geometric relationships between them 
and, in this way, with these two groups, a decision can be made about recognition.
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The experimental evidence validates the two recognition procedures developed, 
taking into account the fact that the problem identified during the first approach will 
have been fixed for the second. 

1.1 General Considerations 

Machine vision systems are highly useful devices that see common usage on board 
UAVs (Unmanned Aerial Vehicles) to perform various tasks, such as crop and weed 
identification in corn fields [5], road traffic management [6], or flood damage review 
[7], to name but a few. Therefore, their use is growing significantly for a wide range 
of purposes and missions [8]. Some of these missions are related to surveillance 
tasks, such as the identification and rescue of people, or the monitoring of civil 
infrastructure [9], while others address navigation and obstacle avoidance. In addi-
tion, some e-commerce multinationals, such as Amazon, are developing systems to 
deliver packages to their customers using a landing platform with a code that tells 
the UAV where to deliver the package, and, consequently, where to land, or at least 
approach spatially [10]. 

Autonomous landing of UAVs is a complex task with several associated problems 
that demand special attention, and which are, accordingly, areas of intense research. 
Once the mission is about to be completed, the UAV must land in a safe place, 
which can be determined via a landing platform that features a known pattern or 
structure. Most of these missions involve following a planned trajectory that requires 
a precise and reliable landing. Such a landing is a particularly complex maneuver, 
mainly because, as mentioned previously, the signal coming from the GPS system 
that guides the flight often becomes ineffective, inaccurate, or non-existent for indoor 
scenarios. 

The use of an artificial vision system, together with a landing platform and a 
specific algorithm on board the UAV that is responsible for recognizing it, represents 
an excellent tool with which to overcome this problem. However, as a previous step to 
the incorporation of the recognition system on board a UAV with operational nature, 
it has been necessary to experiment in different scenarios on the ground in order to 
assess the efficiency of the methods developed. This particular aspect of automated 
landing constitutes the main objective of this proposal. 

1.2 Proposed Methods 

Although the navigation system used by UAVs is essentially based on a global posi-
tioning satellite system (GPS), the use of an approach platform is required to deter-
mine the orientation and relative position of the vehicle with respect to its base in 
order to reach the exact landing site at the end of the landing phase. Likewise, the
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GPS receiver allows the vehicle to approach the surrounding zone where the plat-
form is located. The platform itself then serves as a means of self-orientation and 
determines the exact place for landing. 

To achieve this objective, the platform can be designed according to different 
configurations, including symbols and specific geometric figures, which facilitate 
its identification in the images captured by the UAV’s on-board camera, where 
the camera operates in the visible spectrum. To this end, specific computer vision 
techniques are used, conveniently structured, which transfer human knowledge and 
reasoning to the artificial vision system. For this purpose, two different methods that 
can be used to address this problem are described, both under the design of two 
platforms that are specific to each. 

Therefore, two different patterns have been used or designed, which have to be 
recognized according to each applied method. The first method, hereafter referred 
to as method 1, is based on an Expert System [1] and whose aim is to recognize the 
platform shown in Fig. 1. 

The second proposed method, identified herein as method 2, which uses a combi-
nation of color and geometric relations, is based on the design of a new platform 
with the associated methodology also in the field of computer vision, and whose 
objective is to solve the problems that arose during the experiments carried out with 
the platform used in method 1. 

The underlying idea for such a design is based on the fact that, instead of using 
complex geometric figures based on circles or ellipses, six simpler geometric figures 
are used that are each entirely different from the others, as can be seen in Fig. 2. 
In addition, another key aspect is that each of the six figures has a unique color. In 
this way, the platform can be identified by the differentiation between the geometric 
shapes and the spectral variations in the visible range.

Fig. 1 Landing platform for 
Expert System method [2] 
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Fig. 2 Landing platform for 
Cognitive Computation 
method with marker names 

1.3 Problem Description 

From the second premise postulated above, it is feasible to intuit the inherent diffi-
culty involved in an image acquisition process, particularly aerial, in an outdoor 
environment where it is difficult to control relevant parameters such as the level of 
luminosity, the degree of inclination of the capture device (camera) with respect to 
the platform, or the distance between the camera and the platform itself. 

Taking the platform in Fig. 1 as a reference, this gives rise to several adverse 
effects, as shown in Fig. 3. In fact, in part (a) of this figure there is an intense 
reflection in the lower part due to the luminosity, which hinders the segmentation 
of the figure for subsequent identification. In part (b), the effects produced by the 
inclination of the camera and its distance from the platform are clearly perceptible, 
showing the geometric distortion of the figure, and the fact that the figure can barely 
be differentiated from the background.

Add to this the fact that the vehicle’s autonomy is limited, there is, therefore, 
only a certain amount of time is available (in an aerial environment it is even more 
important since the UAV can fall uncontrollably) to take an image of the platform 
that is of sufficiently good quality to identify the figure via the use of computer vision 
techniques; indeed, this problem has no trivial solution. 

1.4 Outlines 

In order to describe the research, this study is structured in different chapters, the 
first of which is Chapter “Deep Reinforcement Learning Applied to Multi-agent 
Informative Path Planning in Environmental Missions”, where a study of the state 
of the art is carried out and an analysis of the main patents in this field is performed.



68 J. A. García-Pulido and G. Pajares

(a) (b) 

Fig. 3 Acquisition a acquisition problem 1, b acquisition problem 2

The main part of the study, Chapters “Analysis of Computer Vision-Based Tech-
niques for the Recognition of Landing Platforms for UAVs”, “Monitoring Peak 
Pollution Points of Water Resources with Autonomous Surface Vehicles Using 
a PSO-Based Informative Path Planner”, and “Robot-Based Medicine. Robots in 
Medicine: Mobile Robots Versus Mobile Decision, Necessity Versus Possibility 
and Future Challenges”, describe the two methods employed for the recognition 
of landing platforms and, in the fifth chapter, the formal theoretical aspects used in 
the previous methods. Finally, in Chapter “Event-Based Robust Control Techniques 
for Wheel-Based Robots Under Cyber-Attack and Dynamic Quantizer” an analysis 
and comparison of the results is given and, in Chapter “Path Optimization and 
Multi-level Path Planning for The Steam Field Navigation Algorithm”, the  main  
conclusions and future lines of action are established. 

2 Related Works 

A wide variety of active and passive methods based on computer vision strategies 
have been proposed for accurate landing of autonomous UAVs [11, 12]. Active 
methods require some additional intervention besides the vision system itself for 
guidance during landing, such as the use of lamps [13] or infrared (IR) emitters 
[14–16]. IR systems based on image capture by means of a camera installed on the 
ground detect an IR laser lamp located in the vicinity of the UAV nose [17] in the case 
of fixed-wing systems; stereo IR vision systems have also been proposed in some 
developments of interest [18–20], allowing the distances at which objects are located 
to be established with some precision. Alternatively, passive systems only require 
the use of the machine vision system, without the need for additional elements or 
actions, and therefore without intervention in the environment. Some approaches of 
this nature attempt to recognize the UAV in flight for subsequent guidance from a
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ground control station [21, 22], or otherwise through the use of optical flow sensors 
[23, 24] embedded in the UAV itself. 

Other methods determine a safe landing area via terrain analysis [25, 26], as based 
on machine learning [27], by 3D terrain reconstruction [28–31], or based on 3D posi-
tioning with two cameras placed on the ground for fixed-wing UAVs [11]. Another 
common practice is the use of ground figures with more or less significant typologies, 
i.e., landing pads with specific layouts containing certain drawings. Various image 
processing techniques specially designed for this purpose allow for the recognition 
of these figures, which can be located even when in motion [32–37], and also when 
on ships [38, 39]. 

In this work, the passive approach has been used, where the final objective is to 
recognize a landing platform with black and white figures [2], or with color figures 
using an RGB monocular camera, which in normal operation mode is embedded in 
the UAV itself. In this sense, in the following, the state of the art is analyzed in order 
to compile methods based on the field of computer vision, where additional figures 
(black and white, or colored) are used on a given background on the platforms. 

Chen et al. [40] proposed a landing platform based on a black and white figure 
containing a pentagon that acts as a key landing sign and which is placed in the center 
of a white circle. The recognition algorithm uses a technique called Faster R-CNN 
(Fast Region-based Convolutional Neural Network) where clusters and convolutional 
layers that provide specific properties of the image are included and encoded in the 
corresponding feature map in order to allow its recognition. The figure to be identified 
is easy to recognize with a relatively low computational complexity, thus providing 
good real-time performance. However, despite the good performance of this type 
of network, no additional mechanisms are provided to perform recognition in the 
case of missing parts of the figure due to intensity saturation as a consequence of 
excessive brightness caused by reflected light, which is quite common on sunny 
days with directly incident solar rays. Polvara et al. [41] also applied CNN to detect 
a black circle enclosing a black cross on a white background. This design entails 
the same intrinsic difficulties for recognition. Also, in both cases, this circumstance 
constitutes a significant limitation from the point of view of platform identification. 

Wang et al. [42] proposed an H-shaped monochromatic figure [43] enclosed within 
a circle. Binarization techniques are applied in order to segment the image, after 
which the points of interest (corners) of the figure are obtained by establishing 
a geometric relationship between them. However, this relationship is affected by 
image rotation when the image is obtained from different viewpoints. In addition, 
the perspective projection–with which the image of the scene is projected–and the 
inclination angle of the camera with respect to the platform make the design of this 
figure highly sensitive to these types of distortions when manifest in the image. Also, 
the use of a single figure does not effectively mitigate problems arising in parts that 
are not present in the image, due, for example, to intensity saturation or partial capture 
of the platform, such that a full view of the platform is required to obtain all points of 
interest. For low altitude flights, moreover, this presents serious difficulties as, very 
commonly, only partial or biased views of the figure are available. Sharp et al. [44] 
also favored using black and white squares using point-of-interest descriptors such as
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the Harris operator [45] for corner detection. However, in this design the difficulties 
and limitations described previously regarding the absence of relevant parts of the 
image as a consequence of brightness and distortions still persist. Zhao and Pei [46] 
used a single green H-shaped figure applying the SURF (Speed Up Robust Features) 
descriptor [47, 48], which is invariant to small rotations and scale changes. However, 
the problem concerning the absence of certain parts of the figure still persists. 

Saripalli et al. [49, 50] also used an H-shaped figure printed on the landing pad 
surface. The method is based on the following image processing techniques: filtering, 
thresholding, segmentation, and related component labeling. The ultimate goal is to 
determine the orientation angle of the figure with respect to the UAV using the 
aforementioned techniques. However, in this case, the same limitations as reported 
in [42] reappear. If a part or region is missing, either totally or partially, it is not 
possible to obtain a complete orientation in the range 0–360°. 

Cocchioni et al. [51] designed a figure based on two concentric circles, one large 
and one much smaller, together with two small equilateral triangles of different sizes. 
Li et al. [52] also created a figure using a pattern of concentric circles, specifically 
using a figure that contained six circles combined together. The recognition algo-
rithm extracts feature patterns based on the invariant affine moments [45] that are 
provided to a Support Vector Machines (SVMs)-type classifier [53]. In their design, 
the authors considered possible in-plane distortions arising from perspective projec-
tion. However, these same distortions cause the circles to be perceived as ellipses 
due to the changes that occur in the eccentricity; therefore, as a geometric figure 
it is unsuitable to handle changes in inclination angle. Furthermore, the chromatic 
design does not provide additional mechanisms to avoid, to the full extent possible, 
potential saturated areas due to brightness, which end up resulting in the total or 
partial absence of relevant parts of the figure in the image. 

Guili et al. [54] designed a T-shaped figure that serves to determine the rela-
tive orientation angle between the platform and the UAV. This technique relies on 
infrared (IR) electromagnetic radiation to acquire a sufficiently high temperature to 
allow for a thermal contrast between the figure and the environment in which it has 
been placed. Two different image processing techniques are used, edge extraction 
and region segmentation, for recognition by extracting properties provided by Hu 
invariant moments [45], which allow subsequent recognition based on the similarity 
of these properties with characteristic patterns. However, the algorithm is not able to 
compensate for simplicity in pattern recognition, which causes problems in outdoor 
environments. Therefore, the method is susceptible to confusing the single element to 
be recognized with natural elements. In addition to the problems mentioned above, 
there is also the disadvantage that no mechanisms have been provided to handle 
possible missing parts of the image. 

Lange et al. [55, 56] proposed a figure similar to the one used in [49], based 
on several concentric rings that were white in color. However, in this case, instead 
of using a pentagon for recognition, the use of circular crowns defined by circles 
whose width varied with distance from the center of the figure was employed. The 
key is, therefore, to achieve differentiation and identification of each ring. Although
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recognition of this platform is possible even when not all the circular crowns are 
within the field of view of the camera, which can occur when flying at low altitude, 
the method assumes that the UAV is always positioned parallel to the platform in the 
zenith position. Therefore, it ignores inclination angle and cannot be used to position 
the UAV until it is positioned over the platform. It is also impossible to use it with 
fixed-wing UAVs because their approach is not vertical. Thus, there is an important 
practical limitation to this approach, even when the reconnaissance is intended for 
rotorcraft of the type capable of vertical flight, but which are only at small separations 
from the platform. 

AprilTag figures [57, 58] were used in [35, 59–61] by using cameras with low 
resolutions and robust Sobel-based edge detectors [45] to deal with occlusions, rota-
tions, and variations in illumination. Some improvements in this regard were made 
in [61]. On the other hand, ArUco figures, which are similar to AprilTags, were used 
in [62, 63]. Chaves et al. [64] used this type of figure together with the Kalman filter 
[45] to guide the UAV during the final phase of landing in an approach designed to 
allow UAVs to perform landings on ships. However, it is well known that edges are 
noise-sensitive structures, and are therefore prone to typical broken edges, resulting 
in incorrect detections. Araar et al. [65] also used an AprilTags-based system to 
generate the figures that are printed on the landing platform. The objective lies in 
identifying the figures by developing a procedure based on computer vision tech-
niques that includes two main components, namely the tag detector and the coding 
system. The detector groups the pixels according to their magnitudes and gradient 
directions, while the coding system reads the parts of each label field to identify the 
shapes. However, these figures are based on squares and are therefore very sensitive 
to the in-plane distortions caused by perspectives with high angles of inclination. 

Nguyen et al. [12] used three concentric circles that each defined eight black and 
white areas. The platform can be recognized even if areas are missing. However, 
the figure contains a starting point for developing the recognition pattern, which 
requires an identification step prior to obtaining the features, which is a very serious 
disadvantage, particularly when the area containing such a point is intensely bright. 
The orientation of the UAV with respect to the platform is defined by an asymmetric 
black area. An adaptive template is used to establish the correspondences, which are 
based on image correlation, in order to find the platform. This process is guided by 
the previous figures obtained by applying the Kalman filter [66]. 

In summary, there are various approaches [40, 42, 43, 49, 54] that use a single 
figure that do not solve the problem of missing regions in the image due to brightness 
saturation from direct illumination, as caused by reflections. Other methods [1, 4, 35, 
52, 55, 59–62] use several figures (interlaced or interleaved) to address the problem 
of missing regions or regions in the image, or complex figures based on circles [67] 
and ellipses. Some of the latter [1, 4] allow for a degree of distortion of the plane as 
a consequence of perspective projection and the UAV being positioned in an oblique 
manner to the platform. In others, as in [55], there is an assumption that the UAV 
is positioned in a zenith position with respect to the platform during the landing 
phase, and which thus ignore the inclination angle. Edges and points of interest have 
also been considered in other proposals, although one must take into consideration
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the high sensitivity to noise that this type of structure can entail [42, 44, 46, 54]. In 
summary, the methodology is highly varied as there are dissimilar approaches, e.g., 
some rely on size differences between figures [44, 52, 55, 56, 68], while others use 
single markers [32, 34, 39–43, 46, 49, 50, 54, 67, 69], not to mention methods using 
databases with landing sites [27, 70]. 

2.1 Patents 

Within the scope of the proposed project for the recognition of UAV landing plat-
forms, a number of patented platforms deserve special mention in addition to the one 
outlined in [2], and which are described below: 

CN101109640 [71]: presented in July 2006, this is based on the use of a camera 
to extract features of the runway. From this information, and by performing an 
iterative search through the image, the landing maneuver can be carried out. The 
patent has two parts: (a) software that provides a computer vision analysis, the 
fusion of the information provided by the vision system, and an estimation of the 
aerodynamic parameters of the aircraft’s flight state (height, orientation, speed, 
acceleration); and (b) a hardware arrangement comprising the runway feature, the 
on-board sensor subsystem, and an information fusion subsystem to collect the 
measurement data from the sensors. It considers two geometric shapes, a triangle 
and a rhombus, located longitudinally along the runway. It uses the information 
extracted from the figure analysis by the vision system, in conjunction with the 
information provided by other sensors (differential GPS and IMU), to obtain 
greater accuracy for the relative position of the aircraft with respect to the runway. 
The figures are separate and are not intended to operate with vertical take-off and 
landing vehicles. 
US20080215204 [72]: presented in December 2007, this approach provides 
methods, apparatus, and systems for enhanced synthetic vision and multi-sensor 
data fusion, which serve in the attempt to improve the operational capability of 
UAVs. Basically, what is proposed is a communication system that enables the 
exchange of information between the UAV and a control center. This exchange is 
essentially based on the use of a computer vision system that is responsible for 
capturing and analyzing the scene of the environment over which the mission is 
carried out. 
US20090306840 [73]: presented in April 2009, this approach proposes an auto-
matic computer vision system. The central axis of the method is a cross-shaped 
figure containing a rectangle on its major axis. From the image captured by the 
vehicle in mid-flight, the orientation angle, or yaw, and the elevation of the UAV 
with respect to the central axis of the figure are determined. Therefore, the logical 
flow of the process is as follows: 

– An image is captured in the direction of movement of the UAV. 
– The image is analyzed to determine whether it is a potential target.
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– The target is evaluated to determine the glide angle and elevation. 
– The height, position, and orientation of the UAV are corrected accordingly. 

US20070093945 [74]: as presented in October 2006, this approach provides a 
processing system for UAVs that combines the computer vision methodology 
with a motion compensation method. For this reason, the system uses two types 
of opposing sensors. On the one hand, it employs at least one vision sensor that 
serves to capture the visual information of the environment, whilst on the other, 
a motion sensor that is responsible for recording the UAV’s main kinematic data 
is used. Internally, the system combines the inputs from both sensors in order to 
increase the estimation capabilities based on computer vision, both in the fields 
of navigation and stabilization. This patent provides a system that is capable of 
exploring previously unknown environments, giving it the ability to operate in 
cluttered environments or environments with a wide variety of obstacles. By way 
of summary, it should be noted that the patent describes an organizational structure 
of elements that give a UAV equipped with a vision system the ability to navigate 
based, at least in part, on image data corrected with information provided by other 
traditional sensors, making it able to adapt to dynamic environments. 
KR1020070058957 [75]: this is a Korean patent whose publication date dates 
back to June 2008, and which serves to provide an automatic navigation method 
for a UAV from a given symbol located in an area containing a landing grid or net. 
The system recognizes the image, measures the distance using a laser pointer, and 
then transmits the information to an external control station. The system proceeds 
through the following stages, which are schematically described below: 

– Real-time photography through the use of a front camera that is built into the 
UAV; the symbol to be recognized is located on a landing grid. 

– After image acquisition, an image analysis process is carried out via a dedicated 
graphics processor. 

– Using a laser pointer, the distance between the landing symbol and the UAV 
is measured in real time. 

– All information regarding the symbol and the distance between the symbol and 
the UAV is transmitted in real time, as well as the control commands necessary 
to carry out the landing. 

US5525883A [76]: this patent, presented in July 1994, describes a method for 
determining the orientation and position of an autonomous vehicle through the 
use of reference points. These reference points are similar to the cells of a chess-
board, containing rectangular figures of contrasting colors (black and white) which 
are arranged in such a way as to create a pseudo-random pattern. The UAV incor-
porates a recognition system based on a camera and an onboard processor, which, 
through the use of computer vision techniques such as binarization in conjunc-
tion with DTL (Direct Linear Transformation) and a symbolic map stored in the 
recognition and measurement unit, serve to describe the position, orientation, and 
dimensions of each pseudo-random pattern on the chessboard. The recognition
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and measurement unit processes the image of the dashboard on the ground to iden-
tify the reference point where the pattern is displayed, and accordingly attempts 
to calculate the position and orientation of the vehicle. 

3 Method 1: Expert System-Based Approach 

The aim of this method 1, based on an Expert System [1], is to identify the platform 
shown in Fig. 4, specifically the ellipses and circles that serve as markers. To this 
end, once the image is obtained through the camera incorporated in the UAV, the 
five main processes shown in the header of the blocks shown below in Fig. 4 will be 
performed: 

The process can be briefly summarized as follows:

1. Conversion: The image is acquired from the smartphone onboard the UAV in 
RGB format. Subsequently, a transformation from the RGB to HSV color spaces 
is applied to binarize a grayscale intensity image. 

2. Binarization [77, 78]: First, a threshold is obtained, which can be established by 
a direct approach (and is global) or by Otsu’s method [79]. The objective is to 
obtain a black and white image from the threshold that serves to establish the 
limit when deciding whether a pixel is represented as black or white. 

3. Segmentation: From the binary image, a morphological closing process [80, 81] 
is performed to remove small (spurious) regions. Then, the image is segmented

Fig. 4 The coarse-grained block diagram of method 1, based on an expert system 
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using a connected-component labeling process [82], as based on [83], which 
allows the metric and topological properties of each region [84] to be obtained.

4. Marker Identification: From the metric and topological properties of each image 
region, relationships are established based on the known patterns (ellipses and 
circles) that form part of the platform. 

5. Results Evaluation: Finally, the degree of probability of recognition is obtained 
from the Partial Comparative Analyses and their associated thresholds that serve 
to give flexibility to the distortions in the plane that can result from different 
possible perspectives. 

Finally, to allow for a better understanding of the above, Fig. 5 shows a fine 
granularity block diagram that gives a higher level of detail to the implemented 
algorithm: 

Fig. 5 The fine-grained block diagram of method 1, based on an expert system
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4 Method 2: Cognitive Computation-Based Approach 

Method 2, which is based on a Cognitive Computation approach [4], aims to allow for 
the recognition of the platform in Fig. 2. As mentioned previously, it can be adopted 
to overcome the limitations to the previous method when acquisition conditions are 
highly adverse, i.e., there is considerable distortion in the plane due to the inclination 
angle at which the image is taken, or where brightness or reflections are produced by 
overexposure of light, among others, resulting in blind markers, as shown in Fig. 3b. 

As in the previous method, a block diagram has been developed to illustrate the 
main processes involved in the cognitive computation approach (Fig. 6). 

Finally, a brief summary has been provided that highlights the main differences 
between this and the previous method: 

1. Conversion: The image is again captured with a smartphone onboard the UAV 
in RGB format. However, since the binarization will be carried out from the 
colors, the image is transformed to the L*a*b* color space because this contains 
luminance as a separate, distinct component, which minimizes the impact of 
reflection caused by intense light sources. 

2. Binarization: Unlike method 1, binarization is performed on the basis of the 
image colors instead of using a grayscale. Color is an excellent attribute in 
image processing [85]. Thus, this process is performed according to six different 
colors (one per marker) and the associated thresholds, as reported in Table 1. The  
threshold is direct and global, so the Otsu method is not used.

Fig. 6 The coarse-grained block diagram of method 2, based on cognitive computation 
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Table 1 Color component 
values and thresholds for the 
markers used in method 2, as 
based on cognitive computing 

Marker (r) a* (TIa) b* (TIb) Threshold (Tl) 

M1 44.2 −34.9 22.8 

M2 −2.91 29.88 23.1 

M3 −15.7 33.9 24.0 

M4 15.21 −41.2 26.7 

M5 48.23 6.2 27.8 

M6 21.9 −6.2 20.2 

3. Segmentation: In this phase, there is no difference between this and the previous 
method, since from the connectivity of the pixels of the binary image a process is 
established to obtain all the binary regions, along with their metric and topological 
properties. 

4. Markers Identification: To make the system more robust, instead of relying on 
metric properties, Hu’s seven invariant moments [86] are used together with other 
color-based descriptors through a Decision-Making Strategy [87]. The resulting 
descriptor is invariant to in-plane deformations, such as scale changes, rotations, 
etc. 

5. Results Evaluation: The probability function is improved by taking into account 
two independent events, P(A) and P(B), based on the total number of markers 
found and the geometric relationships between them. The final calculation is 
modeled as the intersection under the assumption that they are two independent 
events, i.e., based on probability theory [88]. 

5 Theoretical Aspects 

As we can see, both methods use very well-known and well-used techniques in 
computer vision. The following gives a brief description of the most relevant. 

5.1 Color Models 

Color models give digital representations of the spectral components reflected by 
objects in the scene. There are methods of transformation between them. The three 
models, which are used in each of the methods above, are described below. 

5.1.1 RGB 

In the RGB model, each color appears in its primary spectral components: red, green, 
and blue. Each pixel in the image contains a combination of such components. This
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is the original model provided by the camera of the smartphone onboard the UAV 
since it is the most widely used color space in consumer microelectronics such as 
monitors, camcorders, etc. 

5.1.2 HSV 

HSV (Hue, Saturation, Value) is a color model designed to be intuitive, as it comes 
closest to mimicking the human perception of color. H, expressed in sexagesimal 
degrees, measures the color class involved. At 0° (or 360°) we find red, and by 
varying H from 0 to 360°, we go through yellow, green, cyan, blue, magenta, and 
back to red. S ranges from 0 to 100%, and is sometimes referred to as the “purity”. 
The lower the saturation of a color, the higher the level of gray it will have, and thus 
the more attenuated it will appear. V, also called brightness (B), represents the color 
gamut value, and ranges from 0 to 100%. This model is used in method 1 because it 
facilitates the conversion to grayscale, and the binarization will be performed from 
the pixel densities in such a grayscale. 

5.1.3 CIE 1976 L*a*b* 

The L*a*b* color space models color as three separate components: L* for perceptual 
lightness, and a* and b* for the four unique colors of human vision: red, green, blue, 
and yellow. It is the model used in method 2 to perform the segmentation [89] because 
it contains luminosity as a separate component, which minimizes the impact of light 
reflections because this component is not used during recognition. Its advantages in 
providing robustness under adverse acquisition conditions are as follows: 

1. It belongs to the category of uniform color spaces, where changes in color coor-
dinates correspond to similar or identical changes in terms of visible color shades 
or saturation [85]. 

2. It is device independent, and has been sufficiently tested to deal with similar 
spectral component values. This occurs under adverse lighting conditions, such 
as those found in outdoor environments where high illumination levels lead to 
saturation with low color contrast. 

5.2 Binarization 

Binarization is a basic process used to represent the image using only two color 
tones, black and white. Each intensity pixel is compared with a previously computed 
threshold (T) value. Intensities lower than T are transformed to 0 (black), and to 1 
(white) otherwise. This results in a black and white image represented by a color 
depth of 21 bits, as shown in Fig. 7. Threshold determination is a complex task in 
outdoor scenarios, where lighting conditions are highly variable.
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(a) (b) (c) 

Fig. 7 Binarization and ellipse detection of a landing platform for method 1 based on an expert 
system: a original color image in RGB format, b binary image using a direct threshold, c binary 
image using a threshold obtained via Otsu’s method 

5.3 Thresholding 

As we have just seen, thresholding is the most important and complex process when 
binarizing an image. From a formal point of view, we can consider thresholding as 
an operation that involves checking with respect to a function T of the form, 

T = T [x, y, p(x, y), f (x, y)] (1) 

where f (x,y) is the intensity at the point (x,y) and p(x,y) is some local property of 
that same point; for example, the average intensity of a neighborhood environment 
centered at (x,y). A binary image g(x,y) can be created by defining: 

g(x, y) =
{
0 si  f  (x, y) >  T 
1 si  f  (x, y) ≤ T 

(2) 

Examination of g(x,y) shows that pixels assigned a value of 0 correspond to 
objects, while those corresponding to the environment have a value of 1. 

When T depends only on f (x,y), the threshold is considered to be global. If T 
depends on both f (x,y) and p(x,y), then the threshold is considered local. If T depends 
on the spatial coordinates x and y, it is referred to as a dynamic threshold. 

5.3.1 Direct Thresholding 

Dynamic thresholding consists of establishing a constant global threshold for the 
entire image. The threshold value is established through a fine-tuning process based 
on a heuristic method of trial and error, as is carried out in the two methods proposed 
in this study. Figure 7c shows the result of applying this process to Fig. 7a to obtain 
a binary image of the platform used in method 1.
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Fig. 8 An algorithm for obtaining a binary image with foreground extraction in method 2, as based 
on cognitive computation 

For this process, a set of training images is used, which have to be as heteroge-
neous as possible (different perspectives, scales, etc.) and recorded under different 
environmental lighting conditions, namely cloudy, sunny, sun and shadow, and artifi-
cial light. As the threshold will be constant for all the images processed, it is therefore 
essential that the training set contains as many and diverse images as possible. 

In both methods, a supervised training process, based on a Naïve Bayes classifier, 
was performed using 100 images obtained at different distances and camera incli-
nation angles with respect to the platform, and under different lighting conditions. 
From this process, we obtain an averaged value that ensures adequate performance 
for any type of image. Table 1 reports the values of each marker (described in Fig. 2) 
used in method 2, as based on cognitive computation. 

From the values in Table 1, if we apply the algorithm shown in Fig. 8 based on 
[89], a binary image is obtained with foreground segmentation [90]. 

5.3.2 Otsu’s Method 

Otsu’s method was used in method 1 as an alternative to direct thresholding, as 
per Fig. 7c. It is a well-known approach where the threshold T is obtained for the 
intensity that achieves the minimum weighted variance among all intensity levels for 
each image. 

5.4 Connected Components Labeling 

It is assumed that the image is binarized (composed of zeros and ones). The objective 
is to label the connected components so that the final result defines a region. The 
concept of connected components is as follows: all pixels that have a binary value of 
“1” and are connected to each other by a path or set of pixels, all with a binary value 
of “1”, are assigned the same identifying label, which must be unique to the region 
to which the pixels belong, and which constitutes their identifier. The component-
labeling algorithm is based on connectivity-8. Two adjoining pixels are part of the
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(a) (b) 

Fig. 9 Result of segmentation of Fig. 7a, where each color represents a different region: a 
segmented image obtained from Fig. 7b, b segmented image obtained from Fig. 7c 

same object if they are both on and are connected along the horizontal, vertical, or 
diagonal directions. Figure 9 shows the result of applying the connected component 
algorithm to the binary images shown in Fig. 7b and c. 

5.5 Feature Extraction: Hu Moments 

Once the regions of the image have been segmented, they must be described with 
robust features [79]. The seven Hu’s moments [86] are excellent candidates for 
discrimination between regions as they are invariant (i.e., similar values for objects 
of the same type) to the geometric transformations (translation, rotation, and scaling) 
that objects can suffer. 

Table 2 shows the calculation of the seven Hu invariant moments [91] for the six 
markers (displayed in Fig. 2) used in the method 2 platform, as based on cognitive 
computation, which is shown in Fig. 2. The values have been obtained from a Naïve 
Bayes classifier and a training set of 100 images used specifically for this work. 

Table 2 Average value per marker of the seven invariant Hu moments for the landing platform 
shown in Fig. 2 

Marker 
(r)

01 02 03 04 05 06 07 

M1 −1.2792 −3.7469 3.996 −6.7799 −12.7987 −8.8983 −13.5732 

M2 −1.2497 −2.9803 −12.3341 −14.6017 −28.6875 −16.9007 −28.2904 

M3 −1.8236 −7.0982 −14.7245 −18.2122 −35.1413 −22.4637 −35.7149 

M4 −1.3987 −3.2981 −15.0776 −16.3802 −32.0565 −18.1099 −33.4995 

M5 −1.5137 −4.6541 −6.9887 −10.0093 −18.4399 −12.0298 −20.6809 

M6 −0.8699 −2.1896 −5.2098 −7.5789 −14.7979 −8.6935 −15.2345
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6 Results 

For the testing phase, 1000 images were processed and acquired following the same 
design scheme as the experiments performed in [1, 4]. Therefore, all tests were 
performed under similar acquisition conditions, such as distances, angles, etc., and 
with the same UAV flying in the same environment. 

Specifically, then, this means that the images were acquired from a Samsung 
Galaxy S6 mobile phone camera onboard an md-400 quadrotor UAV with four brush-
less engines operating at 1000 rpm/V each, driving a 10-inch propeller and powered 
by its own battery, as shown in Fig. 10. 

The tests were carried out under the following conditions: 

1. The landing platforms shown in Figs. 1 and 2 were each printed on a blank piece 
of A3 paper (297 × 420 mm). 

2. 1000 images were captured with the Samsung Galaxy S6 smartphone placed 
onboard the UAV at a resolution of 4 Megapixels with dimensions of 2560 × 
1944 pixels without the use of zoom or flash. 

3. The color depth used is 3 bytes (24 bits), which means 8 bits per RGB channel, 
and where the compression format for all images is based on the JPEG standard. 

4. The test scenario was carried out using the UAV flying in the courtyard of a 
building within a residential area.

Fig. 10 The UAV used during the testing, which in this image has just taken off 
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(a) (b) 

Fig. 11 Comparison of effectiveness in terms of distance (meters) between method 1 and method 
2: a exclusive intervals, b aggregate (cumulative) intervals 

As far as the interpretation of the results is concerned, the same supervision process 
was applied as in [1, 4]. An outcome is considered successful when the operator, by 
visual inspection, determines that there are at least three red regions identified in the 
original image, and that they match the appropriate markers on the platform. 

The purpose of the testing phase is to assess the robustness and accuracy of the 
proposed methods under the following three variable conditions: distance, inclination 
angle (under different perspectives), and lighting (outdoor: cloudy, sun and shadow, 
sunny; indoor: artificial light). 

6.1 Distance Test 

1000 images were used with distance (expressed in meters) defined by the range 
[0.4, 15] between the UAV and the platform. The results obtained are summarized 
in Fig. 11, where percentage effectiveness versus distance is plotted. The green lines 
represent the results of method 1, while the orange lines represent those of method 2. 

6.2 Inclination Angle Test 

1000 images were used that used a range of inclination angles from 1 to 72°, defined 
as the angle in degrees formed by the vertical axis in the image and the imaginary 
straight line connecting the center of the camera lens with the center of the landing 
platform. The results obtained are shown in Fig. 12, where percentage effectiveness 
versus inclination angle in degrees is graphically represented. As previously, the
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(a) (b) 

Fig. 12 Comparison of percentage effectiveness in terms of inclination angle (degrees) between 
method 1 and method 2: a exclusive intervals, b aggregate (cumulative) intervals 

green lines represent the results of method 1, while the orange lines represent those 
of method 2. 

6.3 Lighting Condition Test 

1000 images were acquired on different days and under different daytime illumination 
conditions, both in outdoor (cloudy, sun and shadow, sunny) and indoor (artificial 
illumination) environments. The assignment of the illumination condition was made 
at the discretion of the quadrotor operator during different flight sessions. Figure 13 
shows a graphical representation of the averaged percentage effectiveness for each 
category over all the images used for each type of lighting condition (category). As 
in the previous graphs, the green lines represent the results of method 1, while the 
orange lines represent those of method 2.

7 Conclusion and Future Work 

7.1 Conclusion 

In the research developed and reported in this chapter, a general review of the state of 
the art regarding the problems inherent to the recognition of a UAV landing platform 
in images captured by an onboard vision system has been carried out. The existing 
problem has been analyzed, and a solution has been found by means of the analysis 
of two methods that deal with very different computer vision techniques. The first
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Fig. 13 Comparison of percentage effectiveness in terms of different lighting and environmental 
conditions between method 1 and method 2

approach is based on identifying a patented black and white platform [2] using an 
approach based exclusively on the similarity between regions and the study of the 
geometric relationships that can be established between them. 

Method 1, based on an Expert System [1], behaves appropriately when images 
are obtained at different heights, or at a given height with different levels of image 
resolution. In a real, operational environment, the most important issue is that the 
inclination angle and the proportion that the area of the figure occupies with respect to 
the total size of the figure is constant. This facilitates the assignment of thresholds for 
a given resolution to keep the acquisition process within a controlled environment. 

Due to the design of the patented platform [2], the environment where it is located 
can be determinant from the point of view of recognition, mainly due to factors such 
as leaves that can give rise to ellipses, trees that generate shaded areas, or natural fruits 
on the ground that can have elliptical or circular shapes. It is therefore considered 
vital that the platform is printed on a surface that is as uniform as possible in terms 
of colors and shapes, such as asphalt, for example. 

In order to overcome the limitations detected in the first method, as well as those 
observed in the methods described in the literature, a new platform was developed
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based on simple figures with unique colors and shapes. The technique that allows their 
identification is different since it is based on the use of descriptors and techniques 
invariant to the deformations produced in the plane as a consequence of the different 
perspectives from which images can be obtained. 

In this way, the recognition is performed in a more robust way that represents 
the various different scenarios that can occur in the real world, therefore allowing 
for operation in a wide variety of situations: multiple distances, inclination angles, 
different lighting conditions (sunny, cloudy, sun and shadow, etc.), scenarios (indoor, 
outdoor), and with non-existent markers in the scene. Robustness and accuracy 
are, therefore, the main characteristics that define method 2, which outperforms 
the previous method in these areas. 

Method 2, based on Cognitive Computation [4], has proven to be significantly 
more effective than method 1 in terms of overall efficiency, achieving a 92% success 
rate in terms of recognition, while method 1 achieved 76.5% efficiency using the same 
parameters and similar conditions for image acquisition: identical platform size (A3 
paper), identical test environment, distances, angles, and lighting conditions. All this 
was done to allow for test conditions that were essentially identical (insofar as was 
possible). 

Although the relative sensitivity to the inclination angle that arises as a conse-
quence of perspective could represent a limiting factor in the performance of method 
2, since at angles greater than 45° the green line in Fig. 12a clearly starts to curve 
downwards, the improvements with respect to method 1 are evident. Indeed, from 
all the graphs shown in the previous section, it can be clearly observed that the incli-
nation angle is the main limiting factor inherent to both methods. However, the loss 
of effectiveness in this respect is much less pronounced in method 2 than in method 
1, as can be seen by comparing the curves in Fig. 12. 

Finally, if we analyze the graph in Fig. 13, we can also observe how method 2 
is more stable with respect to lighting conditions, since the green line is less curved 
than the yellow, the latter representing method 1 in this graph. This is mainly due 
to the color-based design of the platform used in method 2. This platform is based 
on highly spectrally differentiated colors, so that if there is light overexposure in the 
image, as in Fig. 3 (as a consequence of the sun’s rays, for example), the probability 
that not all the markers will affected and that some will remain visible, even if only 
partially, is greater than if a single color is used for all markers. 

7.2 Future Work 

Future lines of action should improve the performance of method 2 [4] further. 
One option might be to provide further support by using additional recognition 
approaches, perhaps similar to those used in face recognition [92] but applied to 
the recognition of Fig. 2. In this sense, it is worth noting that the face detection 
function that is incorporated into the cell phone connected to the UAV framed the
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platform within the box used in human face detection. This means that the color 
platform used in the second method, whose design follows that of a face, can already 
be detected by the cell phone’s current face detection system. However, in order 
to improve effectiveness in this regard, it may be necessary to carry out additional 
modifications to the design of the platform drawing. 

On the other hand, since the objective of this work is to recognize a specific object 
(platform) in an image, it may be feasible to delve into the field of Convolutional 
Neural Networks (CNN) of the R-CNN type, taking into account the improvements 
already proposed in [40, 41]. Another possible line of action may consist of using 
Deep Learning through the application of deep neural networks [93]. In this regard, 
the approach adopted for the autonomous landing of a UAV proposed in [94] should 
be appropriately considered. However, for both detector-based and R-CNN and Deep 
Learning network-based enhancement, deep learning processes with huge numbers 
of images would be required. 

Regarding the lines of improvement related to method 1, the following lines of 
action are proposed. On the one hand, to implement an algorithm that establishes 
a correlation between the thresholds and the proportion that the area of the figure 
represents in relation to the total number of pixels in the image. When the image 
provides an indication of closeness, i.e., when the ratio between the area of the 
figure and the total area of the image tends to 1, better results are obtained at lower 
resolutions, i.e., with a value close to the megapixel level (e.g., 1024 × 768). However, 
when a sense of remoteness is perceived in the image, i.e., when the ratio between 
the area of the figure and the total area of the image tends to 0, good results can be 
obtained when working at higher resolutions (greater than 3 megapixels). 

On the other hand, the algorithm developed for the identification and recognition 
of the patented platform [2] yields good results when the inclination angle above the 
horizontal does not exceed 45°. When this angle is exceeded, the deformations in the 
plane become too pronounced, causing large changes in the eccentricities of circles 
and ellipses, also affecting their areas such that they can no longer be managed by 
the thresholds. Therefore, for inclination angles greater than 50°, the system does 
not behave properly since the distortions in the plane with respect to the zenith 
perspective cannot be properly managed. Thus, a future course of action to improve 
recognition at inclination angles greater than 50° would support one of the major 
limitations inherent to platform detection. 
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Monitoring Peak Pollution Points 
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Surface Vehicles Using a PSO-Based 
Informative Path Planner 
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and Daniel Gutiérrez Reina 

Abstract The preservation of water resources is an increasingly urgent issue. There-
fore, monitoring the water quality of these resources is a very important task so that 
appropriate actions could be taken. This chapter focuses on water resource monitor-
ing using a fleet of Autonomous Surface Vehicles equipped with sensors capable of 
measuring water quality parameters. The objective is to obtain the maximum points 
of contamination of the water resource through the exploration and exploitation of 
the water surface. The proposed algorithm is based on Particle Swarm Optimization 
(PSO) in combination with some machine learning techniques (Gaussian Process, 
Bayesian Optimization, among others) to address the limitations of PSO, such as 
premature convergence and difficulty in setting the initial values of the coefficients. 
To validate the performance of the algorithm, uni-modal and multi-modal benchmark 
functions are used in the simulation experiments. The results show that the proposed 
algorithm, the Enhanced GP-based PSO, based on the epsilon greedy method has the 
best performance for detecting water resource pollution peaks. It was also demon-
strated that this algorithm is the one that generates the most accurate water quality 
model. However, when it comes to finding the highest pollution peak, the algorithm 
with the best response is the Enhanced GP-based PSO with a focus on exploitation. 
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1 Introduction 

Water has always been a valuable resource on the planet. However, there are major 
problems affecting this resource, two of which are: (1) water scarcity is increasing, 
and (2) human beings pollute water resources through industrial and agricultural 
activities, among others [ 7]. These problems not only affect the quality of life of 
human beings, but also affect the planet. One of the main consequences of water 
pollution by effluents can be algae blooms, which are caused by an excess of nutrients 
in the water (nitrates and phosphorus). This phenomenon is known as eutrophication 
[ 3]. Algae blooms are considered a major problem because they are toxic to human 
life and deplete oxygen from the water [ 2, 3]. This problem is increasingly common 
in the world; serious cases can be found in China, the United States, Kenya and Sri 
Lanka [ 11, 21, 39], among other places around the world. 

In 2007, a massive cyanobacteria bloom in Taihu Lake, China, led to the inter-
ruption of the water supply for more than one million people [ 11]. It should be noted 
that in 1990 the lake had already suffered a similar situation, which led to the closure 
of 116 factories and left 3 million people without water supply [ 39]. A severe case 
of algae bloom in the United States occurred in Lake Erie in 2011. According to 
research [ 21], increased phosphorus loading in the western basin of the lake owing 
to agricultural operations, poor lake circulation, and meteorological conditions in the 
spring season that year were the main causes [ 21]. A case in point in Latin Amer-
ica is the contamination of the Ypacarai Lake, the largest lake in Paraguay (about 
60 km2 ). This lake has been polluted by domestic and industrial waste-water, agri-
cultural activities, among others. As a result, the lake has an excess of nutrients, 
such as phosphorus and nitrates, thus promoting the appearance of cyanobacteria 
and affecting the population, the economy and the environment of the region [ 2]. 

Government agencies, research centers and other entities are constantly monitor-
ing the water quality of water resources, as in the Ypacarai Lake. The traditional 
monitoring method consists of taking samples of the water body at specific points 
and analyzing these samples in laboratories. This method can be time consuming, 
human error can affect measurements, and costs can be high [ 43]. Several stud-
ies have proposed the use of intelligent vehicles for monitoring tasks [ 2, 24, 40]. 
These intelligent vehicles are surface vehicles that move autonomously, Autonomous 
Surface Vehicles (ASVs). The ASVs are guided by a guidance, navigation and con-
trol (GNC) system while taking water samples and measuring water quality through 
sensors for conductivity, nitrate, ammonium, among others. Figure 1 shows one of 
the Loyola University ASVs while performing control and navigation tests at Lago 
de la Vida, Dos Hermanas, Spain. 1

The guidance system is in charge of determining the path that the ASVs must 
take. The path planners can be a global path planner [ 2], a local path planner [ 23], 
and an informative path planner [ 6]. Unlike the global and the local path planners, 
with the informative global path planner, the data collected by the sensors are used

1 The following video shows the ASV operating at Lago de la Vida https://www.youtube.com/ 
watch?v=3nYzSSGeyHw. 
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Fig. 1 An autonomous 
surface vehicle used for the 
water resource monitoring 

to generate a path based on an underlying regression model that is used to make 
optimal decisions. This allows to create an estimated model of the water quality 
parameters of the aquatic environment through machine learning (ML) techniques 
[ 6]. In this work, a meta-heuristic approach like Particle Swarm Optimization is used 
as a framework for developing informative path planners for monitoring tasks. The 
Particle Swarm Optimization (PSO) technique is one algorithm that has received a 
lot of attention in recent years [ 20, 30]. This algorithm can be used as a planner. In 
this piece of research, PSO is used as an informative path planner for monitoring the 
maximum pollution points of a water body. In addition, Gaussian Process (GP) is 
proposed as a surrogate model for predicting water quality parameters. GP presents 
important advantages for water monitoring using AVSs such as generating models 
with a short dataset (low number of samples) and providing the uncertainty of the 
generated model. 

In this work, a comparison of eight PSO-based path planners is presented: the 
Classic PSO; the Enhanced GP-based PSO [ 33], using two different combinations 
coefficient values, [ 34, 35]; 4 variants of the Enhanced GP-based PSO; and the 
Epsilon Greedy-based Enhanced GP-based PSO. The comparison metric used is the 
mean square error (MSE) between the estimated maximum pollution peaks and the 
actual maximum contamination points of the water resource. In addition, two more 
scenarios are presented: the performance of these algorithms to detect the highest 
pollution peak of the water resource, and to generate the most accurate model of water 
quality of the water resource. The main contribution of this work is the comparison of 
eight PSO-based path planners for monitoring maximum pollution peaks of a water 
resources using a fleet of autonomous surface vehicles. 

The chapter layout is as follows: in Sect. 2, the state of the art of path planners is 
presented. In Sect. 3, the monitoring problem is explained, as well as the assumptions 
made to carry out the monitoring tasks. Section 4 explains the comparison of the path 
planners. Section 5 presents the simulation setup, experiments, and comparisons of 
the performances of the path planners. Section 6 provides a discussion of the results 
and future research directions. A conclusion of the work is presented in Sect. 7.



96 M. J. Ten Kathen et al.

2 State of the Art 

In recent years, the study of autonomous vehicles for the purpose of monitoring water 
resources has been increasing [ 2, 25, 40]. The monitoring is done through ASVs, 
equipped with sensors capable of measuring water quality parameters, which travel 
along the surface of the water resource taking water samples. Existing research on 
path planners to guide the vehicles can be found in the literature [ 1, 5, 24, 25]. Many 
path planners are based on artificial intelligence techniques that range from meta-
heuristic algorithms like Genetic Algorithms (GA) [ 2] or Swarm-based intelligence 
[ 33], Deep Reinforcement Learning (DRL) [ 40], and Bayesian Optimization [ 25], 
among others. 

As for meta-heuristic based approaches, the authors developed an offline path 
planner of an ASV in [ 2]. The monitoring problem was modeled as the Traveling 
Salesman Problem (TSP) and they used a meta-heuristic algorithm to solve it like 
a Genetic Algorithm (GA). In order to explore as much as possible, the authors set 
beacons on the lake shore. This work was extended in [ 1], where the monitoring prob-
lem was proposed as the Chinese Postman Problem (CPP). Unlike the TSP, with the 
CPP, vehicles can revisit beacons that they have previously visited, this improvement 
allows maximizing the coverage area to be explored. In [ 3], the authors proposed 
a two-phase approach for monitoring water resources. During the first phase, the 
algorithm covers the whole water body in order to find possible contaminated areas. 
After that, an exploitation phase is executed, where the vehicles focused on mon-
itoring those contaminated areas found during the first stage. For both cases, the 
authors employed a genetic algorithm to determine the movement of an ASV. In 
[ 44], a multi-objective GA is employed for patrolling multiple water quality param-
eters simultaneously. The patrolling problem is different from the one proposed in 
this paper where the aim is to focus more frequently in those areas where higher 
values of contamination are found. The authors achieved Pareto-based solutions for 
the multi-objective problem using NSGA-II algorithm. 

The path planner can also be designed using Deep Reinforcement Learning (DRL) 
as in [ 40] and Bayesian Optimization (BO) as in [ 25]. In [ 40], the authors have devel-
oped a global path planning for the monitoring of Ypacarai Lake, in which, the poten-
tial positions of the ASVs and the states are represented by RGB images of the lake. 
The main objective is patrolling the Ypacarai lake. A Markov Decision Problem is 
used to simulate the monitoring problem. The authors used a tailored reward function 
for training a Deep Q-learning approach based on convolutional neural networks. In 
[ 43], the authors extended the previous work, developing a multi-agent monitoring 
system and applied a centralized approach strategy. The authors proposed a central-
ized approach for training the whole fleet of ASVs with only one neural network. In 
addition, they demonstrated that the centralized approach is more suitable than the 
distributed Q-learning for the targeted patrolling problem. A comparison between 
Evolutionary Algorithms (EA) and DRL for monitoring systems was carried out in 
[ 41, 42]. The results showed that, in low resolution scenarios (patrolling problem), 
EA is more efficient. However, when the resolution of the scenario increases, DRL is
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more efficient. Despite requiring a greater number of hyper-parameters in the DRL 
than in the EA, it was shown that DRL is more suitable for problems with high com-
plexity. In [ 25], the authors used the BO framework for developing an informative 
path planning for an ASV. The approach is focused on developing contamination 
maps for the Ypacarai Lake using GPs. Several tailored acquisition functions are 
proposed to determine the optimal locations for water quality parameter sampling. 
This work has been extended in [ 24] considering multiple water quality parameters 
simultaneously. The authors tested several multi-objective techniques for developing 
acquisition functions that fusion the information coming from several water quality 
parameter models to determine the optimal sample locations. A multi-agent version 
of this approach with region partitioning can be found in [ 26]. This variant allows 
the use of multiple ASVs to speed up the generation of contamination maps. 

Regarding swarm-intelligence approaches for water monitoring, in [ 33], an IPP 
based on PSO and GP is proposed for monitoring water resources. The authors use 
Gaussian Processes (GP) to estimate water quality parameters. For the generation 
of the next points to be followed by the ASVs, the path planner uses the hyper-
parameters of the PSO and the surrogate model data, uncertainty and mean. The 
results show that the monitoring system obtains a model very close to the real model 
of the water resource. The algorithm proposed by the authors, the Enhanced GP-
based PSO, was compared with six other PSO-based path planners in [ 34, 35]. In 
[ 34], the main goal of the monitoring system was to obtain the most accurate water 
quality model of the Ypacarai Lake, so the ASVs should focus on exploring the 
surface to achieve the goal. The results show that the Enhanced GP-based PSO, 
tuned with the BO, had the best performance. On the contrary, in [ 35], the main 
objective was to detect and exploit the area where the highest peak of water resource 
contamination was located. The algorithm that performed the best was one of the 
variants of the Enhanced GP-based PSO, the Contamination algorithm, where the 
only active term in the algorithm, apart from the velocity term, was the contamination 
term. In [ 13], the authors propose a hybrid path planning algorithm, based on Grey 
Wolf Optimization (GWO) and PSO, composed of 3 stages. In the first stage, the 
algorithm based on GWO and PSO focuses on generating and optimizing the path, 
smoothing the path and minimizing the path distance. The second stage, converts the 
infeasible points of the generated path to feasible point solutions, integrating the first 
stage algorithm with a Local Search technique. And the last part consists of obstacle 
detection and collision avoidance, using a collision avoidance algorithm. The results 
showed that the algorithm proposed by the authors generates short feasible paths, 
being an efficient path planner. 

This book chapter makes a step forward with respect to previous works in terms of 
bench marking PSO-based algorithms for water monitoring. The proposed approach 
consists of comparing some PSO-based route planners in solving a multi-modal 
problem in the area of water resources monitoring. The objective is to search for 
peaks of high pollution levels in a water resource. This task is carried out by eight 
algorithms and the performances of these algorithms are compared.
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3 Statement of the Problem 

The monitoring challenge that the fleet of ASVs must solve, as well as the main 
assumptions that were used to create the simulated environment are explained in this 
section. 

3.1 Monitoring Problem 

Ypacarai Lake is the largest lake in Paraguay. This lake serves as a source of drinking 
water for neighboring cities, as a tourist attraction mainly in the summer season and 
also as a source of water for farms and crops in the surrounding area. Because of this, 
the contamination of the lake represents a major problem for society and for nature. 
The lake has two main inflows, the Pirayú stream and the Yukyry stream, and only 
one outflow, the Salado river, Fig. 2. The Pirayú stream is located towards the south of 
the lake, while the Yukury stream is located in the northwest of the lake. Other minor 
streams are found to the east and west of the lake shore. In addition to the lake, these 
streams are also often polluted [ 19]. Governmental and non-governmental entities 
conduct monitoring using the traditional monitoring method on a regular basis in 
order to control the pollution levels of the lake [ 9, 10]. Performing monitoring with 
ASVs will make the process more efficient and faster. As sampling with the traditional 
monitoring method is done at the shore of the lake, monitoring with ASVs will make 
it possible to detect areas of high contamination in any part of the lake, whether at 
the shore or in the middle of the lake. 

In the monitoring system with ASVs, the water parameters are measured through 
water quality sensors S that are on board of the ASVs. With these measurements, the 

Fig. 2 Inflows and outflow 
of the Ypacarai Lake [ 19]
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water quality model of the water body can be obtained. The function f (x) represents 
the real function of the water quality model, where x is the position (x, y) in the water 
resource. The water samples are taken in an environment in a sub-space of the Rn 

space. Each ASV takes n measurements. In the vector s = {sk | k = 1, 2,  . . .  ,  n} 
are stored the water samples taken by the sensors, the variable k is the number 
of measures taken. The positions where the samples were taken are stored in q = 
{qk | k = 1, 2, .  .  .  ,  n}. The vector D = {(qk, sk) | k = 1, 2, .  .  .  ,  N } represents 
the data acquired by the fleet of ASVs. The input of the vector D represents the 
position qk of the ASVs, and the output of the vector represents the sensor data sk . 
Each Dk : 

sk = f (qk) (1) 

The relationship between water quality parameters y and location x in the Ypacarai 
Lake domain can be estimated by applying the regression model given by Eq. 2. Given  
enough data D, a real function f (x) can be calculated. 

y ≈ f (x) (2) 

3.2 Assumptions 

In order to implement the proposed monitoring system, some assumptions are taken 
into account: 

• Ypacarai Lake: The monitoring space model is constructed of m × n squares of 
side d in a matrix N . Each element Ni, j has a value that represents the current state 
of the grids, 0 (white) indicates forbidden zone, land, among others, and 1 (black) 
indicates the zone where the ASVs can travel. Figure 3 shows the occupation grid 
of Ypacarai Lake. For simulations, the distribution map was scaled, each element 
Ni j  is 100 m × 100 m. 

• Coordinator: A centralized system is used for control and communication 
between the ASVs. To this end, the ASV fleet is connected to a global coordi-
nator via the cloud, using 4G or 5G technology. To avoid jams and bumps, a safety 
zone is considered on the lake shore, so ASVs are not allowed to travel too close 
to the lake shores. 

• Sensors: The measurements made by the sensors are error-free. In addition, the 
position estimated by the GPS of the ASVs is free of noise. 

• Navigation: The movements of the ASVs are flawless. Because of this, the tra-
jectories of the ASVs are completely accurate. Obstacles and collisions are not 
considered. The speed limit for the ASVs is 2 m/s. 

• Vehicle autonomy: Battery consumption is acceptable for the duration of the tests. 
The ASVs can reach a maximum distance of about 15,000 m.
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Fig. 3 Model of the 
occupancy grid of the 
Ypacarai Lake 

4 PSO-Based Path Planning Algorithms 

This section presents the informative path planners considered for the proposed 
comparison. 

4.1 Classic Particle Swarm Optimization (PSO) 

The PSO algorithm was developed by the authors in [ 15] using the social behavior 
of birds flocking as inspiration. PSO is a heuristic optimization algorithm in which 
each individual (particle) is a potential solution of the optimization problem. The 
particle has a position, which represents a possible solution, and a velocity, which 
determines the distance and direction each particle must travel. The velocity of the 
particle is updated according to the best position found by each particle (local best) 
and the best position found by all the particles in the swarm (global best) during the 
search process. The position of the particle is updated according the velocity. The 
velocity vt+1 

p and the position xt+1 
p of the pth particle at time step t , t represents 

discrete time steps, are described as follows: 

vt+1 
p = wvt p + c1r t 1

[
pbestt p − xt p

] + c2r t 2
[
gbestt − xt p

]
(3a) 

xt+1 
p = xt p + vt+1 

p (3b) 

where w represents the inertia weighting, pbestt p is the local best of the particle and 
gbestt is the global best of the swarm. These two terms refer to the exploitation and 
exploration of the search space respectively. The constants c1 and c2 are acceleration 
coefficients that describe the relative relevance of the local best and global best. r1 and 
r2 are random numbers in the interval [0, 1]. Notice that in the proposed monitoring 
system each particle will represent an ASV. Thus, the movements of the ASV will
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be influenced by the maximum level of contamination sensed by an ASV of the fleet 
gbestt and its local maximum level, that is, the maximum contamination level sensed 
by an ASV so far pbestt p. 

4.2 Enhanced GP-Based PSO 

This subsection is divided into four parts. The first part explains the surrogate model 
that is used to guide the vehicles to the positions of maximum uncertainty and zones 
of maximum contamination level of the water resource. The second part explains 
how the path planner itself works. In the third part, the BO, which is the technique 
selected for the optimization of the hyper-parameters, is described. Finally, the four 
variants of the Enhanced GP-based PSO that are also compared with the other path 
planners are described. 

4.2.1 Gaussian Process Regression (GPR) 

GP are Bayesian inference-based probabilistic machine learning models [ 27]. The 
input is constructed as a multivariate normal distribution. Each data of the input 
represents a random variable. The GP is completely defined by its mean function 
and covariance (or kernel) function [ 27]. However, the mean function is usually 
considered to be zero. Therefore, the component that defines the behavior of the GP 
is the kernel function. In the path planner to be analyzed, the kernel function plays 
the role of specifying the expected variability, smoothness and shape of the water 
quality parameters to be monitored. Taking into account the results of [ 25], the kernel 
function used for the experiments is the Radial Basis Function (RBF), because it is 
the most suitable for water resources. 

The input data D is marginalized and conditioned to update the GPR [ 36]. For 
the computation of the unknown response (μ(x∗), σ (x∗)) of the  GPR (  f̂ (x)∗), the 
following set of Eq. 4 is used: 

μ f̂ (xi )∗|D = K T ∗ K 
−1 f (x) (4a) 

σ f̂ (xi )∗|D = K∗∗ − K T ∗ K 
−1 K∗ (4b) 

where K , K∗∗ and K∗ are extracted from the fitted kernel, which includes covariances 
between known data k(x, x) and unknown data k(x∗, x∗), as well as covariances 
between both the known and unknown data k(x, x∗). 

K =
[
K K∗ 
K T∗ K∗∗

]
=

[
k(x, x) k(x, x∗) 
k(x∗, x) k(x∗, x∗)

]
(5)
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4.2.2 Path Planner 

Aiming to overcome the limitations of the Classic PSO, research in [ 33] developed 
an informative path planner based on PSO and GP (as a surrogate model). The 
two components of the GP are considered in the path planner, the covariance or 
kernel function (σ ) and the mean function (μ). The kernel function is considered 
to guide the ASVs to areas of the water body that have not yet been explored, and 
the mean function is used for the purpose of exploiting areas where water resource 
contamination levels are high. The ASV velocity is updated according to Eq. 6 and 
the position is updated according to Eq. 3b. 

vt+1 
p = wvt p + c1r t 1[pbestt p − xt p] +  c2r t 2[gbestt − xt p] +  c3r t 3[max_unt − xt p] 

+ c4r t 4[max_cont − xt p] 
(6) 

where the coordinate of the maximum value of the uncertainty of the surrogate model 
uncertainty maxσ t at t th iteration is represented by max_unt and the coordinate of 
the maximum value of the mean (or contamination) maxμt of the surrogate model 
at t th iteration is represented by max_con. The constants c3 and c4, as well as  c1 and 
c2, are acceleration coefficients that determine the importance of exploration (uncer-
tainty) and exploitation (mean or contamination). These four acceleration coefficients 
must be tuned after starting the monitoring task. 

The water sample is taken after traveling a distance of l between the current ASV 
position (xt ) and the last position where a sample was taken (xsample). The distance 
l is calculated by applying the Eq. 7: 

l = λ × lt (7) 

where the term λ represents a ratio of the different length scales, and the lt refers 
to the posterior length scale of the surrogate model [ 24]. By applying this condition, 
the ASVs take samples at specific points, increasing the speed of execution of the 
monitoring system. 

Figure 4 shows the flowchart of the path planner based on PSO and GP. At the 
beginning, the coordinates of the maximum uncertainty and maximum contamination 
are equal to 0. As a result, until the first sample is taken, the behavior of the path 
planner is the same as the Classic PSO. A water sample is taken after the ASV travels 
a minimum distance l. With these data, the GP is updated. Then, the coordinates of 
the maximum uncertainty and contamination values are found to update the ASV 
velocity and position.
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Fig. 4 Flowchart of the 
enhanced GP-based PSO 

4.2.3 Hyper-Parameter Optimization 

In order for the navigation system to behave correctly, the acceleration coefficients, 
c1, c2, c3 and c4, must be tuned. Hyper-parameter optimization techniques range from 
meta-heuristic algorithms to neural networks [ 4, 14, 18]. These techniques allow to 
obtain a better performance of the algorithms with reduced human effort [ 12]. The 
selected technique to tune the Enhanced GP-based PSO coefficients is the BO. 

BO is a very successful optimization technique for solving tuning tasks, and it 
may be used in functions that are difficult to calculate, functions with a significant 
difficulty in analyzing their derivatives, and non-convex functions [ 37]. The proce-
dure applies the Bayes theorem, Eq. 8, to integrate previous information about the 
unknown function with data information, G, to obtain the posterior of the function: 

P(F |G) = P(G|F) × P(F) (8)
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where P(F |G) refers to the posterior probability of the model F; given model F , 
P(G|F) represents the likelihood of overserving G; and P(F) refers to the previous 
probability. 

BO optimises a function using a surrogate model that is updated according to the 
information provided by the evaluated points [ 29]. The acquisition function, such as 
Probability of improvement (PI) [ 17], Expected improvement (EI) [ 22], GP upper 
confidence bound (GP-UCB) [ 32], is used to balance exploration and exploitation in 
the selection of the next location to explore. Readers are referred to [ 16, 29, 37] for  
a full examination of BO-based hyper-parameter optimization. The results obtained 
in [ 37] indicate that the PI function is slower than the EI and GP-UCB functions, and 
that GP-UCB is more complicated than EI because in the GP-UCB function hyper-
parameters must be tuned. Because of this, EI has been selected as the acquisition 
function of the BO. 

4.2.4 Variants of the Enhanced GP-Based PSO 

These variants consist of keeping the velocity term and one of the exploration and 
exploitation term from Eq. 3a. The main objective is to evaluate the performance 
of the Enhanced GP-based PSO when only one of these terms is considered. The 
variants are as follows: 

• Local Best: the active term in this algorithm is the local best pbestt p term. As 
a result, the trajectory generated by the algorithm is guided by the best position 
reached so far by the ASV. Since only the local best is considered, this algorithm 
focuses on the exploitation considering the zones where the ASV has already 
traveled. The velocity is updated according to Eq. 9: 

vt+1 
p = wvt p + c1r t 1[pbestt p − xt p] (9) 

• Global Best: in this algorithm the best position of the swarm found so far, the 
global best gbestt , is considered. The ASVs learn from the swarm experience and 
focus on surface exploration. The equation used for updating the velocity of the 
ASVs is shown below: 

vt+1 
p = wvt p + c2r t 2[gbestt − xt p] (10) 

• Uncertainty: unlike the first two variants that consider the experience of the 
ASVs, this algorithm considers the data obtained from the surrogate model. This 
is because the term that remains active is the uncertainty of the model max_un. 
Because of this, the algorithm focuses on the exploration of unexplored areas. The 
velocity of the ASVs are updated according to Eq. 11: 

vt+1 
p = wvt p + c3r t 3[max_unt − xt p] (11)
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• Contamination: as the uncertainty algorithm, this algorithm considers the data 
obtained from the surrogate model, the mean of the model max_con. This allows 
the algorithm to focus on the exploitation of the areas with the highest levels of 
water resource contamination. The velocity of the ASVs is updated according to 
Eq. 12: 

vt+1 
p = wvt p + c4r t 4[max_cont − xt p] (12) 

The position of the ASVs in all variants of the algorithm is updated according to 
Eq. 3b. 

4.3 Enhanced GP-Based PSO Based on Epsilon Greedy 
Method 

The epsilon greedy method allows the PSO-based path planner to have dynamic 
coefficients. With dynamic coefficients, the enhanced GP-based PSO can balance 
exploration and exploitation by randomly choosing between the two. As a result, the 
path planner will be switching between exploration and exploitation phases. 

Algorithm 1 shows the pseudocode of the Epsilon Greedy method. The value of 
the epsilon function has three parts. First, the epsilon function ε has a high value, 
0.95. This means that the probability of exploring unknown areas is 95%. Once an 
ASV reaches a traveled distance dε0, the epsilon greedy moves to the second part. In 
this second part, the value of the epsilon function ε decreases Δε as the ASVs travel 
approximately 1,000 m. When an ASV reaches a traveled distance dε f , the  value of  
the epsilon function ε is fixed at 0.05; this is the third part. In other words, the ASVs 
have a 5% of probability of exploring unknown areas and a 95% of probability of 
exploiting areas with high levels of contamination. After every 1,000 m traveled by 
the ASVs, a random number val is obtained and compared to the epsilon function 
ε. If the random number val is less than the epsilon function ε, the ASV’s focus is 
exploring (Explore) the surface water resource, and if the random number val is 
greater than the epsilon function ε, the ASV’s focus is exploiting (Exploi t) areas 
with high levels of contamination. The behavior of the path planner is the same as 
that the Enhanced GP-based PSO (Sect. 4.2) once the coefficient values are defined. 

In Algorithm 1, the average distance traveled by an ASV, p, between the current 
position and the initial position is represented by the term dist total and the average 
distance traveled by an ASV between the current position and the position where the 
last sample was taken is represented by dist sample. 
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Algorithm 1: Enhanced GP-based PSO based on Epsilon Greedy method 
pseudo-code 

x0 p ← Initialize PSO; // where x0 represents the initial position of 
p 
while not done do 

if dist total ≤ dε0 then 
εt ← 0.95 

else if dist total ≥ dε f then 
εt ← 0.05 

else 
εt ← εt−1 − Δε 

val ← random() if εt then then 
c1, c2, c3, c4 ← Explore 

else 
c1, c2, c3, c4 ← Exploit 

pbest p, gbest ← Evaluate fitness function; 
dist  ← dist total − dist sample ← Calculate distance; 
if dist  ≥ l then 

s ← Collect sensor data; 
σ t , μt ← Update GP; 
maxσ t , maxμt ← Calculate maximum values; 
max_unt , max_cont ← Find coordinates of the maximum values; 

vt+1 
p , xt+1 

p ← Update speed and position of the particles; 

5 Results 

This section presents the obtained simulations results. First, the ground truth function 
used as water quality parameter model is described. Second, the performance metric 
used to compare the algorithms is mentioned. Third, the simulation parameters used 
for the comparison are detailed. Next, the results of the hyper-parametrization carried 
out for the PSO-based algorithms are shown. Finally, the performance comparison 
of the algorithms is presented. 

The path planners were developed in Python and the following libraries were 
used: Scikit-learn 2 (accessed on 5 May 2022), DEAP 3 (accessed on 5 May 2022) 
and Bayesian Optimization 4 (accessed on 5 May 2022).

2 https://scikit-learn.org/stable/. 
3 https://deap.readthedocs.io/en/master/. 
4 https://github.com/fmfn/BayesianOptimization. 
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5.1 Ground Truth 

As ground truth a scaled model of the Ypacarai Lake is used, each element has a 
dimension of 100 m x 100 m. A benchmark function, the Shekel function (Eq. 13), is 
used as a distribution map of water quality parameters. This function is used because 
it is a multidimensional, multimodal, deterministic, and continuous function [ 24]. 

fShekel(x) = 
M∑

i=1 

1 

ci + ∑N 
j=1(x j − ai j  )2 

(13) 

The function allows specifying multiple maximum points by means of two argu-
ments, ai j  and ci j  . The element ai j  belongs to the matrix A. This matrix has a size of 
M × N , M corresponds to the number of maximum points and N to the dimensions 
of the space. The matrix C , whose elements are ci j  and whose size is M × 1, defines 
the inverse significance value of the maximum positions. Ten different ground truths 
are used to analyze the behavior of path planners. Since the objective is to detect 
several contamination peaks, the value of M varies between 2 and 4. These peaks are 
located near the flow inlets of Ypacarai Lake, the location and number of peaks are 
randomly selected. The value of N is fixed at 2. The values of the elements of c are 
random numbers. Figure 5 shows an example of ground truth used in the simulations. 
It is possible that the peaks are located in prohibited areas. 

5.2 Performance Metric 

The mean squared error (MSE) is used as a comparison metric to evaluate the perfor-
mance of the path planners for two of the situations presented in this work, the main 
objective being the detection of several peaks of water resource contamination, and 

Fig. 5 Example of one of 
the ten ground truth obtained 
with the Shekel function 
used for the simulations of 
the monitoring system in 
Ypacarai Lake
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for obtaining the most accurate model of the water quality of the water resource. The 
MSE is often used to evaluate regression models. This is the reason for the selection 
of this metric as an evaluation method. The Eq. 14 represents the MSE between the 
real model or ground truth ( f (x)) and the estimated model or the resulting prediction 
(y) of the surrogate model to compare the peaks of water resource contamination. 

MSEpeaks( f (x), y) = 1 

n peaks_points 

n peaks_ points−1∑

k=0 

( f (xk) − yk)2 (14) 

The main objective is to detect the points of maximum contamination of the water 
body. Therefore, the MSE between the contamination peaks of the real model or 
ground truth and the contamination peaks of the estimated model is calculated. As a 
result, the path planner with the best MSE (low MSE) is considered the optimal path. 
Then, to obtain the most accurate model of the water quality of the water resources, 
the MSE between all the coordinates of the actual model and the estimated model is 
calculated. The Eq. 16 represents the MSE between the real model or ground truth 
( f (x)) and the estimated model or the resulting prediction (y) of the surrogate model 
to compare the water quality model of the lake. 

MSEmap( f (x), y) = 1 

nmap_points 

nmap_ points−1∑

k=0 

( f (xk) − yk)2 (15) 

Another situation is to detect the highest peak pollution of the water resource. To 
evaluate the performance of the path planners, the error between maximum ground 
truth peak pollution and the maximum pollution peak of the estimated model is 
calculated. The Eq. 16 represents the error between the real model or ground truth 
( f (x)) and the estimated model or the resulting prediction (y) of the surrogate model 
to compare the highest contamination peak of the water resource. 

Errorhighest_peak( f (x), y) = |  f (xhighest_ peak ) − yhighest_ peak | (16) 

5.3 Setting Simulation Parameters 

This subsection presents the general settings of the simulations. In addition, the 
results of the hyper-parametrization carried out for the PSO-based algorithms are 
shown. 

5.3.1 Global Simulation Parameters 

The mission will be carried out using four ASVs. Each ASV covers around 15,000 m 
and travels at a top speed of 2 m per second. The inertia is set to a value of one. In
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order for the length scale to provide the necessary smoothness, the value should be 
set to 10% of the length of the search space [ 25]. Therefore, the value of the length 
scale is set to 10. The value of λ is set on 0.3. With this value, the ASVs take around 
120 samples. The stopping criteria of the path planners is the distance traveled by 
the ASVs, when an ASV has traveled 15,000 m, the simulation ends. 

5.3.2 Results of Hyper-Parametrization of Enhanced GP-Based PSO 

In this work, two cases of the Enhanced GP-based PSO have been considered, [ 34, 
35]. The difference between these cases is the main objective of the monitoring task. 
Because of this, the combination of the coefficient values are different in both cases. 
The hyper-parametrization of each case is presented below. 

Enhanced GP-Based PSO (Exploration) 

For the hyper-parametrization presented in [ 34], the main idea was to obtain the 
most accurate water quality model. As a consequences, the algorithm focus on the 
exploration of the water resources surface. Two cases were considered for the hyper-
parametrization. In the first case, 200 ground truth were evaluated for the BO. In 
the second case, the number of ground truth evaluated was 300. For both cases BO 
will be used for hyper-parameter optimization, with the selected acquisition function 
being EI. The kernel function used for hyper-parameter optimization was the default 
function of the Bayesian-Optimization library, Matérn, with parameter values equal 
to nu = 2.5 and l = 1.0. The number of BO iterations was set to 20, and 10 random 
starting points were considered. 

The range of the PSO hyper-parameters (coefficient acceleration of the local best, 
c1; coefficient acceleration of the global best, c2; coefficient acceleration of the max-
imum uncertainty, c3; and coefficient acceleration of the maximum contamination, 
c4) is determined according to [ 28, 31], Table 1. Table 2 shows the results obtained 
in each case of hyper-parameter optimization for the exploration approach. 

The comparison between the MSE results obtained from the monitoring system 
performance of each case is shown in Table 3. The MSE values are very similar, the 
difference is 0.003. This is because the values of the coefficients obtained in both 
optimization cases do not differ much, with c3 being the dominant coefficient, and 
c2 and c4 being 0 or practically 0. In other words, the monitoring system is driven 
by the maximum uncertainty of the model and by the best local of each particle. The 

Table 1 Range for 
hyper-parameter optimization 

Hyper-parameter Range 

c1 [0, 4] 

c2 [0, 4] 

c3 [0, 4] 

c4 [0, 4]
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Table 2 Hyper-parameter values in each case of the BO for the enhanced GP-based PSO (Explo-
ration) 

Hyper-parameter Case 1 Case 2 

200 ground truth 300 ground truth 

c1 2.0187 3.0970 

c2 0 0.0125 

c3 3.2697 3.5863 

c4 0 0.0382 

Table 3 Comparison of the 
MSE of the BO cases for the 
enhanced GP-based PSO 
(exploration) 

Case MSE 

1 0.02650 ± 0.02727 
2 0.02916 ± 0.02952 

values of the coefficients for comparison with the other methods will be the values 
of Case 1, since it has the best MSE. 

Enhanced GP-Based PSO (Exploitation) 

Unlike the work presented in [ 34], the hyper-parameterization objective presented 
in [ 35] was to find the highest contamination peak. Because of this, the focus of the 
algorithm was to exploit the areas of high contamination level. The cases considered 
in this work were the same as the cases presented in Sect. 5.3.2. Since the objective 
of this work was to obtain the highest contamination peak, the comparison metric 
used was the error committed between the actual value of the peak and the estimated 
value of that peak. In the first case, the mean of the error of 200 ground truth was 
considered for the BO, and for the second case, 300 ground truth was considered. 
The configurations of the acquisition function, the kernel function and the BO used 
were also the same as the configurations presented in Sect. 5.3.2. Also, the ranges of 
the coefficients used for the hyper-parametrization are the same as those presented 
in the Table 1. Table 4 shows the results obtained in each case of hyper-parameter 
optimization for the exploitation approach. 

The comparison of the errors made between the actual value of the peak and the 
value estimated by the algorithm are presented in Table 5. The difference between 
the error values is less that 0.003. The main difference between the two cases is the 
values of the local and global best coefficients. While in case 1, the value of local 
best is low and global best is high, in case 2 local best has a higher value than global 
best. This means that in case 2, the exploitation of the area is more intensive since 
the local best and maximum contamination terms allow the algorithm to perform the 
exploitation.
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Table 4 Hyper-parameter 
values in each case of the BO 
for the Enhanced GP-based 
PSO (exploitation) 

Hyper-parameter Case 1 Case 2 

200 ground truth 300 ground truth 

c1 0.5683 3.6845 

c2 3.4160 1.5614 

c3 0 0 

c4 3.1262 3.6703 

Table 5 Comparison of the 
MSE of the BO cases for the 
enhanced GP-based PSO 
(exploitation) 

Case Error 

1 0.00818 ± 0.03139 
2 0.00540 ± 0.01399 

5.3.3 Setting Epsilon Greedy Method 

Before making the comparison between the algorithms, four cases of the epsilon 
greedy method have been compared. In two cases, the values of the coefficients 
for the exploration stage are: Explore: c1explore = 1, c2explore = 4, c3explore = 4, 
c4explore = 1; and for exploitation stage are: Exploi t : c1exploi t = 4, c2exploi t = 1, 
c3exploi t = 1, c4exploi t = 4. The values of the coefficients are determined according 
to the range given in [ 28, 31]. For the other two cases, the values for the exploration 
are the values obtained from the BO in the paper [ 34]: Explore: c1explore = 2.0187, 
c2explore = 0, c3explore = 3.2697, c4explore = 0, and for the exploitation stage, the 
values are the values obtained from the BO in the paper [ 35]: Exploi t : c1exploi t = 
3.6845, c2exploi t = 1.5614, c3exploi t = 0, c4exploi t = 3.1262. The values for the cases 
are shown in Table 6. 

Since the vehicles travel approximately 15,000 m each, for the cases 1 and 3, the 
values of dε0 and dε f were set by dividing the total distance into three equal parts, 
5,000 and 10,000 m respectively. For the second part of the algorithm, the value of 
ε decreases by 0.18 every 1,000 m traveled. For the cases 2 and 4, the distance was 
increased for the second part, the values of dε0 and dε f are 3,000 and 12,000 m, 
respectively, and the value of ε decreases by 0.116 every 1,000 m traveled. 

In addition to detecting all contamination peaks of the Ypacarai Lake (multi-modal 
problem), two other situations were considered: detecting the highest contamination 
peak (uni-modal problem), and creating the most accurate model of the lake. The 
MSE values for all cases and situations are shown in Table 7. For the uni-modal 
problem, the error between the actual value and the estimated value of the peak was 
calculate. 

The case with the best MSE for detecting all the peaks in the lake map was obtained 
with case 1, where the values of the coefficients were 1 and 4. However, case 3 also
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Table 6 Parameter and hyper-parameter values in each case of the Epsilon Greedy method 

Parameter/hyper-parameter Case 1 Case 2 Case 3 Case 4 

dε0 (m) 5,000 3,000 5,000 3,000 

dε f (m) 10,000 12,000 10,000 12,000

Δε 0.18 0.116 0.18 0.116 

c1explore 1 1 2.0187 2.0187 

c2explore 4 4 0 0 

c3explore 4 4 3.2697 3.2697 

c4explore 1 1 0 0 

c1exploi t 4 4 3.6845 3.6845 

c2exploi t 1 1 1.5614 1.5614 

c3exploi t 1 1 0 0 

c4exploi t 4 4 3.1262 3.1262 

Table 7 Comparison of the MSE and error of the Epsilon Greedy cases 

Case MSE (several 
contamination peaks) 

Error (a contamination 
peak) 

MSE (model of the 
lake) 

1 1.62302 ± 4.32203 1.18271 ± 3.48666 0.07334 ± 0.12163 
2 1.71359 ± 4.56390 1.27596 ± 3.63597 0.07645 ± 0.13131 
3 1.62643 ± 3.64945 0.00984 ± 0.03666 0.07018 ± 0.10068 
4 1.65896 ± 4.30441 0.33264 ± 1.67548 0.07327 ± 0.12753 

obtained a good MSE, with a difference of about 0.004 with respect to case 1, and it 
also has the smallest range of variability. As for the situation where there is only one 
contamination peak, the best MSE is in case 3. Likewise, when the objective is to 
obtain the most accurate model of the lake, case 3 has the best MSE. Therefore, the 
coefficient values of case 3 are selected for comparison with the other algorithms. 

5.4 Performance Comparison 

After selecting the best configuration of PSO-based algorithms, comparisons are 
made with the other algorithms. The values selected for the Epsilon Greedy method 
are the values of case 3. These results are compared with the Classical PSO, 
the Enhanced GP-based PSO using the values obtained from the [ 34, 35] papers 
(described in previous subsections), and with the four variants of the Enhanced GP-
based PSO. The Tables 8 and 9 show the values of the coefficients for each algorithm 
[ 8, 38] were considered to determine the coefficient values for the Classic PSO. Since 
the objective is to observe the influence of the terms, for the Local Best, Global Best,



Monitoring Peak Pollution Points of Water Resources … 113

Table 8 Acceleration coefficients values 
Hyper-
parameter 

Local best 
algorithm 

Global best 
algorithm 

Uncertainty 
algorithm 

Contamination 
algorithm 

Classic PSO Enhanced 
GP-based 
PSO 
(exploration) 

Enhanced 
GP-based 
PSO 
(exploration) 

c1 3 0 0 0 2 2.0187 3.6845 

c2 0 3 0 0 2 0 1.5614 

c3 0 0 3 0 0 3.2697 0 

c4 0 0 0 3 0 0 3.1262 

Table 9 Acceleration 
coefficients values for the 
Epsilon Greedy method 

Hyper-parameter Value 

c1explore 2.0187 

c2explore 0 

c3explore 3.2697 

c4explore 0 

c1exploi t 3.6845 

c2exploi t 1.5614 

c3exploi t 0 

c4exploi t 3.1262 

Uncertainty and Contamination algorithms was decided not to set the maximum 
value of the range. 

For the experiments, the following considerations were taken into account: (a) 
each vehicle starts from a different starting point than the others, however, in all 
simulations, each vehicle starts from the same initial position; (b) the error and MSE 
calculations are performed considering 10 different scenarios; (c) the water sample 
is taken after the vehicles have traveled a distance l (Eq. 7); and (d) the simulation 
ends when one of the vehicles travels 15,000 m. 

The best performing algorithm for detecting contamination peaks is the Enhanced 
GP-based PSO based on Epsilon Greedy method, where the values of the coefficients 
are set to the values obtained in [ 34] for the exploration stage and [ 35] for  the  
exploitation stage. This can be verified by the results shown in the MSE (Several 
Contamination Peaks) column of the Table 10. As in Sect. 5.3.3, two more situations 
were considered, to detect the highest peak of contamination and to generate the 
most accurate estimated model of lake water quality. As expected, the algorithm that 
best detects the highest peak is the Enhanced GP-based PSO (Exploitation). By a 
small difference, the second with the smallest error is the Contamination algorithm. 
With respect to the generation of the most reliable water quality model, the one that 
obtained the best result is the Enhanced GP-based PSO based on the Epsilon Greedy 
method, and in second place, the Enhanced GP-based PSO (Exploration). These 
results demonstrate that the changes of approach, exploration and then exploitation,
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Table 10 Comparison of the MSE and the error of the eight algorithms 

Algorithm MSE (Several Error (A MSE (Model of the 

Contamination Peaks) Contamination Peak) Lake) 

Local Best 2.68687 ± 7.34544 0.89471 ± 3.19382 0.27867 ± 0.60573 
Global Best 2.69164 ± 7.43596 2.36964 ± 4.20148 0.17335 ± 0.31163 
Uncertainty 2.45316 ± 4.39283 2.11673 ± 3.61938 0.13680 ± 0.22764 
Contamination 4.04210 ± 8.18967 0.00224 ± 0.01044 0.29742 ± 0.59782 
Classic PSO 2.69269 ± 7.16223 1.73219 ± 4.00487 0.16819 ± 0.29399 
Enhanced GP-based 
PSO (Exploration) 

1.94280 ± 4.66284 1.62445 ± 3.92491 0.07465 ± 0.12707 

Enhanced GP-based 
PSO (Exploitation) 

3.80756 ± 6.56296 0.00164 ± 0.00494 0.21760 ± 0.42043 

Epsilon Greedy 
Method 

1.62643 ± 3.64945 0.00984 ± 0.03666 0.07018 ± 0.10068 

during the experiment is the best line to solve multi-modal problems, which is the 
case of detecting the various peaks of contamination of the water resource. 

The comparison between the eight algorithms at different distances traveled is 
shown inFig.  6. To improve the visualization of the mean MSE and its 95% confidence 
interval at the end of the episode, Fig. 6b is shown, which is a zoom of Fig. 6a at the  
end of the episode (15,000 m traveled). Throughout the episode, the three algorithms 
with the highest mean of MSE are the Local Best algorithm, the Contamination 
algorithm, and the Enhanced GP-based PSO (exploitation). This is because these 
three algorithms focus on exploiting the highest peak, so by not exploring the surface, 
they are not able to detect all the contamination peaks. 

Figure 7 shows the results obtained in the experiments of the different algorithms 
in one of the scenarios. In the map at the top, the movement made by the vehicles 
and the uncertainty in the exploration of the lake are shown. The movement of each 
ASV is represented by a line of a different color from the others. The map at the 
bottom shows the estimated model of the water quality parameters. 

Figure 7a shows the results obtained with the Local Best algorithm. Since in this 
algorithm only the term corresponding to the best position of the ASV is kept active, 
the ASV focuses on exploiting the area where the samples it has taken have a high 
level of contamination. The disadvantage of this algorithm is that the ASVs do not 
explore, so if two ASVs are near a peak and both are far from a second peak, the 
two ASVs would go to the peak that is closer, because the water samples would 
have a higher value near that peak and they would not notice a second peak that is 
far away. As a result, the ASVs get stuck in a one of the optimum. In Fig. 7b, the 
ASVs movements are guided by the best position of the swarm. Because of this, all 
ASVs go to the same zone or peak, so they do not explore the other areas with high 
contamination level. The vehicle movements in Fig. 7c are guided by the maximum 
uncertainty term of the surrogate model. This allows the ASVs to explore the entire 
surface of the lake, being able to go to areas where contamination is high. However,
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they do not stop in those areas to exploit pollution peaks. In Fig. 7d, the term that 
remains active is the maximum contamination term. This allows the ASVs to exploit 
the zone with the highest level of contamination. However, because the ASVs do not 
explore the surface lake, the estimated model is not accurate, so the algorithm could 
have a false global maximum. In other words, the pollution maximum estimated by 
the algorithm is a local maximum and not a global maximum, as shown in Fig. 7d. 
If the estimated model is compared with the ground truth (Fig. 5), it will be seen 
that the global maximum of the ground truth is in the northwest of the lake but the 
algorithm detects that the maximum is in the west of the lake. This is because the 
ASVs were not able to explore the surface and there is not enough data to obtain 
a good estimation of the water quality model. The movement of the ASVs with 
the Classic PSO is shown in Fig. 7e. The ASVs learn from their own experience and 
from the swarm, in other words, they consider the positions they have passed through 
and do not consider the data of the surrogate model. Because of this, after having 
explored and found a peak, they focus on exploiting that peak and get stuck in that 
area. This result can be expected since classical PSO algorithm is not intended for 
multi-modal problems. For the Enhanced GP-based PSO, two cases are considered: 
one using the coefficient values obtained in [ 34] (Fig. 7f), where the objective was 
to obtain the most accurate model of the lake water quality, and the second case is 
using the coefficient values obtained in [ 35] (Fig. 7g), where the goal was to detect 
the highest pollution peak. Because in Fig. 7f, the coefficients of the global best and 
maximum contamination are 0, the movement of the ASVs is guided by the local 
best and maximum uncertainty terms. This combination allows the exploration of 
the lake surface because it uses the uncertainty of the surrogate model, as well as 
the exploitation of the zones through which the ASVs are passing, since it considers 
the best position of the ASVs. The local best term acts as gradient for the ASV 
movements. In contrast, in Fig. 7g, the movement of the ASVs is mainly guided by 
the terms of local best and maximum contamination, the best global also has a small 
influence on the movements of the ASVs. Because of this, the ASVs try to reach 
the area where the maximum pollution peak is located and while heading to that 
area, they exploit the zones they pass through. However, the same case as for the 
Contamination algorithm can be seen with this combination of coefficient values. 
Since there is not enough data to estimate a good model, the ASVs go to one of 
the local peaks and get stuck in that area. Figure 7h represents the results obtained 
by applying the Epsilon Greedy method with the values of case 3 (Sect. 5.3.3). At 
the beginning, the exploration probability is high, so they explore more lake surface 
while exploiting the areas they are passing through, this is due to the combination 
of coefficient values. As the ASVs increase the distance traveled, the exploration 
probability decreases and they focus more on exploiting the areas with high levels of 
contamination. Because the algorithm focuses more on exploration at the beginning, 
the surrogate model was able to generate an accurate model, so when the probability 
of exploitation is higher, the ASVs target the true global maximum. 

Figure 8 shows the movement of the vehicles, with the Epsilon Greedy method, 
during different distances traveled, as well as the evolution of the uncertainty data 
and the model estimated by the surrogate model. The initial points of the ASVs
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(a) Local Best algorithm (b) Global Best algorithm 

(c) Uncertainty algorithm (d) Contamination algorithm 

Fig. 7 Representation of the Ypacarai Lake monitoring system. The ASV trajectories and model 
uncertainty are represented in the top graphs (black and white map with coloured line traces), while 
the surrogate model mean is represented in the bottom graph (coloured map)
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(e) Classic PSO (f) Enhanced GP-based PSO (Explo-
ration) 

(g) Enhanced GP-based PSO (Exploita-
tion) (h) Epsilon Greedy method 

Fig. 7 (continued)
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are represented by a black circle, and the end point at that instant is represented 
by a red square. Figure 8a represents the movement of the vehicles after 1,000 m 
traveled. The figure above shows how the uncertainty is high in the middle of the 
lake and the generated model estimates low values compared to the real lake model. 
As the vehicles move around, the uncertainty decreases and the areas of highest 
contamination are being better detected in the generated model as shown in Fig. 8b 
with 3,750 m traveled. In Fig. 8c, the vehicles have traveled 7,500 m, half of the 
episode. At that instant, the uncertainty is high in only a few sectors of the map and, 
with the samples taken by the vehicles, it is now possible to define the areas where 
pollution is high. Finally, Fig. 8d shows the end of the episode, where most of the 
lake was already explored and the contamination zones could be fully detected. 

6 Discussion of the Results 

The main findings of this work are discussed below: 

• The Local Best algorithm focuses on exploiting the areas through which the ASVs 
pass. Because of this, if the ASVs detect a peak, they get stuck on that peak because 
they have no way to escape from that zone. With this algorithm, each ASVs can 
exploit different areas as in Fig. 7a. 

• Unlike the Local Best algorithm, in the Global Best algorithm most of the surface 
can be explored. However, as all ASVs are guided by a single best position, the 
fleet targets the same peak and is not able to exploit different areas. 

• The Uncertainty algorithm has the advantage that ASVs are able to explore the 
surface of the water resource and target unexplored areas. However, they cannot 
exploit areas with high levels of contamination like the Contamination algorithm. 

• The advantage of the Contamination algorithm is the ability to exploit the area 
with the highest contamination peak, but the algorithm is not able to exploit local 
peaks or explore the surface. 

• The Enhanced GP-based PSO with the coefficient values obtained in [ 34] is able  
to obtain an accurate water quality model of the water resource. This algorithm 
combines exploration of unexplored areas and exploitation of the areas through 
which the ASVs pass. Nonetheless, for solving multi-modal problems in the mon-
itoring system, this algorithm obtained the second best performance, so it needs 
some adjustments to improve its performance. 

• The Enhanced GP-based PSO with the values of the coefficients obtained in [ 35] 
has the best performance for detecting the highest contamination peak. Neverthe-
less, when there is more than one peak, the algorithm is not able to find all the 
peaks because it does not scan the surface and may get stuck on a local peak. 

• The algorithm that has the best performance in detecting water resource contami-
nation peaks is the Enhanced GP-based PSO based on the Epsilon Greedy method. 
This is due to the ability of the algorithm to switch approaches during the episode, 
between exploration and exploitation, having a high probability of exploration at
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(a) Distance traveled: 1,000 meters (b) Distance traveled: 3,750 meters 

(c) Distance traveled: 7,500 meters (d) Distance traveled: 15,000 meters 

Fig. 8 Representation of the Ypacarai Lake monitoring system in different distances traveled. The 
black dots represent the initial position of the ASV, while the red square represents the final position 
of the ASV at that instant
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the beginning and a high probability of exploitation at the end. This allows the 
algorithm to generate an accurate model of the lake, and then, with a good model 
estimated, to exploit the areas where there are high levels of contamination. 

• It is clear that further research is required to determine the optimal dynamic of the 
Enhanced GP-based PSO algorithms. 

7 Conclusions 

This work consisted of the simulation and comparison of different path planners based 
on PSO whose main objective was to detect the different peaks of contamination 
of a water resource. In addition to detecting the contamination zones, two other 
situations were analyzed, the performance of the path planners to detect the highest 
peak of contamination and the ability to generate a water quality model of the water 
resource as similar as possible to the real model or ground truth. The algorithms that 
were considered for comparison are: the Classic PSO; the Enhanced GP-based PSO 
with two different combinations of coefficients, one of them is the one obtained in 
[ 34], which focuses on exploring the surface of the water resource and obtaining 
an accurate model of it, and the other combination is the one obtained in [ 35], 
which focuses on exploiting the area with the highest contamination of the water 
resource; the Enhanced GP-based PSO based on the Epsilon Greedy method, this 
method allows having dynamic coefficients during the episode, due to this, the path 
planner can change its focus during the monitoring; and four variants of the Enhanced 
GP-based PSO, where in each variant the velocity term and one of the exploration 
(c2 and c3) or exploitation (c1 and c4) terms were left active with the objective of 
observing the influence of these terms in the monitoring of the zones with a high 
level of contamination. The results showed that the path planner that has the best 
performance to detect the different contamination zones and obtain the most accurate 
model of the water quality of the water resource is the Enhanced GP-based PSO based 
on the Epsilon Greedy method using the values of the coefficients obtained in [ 34, 
35]. The algorithm that has the best performance in finding the highest pollution 
peak is the Enhanced GP-based PSO with the data obtained in [ 35]. These results 
show that in order to solve multi-modal problems, such as detecting the different 
pollution peaks, the focus of the algorithm must change during the search process. 
From this, it is proposed as a future direction of research, the development of a 
multi-modal informative path planning based on PSO for monitoring tasks, where 
the focus of the algorithm will be in setting the appropriated values of the PSO 
coefficient according to the mission to be carried out. This is different from what 
is considered in the Epsilon-greedy algorithm that switch between exploration and 
exploitation randomly. 
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Robot-Based Medicine. Robots 
in Medicine: Mobile Robots Versus 
Mobile Decision, Necessity Versus 
Possibility and Future Challenges 

Zbigniew Nawrat and Dariusz Krawczyk 

Abstract Medicine as a process and practice, i.e., the medical technology of the 
future, will be based on robotics. Our cooperation with robots, both as service 
providers and recipients of medical services, will require appropriate behaviour and 
education from us, including modification of applicable laws and ethics, also. Engi-
neers are facing challenges to make robots cheaper, easier to use and safe. The robot 
allows us to multiply the work. Telecommunications robots and technology allow us 
to transfer our competences and possibilities of action to where they are most impor-
tant at the moment–despite the distance from the patient. So we can contrast with 
robot mobility–information mobility. Do we already have Robot-Based Medicine 
today? And do we have any other solution to the problems of humanity and the 
health service? This chapter reviews issues related to the use of robots in medicine; 
from technical to ethical. The significant use of robotic mobility in medicine was 
pointed out. Mobility of robots has different meanings in various fields of medicine 
and different methods of successfully using robots there are being developed. Robots 
were created on Earth, by man, in the image of man and for man. This is the next 
stage in the history of tools and … human evolution. 
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List of Notations and Abbreviations 

AMRs Autonomous mobile robots 
AI Artificial intelligence 
ML Machine Learning 
MIS Minimally Invasive Surgery 
DOF Degrees of Freedom 
FRK Fundacja Rozwoju Kardiochirurgii im. prof. Zbigniewa Religi (Foundation 

of Cardiac Surgery Development) 

1 Introduction 

Medicine is a contact between a person who has knowledge, tools and medicines 
with a person who requires help. This is how it is today. In terms of consulting and 
partly diagnosis, this help can already be performed remotely, using intermediary 
devices. However, when life is in danger, we send an ambulance to the patient, with 
appropriate technical equipment and a trained rescue team. Often the patient has to 
be transported to a competence center, where the operation is performed and the 
specialist treatment process is continued. This mobility of the medical team (and the 
patient) is an essential element in the process of providing assistance and treatment. 

After the successes of telemedicine, which proved to be indispensable during 
the last pandemic and during the war in Ukraine, the time has come for the faster 
development of medical robots. Telemedicine is sending information remotely, if we 
want to be able to act remotely–we need robots. 

It is thanks to the implementation of serial production technology, automation and 
robotization that the present high level of quality of human life is possible. Medicine 
struggling with staff problems, growing social expectations and costs exceeding 
economic possibilities–needs robotization. Just like the introduced machines, auto-
matic machines and robots transformed manufactories into industrial plants, influ-
encing politics and social relations at the turn of the nineteenth and twentieth 
centuries. Now there is a change in the form of medical services. 

The author’s conviction about the importance of robots for the good of humans 
has been shaped by years of work in the team of an outstanding, innovative cardiac 
surgeon–prof. Zbigniew Religa. The author participated in the development and 
implementation of a mechanical heart support system and conducted work on the 
Robin Heart surgical robot (Fig. 1). Thousands of patients around the world who live 
thanks to artificial organs (artificial heart, dialysis, AI diabetes surveillance systems, 
etc.), rehabilitated and move around thanks to robots (e.g., skeletons), 1.5 million 
operations a year performed with the help of robots–it is hard to find more convincing 
evidence that today robots save lives, care for its quality and change the standards of 
work performance.
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Fig. 1 Polish Medical Robots: Robin Heart family: Robin Heart Pelikan (portable), Robin Heart 
Port VisionAble (portable), TeleRobinHeart and RobinHeart mc2 

The chapter attempts to answer the following questions: when, where and why 
to send information over a distance, and when real physical objects should arrive by 
land, water or air; when, where and why to use remotely controlled robots (telema-
nipulators) or automatic or autonomous robots; what are the scientific and technical, 
legal or ethical problems to be solved depending on the adopted method of transport 
or control. Mobile robots are an important part of medical robotics, necessary to raise 
standards and efficiency of medical service. 

A selection of medical robots that perform a variety of tasks is presented and the 
opportunities and risks, and limitations specific to medical applications that should be 
considered when designing the robots, are analyzed. And we will focus on selecting 
the type of robot control depending on the purpose of the medical application. Impor-
tantly, for the design of mobile robots, we consider all potential architectural, service 
and application issues specific to medical processes. 

This chapter is an attempt at presentation of the directory of problems dedi-
cated to choosing the method of providing services using mobile robots; risk–benefit 
analysis by comparing of mobile robots versus telemedicine methods (“mobile deci-
sion”), mobile versus stationary, remote diagnostics, therapy, rehabilitation or rescue 
operation robots.
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2 Work and Medicine 

A doctor is concerned with health (now and after, maintaining or restoring, fore-
casting and preventing) by examining, diagnosing and treating (diseases, injuries, 
and other physical and mental conditions). 

A person can perform medical services in the form of intellectual and phys-
ical work. He is equipped with tools, used various physical, chemical, biological 
phenomena and knowledge. However, the most common work of a doctor is the 
process of analyzing data and making decisions. In the case of treatment special-
ties, he also undertakes certain physical activities. The doctor examines, diagnoses, 
prevents diseases, heals and rehabilitates. Health service also include giving opinions, 
giving advice and issuing prescriptions or medical certificates. 

Medicine is a collection of knowledge about health and disease, about human 
functioning in the physical and mental aspect. It is the science of health and disease. 
Medicine is highly interdisciplinary. Its basic sciences include: biology, histology, 
anatomy, physiology, biochemistry, embryology, biophysics, and immunology. 
Modern research and diagnostic devices and methods introduced into medicine make 
it possible to create medical facts for a given patient. Evidence-based medicine 
(EBM) in the treatment process uses reliable evidence proving the safety and effec-
tiveness of the selected therapeutic procedure. The work of the EBM is as follows: 
reducing the problem to a question, obtaining the best evidence, critically assessing 
the consistency of the evidence, applying the results in practice, and evaluating effec-
tiveness. It sounds like a recipe, an algorithm, i.e., we are one step away from being 
able to define the patient’s problem in a digitized, objective way, i.e., suitable for a 
robot. So, evidence-based medicine leads to robot-based medicine. 

There are different ways of practicing medicine. The work of a psychologist and a 
surgeon is definitely different. Medicine deals with man in various situations. There is 
sports medicine, forensic medicine, emergency medicine, prenatal medicine, pallia-
tive medicine, tropical medicine, occupational medicine and aesthetic medicine. Each 
is a different way of working, and different challenges for the technical support of 
these services. 

There are also many fields of medicine: from allergology through surgery, 
epidemiology, cardiology, oncology, psychiatry to sexology and dentistry. The anal-
ysis of the treatment process in each case is a completely different specificity of 
activity, intervention, relationship with the patient and the doctor. These are many 
challenges for biomedical engineers, robotics and AI specialists. 

3 Medical Robots 

Where has medical robotics been the most successful so far? We can note both 
economic and practical successes of robotics in the field of surgery and rehabilitation 
(including exoskeletons).
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Surgery. The surgeon’s needs are characterized by information about used tools 
(the global laparoscopic device and accessories market size was valued over $13.7 
billion in 2020) and number of performed surgery (over 14 million laparoscopic 
procedures) [21]. 

Rehabilitation service needs range reached about 2.41 billion individuals in 2019. 
Today requires even more specialists and introducing these services as an integral 
part of primary health care, to reach easier access for more people in need [7]. 

Who is the robot leader in the soft tissue telemanipulator market? Obviously the da 
Vinci (Intuitive Surgical) robot, due to the number of medical applications and finan-
cial benefits for investors. Currently, almost 6,000 da Vinci systems are in operation, 
which have performed 8.5 million procedures worldwide (currently over 1 million 
operations per year). But, after the basic patent lock was removed, competitors, new 
surgical robots such as HUGO (Medtronic), Versius (Cambridge Medical Robotics 
CMR), Titan (Titan Medical Inc.) started to appear on the market. The robots also 
help cardiologists (Coridus Vascular Robotics), neurosurgeons (Renishaw’s Neuro-
mate® Gen III), orthopedics (Renaissance by Mazor Robotics), oncologists for lung 
endoscopy (Monarch by Auris Health) and … hairdressers (Artas–robot platform for 
hair implantation). We get to know other advantages, new fields of robot application 
[37]. 

The Verb Surgical founded in 2015 by Alphabet owned by Google and Johnson & 
Johnson company presented itself very promisingly. The goal was to create a robot 
based on the experience of Ethicon and SRI International (Stanford) in the new stan-
dard of “digital surgery”. Johnson & Johnson (J&J) through its subsidiary Ethicon, 
after acquiring companies with expertise in machine learning (Verb Surgical) and 
endoscopic procedures (Auris Health), also plans to expand into the surgical robot 
market by creating the Ottava robot. Ottava will consist of six robotic arms integrated 
into the operating table. Johnson & Johnson are also expanding into orthopedics 
with robot VELYS [31]. Artificial intelligence technology was used to reduce errors, 
facilitate training and support research results [51]. 

Trend–portability. The portability and ease of use of robotic systems will likely 
be one of the main advantages of da Vinci’s competitors such as the Versius 
(CMR), which has already been used to perform 5,000 treatments worldwide [8, 31]. 
Medtronic previously purchased the German Miro (DLR) robot and is now launching 
the clinical implementation of its HUGO robot [32]. Hugo is not as beautiful as Miro 
(awarded for design) but he seems to be functional and maybe have a chance (because 
of compatibility with the globally-trusted Medtronic surgical instrumentation and is 
ready for AI technology after acquisition of Digital Surgery Ltd) to compete with 
Versius (similarity: Hugo is modular and have open-console design) and da Vinci. 
The Senhance Surgical System (Asensus) is a modular, multi-arm telemanipulator 
system–greater than the Versius and Hugo RAS systems. The 5 mm instruments 
have no wrist articulation and uses traditional laparoscopic trocars similar to Versius 
system. Robots use the classic mechanical operation of tools or physical phenomena: 
laser, electric, thermal, ultrasonic. Let’s not forget about extremely useful (synchro-
nizes the work according to the movement of the chest during the breath) Cyberknife 
System (Accuray). The CyberKnife system (USA) is the first and the only dedicated
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radiosurgical system designed to treat tumors with adequate accuracy anywhere in 
the body. Available in over 150 hospitals, about 100,000 patients [37]. 

Cardiology. Robot-assisted PCI (percutaneous coronary intervention) improve 
radiation safety for the operators. 

Siemens Healthineers bid USD 1.1 billion for Corindus Vascular Robotics, the 
U.S. company that was one of the first to develop robotic-assisted systems for mini-
mally invasive vascular interventions [41]. Hansen Medical–the Californian company 
was founded in 2002 and has created two systems for robotic cardiological interven-
tion–transvascular electrophysiology, Sensei Robotic Catheter System and vascular 
therapy (e.g. endovascular stenting) Magellan Robotic System. 

Diagnostic. The remote transmission of the doctor’s activity is tested in ultra-
sound diagnostics. The precursors were Dégoulange with his project Hippocrate 
[12]. There were important projects: OTELO, ESTELE and TER. They differ in 
number of degrees of freedom (3–6), the way of a remote manipulation and the pres-
ence (or not) of haptic feedback. The ReMeDi project is aimed to develop a robotic 
system for remote medical diagnosis. The direct examination by the physician is 
split into two physical locations. On the patient site a dedicated robotic system 
equipped with a manipulator with the USG transducer and a force sensor, and an 
active 3D vision system is placed. The robot is supervised by an assistant assuring the 
proper and safe robot operation. The diagnostician site comprises a control console 
with a vision system, haptic input device, an USG control panel and a number of 
foot switches [43]. The procedures have been described in [42]. The XACT ACE™ 
Robotic System (cleared by the FDA in 2020) is used for CT-guided percutaneous 
procedures including ablations, biopsies and targeted drug delivery. European project 
MURAB (MRI and Ultrasound Robotic Assisted Biopsy) improved a minimally 
invasive technique for early cancer diagnoses. 

Endoscopy-Bot. Video capsule endoscopy uses a miniature camera in the shape 
of an ingested capsule for direct visual and diagnostic evaluation of gastrointestinal 
diseases since 1981. The pioneers in this field were Gavriel Iddan, an engineer from 
the Israeli Ministry of Defense, who collaborated with the gastroenterologist Eitan 
Scapa. PillCam SB3 (Given Imaging) weighs less than 4 g, measures 11–26 mm, has 
a variable frame rate–up to 6fps when traversing fast areas like the duodenum, and up 
to 2fps when stationary or moves slowly. It also has a blood detector for bleeding sites 
identification. Endocapsules have a battery life of approximately to 12 h. Olympus 
Endocapsule, Micro Cam (IntroMedic) and OMOM (Jinshan Science & Technology) 
are other capsule endoscopes used all over the world [4]. A team of scientists and 
doctors from the University of Nebraska for natural orifice translumenal endoscopic 
surgery (NOTES) techniques proposed to introduce a team of small robots (15 mm 
in diameter and 70–75 mm long) into the abdominal cavity through openings from 
the gastrointestinal tract. The robots performed specialized functions: visualization, 
biopsy, manipulation or lighting robots [44]. 

Aesthetic medicine. Thanks to robots, we are more efficient and beautiful. There 
are many robots that are used for physical training and improvement of sport perfor-
mance. In the field of human image, attempts to develop robots for dentistry and 
plastic surgery are important. However, the robot assisted surgical hair restoration
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procedure is gaining the greatest popularity, now. The operation–hair transplantation– 
using the ARTAS iX robot, equipped with an advanced 3-camera stereoscopic vision 
system with a resolution of 44 microns and a 7-axis arm, is based on an artificial 
intelligence algorithm. ARTAS iX is the only device in the world that simultane-
ously identifies and collects the best quality hair follicles, prepares recipient sites 
and implants hair [6]. 

Automatic pharmacies, robots with AI-enabled medicine identifier software 
reduce the time it takes to identify, match, and distribute medicine to patients in 
hospitals. 

– Aesynt offers drug management solutions for all forms of drugs, including 
automation and sterile mixing (in over 80 units). It solves security problems 
associated with manual compounding, ensures connectivity across the company. 
In 2016, the company was acquired by Omnicell for USD 275 million. 

– Innovation Associates offers technology for pharmacies including: ROBOTx, an 
automatic drug dosing system with a built in dosing capacity range [37]. 

– There is a growing Polish rival with similar functions and experience in two 
hospital installations—UniDoseOne (Fig. 2) [46]. 

Drones. Currently, following the development of technology, many projects have 
been created regarding the use of robots in medical services. Drone deliveries of first 
aid kits, emergency medication and blood samples. 

Example: EHang–the world’s first autonomous drone capable of transporting a 
human and donated organ; 

ZipLine–trial transporting blood for transfusion in Rwanda. 

TU Delft Ambulance Drone is a prototype in which a cardiac defibrillator, two-
way radio communication and video are integrated. In turn, Alphabet (Google) is 
developing the Wing project for disaster relief–to provide food, water and medical 
materials (tested in both the US and Australia) and Vayu drones, which are now

Fig. 2 The DiSiRt disinfection by ACCREA (ACCREA, https://accrea.com/pl/disirt-robot-do-dez 
ynfekcji), ARIA—Wheelchair; ultra-light, safe, and very compact which provides a high level of 
convenience and independence, ARIA v2: Kinematics 6 DoF, weight 5 kg, payload 1 kg, reach 
900 mm, repeatability 1 mm, lightweight carbon fiber structure, joint torque sensors (optional), End 
Effector 6DoF sensor (optional) (https://accrea.com/aria); Luna EMG uses reactive electromyo-
graphy to train the sensorimotor cortex by EZGOTECH (Egzotech, https://egzotech.com) and  
UniDoseOne–robotic pharmacy that prepares doses of medicines in individual sets for hospital 
patients https://unitdoseone.com 

https://accrea.com/pl/disirt-robot-do-dezynfekcji
https://accrea.com/pl/disirt-robot-do-dezynfekcji
https://accrea.com/aria
https://egzotech.com
https://unitdoseone.com
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successfully used to transport medical samples–provides faecal and blood samples 
to the country’s central laboratory for testing in Madagascar [14]. 

Drones are successfully used in rescue operations, most often to supervise the area 
(e.g., warn against fires) and search for missing people. But more complex systems 
are also created, such as the concept of creating a Drone Road Rescue System, based 
on the use of specialized drones to monitor roads and identify road incidents, deliver 
the necessary medications and equipment to the scene of accidents and transport 
victims to the hospital. 

Service. Service robots set up patient rooms, track supplies and file purchase 
orders, restock medical supply cabinets, and transport bed linens to and from laundry 
facilities. Service robots help with cleaning and disinfection. These robots may use 
ultraviolet (UV) light, hydrogen peroxide vapors, or air filtration to help reduce 
infection and to sanitize reachable places in a uniform way (example: Akara, Accrea– 
Fig. 1, [1]). The author of this chapter has been leading for several years as an 
innovative coach in the European project DIH Healthcare Robotics HERO, consulting 
for the Polish ACCREA and the Irish company AKARA, which prepares new models 
of independent disinfection robots. Autonomous mobile robots (AMRs), include 
service robots and social robots, simplify routine tasks, reduce the physical demands 
on human workers, and ensure more consistent processes. 

Cleaning and disinfection AMRs enable hospital rooms to be sanitized and ready 
for in-coming patients. Equipped with light detection and ranging (LiDAR) systems, 
visual compute, or mapping capabilities, AMRs can self-navigate to patient. AMR 
controlled by a remote specialist allows to tele- consultation performing (so important 
during pandemic condition) [23]. 

UV-C light is a proven technology to disinfect environments, commonly [5] used  
in autonomous AMR robots such ACCREA (Fig. 2) and AKARA. Next example of 
AMR robots: 

– Aethon TUG - common in hospitals (over 140 hospitals in the US) robot provides 
automated, cost-effective delivery of medicines, laboratory samples or meals to 
the patient (carrying capacity over 450 kg) [3], 

– Xenex is hygiene robot (in 400 hospitals in the US) allows for UV disinfection, 
– disinfection robot M2 (Keenon Robotics Co) with multiple disinfection modes: 

product weight 60 kg, disinfection volume 10 l, UV radiation intensity (measure 
at 1 m) 200 mikroW/cm2 and maximum speed 0,8 m/s [26]. 

The robot can also be dressed for supporting the human locomotor system. 
Exoskeletons are robotic structures that can help people move and lift huge loads. 
They can also allow paralyzed people to walk again. 

Exoskeletons are also present on the industrial market. Examples of commer-
cial external skeletons are Innophys’ Muscle Suit, Activelink’s Powerloader Ninja, 
Cyberdyne’s HAL for Labor Support RB3D’s HERCULE, Esko Bionics’ Esko Vest, 
Sarcos Robotics’ Guardian XO and Noese’s Chairless Chair. Unlike powered outer 
skeletons, non-powered or “passive” exoskeletons increase strength and provide 
stability by combining a human-controlled bending/stretching and locking mech-
anism. The maintenance-free versions of Exos for commercial and industrial use
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include the MAX Exoskeleton Suite from suitX, the Ekso Bionics work vest, Stron-
gArm Technologies FLx ErgoSkeleton technology, Laevo Laevo and Fortis Lockheed 
Martin’s [37]. 

Example [2, 37] 

– Hocoma therapeutic products include medical devices used for automatic training 
of the neurological treadmill and exoskeleton for the rehabilitation of upper limbs 
after a stroke or traumatic brain injury. Armeo Spring–a stationary orthosis by the 
Swiss company Hocoma, used for the neurorehabilitation of the upper limb. By 
providing complete support to the upper limb so as to minimize the burden on the 
patient caused by its weight alone, Armeo Spring allows patients to use their own, 
even residual motor functions, to repeatedly perform upper limb movements. 

– Rewalk Robotics offers the ReWalk exoskeleton (received first FDA in US), 
enabling people with lower limb paralysis to walk again (used by over 1,000 
people today around the world.) ReWalk–is a battery-powered bionic orthosis 
created by the Israeli company ReWalk Robotics. It is powered by four electric 
motors located at the level of the hip and knee joints, controlled by a computer. 
The patient initiates the first step by leaning his upper body forward, then controls 
the movement with subtle changes within his center of gravity. The repetitive 
sequence of the above-mentioned movements creates an imitation of a natural 
gait. 

– Reha Technology (Swiss company) manufactures robotic gait trainers for the reha-
bilitation of neurological movement disorders. The G-EO System trainer allows 
the patient to move his legs through a series of normal walking patterns. 

– Keeogo–a product of the Canadian company B-Temia Inc. is an exoskeleton worn 
on a limb or lower limbs, intended for patients with multiple sclerosis or neuro-
logical and musculoskeletal disorders on the basis of other diseases. The main 
purpose of the device is to support the patient in everyday activities so that he 
can function independently at home and not be excluded from social life. Unlike 
the Ekso and ReWalk products, the device can only be used by people who walk 
independently and only need to correct any motor deficits that make it difficult to 
move. 

– Marsi Active Knee (MAK) is the first robotic knee brace, manufactured by 
the Spanish company Marsi Bionics, with the function of flexible activation of 
the knee joint that imitates the activity of the muscles that move the joint in 
natural conditions. Thanks to the extensive equipment with sensors, it analyzes 
the biomechanics of the patient’s gait and improves it. 

– The Hybrid Assistive Limb (HAL) is an electrically powered exoskeleton suit 
developed by the Japanese Tsukuba University and Cyberdyne. The device offers 
the possibility of monitoring muscle contractions using EMG electrodes placed 
on the flexors and extensors of the lower limbs. This allows the patient to make 
movements according to the will of the patient, even if the motor and sensory 
nerve pathways are damaged. The impulse from the motor cortex is received and 
amplified by the HAL system, then even trace nerve impulses from the muscles 
are amplified and conducted to the sensory cortex of the brain.
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Telepresence robots. In many situations in a hospital, it is beneficial (especially 
during a pandemic) to send a communication robot instead of being close to the 
patient. Example of telepresence robots (remote controlled) (a) Intouch Health (b) 
VGo Communications (c) Kuka with the LBR iisy robot–telepresence. They are 
simple and effective. 

Social robots. An important group of robots are social robots, they often have 
mobile functions and are connected with medical or family caregivers. The most 
important feature of social robots is presenting the possibility of communication 
with the person being cared for. They are supposed to be good companions of lonely 
people and take care of their safety. In developed countries, alienation and loneliness 
cause serious problems, including health ones. Robots in various forms–humanoid 
or in the form of animals or other active objects–help in communication with the 
world (as a security service, entertainment or education), as companions for elderly 
people and others without the necessary social support. 

Example [37] 

– Luvozo PBC Established in 2013, the company focuses on developing solutions 
to improve the quality of life of older people and people with disabilities. In 
2015, the company began testing–Sam, a robotic concierge–in a leading senior 
community in the Washington D.C. area. 

– Honda Robotics n 1986, Honda engineers began a two-legged robot project. After 
20 years, ASIMO was presented, a full humanoid robot (with excellent mobility) 
and communication (verbal) skills, as well as facial recognition. ASIMO was 
planned to provide assistance to the elderly or those with limited mobility (bed or 
wheelchair bound). In 2018, the project was stopped–after the successes of ATLAS 
robots, the American company Boston Dynamics (co-financed by Google X in its 
time, then sold to SoftBank). 

– Walking robots delivered by Agility Robotics and Boston Dynamics. Announced 
in 2019, after 26 years SpotMini is the first robot to enter the Boston Dynamics 
market. 

– AIST A leading Japanese industrial automation pioneer, AIST, has developed 
PARO, an advanced interactive robot covered in fur (seal-like). This therapeutic 
robot reduces the stress factor experienced by both patients and their caregivers. 

– The most beautiful is definitely the Sophia robot. In the midst of the pandemic, I 
had the opportunity to talk to David Hanson about what Sophia should offer for 
healthcare now. May be Hanson’s Grace robot–nurse will revolutionize healthcare. 
The robot Sophia (Hanson Robotics) is granted Saudi Arabian citizenship. It 
becomes the first robot to be recognized with a gender identity and nationality. 
Sophia is a human-crafted science fiction character and a platform for advanced 
robotics and AI research [18]. 

Robotic psychology (i.e., robopsychology) is a new field that investigate human– 
robot interactions. 

The use of physical robots or intelligent virtual agents as therapeutic tools can 
be traced to ELIZA [50], one of the first programs capable of “understanding” and
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generating natural language. The studies presented in [10] show the possible roles 
of robotic agents in psychotherapy (i.e., Robo-Therapist, Robo-Mediator, and Robo-
Assistant) in the following categories: 

CBT Virtual Agent for Depressive Patients, Psychological Pills Virtual Agent— 
Apps PsyPills, Robo-RETMAN (an acronym of Rational Emotive Behavior Therapy 
professional), Robo-Mediator in the Treatment of ASD Children, Robo-Assistant for 
Enhancing Therapist Interventions and Robo-Assistant for Psychological Assess-
ment. 

Many studies investigate the use of Robo-Assistants and human–robot interaction 
in elderly people. Especially in comparison to animal assisted therapy which might be 
helpful for some psychological conditions, but they have several major limitations 
such hygiene restrictions and animals’ unpredictable reactions. The most famous 
“Robo-Animals” is Paro [39], an animated seal robot with multiple sensors, capable 
of learning contingencies between its behavior and the reactions of the users (such 
as stroking or beating) and increasing the frequency of the preferred behavior [9]. 

Mobile robots. Within the medical environment, transportation is an expensive 
and time consuming. Mobile robots (autonomously guided vehicles AGV), have 
been used in such diverse fields as education, commercial cleaning, surveillance, 
aerospace, defense and manufacturing. 

Example [28] 

– HelpMate robots (first hospital installation in 1991 and are currently used as cost 
effective robot in about 70 hospitals) delivers pharmaceuticals, meals, lab results 
and supplies throughout the hospital. Recently, Pyxis Corporation, a leader in 
hospital supply inventory management, acquired the assets and robot technology 
from HelpMate Robotics Inc. 

– RoboCart (California Computer Research Inc.) Lighter and smaller, cheaper than 
HelpMate offers an alternative for intra-laboratory deliveries. RoboCart is the first 
robot to address the needs of laboratories with narrow corridors. 

– Transcar (Swisslog Translogic, Denver) is a computer-controlled vehicle that 
follows a predetermined path for distribution of materials. Its guidance sensors 
follow a thin stainless-steel band of tape adhered to the floor surface. Using 
infrared light, computer control allows Transcar to signal doors to open, operate 
elevators and interface with multiple vehicles on a common pathway. 

– The CyberGuard Robotic Security System (Cybermotion) alerte to the early stages 
of a fire using flame, smoke and gas detectors. This self-guided autonomous 
security vehicles uses sonar, microwaves and infrared to detect the presence of 
people in secure areas. Since 1984, Cybermotion has marketed over 30 robotic 
security systems. 

Mobile medical robots use various techniques to move in space or in the patient’s 
body to reach the place of action. Especially mini, micro and nanorobots are charac-
terized by great ingenuity in accessing the interior of the body (natural and artificial 
openings are used) and moving inside it (often using the body’s natural tracts and 
transport mechanisms).
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Mini robots diagnose the gastrointestinal tract, microrobots will travel within 
the blood circulation system acting as morphotic components of the blood (e.g. 
erythrocytes …), nanorobots will repair rebellious cells or repair errors at the level 
of genes. Among mobile medical robots, it is worth paying attention to the concept 
of robots performing tasks directly inside the body. A very interesting example is a 
macroscopic robot–a rover that moves on the surface of the heart… 

HeartLander is a miniature mobile robot for minimally invasive therapy on the 
surface of the beating heart. Under physician control, the robot: enters the chest 
through an incision below the sternum, adheres to the surface of the heart, travels to 
the desired location, and administers the therapy. HeartLander uses suction to adhere 
to the epicardial (outer) surface of the heart (pneumatic system). The inchworm-like 
locomotion of the crawling robot is generated by alternating the suction to the body 
sections, while changing the distance be-tween them [19]. 

Medical robots can be purely mechatronic or hybrid (using biological elements). 
Microrobots will travel within the blood circulation system acting as morphotic 

components of the blood (e.g., bacteria-driven micro swimmers using red blood cells 
(RBCs; erythrocytes) as autologous cargo carriers for active and guided drug delivery 
[53]. 

Example [42] 

– Powering mechanism for micro/nanorobots. (a) Magnetically propelled mi-
crorobot based on rotating microcoil. (b) Ultrasound propelled microrobot pow-
ered by cavitating microbubble. (c) Chemically propelled motor based on zinc 
microtube, the microrobot converts gastric fluid into gas bubbles that generate 
propulsion trust. (d) Biohybrid microrobot based on the integration of a sperm 
with a synthetic structure. 

– Microrobot as carrier of individual cells. (a) Chemically powered micro-robot 
transporting macrophage attached via electrostatic interactions. (b) Bio-hybrid 
microrobot transporting red blood cell. (c) Magnetically powered micro-helix 
transporting sperm cell. 

– Microrobot based biopsy and sampling. (a) Star-shaped griper collecting tis-
sue. (b) Star gripper collecting red blood cells. (c) Motile microtrap collecting 
pathogens. 

– Micro/nanorobots as mechanical probes. (a) Nanorobot of measuring intra-
cellular mechanical properties. (b) Nanorobot for biofluid rheology. (c) Nano-
robot for measuring mechanical forces of a macrophage. 

Microbot Medical American company producing micro-robotic technology 
devices offer ViRob, a crawling, small micro-robot can move in blood vessels, 
digestive and respiratory systems and TipCat needlelike, self-propelled, flexible 
and semi-disposable endoscope. Liberty is the surgical robot designed to streamline 
endovascular procedures [34]. 

Trol et al. demonstrated novel intravitreal delivery microvehicles, slippery micro-
propellers, that can be actively propelled through the vitreous humor to reach the 
retina. The propulsion is achieved by helical magnetic micropropellers that have a
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liquid layer coating to minimize adhesion to the surrounding biopolymeric network. 
The submicrometer diameter of the propellers enables the penetration of the biopoly-
meric network and the propulsion through the porcine vitreous body of the eye over 
centimeter distances [45]. 

Researches from University Pennsylvania and Cornell working on “smart” robots 
that incorporate sensors, clocks and self-controllers (can actually be injected into 
the body via a hypodermic needle). Each robot’s body of this delivery microvehicles 
consists of the electronic control components and solar cells. When a laser is shined 
onto the solar cells, the resulting electrical current is alternately applied back and 
forth between the front and rear legs (made from a 100-atom-thick material, platinum 
and titanium or graphene layer). The application of that current causes the platinum 
to expand while the titanium remains rigid, thus bending each leg [9]. 

Scientists from the Massachusetts Institute of Technology answered the question– 
how can it get into the brain? The “magnetically controlled robotic thread” has a core 
made of a nickel-titanium alloy covered with a layer of rubber with the addition of 
magnetic particles with a layer of soft hydrogel. This allows the robot to be safely 
placed in a blood vessel and controlled by moving a powerful magnet over the 
patient’s body [40]. 

This review of medical robotics is of course not complete, but it shows the range 
of problems and technical solutions used to perform medical services in various 
variants, macro and microscopic scales of operation, various forms of reaching the 
area of action inside the patient (access) and performing work. 

This review of medical robotics is of course not complete, but it shows the range 
of problems and technical solutions used to perform medical services in various 
variants, macro and microscopic scales of operation, various forms of reaching the 
area of action inside the patient (access) and performing work. 

The risk analysis of each of these robots reveals a number of problems to be 
solved. For example, the use of nanobots requires addressing the toxicity problem 
and finding a way for them to leave the patient’s body once the task is completed. If 
we supervise or only observe one robot in the hospital or inside the patient’s body, 
it is not a problem for us. But if we have a set of robots performing various logistic 
orders and various work for the hospital and patients, we must take into account the 
synergistic control of the set of robots. Modeling the future of healthcare requires 
introduce smart hospitals, apply AI and analytics in a connected infrastructure, to 
turn data from devices, robots and workflows into actionable data. 

We must start managing an army of robots by defining the strategy, then tactics, 
and finally defining the appropriate tasks for the appropriate robots. This is a version 
of the Internet of Things–Internet of Robots.
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4 Robin Heart 

From 2000 several models of the robot have been developed by Robin Heart Team 
in Foundation of Cardiac Surgery Development (FRK), differing in control systems 
and mechanical construction: 

– Spherical model (2001). 
– Robin Heart 0 (2002). 
– Robin Heart 1 (2003). 
– Robin Heart 2 (2003), 
– Robin Heart Vision (2008), 
– Robin Heart Junior (2009), 
– Robin Heart mc2 and mechatronic tools Robin Heart Uni System (2009), 
– Robin Heart PortVisionAble (PVA) model 0,1,2,3 (2012–2015), 
– Robin Heart Pelican (2013), 
– Tele-Robin (2015). 
– Robin 8 (2016) (Fig. 1) [35, 38]. 

The Robin Heart 0, Robin Heart 1, Robin Heart mc2 have an independent base 
but the Robin Heart 2, Vision, PVA, Pelican is fixed to the operating table. Models 
Robin Heart Vision, PVA, Pelican is the one arm robot for endoscope manipulation 
during laparoscopic video surgery. The biggest Robin, Robin Heart mc2 can replace 
work of three surgeons at the operating table. This modular robot can be set for 
various operations in a selected way. Tele Robin Heart robot solution extend of the 
tool platform concept–on the one arm is mounted fully functional surgical robot with 
two tools and endoscope. This allows the robot to be easily positioned in positions 
that are impossible to achieve with the classical design of surgical robots. 

The Robin Heart 8 is the only robot that is not a spherical robot based on a paral-
lelogram. This robot was developed for tissue simulator for robots and mechatronic 
tools tester. Currently, due to its kinematic properties–full freedom of choice of the 
trajectory–is considered as a robot potentially used in ophthalmology. 

Robin Heart PVA (license sold to a commercial company in 2019) will replace a 
human assistant who usually holds the endoscope to enable the observation (Vision) 
of the operative field of laparoscopic instruments, is easy to use and install, and is 
Portable–carried in a suitcase. 

Design of this original Polish robot family started by determining the tool-tissue 
reaction (mechanical characteristic, the forces for specific operations, dynamic anal-
ysis of the work of a tool) and the person-tool/man–machine contact (kinematic 
analysis of the surgeon’s motion). 

Ergonomic optimization was considered very important–both in terms of work 
space and manipulation, control of the work of tools and monitoring and the entire 
information sphere for the operator. A innovative system of education and operation 
planning was introduced, including both the use of real model workstations and those 
using virtual space technology.
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As a result, another model of the Robin Heart Shell console is equipped with a 
consulting program that makes it possible to obtain all patients diagnostic information 
during the operation, as well as elements of operation planning on the screen. The 
introduction of feedback from field operations; the implementation of force-feedback 
loop, and spatial visualization improve working conditions of surgeon. The robot 
should provide all the information needed not only to the surgeon to correct tool 
orientation (based on vision sense), but also to take appropriate course of action in 
this area (selection and tool task). 

Robin Heart system experiments using testing apparatus and next, on ani-mals, 
and also pioneering teleoperations in different conditions and at different distances 
allowed verifying robots before planned phase of preparing serial production and 
clinical initiating [37, 38]. 

Force feedback solution. The surgeon uses the telemanipulator because of the 
offered increased precision, safety and quality of work. The robot also gives a unique 
opportunity to control and standardize work. In order to improve the safety of the 
endoscopic intervention the surgeon must get on-line information about the phys-
ical parameters (force measured during interaction endo-scopic tools with the tissue) 
during operation. The sensor built inside the gripper can measure the strength of 
which the laparoscope holds the surgical tool. The sensor placed on the tip can 
provide information about the hardness and surface roughness of the tissue the 
endoscopic tools touches–facilitates steering and tissue identification and the inside 
sensors provide appropriate information about the force the grasper holds a needle, 
surgical sutures or tissue. Due to technical reasons, it is difficult to install sensors 
directly in the grasper, so robot designers try to solve the problem indirectly in 
different ways. However, none of the robots in use today, available on the market, 
have achieved this goal–functionally useful force information in terms of scale: from 
touching the tool to the bone to tying a knot with a thread. 

The effectiveness and safety of the operation on the distance depends on the 
delay of in-formation coming to the operator from the field of operation. At FRK, 
advanced work is underway to reduce these threats. The process of adapting the robot 
to these conditions requires the introduction of several innovations. First, part of the 
decision-making rights must be transferred to the robot, which in the event of too 
much delay or loss of Master–Slave contact decides to (1) end the ac-tion movement, 
or (2) continue the task to the end. This means that the relevant surgery procedures 
and tasks must be recognizable to the robot in action and must have the appropriate 
safety status to allow to make by robot the right decision. Methods for displaying 
the current position of the tool on the operator’s monitor despite the image lag are 
also being developed. To provide the robot operator with the most up-to-date, least 
delayed signals, all information paths are used, both related to image transmission 
and signal paths from motors and encoders located in the axes (robot joints), as well 
as force measurement transmissions from tool sensors. When the delay is greater than 
the predetermined limit, e.g., 200 or 500 ms, the appropriate AI-based monitoring 
program, based on the analysis of the data held, creates the appropriate information 
for the operator where the tool tip currently touches an obstacle, e.g., tissue of heart
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or bone (e.g., in a monitor image showing a delayed image displayed, a character 
indicating the current position of the tool appears). 

Teleoperation experience–mobility of action. The first model of teleoperation 
was performed in December 2010 between two cities Zabrze (FRK) and Katowice 
(Medical University of Silesia, Center of Medical Experiments on animal) success-
fully. Next–a remote control experiment of the Robin Heart Pelikan robot at the 
Guido Mine in Zabrze. Authors [27] describe an experiment undertaken in January 
2022–a demonstration of the remote control of the Robin Heart Pelican robot using 
the public Internet. Several different methods of remote control from Zabrze, a robot 
located in exhibition halls ArabHealth2022 in Dubai, were developed, applied and 
tested. Based on the measurements, it was assessed which of the methods of signal 
and image transmission causes the smallest delay. The robot remote control labo-
ratory tests are carried out, simulating various communication hazards and signal 
and image transmission delays in order to introduce an effective operator warning 
system and create a safe teleoperation system. The delay problem is solved using 
computational algorithms and signal analysis based on which, in the event of an 
image delay, a colored line appears on the operator monitor in the console indicating 
the current end of the tool. 

Robots’ mobility–transport. Certainly, the accompanying devices supporting 
the surgeon should be easily transported by the surgeon. Robin Heart Team designed 
and made a robot to control the endoscope position during mini-invasive surgery. The 
single-armed robot Robin Heart PortVisionAble (a portable vision robot) has passed 
all tests, and the license for its commercialization was sold by FRK in 2019. The 
same team also designed and made a prototype of the robot, which is even lighter 
(we tested the construction with a mechanically internal tensed structure elements). 
The Robin Heart Pelican (Fig. 1) is a laparoscopic tracking robot that has 4 degrees 
of freedom (DOF 4), which allows it to navigate the camera inside the animal’s 
abdominal cavity [38]. This endoscopic robot is intended for veterinary use. The 
robot is easy to transport, so it was at numerous shows, e.g., in Sicily (Erice), on the 
“Dar Młodzieży” sailing ship in London or at the fair in Dubai. Robots replacing 
the doctor who holds an endoscope in his hand during the operation to show the 
surgeon on the screen where the tools work inside the patient’s body should meet the 
following criteria: 

(1) lightness (to be mounted at the operating table), 
(2) telemanipulation (they should be easily moved–using joystick or voice 

controlled by the surgeon–and placed stably in a place where we get good 
visibility of the current operating field) and, 

(3) remote counseling (should be adapted to remote control by an advisor at any 
distance so that he can comment on and pass on important information for the 
treatment being carried out–education, “teleportation” of tutor). 

Mobility? Should a surgical robot be mobile? Of course, it should be available 
wherever it is needed, in a city, village, at sea or in space. From the very beginning, 
as part of DARPA projects, the Americans tested the possibility of teleoperation on a 
car platform on the battlefield, and NASA developed plans for the use of the robot in
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space during the star wars. Robin Heart Team conducts also research & conceptual 
studies with the installation of a robot on board a sea or spacecraft and work on a 
rescue robot that can fulfill the basic functions of caring for the injured person - e.g., 
as part of the equipment of lifeboats. 

5 Mobility in Medicine 

That is, about relations in space and time of the medical services performance; when 
the patient comes to the doctor, and when the doctor comes to the patient. Where 
and how does the recipient meet with the service provider. 

For example: a hospital is first and foremost a team. Each team member is equipped 
with the appropriate tools. As the instruments and the team are, of course, essential 
for effective operation, important is continuous training, improvement, cooperation, 
synergy of employees and technology, human intelligence and algorithms. If people 
and act exist in a confined space, there is also choreography problem, so that everyone 
is in the right place and at the right time for realizing a purpose. Important is an 
architecture, its limitations and advantages. For creation a map with set of goals, 
must be a strategy, tactic, tasks, i.e., a field of action, in which every point in space– 
time is appropriate competences and information. The implementation will not be 
possible without the flow of energy and materials. Patient safety requires caution, i.e., 
standards of human conduct and used equipment, drugs, and information. Personnel 
and equipment resources, competence and agility, and economic security are at the 
heart of all hospital activities. 

Thera are different Human Resource management systems; in a nutshell: either 
a lot of properly equipped specialists or fewer doctors, but an appropriate division 
of competences into the specialties of middle-level technicians/medics. In order to 
maintain the quality of the services provided, the fewer professionals there are, the 
more professional equipment will help people and improve the quality of the service. 

Mobile robots, in my understanding, for the purposes of these considerations, they 
are: 

– robots, transport vehicles: for lifting and transporting wounded soldiers, miners or 
tourists in mountain or marsh conditions, for rescue operations at sea or in space, 
autonomous wheelchairs (often equipped with an executive arm for opening doors 
or carrying items or feeding, Fig. 2), drones for transporting drugs or blood, organs 
for transplants, 

– wearable mechanism for rehabilitation (exoskeletons), 
– human-carried robots; from the point of view of supervision, because they move 

using the human locomotive system (all implants, artificial organs e.g., heart assist 
pumps), 

– robots used by humans for independent movement and movements: elec-
tromechanical artificial arm or leg (related directly to the patient’s ability to 
move).
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A medical service consists of competence and work. And they have to meet at the 
point of space–time where there is a need to apply them–with the pa-tient. So we have 
options: either the patient or the service is mobile. In an ur-gent or emergency mode, 
of course, we should reach the right place with the service in the required time. If there 
is equipment or medicines on site, it is enough to have mobile competences, e.g., 
advice and classic telemedicine. A competent person, a medical specialist collects 
information from the patient and the other way around–passes it on to the patient 
or caregivers. The development of artificial intelligence methods in most cases can 
already help. This means that in the near future this type of relationship will be 
replaced by a ma-chine–a bot. It can be present in the smartphone or in the software 
delivered with the rescue device or medications (we prescribe the drug along with 
the smartphone app). But when action is needed, mechanical action, treatment, for 
example in accidents, strokes; the work performed by a medical team directly on the 
patient or teleoperation (i.e., a telemanipulator controlled by a competent doctor) is 
need. If we manage to combine decision-making and executive competences in a 
robot (AI), we are dealing with a medical autonomous robot. Autonomous vehicles 
for transporting mail, medicines or as ambulances operated by users, are already 
being tested today. If we also give them executive functions, we will have fully 
functional mobile rescue robots. The challenge is how to implement a rescue service 
in a mine, on a stormy sea or in space. 

6 Bio-technical, Hybrid Robot 

Direct robot control by the brain. Kevin Warwick, the first human to experience being 
a cyborg, tested also the direct connection between humans and machines–robots with 
biological brains. Perhaps the human body, with the support of such technology, can 
overcome further limitations and achieve more advanced goals. The emergence of a 
new species of people with intelligence enriched by AI or the ability to act, perform 
work (e.g., resistance to overload of workers equipped with an exoskeleton) creates 
a number of new challenges. Warwick tested the ability to control of mini vehicles 
by the biological neural network (self-learning) [48, 49]. 

Neurons can be cultured under laboratory conditions on an array of non-invasive 
electrodes. A robot body can move around in a defined area under the control of 
such a network/brain. Mobile robots or functional arms can be moved by people 
with disabilities using human brain signals, but we may also be dealing with really 
biological brains in a robot body soon. 

“When considering robots with biological brains, clearly such an approach allows 
for ‘complete body engineering’ in which brain size, body size, power, communi-
cations and other abilities are optimized for the requirements in hand. Maybe this 
technique will ultimately open up a future route for human development.. ” [49]. 

Non-invasive neuroimaging improves the continuous tracking of neurons to steer 
robots. Brain-computer interfaces (BCIs) utilizing signals acquired with intracortical
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implants have achieved successful high-dimensional robotic device control useful for 
completing daily tasks [15]. 

BCI projects are supported by Chinese, Korean and Russian governments. The 
Mexican DARPA has the greatest experience in this field. “By creating a more acces-
sible brain-machine interface that doesn’t require surgery to use, DARPA could 
deliver tools that allow mission commanders to remain meaningfully involved in 
dynamic operations that unfold at rapid speed” [11]. 

The potential of such a solution has been demonstrated for people using 
wheelchairs or prostheses, robots to assist with eating and a mind-guided drone. 

7 Medical Robots’ Market 

In the field of robotics, the greatest advances and breakthroughs today are presented 
in the fields of technology and business rather than science and research. In order to 
form an opinion on the direction of development and opportunities for further medical 
applications, it is worth following the reports presented in the Internet media full of 
current and important facts. 

Medical robots are getting better and better business. Surgical robots are partic-
ularly advantageous–because they are expensive (unit cost) and require the delivery 
of materials for each operation (disposable materials). For example, robotic system 
allows surgeons to measure, plan, and perform knee or spine surgery, which is person-
alized to the patient’s individual anatomy (using directly diagnostic data) in theater. 
The market is segmented into instrument and accessories, robotic systems, services, 
and consumables. Since millions of procedures and operations are performed annu-
ally, this must generate profits. However, so far only 2% of mini-invasive operations 
are performed with the help of telemanipulators, because there are the following 
Market Restraints: High Cost of Surgical Robotic Systems and their Associated 
Procedures, Shortage of Skilled Professionals and Restrictive Reimbursement Land-
scape. High cost of robots, along with lack of skilled operators are restraining the 
growth of the market. 

The chances of overcoming these weaknesses lie in: Development of Low-Cost 
Surgical Robotic Systems, Implementation of Artificial Intelligence (AI) in Surgical 
Robots and Development of Surgical Simulators for the Training of Professionals. 
After the end of the term of the basic patents relating to the surgical robot, compa-
nies competing against the monopoly in the field of soft tissue surgery–Intuitive 
Surgical, producing the da Vinci robot, appeared. It is therefore worth following 
the offer of companies such as: Asensus Surgical, Inc., Avatera Medical GmbH, 
CMR Surgical Limited, Corin Group, Curexo, Inc., Globus Medical, Inc., Intuitive 
Surgical, Inc., Johnson & Johnson, Medicaroid Corporation, Medrobotics Corpo-
ration, Medtronic plc, Meerecompany Inc. Monteris Medical Corporation, Neocis, 
Inc., PROCEPT BioRobotics Corporation, Renishaw plc, Siemens Healthineers AG, 
Smith & Nephew plc, Stereotaxis, Inc., Stryker Corporation, THINK Surgical, Inc.,
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Titan Medical, Inc., Venus Concept, Inc., Vicarious Surgical, Inc., Virtual Incision 
Corporation and Zimmer Biomet Holdings, Inc. 

According to Global Surgical Robotics Market 2021–2031[17], The global 
surgical robotics market is anticipated to grow with a robust CAGR of 10.2% during 
the forecast period, 2021–2031. The market for surgical robotics generated $5.46 
billion in 2020, in terms of value and is estimated to reach $16.77 billion by 2031. 

The range of robots used in medicine also includes diagnostic and rehabilita-
tion robotics and other robots supporting the work of doctors, nurses, cleaners and 
cooks in the hospital. So, if we add the surgical robots discussed above, we get: 
“The Medical Robotics Market size was valued at USD 10.88 billion in 2021 and 
is predicted to reach USD 44.45 billion by 2030 with a CAGR of 17.1% from 
2022 to 2030. Medical robots are professional robots that assist surgeons to perform 
dexterous surgeries, along with streamlining clinical workflow and hospital logis-
tics. They help in assuring complete care of the patient after surgery and ensure 
productive processes in clinical settings to safeguard environment both for patients 
and health workers. Also, medical robots are utilized in several applications ranging 
from pharmaceuticals application to laparoscopy.” 

From the KEY MARKET SEGMENTS catalog, let’s mention only: Soft, Hard 
Tissue Surgeries, Non-invasive Radio surgery Robotic Systems, Logistics/Handling 
Robotic Systems, Diagnostic, Rehabilitation, Therapeutic, Assistive and Exoskeleton 
Robotic Systems. 

Medical Robotics Market can be divided, by Application, into: General, Gyneco-
logical, Urological, Oncological, Orthopedic, Transoral Surgery, Laparoscopy, Phar-
macy Applications, Physical Rehabilitation and External Beam Radiation Therapy. 
Of course, you should pay attention to where the robots are mounted or in what space 
they move. 

Medical Robotics Market–by End Users: Hospitals, Inpatient (yes, the robot can 
be swallowed or carried in you, such as an artificial heart), Outpatient, Home Care 
Settings, Ambulatory Surgery Centers, Rehabilitation Centers [33]. 

Selected major players in the invasive medical robotics market in the world and 
their systems: Intuitive Surgical Da Vinci General Surgery, CMR Surgical Versius, 
Medicaroid Hinotori, Avatera Medical Avatera (in development), Medtronic Hugo, 
J & J/Verily (Google) Verb Surgical system under development), Orthopedic surgery: 
Medtronic Mazor X, Globus Medical Excelsius GPS (spine), Stryker Mako (spine, 
knees), Zimmer Biomet Rosa (knees), ROSA One (brain tumor), Smith & Nephew 
Navio, J & J/Auris Health Monarch (lung biopsy), Intuitive Surgical Ion (lung 
biopsy), Siemens Healthineers Cor-Path (cardiology). 

Summarizing briefly the analysis of the medical robotics market, attention should 
be paid to the globalizing trends. There are two reasons: 

1. expected profits (modeling on the success of Intuitive Surgery, which monopo-
lized the soft tissue surgical robotics market for 20 years). 

2. high costs of developing robots and introducing them to the market and a long 
time “from the idea to the first profit” (20 years on average).
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Therefore, technology companies which have gained financial surpluses in the IT, 
computer science and commerce on the Internet market, such as Google or Amazon, 
take over and enrich startups and companies producing robots. 

Two examples: 

– Amazon acquired the mobile robot company Kiva in 2012 for $775 million. Kiva’s 
automated guided vehicles (AGVs) use computerized barcode stickers on the floor 
to navigate Amazon’s warehouses. Amazon Robotics recently announced its first 
autonomous mobile robot Proteus. Amazon quietly acquired Dispatch to create 
Scout, which it announced in early 2019. The six-wheeled sidewalk delivery robots 
are fully electric and travels at a walking pace. Amazon plans to acquire iRobot 
for $1.7 billion, in 2022. Amazon announced its $1 billion Amazon Industrial 
Innovation Fund in April 2022. The fund’s first round of investments included 
Agility Robotics, a company developing a bipedal walking robot, BionicHIVE, 
a company developing an autonomous robotic solution that can adapt to existing 
infrastructure in warehouses, and Mantis Robotics, a company developing a tactile 
robotic arm [22]. 

– Boston Dynamics, an MIT spin-off, is best known for its innovative robots, 
including BigDog, Atlas, Stretch, and Spot (last two are available for commercial 
purchase). Hyundai Motor Group (Hyundai) acquired Boston Dynamics in 2021 
from Softbank for about $880 million. Hyundai became the third owner of Boston 
Dynamics in seven years. It was acquired by Google in 2013 and sold to Soft-
bank Group in 2017. Hyundai announced the launch of the Boston Dynamics AI 
Institute in 2022 ($400 million goes to make fundamental advances in artificial 
intelligence (AI), robotics and intelligent machines) [20]. 

8 Product Life Cycle 

From the manufacturer’s point of view, the product life cycle begins with its devel-
opment (conceptual, research and development), the culmination occurs when the 
product is launched, the cycle ends with the product being withdrawn from the 
market and the introduction of a newer version or a subsequent product. The time 
to develop a new solution in medical robotics can be estimated at approximately 
4–5 years on average. On average, testing takes about 2–3 years, and the certification 
required to launch a product takes about 1–2 years. From the user’s perspective, the 
life cycle of a product is related on the one hand to its “lifetime”, and on the other 
hand to the aging of the technologies used to build it. The life cycle of products in 
the field of medical robotics can be different and depends on the particular robot or 
its application. Medical robots can be used for as little as 6 to 10 years. Barriers for 
entrepreneurs. The first barrier identified is the cost-effectiveness of ongoing work 
on developing new products. Another–related to robot certification and admission to 
the market of medical products [37].
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Standards and definitions 

Medical robots are robots and medical products. Proper preparation of such a product 
is a big challenge because of the need to comply with many laws, regulations and 
standards. According to ISO (the International Organization for Standardization) 
[24] medical robots belong to specialist service robots. 

Service robot is it robot that performs useful tasks for humans or equipment 
excluding industrial automation applications (SOURCE: ISO 8373:2012, 2.10) but 
personal care robot–service robot that performs actions contributing directly towards 
improvement in the quality of life of humans, excluding medical applications 
(SOURCE: ISO 13482:2014, 3.13). 

ISO 13482 clarifies which robots fall under the definition of personal care robots 
and what distinguishes personal care robots from robots in other areas, such as 
medical robots or industrial robots. This document also provides further guidance 
on the risk assessment and risk reduction process to be conducted for a personal care 
robot. 

Mobile servant robot–personal care robot that is capable of travelling to perform 
serving tasks in interaction with humans, such as handling objects or exchanging 
information (SOURCE: ISO 13482:2014, 3.14). 

Physical assistant–robot personal care robot that physically assists a user to 
perform required tasks by providing supplementation or augmentation of personal 
capabilities (SOURCE: ISO 13482:2014, 3.15). 

Person carrier–robot personal care robot (3.2) with the purpose of transporting 
humans to an intended destination (SOURCE: ISO 13482:2014, 3.16). 

Artificial intelligence can be treated as part of medical robotics, that is why it is 
worth paying attention to ISO/IEC JTC 1/SC 42 Artificial intelligence (https://www. 
iso.org/committee/6794475. html). 

Artificial intelligence can be treated as part of medical robotics, that is why it is 
worth paying attention to ISO/IEC JTC 1/SC 42 Artificial intelligence [25]. 

From 26 May 2020, Regulation (EU) 2017/745 of the European Parliament and of 
the Council of 5 April 2017 on medical devices (MDR–Medical Device Regulation) 
was to apply. 

For many years, work has been carried out on a special standard for medical 
robots. The updated list of standards important for inventors and manufacturers of 
medical robots can be found on the Digital Innovation Hub HealthCare Robotics 
HERO portal [13]. 

9 AI and Robots 

In our opinion, artificial intelligence (AI), machine learning is a field of robotics. 
Its development makes us think more and more boldly about robots becoming inde-
pendent. Image analysis is one of the medical fields that is a natural area for testing 
artificial intelligence (from historical point of view machine learning have been

https://www.iso.org/committee/6794475
https://www.iso.org/committee/6794475
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developed by looking at, analyzing natural solutions for the perception of the human 
brain). Medicine should deal with prevention–this requires analyzing a huge number 
of facts about the patient himself and his environment (from climate to politics, from 
nature to history). This is a chance for AI to help people. 

We live in the space of information, that is, we can assign data and history to 
specific points in time and space. AI can “broaden” human memory & senses, which 
will allow him to make better decisions. 

In the future, as potential patients, we will have our model, simulator, that is, our 
“twin” covering the genotype, phenotype, history and effects of diseases and injuries. 
Doctors will be able to test on this model–a twin–the potential benefits and dangers 
of using various methods of treatment, the use of drugs, and performing surgery on 
the twin will facilitate the appropriate planning of the operation. Selecting materials 
and devices, and even a medical team, and practicing specific surgical movements 
and medical activities during the procedure. 

Artificial intelligence is an element of robotics, because the concept of a robot is 
derived from the desire to make a machine similar to a human being. 

Man, not only uses technology, but is also entangled in technological relation-
ships–practical and also ethically. 

Even today, autonomous vehicles travel on the roads of many cities in the USA, 
Europe and Asia. Legal solutions are going after development of technology. But the 
direction of changes is already chosen and will not change–we will be surrounded 
by independent robots. Robots will accompany us at work as trusted partners and 
home, securing basic cleaning works, during entertainment and will be ready to help 
in the event of a life-threatening situation. They will be the real guardians of our 
well-being and life. 

AI and machine learning technologies enable robots to sense and respond to 
their environment. Medical robots will be more and more independent. Thanks to 
AI and accepted technical solutions guaranteeing security. Corindus, producer of 
CorPath GRX platform, received permission from the United States Food and Drug 
Administration (FDA) for the first automated robot movement called “Rotate on 
Retract (RoR)” in 2018 This was the first step towards introducing autonomous 
robot operations [37, 38]. 

But, what do we need to be able to use AI in MIS (Minimally Invasive Surgery)? 

1. In advisory programs and planning support systems, AI serves as a method of 
linking the current situation during a surgical operation with the results obtained 
earlier in clinics (if they are digitized, i.e., form elements of the Big Data base) 
or obtained from physical modeling, computer simulations or the use of models 
theoretical in calculations. 

2. In mechatronic surgical instruments, if the instruments are equipped with sensors 
(determining the features of local surgical intervention), soft & hardware to 
understand what specific signals mean for the task being performed and monitors 
presenting data to the surgeon online.
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3. In surgical telemanipulators, if robots are equipped with sensors (determining the 
features of local surgical intervention), supervision and control systems trans-
mitting force information to the operator’s hand and other (often processed by 
computing systems) information on the robot control console monitor (they create 
the space operations enriched with physical data). Innovative surgical instruments 
equipped with force sensors and/or performing semi-automatic tasks (such as 
sewing) play a key role in this process. 

4. In independent surgical robots, if the robots have their own computer (strong and 
fast, respectively) or in an open system in the cloud and an electromechanical 
system with a control system working in an information loop containing sensor 
data (imitating the sense of sight, sensation, smell), data from memory resources 
regarding the practice and theory of selected surgical procedures (imitating 
the medical knowledge of the surgeon), decision making system (AI) and the 
implementation of surgical tasks (robot executive tools) [38]. 

Artificial intelligence can contribute to reducing errors, improving standards, quality 
of performed operations and increasing patient safety: 

1. Indirectly, passively as the basis for the work of the advisory system when 
planning and performing operations. 

2. Indirectly–as an element of surgical telemanipulator or mechatronic tools. 
3. Directly–as the basis for the operation of an autonomous surgical robot. 

Improving the decision-making process is always associated with access to good, 
reliable and timely information. The surgeon manually performing a classic operation 
uses information with all the senses. The surgeon loses access to all this information 
by moving away from the patient during surgery; endoscopic instruments with a 
distance of about half a meter and with telemanipulators over a distance of several 
meters or many kilometers [38]. 

The main idea: the less invasive the surgical intervention and the greater the 
distance the surgeon from the operating table is, the greater role of decision support 
systems (AI) and performance of specific tasks (Robots) is [38]. This principle formu-
lated for MIS can be freely transferred to other activities within medical services. 
Acting in the area of lack of full knowledge, we will have to rely on analyzes 
conducted by AI and ML. Thanks to the sensors, robots can inspect in real time, but 
they have access to a huge, updated database of medical events and facts and build 
their experience by quickly analyzing the effects of decisions made on models–before 
making a decision (as AI has proven competing with humans in popular games). 

How to determine the advancement of robots’ independence? The autonomy of 
medical robots on a five-point scale (modeled on the SAE J3016 standard). 0. The 
lowest level, 0, is a lack of autonomy. Level 4, fully automated work, have achieved 
computer tomography or robotic radio-surgical knives that move and operate in 
accordance with the planned trajectory and tasks specified before the surgery. Level 
5 (means a robot working fully autonomously)–no medical robot has achieved so far 
[38]. 

We treat the human body as a biological, physical, chemical and biocybernetic 
(IT) system.



Robot-Based Medicine. Robots in Medicine: Mobile Robots Versus … 151

10 Ethics of the Age of Medical Robots 

Ethics concerns the human–human relationship, human–nature. A separate person 
comes into contact with the environment represented by other people, animals, 
plants–generally the world, the cosmos. But what if there are human-made intelligent 
individuals–robots? 

One of the interesting aspects in terms of the human–machine relationship is 
the direct connection. It seems that we are inevitably getting closer to the world of 
cyborgs. Because it will be possible. And it will be used because it will be optimal 
and functional. So, we will have the problem of transforming a human into a hybrid 
individual. If we combine the advantages of a human (sensitivity, subjective relations, 
commitment proportional to challenges) and a robot (unlimited access to information, 
objective decisions and standard implementation of tasks)–it will be great. But what 
if we combine our disadvantages with the unlimited possibilities of robots? 100 years 
ago, recalling the word “robot”, Karel Capek created an amusing theater play on this 
basis. 

Medical robotics offers a paradigm shift in the way medical responders works. 
Similar changes apply to home care, for instance in postoperative care or rehabilita-
tion. However, it’s the medical-social companion robots that will be responsible for 
the greatest impact on human societies. Social robotics will change both the societal 
fabric and philosophy. 

Robots were created on Earth in the image of man and for man. 
Everything indicates that, is impossible to achieve an universally, easily accessible 

and cheap (?) but high-quality, personal healthcare without medical robots. How will 
people who are looked after by a robot cope with it? How will we make decisions 
and how will robots make theirs? 

I believe ethics to be the art of making the right choices so let’s take a step back and 
seek advice of the ancient philosophers. For ages, philosophers have been analyzing 
issues connected with the man versus-man and man-versus-the world relations in 
order to help us comprehend the reality and find the correct conduct. The term “ethics” 
comes from the Greek word ethicos, meaning a way of conduct accepted in the 
society, a conduct according to the legal character (ethos character). Today, “ethics” 
is colloquially understood as “morality”, although the Latin word moralis denotes 
more the judgement of the appropriateness of a given action than a person’s character. 
Plato (427–347 BC) believed that most people live in ignorance, and therefore cannot 
be expected to make the right decision. Knowledge is a virtue; nobody purposefully 
chooses the wrong way [36]. 

This situation seems extremely advantageous for the absorption of AI as an intel-
ligent guardian angel. If AI is a safeguard of common sense and knowledge based 
decision. 

In his Nicomachean Ethics, Aristotle (384–322 BC) identified two types of virtues: 
moral (courage, generosity, modesty, etc.) and intellectual (wisdom, intelligence, 
reason). We all have the possibility to develop a virtue, however, only few are 
successful. What kind of virtues we can find in our robot? Which one is the most



152 Z. Nawrat and D. Krawczyk

important? Thomas of Aquin (1225–1274) perceived moral problems in the context 
of the law of nature and God’s commandments. A moral life is life “in accordance 
with reason”. All people are equal and for all people there is a close connection 
between happiness and a righteous conduct (conscience) [1]. We–the people–create 
robots. They should respect the rights which we will indicate. Should we build robot 
conscience to serve as decision control? Immanuel Kant (1724–1804) believed that a 
man’s kindness does not depend on the effects of his actions, since there are too many 
factors which influence these actions and which we cannot influence. The develop-
ment of the goodwill is the most important human aim. However, the goodness of the 
robot will depend solely on the effects of its actions. The purpose of the training will 
be the best fit to the needs of humans, customized and optimized for specific tasks. 
Jeremy Bentham (1748–1832) formulated a concept of utilitarianism according to 
which, one should be useful and act in a way that would cause the greatest good for 
the greatest number of people. His principle of utility regards “good” as that which 
produces more pleasure and less pain. Action consistent with the philosophy of util-
itarianism means that it is the results or consequences of a given act that decide on 
its moral value, and not the reasons or motivation behind that act [36]. 

Robots will be no more and no less moral than its creators. Should a robot be 
useful only for its caretaker? How should they make decision regarding other people; 
sometimes what’s for good for an individual contradicts what’s good for others. 
A.J. Ayer (1910–1988) and CL Stevenson (1908–) created the theory of emotivism. 
According to this theory, the scientific, empirical method of verification of statements 
is inefficient in ethics, whilst morality is only connected with our feelings. However, 
we won’t program our own feelings in robots we may program our preferences. The 
contemporary British philosopher, Alasdair MacIntyre, in his search of understanding 
of good and evil delves into history and art, such as: the Homeric virtues (strength, 
courage, cleverness, friendship), Athens’ virtues (courage, friendship, moderation, 
wisdom), and medieval virtues (bravery, justice, moderation, wisdom, faith, hope 
and love) [36]. 

Science fiction offers similar views on robot behaviour. Joseph Fletcher considered 
moral issues in three ways: • legalistic (based on unknown commands); • autonomic 
(rejecting rigid norms); • situational (e.g., “love thy neighbour”). His situational 
ethics suggests that decision making should be based on predicting the consequences 
of a given act. This, however, is not always possible. Definitely relevant for robots– 
that decision making should be based on predicting the consequences of a given act. 
The use of robotics in the treatment process facilitates remote medical care, consulta-
tions and the monitoring of a patient’s condition. It is therefore a chance for a greater 
availability and quality of medical services. Robots are a breakthrough in the infras-
tructure, the organisation of the operating theatre and in the specialised training 
of surgeons. But how to evaluate a wrong decision or an action of remote physi-
cian? How to divide the responsibility for the mistakes of remote robotic devices? 
The access to information depends on technical resources, software, etc. There-
fore, the final effect is influenced by a number of people–engineers, administrators, 
economists, etc. as well as fortuitous events. Even lower–level robots, let’s call them 
servant robots need to obey the three laws of robotics formulated in the 1950s by
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Isaac Asimov in his book entitled: “The Caves of Steel”: • A robot may not intervene 
in human activities (exception–when the activities may injure a human being). • A 
robot must obey any orders given to it by human beings (except where such orders 
conflict with the First Law). • A robot must protect its own existence, as long as such 
protection does not conflict with the First Law or the Second Law. On principle, the 
laws of robotics set forth the supremacy of man over robots in every circumstances 
and, in the case of conflict, the task performed by a”less intelligent” robot should be 
subordinated to a robot equipped with a more comprehensive system of the assess-
ment of its work environment. As far as medical robots are concerned, their tasks 
are primarily regarded as intervention into the human condition in rescue opera-
tions, surgical procedures or different therapies. Currently, robots are also used for 
psychological therapy, on the grounds of excellent experience of robotics gained in 
entertainment functions. Do humans have any obligations or duties towards mechan-
ical devices? No. The answer may not be that straightforward however if those 
mechanical devices determine our capabilities of helping others. The guarantee of 
safety may mean that there is a need of proper servicing and maintenance of devices, 
which are used for saving lives. What if robots starts manufacturing robots? Then 
we may have to ensure the uninterrupted supply chain of parts. What if by enforcing 
waste sorting and recycling we will involuntarily introduce “racial segregation” of 
robots and the need of robot “health (service) care? A fund with spare parts? [36]. 

Remote patient monitoring, treatment of consultations offers a chance to increase 
the availability and quality of healthcare. Thanks to the introduction of robotics 
into the treatment process it is possible the practice “remote” treatments. “Existing 
telerobotic systems can be classified as two categories: teleprogramming systems or 
telecontrol systems. In teleprogramming systems, operators rely on the visual infor-
mation only to instruct robots to execute a motion that has already been programmed 
offline, and the method is basically an open-loop control. In telecontrol systems 
operators have direct access to real-time control of the robot at the remote site based 
on real-time feedback of supermedia information, including images, force, and other 
information for haptic rendering” [30]. Ethics and our sense morality blindly assumes 
direct human contact. Our conscience and empathy work differently when faced with 
abstract terms such as lack of direct correlation between our actions and its effects 
on a fellow human being. How will we morally and legally assess mistakes made 
through telemedical systems? Personal, caregiver robots will be our companions in 
not-too-distant future. The elderly and people living alone will be taken care of by 
robots supervised by designated remote care centers. Specialized expert-systems will 
make necessary decisions regarding the medical intervention, should one be required. 
Without a doubt, such system will boast a great efficiency, however, what will the 
social implications of such isolation be? After Frankenstein and robots, cyborgs are 
yet another imaginary creation that is entering reality [36]. 

The integration of engineering and biology is a fact. This raises the question as 
to the borderline between a biological organism and a technical device. Where is the 
beginning of consciousness and intelligence? In my opinion, it is when the question 
“why” appears between the information from the environment and the actions [36].



154 Z. Nawrat and D. Krawczyk

To summarize: a robot, as an art object, is created in the likeness of humans to 
carry out work on their behalf. The robot is an invention that was popularized almost 
100 years ago, long before it became a real object. Ethical issues that producers 
are interested in include neighborliness with robots or hazards arising from their 
independence or their misuse by humans. 

As we can read in “Robot Ethics” by Patrick Lin, Keith Abney and George Bekey. 
“The emergence of the robotics industry” observed Bill Gates “is developing in 
much the same way that the computer business did 30 years ago” (2007). As a 
key architect of the computer industry, his prediction has special weight. In a few 
decades–or sooner, given exponential progress forecasted by Moore’s Law (that 
computing power will double every eighteen months or so)–robots in society will be 
as ubiquitous as computers are today. Gates believes; and we would be hard pressed 
to find an expert who disagrees” [29]. 

A personal robot should improve the safety and the level of freedom of humans. 

11 Discussion 

Robotics will play a key role in the future of our societies. The widespread presence 
of robots in our environment will change the work culture and the way we “practice” 
many everyday human activities. 

In medical robotics, the fact of direct contact with the patient’s body is important, 
as it has a direct impact on the life of the human being cared for by the robot. This 
is not only an engineering challenge: design and execution, but also ethical and 
economic. 

Our cooperation with robots, both as service providers and recipients of medical 
services, will require appropriate behavior and education from us. 

Until now, medical devices and tools were oriented towards service providers, 
i.e., doctors and nurses. They can now be patient-oriented. It is a change in the way 
medical services are performed. In this way, we are entering the implementation of 
a new paradigm of providing medical services. From patient < > doctor to patient> 
technology> doctor to patient> health technology, in which system the doctor has 
only a controlling and innovative role. The real breakthrough in health services will 
come from autonomous robots. 

Robotization, automation of a medical service requires, first of all, understanding 
its essence, selecting, defining individual tasks and dividing the process into repeti-
tive activities or decisions. Similarly to the knowledge of the rules of conduct calcu-
lation, “how the counting process works”, as the basis for learning mathematics, 
caused the possibility to transfer this process to machines. Knowledge of the causes 
and effects of specific medical activities or, often based on statistics, medical stan-
dards constitute the basis for starting the process of automating medical services. 
Robots with access to patient data and own (sensory) information, controlled by an 
artificial brain, provide an opportunity to make work independent and personalize 
the implementation of medical care.
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Today we have the technical means to make a choice–to decide whether the 
performance of work as part of a medical service requires the mobility of information 
or the medical team, sending information to the patient or performing a procedure 
on the patient. If the patient needs a drug or drug substrates (if in the future the 
patient will have a printer producing drugs with him, materials and instructions, a 
drug development program will suffice), a medical device (e.g., a pulse oximeter, 
which connected to the network and allows to monitor patients during a pandemic 
staying at home), then we will send a drone with everything necessary. That is–the 
mobility of only the therapeutic agent. 

We have a lot of evidence of the effectiveness of the use of drones, necessary in 
many critical situations. Half of the world’s population have limited access to health-
care. Help can be provided by drones, because can fly long distances (over dangerous 
terrain) to deliver medication, vaccines, biological samples, diagnostic kits and food 
supplies. Remote-controlled transport of materials supported by telemedicine tech-
nology of data transmission and providing professional advice in many cases can 
save lives. Tests of such systems are already very advanced. Examples [34] (1)  In  
2020, Volansi piloted the first delivery of temperature-controlled vaccines in the US. 
(2) In 2022, due to Hurricane Ana, drone suppliers (Swoop Aero) are distributing 
medicines and polio vaccines. (3) In Democratic Republic of the Congo the Ebola 
bi-directional medical delivery drones (drop-off the Ebola vaccine and then collect 
biometric data) have been used 4) for villages in the jungle-covered mountains in 
archipelago Vanuatu–remote food supplies and medicines. 

Effective aid requires the involvement of developing countries as equal partners in 
the creation and dissemination of knowledge. The power of modern communication 
systems, their decreasing costs and new methods of learning are hope for the future 
and an opportunity to spread a better standard of health care [47]. 

What are some disadvantages of medical robots? There is also the possibility of 
mistakes and malfunctions by direct or indirect care robots: 1. Initial investment is 
very high. 2. The answer for the question “Who is responsible for mistakes made by 
robots?” is still open (law and ethics). 3. The use of robots requires new skills for staff– 
new competences are needed and time for education. 4. Healthcare robots require 
access to data and create data, imported and exported via the web, are generally “tele-
sensitive”. Their use in direct contact with people while replacing or supporting 
caregivers, surgeons or provide psychological or motor rehabilitation may imply 
tragic implications of hospital robots caused by programming error or a sabotage. 
This increases the role of cybersecurity issues. And another cost increase–see point 
1. The main task for engineers is therefore: do it cheaper! safer! modify solutions 
faster, according to emerging new needs! and improve service! 

The analysis of the life cycle of robots shows that it is worth taking care of 
their proper use and efficiency. These are largely IT devices, so they age as fast as 
computers, smartphones or their software. The cost of buying a robot is high, so 
the robots should work every day. The most expensive are diagnostic and surgical. 
Qualified personnel are also valuable. Due to the fact that the number of certified 
surgeons is limited, it pays to ensure that one surgeon can perform e.g. 4 operations
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a day (usually one operation lasts less than 2 h). That is why it pays off, for example, 
to buy two robots for one facility in order to maximize the use of the team. 

In this chapter a quick overview of the state of medical robotics and many issues 
ranging from economic to ethical have been made in order to seek an answer, 
to the question about the directions of robotization development, very diverse 
in the way healthcare works. When, where and why to send information over a 
distance, and when devices, when, where and why to use remotely controlled robots 
(telemanipulators) or automatic, or autonomous robots. 

Due to the Internet network dependence robots, the threat of cyber-attacks is 
growing. Democratization, universal access means that the criminal world of-ten 
gets simple tools to commit crimes. However, we are optimists. We cannot afford the 
lack of such an open, courageous approach. The safety and well-being of citizens 
around the world depend on it. The situation is somewhat reminiscent of the ease 
of counterfeiting money, especially today. And yet, by applying very strict laws and 
controls, we manage to keep our criminal intentions under control. There are also 
design constraints. 

Progress in mechanical, like electronics, depends on advances in material physics 
(and access to some-times rare minerals). However, unlike electronics, the progress 
in miniaturization and ease of production of mechanical components (although we 
have 3D printers) and the ingenuity of solutions is slow and insufficient. To perform 
work in the dimension needed for the operation, we need forces of 10N, to transport 
drugs or patients, we need powers of the order of kW. Anyway–based on the genesis 
of the robot, i.e., its resemblance to humans: the total resting power of the heart 
related to the activation of blood circulation in small and large circuits is about 1.4 
W, and the resting power of a person weighing 60 kg is about 76 W. When heart 
prosthesis is designed, because of the energy loss, a motor with a power of about 14 
W, is need, if the goal is transporting a human, then …. much more, depending on 
conditions. And yet we mainly use electricity, which we transform into mechanical 
work in a way that was invented 200 years ago. The use of pneumatic or hydraulic 
drives in medicine is not widespread for reasons of maintaining an appropriate level 
of safety. The rapid development of electronics and computerization was possible 
because we changed the rules of operation, not just materials. There are no such 
breakthroughs innovation in mechanical and electrical systems. To obtain power 
from the rotor spinning in the magnetic field, we build motors that are heavy. When 
mounting motors on a robot structure with many degrees of freedom, we have to 
oversize its construction elements, due to the safety and the required precision of 
the effectors–tool tips. Since the robots have to do the right mechanical work, they 
are heavy and expensive. If we are to move in space, ride, swim or fly, we must use 
appropriate technical solutions (e.g., wheels or wings) that are rarely suitable for 
miniaturization or reducing production costs. What a difference to computerization, 
where computing abilities are not related (so closely) with the weight and volume 
parameters of the device and the price. 

First of all–man is mobile. He changes place and if he needs help, the appropriate 
medical service should follow him. Only then will it be effective. However, there 
are different needs and different types of services. Modern technologies come to the
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rescue: IT, computers, smartphones, MEMs. More and more portable and wearable 
devices allow some of the diagnostic work, to be done independently or automatically 
on the patient. In most cases of geographic location, today it is not difficult to send a 
set of information remotely and receive specialist advice via the Internet or telephone 
network. Telemedicine already offers excellent support for medical services, when 
it is possible to “treat with information”. In the future, when it is possible to print 
drugs or orthoses, we will use a distributed network of properly equipped mini-help 
centers, self-controlled or remotely controlled by specialists. 

Every medical service is based on data. Cloud technology allows access to 
memory-intensive data everywhere. We can move both in geographic and data space 
at the same time. We can be warned against external threats (e.g., weather) and 
internal threats (important e.g., for diabetics). AI trainers (including mobile robots 
accompanying e.g., runners) help in the field of sports medicine. In the field of occu-
pational medicine, professional drivers are inspected. If we believe the authors’ belief 
that artificial intelligence is an element of robotics, it is difficult to find an area where 
the robot is not treated as an opportunity for progress in the field of democratic, 
universal, cheap access to appropriate quality services. 

Mobility of robots has different meanings in various fields of medicine and 
different methods of successfully using robots there are being developed. The 
effective and economically justified application of medical robots are as follows. 

In sparsely populated countries, such as Canada, it pays to install surgical tele-
manipulators to bring them closer to those in need, because competence can be 
transferred remotely–a surgeon from a reference center in a given field can supervise 
and control robotic tools inside the patient’s body. Moreover, in surgery–the “porta-
bility & agility” trend has emerged–robots should be more flexibly adapted to the 
type of operation and the place where the operation is carried out. Today, a surgical 
robot can be borrowed or rented for the day of surgery. It is not only economically 
easy to calculate, but above all possible due to the adoption of appropriate technical 
solutions by several competing companies (e.g., light functional modules). However, 
if the star wars paradigm returns, we will return to space hospital installations, as 
today field hospitals in case of war and qualified medical centers aboard ships are 
designed. All these medical goals can only be achieved with the right robots. Tele-
manipulation is associated with the risk of delays and loss of control–that is why 
autonomous robots are developed, also in the field of surgery. 

In rehabilitation, we require a specialist to assess the patient’s condition and 
perform many repetitive body movements. The sensory robotic arm can perform 
most of the typical rehabilitation tasks. Robots such as the popular Luna (Fig. 2) [16] 
are transported to the place of use without any problems. This is also IT device, so 
they can be remotely supervised and remote controlled. If we borrow them home for 
the duration of convalescence and rehabilitation, both robots and patients, will be 
cared remotely by the best specialists. 

Diagnostic devices are getting smaller, they can be transported in ambulances, 
stored in places frequented by people: such as airports or stadiums, devices 
can also have therapeutic and rescue functions (like AEG–Automatic Electronic 
Defibrillator)–similarly to rescue and firefighting equipment. Digitalized data from
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stationary diagnostic devices, such as tomography, can be freely collected and 
transmitted–following the patient. 

The pandemic significantly accelerated the process of adopting telemedicine and 
rehabilitation robots (one specialist may look after more patients). The strongest 
development, however, is in logistics. For the same reason. The development of means 
of transport is the result of advances in the technique of building and controlling 
drones. In terms of hospital robots, their ability to move independently is the result 
of the advancement of sensory technologies (similar to those used in road vehicles) 
and machine learning, as well as the miniaturization of computers (weight) and 
cloud-based data storage technologies. Autonomous emergency vehicles, mobile, 
automatic pharmacies or robots searching for and collecting the wounded–this is a 
chance for a safe living space for people. 

We are definitely facing a solution to the problem of the organization of the entire 
healthcare, in which we will have teams of robots specialized in various fields, the 
coordination of each action, the cooperation of robots and people, will require a 
completely new system approach. 

According to the World Health Organization (WHO), a well-functioning health 
care system requires a financing mechanism, a well-trained and adequately paid 
workforce, reliable information on which to base decisions and policies, and well-
maintained health facilities to deliver quality medicines and technologies. Let’s 
think–if we have a good financing system for medical robots and a legal system, 
they can perfectly meet these expectations: diagnostic robots will collect relevant 
information, digitized data will be sent to therapeutic robots, therapeutic robots will 
undertake treatment, rehabilitation (after receiving updated data) will take care of 
returning to patient well-being, in the meantime they will provide appropriate trans-
port and communication services (medicines, advice). Of course, at home, the patient 
will be able to count on help from social robots. It’s perfect. And it all starts with the 
digitization of data and learning of the robot’s behavior in the human life space and 
controlled interference in the human body if medical treatments are required. And 
the mobility of information, patient or … service. 

The challenges of the future will be no less than those faced by our generation. 
There is a lack of millions of health care workers to maintain the level of medical 
assistance provided in future at the present level. However, expectations and needs 
are much greater. Contact of a competent employee with the patient, i.e., the human– 
human relationship, is still a determinant of comfort at a time when we get into health 
problems. Any automation in the economy or administration is favorable to medicine 
because it frees human resources to play (probably) the most important role–helping 
people and providing medical care. In the near future, most of the employees will 
work in health services. 

Are we ready? Autonomous vehicles in the US are currently being tested on the 
road. Responsibility criteria are also tested. In medical robotics, the fact of direct 
contact with the patient’s body is important. This presents a set of design and commu-
nication challenges. The possibility of making mistakes provoke asking questions. 
The answers require an ethical analysis. We are very fascinated by the vision in 
which robots could be partners of elderly and infirm patients. A personal robot
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should improve security and the level of human freedom [1]. The world population 
is already 8 billion. We are accompanied by countless living organisms and several 
million more and more intelligent robots. Medical robotics will play a key role in the 
future of societies. However, this role is not without many doubts and controversies. 
Intelligent and self-aware robots will soon become members (elements) of human 
society. This is the next step in the evolution of man and his world. 

How many types of medical robots will we have? As many types as medical 
services? Or as much as employees? Health workforce list consist of: Physi-
cians/doctors, Midwives, Nurses, Pharmacists, Dentists, Other health-care providers 
(including community health workers)–according to WHO [52]. Will they be special-
ized or multidisciplinary, modular or compact, free or licensed; objective or subjec-
tive, empathetic or compassionate, universal and widely available or access to robots 
will be limited; fully independent and developing without our control or definitely 
subordinate to us? Our future depends on the answers to these questions. 

The robot allows us to multiply the work. It allows us to be more effective and, as 
a result, more sensitive to the patient (because it frees our time, senses and strength). 
Telecommunications robots and technology allow us to transfer our competences 
and possibilities of action to where they are most important at the moment–despite 
the distance from the patient. 

What we create should meet the criteria of beauty (art), good (public activity), 
truth (science) and utility (inventiveness). A medical robot is today more of an IT 
tool than a mechanical one. 

12 Conclusion 

Already today, health services constitute the greatest burden on the human and 
economic resources of modern countries. It is also difficult to imagine a more impor-
tant task from the humanitarian and social point of view. Automation and robotization 
of production and services caused the development of our civilization. Technology 
influenced the world order and laid the foundations for democratization and the 
promotion of a good quality of life. It is time to transfer this pattern of technological 
success to the area of medicine and health services. As a rule, for medical assistance 
to be effective, it must be delivered at the right time and place where it is needed. 
This requires the transfer of information and action over a distance. Medicine as a 
process and practice for preventing disease and caring for people in need must be 
based on robotics. This is a challenge not only for engineers but for every participant 
of the system, both for service providers and recipients of medical services. As with 
any civilization changes, this one will also have a cultural dimension. The universal 
presence of robots in our lives will require appropriate behavior and education, modi-
fication of applicable laws and ethics. Engineers are facing challenges to make robots 
cheaper, easier to use and safe. The robot will relieve us of many duties, because 
they allow us to multiply our work. This will allow us to be more human, it will have 
a positive impact on interpersonal relationships. We can afford it.
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Telecommunications robots and technologies allow us to transfer our competences 
and capabilities to where they are most important at the moment–despite the distance 
from the patient. Thanks to digitization and telecommunications technologies, we 
no longer have problems with transmitting information. We can collect and analyze 
big data (AI). Communication, information transfer is now fully mobile. The rapid 
development of more and more robotic means of transport, road vehicles and drones 
mean that today there are no big problems to send the right package to any place 
on earth, to the moon or a nearby planet. Still, the challenge is to do the job as a 
medical service in a similar way. Robot mobility has different meanings in different 
medical fields, and different methods are being developed for the effective use of 
robots there. 

Medical robots are the only chance to provide broad, democratic access to quality 
healthcare services in the near future. The ongoing demographic changes, the lack 
of an appropriate number of medical personnel and the need to raise the standards of 
services provided in hospitals, clinics and homes in need are global trends that force 
greater involvement in the field of medical robotics. Already today, robots (industrial 
robots) determine the quality of our lives to a large extent. However, everything 
indicates that medical robots (including artificial intelligence) will guarantee a safe 
future for homo sapiens. 

It is uncertain whether men are from Mars, women are from Venus, but certainly 
robots are from Earth. We have a chance to create them in such a way that they 
will become our chance for a long and happy life for people, fairly and universally. 
Robots are humans’ most powerful tools. 
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Event-Based Robust Control Techniques 
for Wheel-Based Robots Under 
Cyber-Attack and Dynamic Quantizer 

Mobin Saeedi, Jafar Zarei, Mehrdad Saif, and Allahyar Montazeri 

Abstract Nowadays, mobile robots are becoming an increasingly significant part of 
daily human life. Humanoid robots, wheeled mobile robots, aerial vehicles, mobile 
manipulators, and more are examples of mobile robots. As opposed to other robots, 
they are capable of moving autonomously, with sufficient intelligence to make deci-
sions in response to the perceptions they receive from their environment. In today’s 
world, cooperative tasks and the ability to control robots via networks make them a 
component of cyber-physical systems (CPSs). In this study, mobile robots that are 
acting as a part of CPSs are examined. Data-network burden, signal quantizers, cyber 
security, delayed transition, and robust performance are some of the challenges they 
face. A total of three sections are then devoted to addressing these issues in detail. 
As a first step, the governing equation for mobile robots is explained, and then 
their robust and resilient behavior of them is examined by establishing the event-
triggered adaptive optimal terminal sliding mode control (AOTSMC) approach for 
nonlinear uncertain dynamic systems that are subjected to denial-of-service (DoS) 
cyber attacks. In this case, it is assumed that the conveyed signal is being corrupted 
randomly by an attacker. In this situation, it is essential to design the closed-loop 
controller parameters in such a way that the performance can be maintained under 
malicious attacks while the communication resources are preserved. Due to the unre-
alistic nature of delayed-free communication, the stability analysis is conducted for 
a general form of uncertain nonlinear delayed input dynamic systems. The quanti-
zation effect on the closed-loop control system is then analyzed in conjunction with 
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robust behavior and event-based data transmission. A novel criterion is established to 
adjust dynamic quantizers’ parameters according to the variation of event-triggering 
error, enabling the quantizer to be more accurate and facilitating implementation 
procedures. Finally, simulation results validate the presented methodology. 

Keywords Mobile robots · Cyber-physical system (CPS) · Event-triggered 
methodology · Terminal SMC · DoS cyber attack · Dynamic quantizer 

1 Introduction 

There has been an unstoppable development in cyber-physical systems (CPS) in the 
engineering field in the last decade. They are constantly under development to become 
more secure, precise, and capable of making real-time adjustments in the engineering 
and manufacturing fields. Cyber-based control of robotic mobile devices gives them 
greater flexibility in terms of their application in different areas of industry, such 
as warehouse management systems, product assembly, distribution, and hazardous 
environments [ 1, 2]. The importance of this issue motivates us to present the current 
study in which the limitations and considerations of cyber-based mobile robots are 
addressed. Described in the following two subsections is a review of the CPSs, mobile 
robots, their dynamic behavior, and their challenges. A typical cyber-based control 
structure for mobile robots is shown in Fig. 1. 

Fig. 1 A typical cyber-based mobile robot control system
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1.1 Background 

In recent years, there has been a growing interest in CPSs as a result of rapid advance-
ments in digital communications [ 3]. These new areas require integrating physical 
systems, microprocessor-based controllers, and sensors through shared cyber layers 
to achieve desired objectives. As a result of the emergence of such systems, a new 
research area has emerged that provides control analysis of critical industries, such 
as oil and gas industry, health care services, as well as the robotic field [ 4]. 

Despite the fact that CPS systems offer increased availability and flexibility, there 
are a number of limitations associated with them, including packet dropout [ 5, 6], 
cyber-attacks [ 7– 9], fading data [ 10], quantization of signals [ 11– 13], and com-
munication delay [ 14]. Satisfying the limited network bandwidth is an important 
issue while cyber layer is deployed to transmit data-packets. To cope with this prob-
lem, event-triggered data transitions have been developed as an alternative to time-
triggered data transitions. Based on the research conducted on the event-triggering 
schemes, it has been found that it is an effective tool for reducing communication 
burdens, improving robustness against packet dropouts, and reducing vulnerabilities 
to cyber attacks [ 15, 16]. 

As opposed to traditional time-based methods that cyclically transmit signals 
within predetermined time instances, an event-triggered terminology would be 
viewed as a sample-based scheme. There are certain criteria that allow the transmis-
sion of measured data at a periodic time intervals that save communication resources 
while maintaining stability. Although the use of event-based methodology provides 
an analytical approach to make different control theories applicable to the CPSs in 
the presence of constraints in the network layer, proving Zeno-free behavior of the 
designed closed-loop, increased computational load in the design phase [ 17– 21]. 

When it comes to event-triggering criteria and signal quantization, theory and 
practice are intertwined in CPSs. It is very important to maintain control precision 
and stability in physical systems controlled by digital communication, which involves 
constraints including maximum allowable resolution of analog to digital converters 
(ADC) [ 22], quantization errors [ 23], and the adjustment of sensitivity parameters in 
dynamic quantizers [ 24]. It has been shown that most studies by considering certain 
linear dynamics, present a quantization terminology or demonstrate criteria based 
on the continuous evolution of the quantizer sensitivity over time [ 24– 26]. Applying 
these approaches to physical experiments in which time-varying desired responses 
are included in nonlinear uncertain dynamics does not lead to satisfactory results. 

Cyber networks also face a number of challenges when it comes to controlling 
uncertain dynamic systems. The fulfillment of predefined control tasks for uncertain 
linear and nonlinear dynamics is always one of the essential researchers’ concerns. 
Then, a lot of robust technics have been established to achieve this target. Among 
them, one of the most successful control schemes to deal with uncertain dynamic sys-
tems is sliding mode control (SMC) approaches [ 27– 29]. Several studies have been 
conducted in the area of SMC, and various terminologies have been adopted, includ-
ing event-triggered SMC [ 25, 30, 31], finite-time convergence [ 32, 33], switched
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systems [ 20], adaptive control [ 32, 34, 35], and cyber security [ 36– 38]. Under event-
triggering criteria, a super-twisting sliding mode controller is proposed in [ 19, 39, 
40]. A sliding mode controller was developed in [ 41] for the quadruple-tank multi-
input multi-output process with input delay. The terminal sliding mode controller is 
implemented in [ 32, 33] to find finite-time convergence. 

In this work, the problem of event-triggered terminal SMC (ETSMC) in the 
presence of a malicious DoS attacks for uncertain nonlinear dynamic systems is 
investigated. Meanwhile, to consider the quantization problem, the new event-based 
dynamic quantizer is developed to reach maximum accuracy by adjusting the quan-
tizer sensitivity. The novelty of this work would be categorized as: 

• Presenting a new event-based optimal terminal SMC to achieve stability in regula-
tion and tracking tasks for a nonlinear dynamic in the presence of uncertain terms 
under DoS attacks. 

• In order to maintain stability under the presented control scheme despite being 
attacked by cyber criminals, a unique criterion is developed to take into account 
the DoS attack characteristics. despite being attacked by cyber criminals. 

• A new dynamic quantizer approach in the presence of event-based methodology 
is provided to achieve stability and accuracy in different practical constraints. 
The next subsection investigates the governing dynamic equation of wheeled 
mobile robots (WMRs). 

1.2 Motivations 

Throughout the past few decades, a large quantity of investigation is performed 
on controlling nonholonomic wheeled mobile robots (WMRs). Among the control 
research topics that have been investigated for nonholonomic systems, the two main 
problems involved in the research are tracking and stabilization. Taking a look at 
Kolmanovsky’s survey paper [ 42], one can see the intensive research efforts that 
are being made in this area. As many researchers have shown [ 43], stabilizing the 
equilibrium point of is a difficult problem due to structure of the governing differential 
equations. Since nonholonomic systems such as wheeled mobile robots, do not satisfy 
the Brockett condition, the linear control techniques do not provide an effective 
approach to address this class of systems. 

Furthermore, in [ 44] it is shown that using constant state feedback is not useful 
in stabilizing nonholomonic systems. As part of the efforts of stabilizing WMRs, 
several approaches, including discontinuous state feedback [ 6], time-varying state 
feedback [ 45], hybrid controllers [ 46], and optimal control approaches [ 47] have been 
proposed. In fact, majority of methods applied the class of nonholonomic systems 
successfully are using the concept of chained form to represent the model. There 
have been a number of control models and strategies developed in order to stabi-
lize uncertain chained systems. In [ 48], the stabilization problem for nonholonomic
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single-chained systems is addressed in the context of nonregular feedback lineariza-
tion. In [ 49], the nonholonomic systems with nonlinear drifts are globally stabilized. 
A robust algorithm for nonholonomic robot control is presented in [ 50]. However, 
the primary disadvantage of such works is that they do not consider the dynamics of 
the system. 

Since commercially available wheeled mobile robots do not have velocity sensors, 
using velocity state feedback is not practical and designing an output feedback con-
troller for nonholonomic wheele-based robots is of practical importance. To solve this 
critical problem, researchers proposed a global output feedback stabilizing controller 
for a unicycle-type mobile robot based on the backstepping technique. Although, the 
majority of the proposed studies suffer from complexity and do not consider uncertain 
dynamic systems. 

In the following subsection equations that represent the dynamic of wheeled 
mobile robots (WMRs) are formulated. The next sections are devoted to the design 
of an event-based robust controller in the presence of cyber challenges, such as signal 
quantization and cyber malicious attacks. 

1.3 Problem Statement 

Consider the nonholonomic wheeled mobile robot’s dynamic as follows, 

M(ϕ) ϕ̈ + B(ϕ) τd (t) + C(ϕ, ϕ̇)  ̇ϕ + B(ϕ) F( ̇ϕ) = B(ϕ) τ − A(ϕ)T λ, (1) 

and, 
A(ϕ) ϕ̇ = 0, (2) 

where ϕ = [ϕ1, . . . ϕn]T is a vector of generalized coordinates, actuators’ inputs 
are defined by τ ∈ R(n−m)×1 M(ϕ) ∈ Rn×n expresses an inertia matrix, the Cori-
olis matrix is denoted by C(ϕ, ϕ̇) ∈ Rn×n , friction vector is defined by F( ̇ϕ) ∈ 
R

(n−m)×1, and τd (t) ∈ R(n−m)×1 expresses external disturbances, B(ϕ) ∈ Rn×(n−m) 

defines the input transformation matrix. Note that A(ϕ) ∈ Rm×n is a full-rank matrix 
and Lagrange multiplier is expressed by λ ∈ Rm×1 that denotes constraint forces. 
Suppose S(ϕ) = [s1(ϕ), . . . ,  sn−m(ϕ)]T , where si (ϕ) ∈ Rn, i = 1, . . . ,  n − m, and 
A(ϕ)S(ϕ) = 0. The pseudo-velocities of the system can now be obtained by consid-
ering (2) as  v(t) = [v1(t), . . . , vn−m(t)] T such that 

ϕ̇ = s1(ϕ) v1 +  · · ·  +  sn−m(ϕ) vn−m . (3) 

Then, by considering (3), (1) can be rewritten as, 

M1v̇(t) + C1(ϕ, ϕ̇) v(t) + F1( ̇ϕ) + τd1(t) = B1(ϕ)τ, (4)
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where M1 = ST (ϕ)M(ϕ)S(ϕ), B1(ϕ) = ST (ϕ)B(ϕ), F1( ̇ϕ) = B1(ϕ)F( ̇ϕ), τd1(t) = 
B1(ϕ)τd (t), C1(ϕ, ϕ̇) = ST (ϕ)M(ϕ) ̇S(ϕ) + ST (ϕ)C(ϕ, ϕ̇)S(ϕ). 

In order to take actuators dynamic into account, firstly assume that the robot is 
being operated by n − m DC motors. It is possible to write the electrical equation of 
each motor armature in the following way, 

ua = La 
dia 
dt  

+ kb θ̇m + Raia, (5) 

where kb defines the back electromotive force (EMF) constant, La, Ra introduce the 
inductance and resistance of the motor armature, respectively, and the voltage input 
is defined by ua . Considering torque and armature current in the absence of armature 
inductance, i.e. τm = kτ ia , and pre- and post-gear torque-velocity relationships, i.e. 
τ = n τm and θ̇m = n θ̇ , the delivered torque to the system can be expressed as, 

τ = k1 ua − k2 θ̇ , (6) 

where k1 = (nkτ /Ra), and, k2 = n kbk1, n is gear ratio and kτ is torque constant of 
the motor. The Eq. (6) can be represented as follows, 

τ = k1 ua − k2 X1v, (7) 

where X1 ∈ R(n−m)×(n−m) creates pseudo-velocity vectors from wheels velocities. 
From (7) and (4), one can obtain, 

M1(ϕ)v̇(t) + (C1(ϕ, ϕ̇) + k2 B1(ϕ)X1(ϕ)) v(t) + F1( ̇ϕ) + τd1(t) = k1 B1(ϕ) ua . 
(8) 

Note that M1(q) satisfies inequality m1 ≤ ||M1(q)|| ≤ m2, where m1 and m2 are 
positive scalar constants. The dynamic equation (8) and kinematic model (3) can be 
defined as follows, 

ẋ =
|

ϕ̇ 
v̇

|
=

|
Sv 

−M−1 
1 ((C1 + k2 B1 X1) v(t) + F1 + τd1)

|
+

|
0 

k1 M
−1 
1 B1

|
ua, 

(9) 
where x ∈ R(2n−m) is the state vector. Note that at the rest of this study, the following 
formulation is dropped to investigate the controller design approach, 

ẋ(t) = f (x(t)) + Δ f (x(t)) + d(x, t) + bu(t), (10) 

where x(t) = [x1(t), . . . ,  xn(t)]T ∈ Rn is the system state, Δ f (x(t)) ∈ Rn repre-
sents unknown terms, d(x, t) ∈ Rn an external disturbance, u(t) defines input signal, 
and b is a constant parameter.
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1.4 Chapter Organisation 

After this introduction, the problem of event-based AOTSMC design in the presence 
DoS attacks for mobile robots is formulated and solved in Sect. 2. The quantization 
problem and a solution based on event-triggered terminal SMC design for uncertain 
input-delayed dynamics are formulated and the numerical results are provided in 
Sect. 3, and finally conclusions come in Sect. 4. 

2 Event-Based AOTSMC Design Under DoS Attacks 

An event-triggered adaptive optimal terminal sliding mode control (EAOTSMC) 
design approach under DoS attacks is presented in this section. Attackers are believed 
to ruin measurement signals randomly. Maintaining the closed-loop stability under 
malicious DoS attacks is the most important challenge. In order to achieve this goal, 
the EAOTSMC has been proposed in order to increase the robustness against attacks 
and reduce the computational load as a result, as shown in Fig. 2. Furthermore, the 
frequency and duration of DoS attacks are examined explicitly for their effect on 
the closed-loop stability, as well as on the schedules for controller updates. Thus, 
the cyber layer’s bandwidth is determined to maintain closed-loop stability. Then, in 
the presence of uncertainties and DoS attacks, designed parameters can be adjusted 
by the designer. Finally, an evaluation of the proposed methodology is provided by 
numerical simulations. 

Fig. 2 The schematic 
representation of the 
proposed EAOTSMC 
approach
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2.1 Problem Formulation 

This section presents an adaptive optimal TSMC (AOTSMC) approach for an uncer-
tain nonlinear dynamic systems. AOTSMC benefits from the fact that there is no 
reaching phase involved, and it guarantees stability in a fast finite time while fulfill-
ing optimal criteria. Assume the sliding surface is designed as follows 

S(t) = ϑ2 Θ(x, t) + ϑ1 e(t), (11) 

where e(t) = x(t) − xd (t) expresses tracking error, and the known desired states is 
defined by xd (t). Θ(x, t) is an auxiliary state that is defined in the rest of this section, 
and ϑ1, ϑ2 are positive constants. 

Assumption 1 Time-dependent derivatives of xd (t) exist. 

Assumption 2 xd (t), ẋd (t), ẍd (t) ∈ L∞ holds for all t ∈ R≥0. 

Assumption 3 f (x(t)), ḟ (x(t)) satisfy Lipchitz criterion. Then one can obtain 

L0 ||x(t2) − x(t1)|| − |||| ḟ (x(t2)) − ḟ (x(t1))
|||| ≥ 0, (12) 

where L0 ∈ R>0. 

Assumption 4 Following inequality holds by f (x(t)) for all t ∈ R≥0, 

ᾱ − || f (x(t))||∞ ≥ 0, (13) 

where ᾱ ∈ R>0. 

Assumption 5 A bound is established on the deviation rate of uncertain dynamic 
and external disturbance inputs as follows, 

β̄ ||x(t)|| − ||||Δ̇ f (x(t)) + ḋ(x, t)
|||| ≥ 0, (14) 

where β̄ ∈ R>0. 

Let’s rewrite dynamic equation (10) as:

|
ẋ(t) 
ẋn+1(t)

|
=

|
f (x(t)) + Δ f (x(t)) + d(x, t) 
0

|
+

|
bu(t) 
Ψ (t)

|
, (15) 

where Ψ (t) = Θ̇(x, t) is an auxiliary input, xn+1(t) = Θ(x, t) is an auxiliary state, 
where Θ(x, 0) = −ϑ1e(0)/ϑ2. 

From (11) time derivatives of sliding surface is defined as: 

Ṡ (t) = ϑ1 ẋ(t) − ϑ1 ẋd (t) + ϑ2 Θ̇(x, t), (16)
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and, 
S̈(t) = ϑ1 ẍ(t) − ϑ1 ẍd (t) + ϑ2 Θ̈(x, t). (17) 

In this study, the terminal manifold is defined as, 

δ(t) = Γ Ṡ p×q−1 
(t) + S(t), (18) 

where Γ ∈ R>0, and p, q are odd constants that satisfy constraint 1 < p × q−1 < 2. 

Theorem 1 The control input (19) guarantees the finite-time global stability of 
dynamic system (10) while the optimal criteria (20) is satisfied. 

u(t) = 
−ϑ2 

ϑ1b 
× Ψ (t) + 

t{
0 

q 

ϑ1bp 
Ṡ1−p×q−1 

(t)(−Ṡ(t)) − b−1 × ( ̈xd (t) + ḟ (x(t))+ 

(
(

β(t) + β0)sgn(δ(t)) ||x(t)||)dt, 
(19) 

and, 

J =
{ ∞ 

0 
{RΨ 2 (τ ) + (X T (τ )Q(X (τ ))X (τ ))}dτ, (20) 

and, ˙̂
β(t) = {p × q−1}Γ Ṡ{p×q−1−1}(t)ϑ1 ||δ(t)|| ||x(t)|| , (21) 

where β̂(t) is an adaptation term, X (t) = [x(t), Θ(t)] is the auxiliary state vector, 
Γ , β0, R ∈ R>0, and Q(X (t)) is the positive diagonal matrix. Then, Ψ is expressed 
as follows, 

Ψ (t) = R−1 BT Υ X (t), (22) 

where Υ can be deduced from solving the Riccati equation as follows, 

AT (X (t))Υ + Υ A(X (t)) − Υ BR−1 (X (t))BT Υ = −Q(X (t)), (23) 

where B = [0n×1, 1]T ∈ R(n+1)×1, A(X (t)) = [Ξn×n+1(t), 01×n+1] ∈  R(n+1)×(n+1) . 
Note that Ξn×n(t) can be derived from following equation, 

Ẋ (t) = A(X (t))X (t) + BΨ (t). (24) 

Due to functionality of the presented approach to deal with the uncertain terms, and 
converging states in the closed region ||x(t)|| < r, r ∈ R>0, in formulation (24), the 
uncertain term is ignored. 

Now, we are in the position to present the event-based controller by providing 
Theorem 2.
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Theorem 2 Consider an uncertain nonlinear dynamic system (10). Then, control 
input (25) under event-triggering rule (27) guarantees ultimately global stability of 
the closed-loop response. Note that under the presented methodology the minimum 
inter-sampling time, i.e., Δ̄ satisfies inequality (26). 

u(t) = −  b−1ϑ1
−1ϑ2Ψ (tk ) −

{ t 

tk 
ϑ1

−1b−1Γ −1q p−1 Ṡ2−pq−1 
(tk ) + b−1( ḟ (x(tk )) − ẍd (t) 

+ (
(
β (tk ) + β0) ||x(tk )|| sgn(δ(tk )))dt, 

(25) 

and, 

Δ̄ ≤ 
1 

L0 
ln( 

1 
k2 
L0 

( 1 
λ̄ + 1) 

+ 1), (26) 

where k2 = max{||||ϑ1
−1ϑ2 R−1 BT Υ

||||∞ , 1} for all t ∈
|
tk, tk+1). The event-triggering 

rule is defined as,

||E(t)|| − λ̄ × {||X (t)|| + (k0 + k1)} ≤  0, (27) 

where λ̄ is a positive constant. Triggering-error is described by E(t) = x(tk) − x(t) 
for all t ∈ |

tk, tk+1), and k0 = ||ẋd (t)||∞ + ||Δ f (x) + d(x, t)||∞, k1 = max(|ϕ2 + ϕ1|) 
where ϕ1 =

{ t 
tk 
(Γ −1ϑ1

−1 q 
p Ṡ

2−p/q (tk)dt, ϕ2 =
{ t 
tk 
(β0+

(

β (tk)) ||x(tk)|| sgn(δ(tk)))dt . 

Corollary 1 Criterion (26) specifies the required minimum inter-sampling-time, and 
maximum band-width to achieve the closed-loop finite-time stability. 
Proof There are two steps that can be taken to prove the presented theorem. In the 
first step, it is demonstrated that if (27) holds, then the system dynamic (10) under 
control input (25) achieves finite-time stability. Then, it is shown that (26) holds 
under the presented control law and event-triggering rule. 

Step 1: We start with the Lyapunov function below 

V (t) = 0.5 × βΓ0 
−1 ( β̃2 (t) + δ2 (t)), (28) 

where for all t ∈ R>0, βΓ0 = max{( β̃2(t) + δ2(t))} that guarantees ||V (t)|| ≤  1, and 
β̃(t) = (

β (t) − β̄. Then, one can obtain: 

V̇ (t) = δ(t)( ̇S(t) + Γ p × q−1 S̈(t) ̇S{p×q−1}−1 (t) )  + ( β̃(t) ̇
(

β(t)), (29) 

where xd (t) is a known desired signal for all t ∈ R>0. Then, from (29) and (25) one 
can obtain, 

V̇ (t) ≤ βΓ0 
−1δ(t)(

||||||{p × q−1Γ }Ṡ{ p×q−1}−1(t)
|||||| (ϑ1( ̇d(t) + Δ̇ f (x(t)) + ḟ (x(t)) 

−( ḟ (x(tk )) + (
(
β (tk ) + β0) ||x(tk )|| sgn(δ(tk ))) 

+ϑ2( Θ̈(t) − Θ̈(tk )) + q{ pΓ ϑ1}−1( ̇S2−p×q−1 
(t) − Ṡ2−p×q−1 

(tk )))+βΓ0 
−1 × 

(̇
β (t) β̃(t). 

(30)
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By considering Assumption 11, one can obtain, 

V̇ (t) ≤ βΓ0 
−1δ(t)

||||||Γ pq−1 Ṡ{ p×q−1}−1(t)
|||||| ((ϑ1 L0 ||E(t)|| + ϑ1β̄ ||x(t)||

−ϑ1(β0+
(
β (tk )) ||x(tk )|| sgn(δ(tk )) + ϑ2 Θ̈(t) + q{ pΓ }−1||( ̇S2−p×q−1 

(t) − Ṡ2−p×q−1 
(tk ))||) 

+βΓ0 
−1 

(̇
β (t) β̃(t). 

(31) 
A new auxiliary variable βe is defined as follows, 

βe = ϑ1L0 ||E(t)|| , (32) 

where λ, ϑ1 are chosen small values such that (β̄ + β0) ||δ(t)|| ||x(tk)|| >> βe. Note  
that according to (21) one can obtain β̂(t) > β(tk), β̃(t) <  0 for all t ∈ [tk, tk+1), 
then, 

V̇ (t) ≤ −  βΓ0 
−1

||||||{p × q−1Γ }Ṡ{p×q−1}−1(t)
|||||| (−βe + (β0 + β̄) ||x(tk )||~ ~~ ~

Z0 

+
|||β̃(t)

||| ||x(t)|| − q × {  pΓ }−1||( ̇S2−{p×q−1}(t) − Ṡ2−{p×q−1}(tk ))||−||Θ̈(t)||ϑ2)~ ~~ ~
Z0

||δ(t)||

− βΓ0 
−1

||||||q−1 pΓ Ṡ{p×q−1}−1(t)
|||||| ||x(tk )|| ||δ(t)||~ ~~ ~

Z1

||||||β̃(t)
||||||), 

(33) 
then, 

˙V (t) ≤ −βΓ V 
0.5 (t), (34) 

where βΓ = min
{√

2Z0,
√
2Z1

}
. 

Step 2: The closed-loop dynamic system under the proposed triggering rule and 
control effort for all t ∈ [tk, tk+1) can be expressed as follows, 

ẋ(t) = Δ f (x) + d(x, t) + f (x(t)) + b(−ϑ2ϑ1
−1 b−1 Ψ (tk) 

+
{ t 

0 
[−Γ −1 ϑ1

−1 b−1 q 

p 
Ṡ2−p/q (tk) 

− b−1 ( ḟ (x(tk)) − ẍd (t)+(
(

β (tk) + β0) ||x(tk)|| sgn(δ(tk)))]dt, 

(35) 

where {x(tk)|k ∈ N0} represents the transmitted data at time-instances tk in which 
triggering-rule is satisfied.
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Fig. 3 Typical evolution of Lyapunov function under cyber attack, and event-triggering activation. 
In this example, n(1, 9) = 2, n(1, 3) = 1, n(2.5, 9) = 1 and D(8, 12) = 3, h = {2, 8}, D(1, 3) = 
1, and  H1 = [2, 4) 

ẋ(t) = Δ f (x) + d(x, t) + f (x(t)) + b(−ϑ2ϑ1
−1 b−1 Ψ (tk) 

+
{ t 

0 
−Γ −1 ϑ1

−1 b−1 q p−1 Ṡ2−{p×q−1}(tk) − b−1 ( ḟ (x(tk))) 

−ẍd (t) + (β0+
(

β) ||x(tk)|| sgn(δ(tk)))dt . 

(36) 

From (36) and (27), we have, 

Ė(t) = Δ f (x) + d(x, t) + f (x(t)) − f (x(tk )) + ẋd (t) − ϑ1−1ϑ2Ψ (tk ) 

−
{ t 

tk 
Γ −1ϑ1

−1 q 

p 
Ṡ2−p/q (tk )dt−

{ t 

tk 
(
(
β (tk ) + β0) ||x(tk )|| sgn(δ(tk )))dt, 

(37) 

Considering ϕ1 =
{ t 
tk 
(Γ −1ϑ1

−1 q 
p Ṡ

2−p/q (tk)dt, ϕ2 =
{ t 
tk 
(
(

β (tk) + β0) ||x(tk)||
sgn(δ(tk)))dt , and k1 = max(|ϕ2 + ϕ1|) yield, 

Ė(t) ≤ L0 ||E(t)|| − ϑ1
−1 ϑ2Ψ (tk) + k0 + k1, (38) 

then,

||E(t)|| ≤L0
−1 (

||||ϑ2ϑ1
−1 R−1 BT Υ

||||∞ ||X (tk)||∞ + k0 + k1) ×
{ t 

tk 

eL0(t−τ)  dτ. 

(39) 
Now, with considering y(t) = [E(t), 0], k2 = max{1, ||||ϑ1

−1ϑ2 R−1 BT Υ
||||∞}, 

and X (tk) = y(t) + X (t), Eq.  (39) can be represented as,
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||y(t)|| ≤ L0
−1 k2(||y(t)|| + ||X (t)|| + k0 + k1)(eL0Δ̄ − 1), (40) 

In regards to Δ̄, (40) is monotonically increasing. By taking the stability of X (t) into 
account, and considering ||E(t)|| = ||y(t)||, one can obtain, 

Δ̄ ≤ L0
−1 ln({ k2 

L0 
( 
1 

λ̄ 
+ 1)}−1 + 1). (41) 

This completes the proof. 

2.2 Denial-of-Service Attacks 

Section 2.1 presents the stability analysis of the proposed event-based terminal SMC 
approach. In this section, the effect of the DoS cyber attack on the closed-loop stability 
is expressed, and the explicit relation between the malicious attack properties, i.e., 
cyber-attacks duration and frequency, with the closed-loop stability is derived. 

To interpret cyber attacks’ frequency and duration, the following two assumptions 
regarding the parameters of the DoS attack are taken into consideration without 
compromising generality [ 51]. 

Assumption 6 The following conditions are true for every τ, t ∈ R>0: 

n(τ, t) ≤ n0 + 
t − τ 
τD 

, (42) 

where τD, n0 ∈ R>0. 

Assumption 7 The following conditions are true for every τ, t ∈ R>0: 

D(τ, t) ≤ d0 + 
t − τ 
T 

, (43) 

where T , d0 ∈ R>0. 

In order to clarify the DoS attacks time period, Hn is expressed as, 

Hn := [hn hn + τn[
||
n∈N0 

{hn}, (44) 

In the DoS attacks occurrence curve, as depicted in Fig. 3, hn , n ∈ N0 represents 
attack initiation instances, and τn represents DoS attacks duration, By considering 
(43), and (44) one can conclude, 

D(τ, t) =
||
n∈N0 

{[τ, t[
U

Hn}. (45)
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Having made that distinction, we also need to find two time-based clusters different 
viewpoints. The first cluster illustrates the time duration in which a DoS attack occurs, 
the second group illustrates the time duration in which (27) is violated. 

A[τ, t) = [τ, t)\D[τ, t), (46) 

Using A(τ, t) and D(τ, t), the time axis is divided into separate clusters, in which 
DoS attack occurs and in which it does not. In order to clarify the second group, 
it is necessary to define two sets Vin  and Vde. These sets are used to show the time 
instances at which (27) does not hold due to a DoS attack and the time stamps at 
which (27) remains valid. 

Vin  =
||
i∈N0 

[Ti , Ti + ρi ) , (47) 

and, 
Vde =

||
i∈N0

|
Ti + ρi , Ti+1) . (48) 

In order to determine whether (27) holds true or not in the domain [t1, t2), the  fol-
lowing sets are defined, respectively, 

Ā(t1, t2) = Vdec

U
[t1, t2), (49) 

and, 
D̄(t1, t2) = Vin

U
[t1, t2), (50) 

Assumption 8 It is assumed that no attack occurs at the beginning of communica-
tion, thus T0 = ρ0 = 0. 

Figure 3 describes the groups and sets that are proposed. It is now critical to 
deriving constraints on the parameters of the DoS attack with respect to their impact 
on Vin  and Vde, as will be discussed in the following subsection. 

2.3 Stability and Cyber Attacks 

As mentioned in the previous subsections, satisfying (26), and (27) guarantee the 
closed-loop stability. It is now possible to investigate the situation in which (26), 
(27) are not valid due to malicious attacks. The solution of (34) is expressed by 

V (t) ≤ V (0) e−βΓ t . (51)
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Now from (33) we have,  

V̇ (t) ≤ −  βΓ0 
−1

||||||pq−1 Γ Ṡ{p×q−1}−1 (t)
|||||| [((β̄ + β0) ||x(tk)|| − ϑ2||Θ̈(t)||)~ ~~ ~

χ3 

+
|||β̃(t)

||| ||x(t)|| − {pΓ }−1 × q||( ̇S2−p×q−1 
(t) − Ṡ2−p×q−1 

(tk))||~ ~~ ~
χ3 

] ||δ(t)||

− βΓ0 
−1

||||pΓ × q−1 Ṡ p/q−1
|||| ||δ(t)|| ||x(tk)||~ ~~ ~

χ4

||||||β̃(t)
||||||

+βΓ0 
−1ϑ1L0

||||||pΓ q−1 Ṡ{p×q−1}−1
|||||| ||E(t)|| ||δ(t)|| , 

(52) 

with defining βΓ2 = min
{√

2χ3,
√
2χ4

}
, βΓ 3 = max( ϑ1 L0 

βΓ0

||||||Γ p q Ṡ 
p/q−1

|||||| ||δ(t)||), 
and considering ||V (t)|| ≤ 1 one can obtain, 

V̇ (t) ≤ βΓ 3 ||E(t)|| − βΓ2 V (t). (53) 

The solution of (53) can be restated as, 

V (t) ≤ βΓ 3 × βΓ2 
−1 ||E(t)|| + exp{−βΓ2 t}V (0), (54) 

By having (27), (51) can be expressed for all t ∈ Vde as, 

V (t) ≤ V (Ti + ρi )exp{−βΓ (t − Ti − ρi )}, (55) 

while (27) does not hold, for all t ∈ Vin , (51) results 

V (t) ≤ exp{−βΓ2 (t − Ti )}V (Ti ) + βΓ 3βΓ2 
−1 ||E(t)|| , (56) 

By considering Assumptions 6, and 7 one can obtain, 

V (t) ≤ exp{−βΓ

|| Ā(0, t)
|| − βΓ2

||D̄(0, t)
||} 

+βΓ 3 × βΓ2 
−1 ||E(t)|| (1 + E

i ∈ N2t > Ti 
(exp{−βΓ

|| Ā(Ti , t)
|| − βΓ2

||D̄(Ti , t)
||})), 
(57) 

then,
||E(τ, t)||max < (α  + k0)(n0 + t−Ti 

τD 
)(d0 + t−Ti 

T ) 
+(1 + n)Δ̄ ≤ e(α +k0)(n0+ t−Ti 

τD 
)(d0+ t−Ti 

T )+(1+n)Δ̄ 
. 

(58) 

Considering (49), and (50) yield, 

−βΓ

|| Ā(Ti , t)
|| − βΓ2

||D̄(Ti , t)
||= (βΓ − βΓ2 )D̄(Ti , t) − βΓ (t − Ti ). (59)
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The upper bound of right-hand-side of (57) should be specified, then 

1 + E
i ∈ N2 
t > Ti 

exp{−βΓ

|| Ā(Ti , t)
|| − βΓ2

||D̄(Ti , t)
||} ≤1 + E

i ∈ N2 
t > Ti 

eM , 
(60) 

where,

M = (βΓ − βΓ2 )D̄(Ti , t) + (α + υ)(n)D̄(Ti , t)+((1 + n)(α + υ) − βΓ )Δ̄. 
(61) 

The stability is guaranteed if M <  0, then 

(βΓ − βΓ2 )D̄(Ti , t) + (α + υ)(n)D̄(Ti , t) < (βΓ − (α + υ)(1 + n))Δ̄, (62) 

finally, 

D̄(Ti , t) <  
(βΓ − (α + υ)(1 + n)) 

(βΓ − βΓ2 ) + (n)(α + υ) 
Δ̄. (63) 

2.4 Results and Discussion 

The presented resilient AOFTSMC is validated in this section. To achieve this goal, a 
numerical example is provided as follows. Consider an uncertain nonlinear dynamic 
system as, 

ẋ1(t) = x2(t) 
ẋ2(t) = −x2 1 (t) + x2(t) + Δ f (x(t)) + d(x, t) + u(t). (64) 

where x1(t), x2(t) are system states, u(t) expresses the control input, unknown sys-
tem dynamic is defined by Δ f (x(t)) = 0.1x1(t), and d(x, t) = sin(t) represents the 
disturbance applied to the system. From (33), and (52) one can obtain that βΓ ≈ βΓ2 

if β0, ϑ2 are chosen appropriate values. Then, inequality (63) can be simplified as, 

D̄(Ti , t) < λ4Δ̄, (65) 

where λ4 = (βΓ −(1+n)(α +υ)) 
(α +υ)(n)

. Consider ϑ1 = 1, β0 = 10, ϑ2 = 0.1, λ̄ = 0.0001, q = 
5, p = 3, α  = 2, k2 = 1 and L0 = 2. Then, minimum inter-sampling time Δ̄ = 
9.8 × 10−5 is derived through (41). Since (41) decreases as k2 increases, the worst-
case scenario for k2 is considered during simulation. As illustrated in Fig. 5, none of 
the inter-sampling duration is less than 0.0001, which verifies the proposed criterion 
(41). In order to calculate the maximum length of an endurable malicious attack, it 
would be reasonable to assume that t − τ = 1/s and n = 1. It is obvious that increas-
ing n results in decreasing the affordable duration of time that a given attack can 
last.
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Fig. 4 Left: A numerical analyses of λ4 and the effect of βΓ and ν̄ = α + υ variations on a 
tolerable DoS attack’s duration are presented. Right: Numerical variations of βΓ5 = Ṡ2−p×q−1 

(t) − 
Ṡ2−p×q−1 

(tk ), Π = Ṡ(t) − Ṡ(tk ) due to the DoS attacks is depicted 

Table 1 Variance and mean values of states under cyber-attack 

states DoS attack 
duration per 
second (%) 

Γ [Mean/Variance] 

[x1(t), x2(t)] 5 10 [0.014/0.11, −0.01/0.04] 
[x1(t), x2(t)] 10 100 [0.02/0.01, −0.01/0.05] 

Figure 5 shows that when states converge to zero, the sampling rate is decreased. 
Note that when states are stabilized, the inter-sampling time is increased since the 
event-triggering mechanism is not activated. Figure 6 shows the response of the 
auxiliary state x3(t) as well as the augmented input Ψ . Contrary to some studies such 
as [ 3, 40, 52] where the focus is on linear dynamic systems, the proposed formulation 
concerns with the standard nonlinear systems. Also, by specifying the least possible 
inter-sampling time, it provides the maximum required network bandwidth. 

The effect of βΓ and ν̄ = υ + α variations is shown in Fig. 4. Increasing the value 
of βΓ results in an increasing convergence rate that increases the endurable cyber-
attacks’ duration. Meanwhile, the tolerability under malicious DoS attacks during 
Vin  is improved while ν̄ decreases. 

Simulation results are presented in Table 1 under various DoS attack duration 
with different values of Γ and βΓ . As shown in this table, the stability is preserved 
under various conditions.
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Fig. 5 Simulation results of system in (64) using the control effort (25) and under the cyber attacks. 
Top: System responses in closed-loop with x(0) = [1 , 1]. Bottom: inter-sampling times that are 
produced using the proposed event-triggering method 

Fig. 6 Evolution of Ψ (t) and x3(t) using the control effort in (25) and under the malicious cyber-
attacks 

3 Quantized Event-Triggered Terminal SMC Design 
for Uncertain Input-Delayed Dynamic 

As outlined in Sects. 1 and 2, an overview of event-based approaches, their challenges, 
and their effects are described in detail. This section examines the effects of quantizers 
in closed-loop systems with event-based terminal SMC. There is a strong relationship 
between an event-triggering rule and quantized signal during the development of 
CPSs, from both a theoretical as well as a practical perspective. Keeping control 
precision and stability is one of the most significant objectives when a physical system 
is communicating digitally, with certain considerations and constraints. For instance, 
the maximum number of bits that can be transmitted through a data-packet over a
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network layer [ 22], quantization error [ 23], and sensitivity adjustment in dynamic 
quantizers are all critical considerations and limitations that must be considered. 

This paper presents a novel design approach for dynamic quantizers that considers 
event-tagging rules for uncertain input-delayed nonlinear dynamic systems. In con-
trast, most studies centered on the development of quantization methodologies for 
certain linear dynamics [ 24, 26] or they focused on determining the continuous-time 
evolving of quantizer parameters. 

3.1 Problem Formulation 

Consider an uncertain input-delayed nonlinear system as follows, 

ẋ(t) = f (x(t)) + Δ f (x(t)) + bu(t − D) + d(x, t), (66) 

where x(t) = [x1(t), . . . ,  xn(t)] ∈  Rn is the state vector with initial condition x(0) = 
x0, uncertain dynamics are defined by Δ f (x(t)) ∈ Rn , and d(x, t) ∈ R shows 
bounded external disturbance that satisfies ||d(x, t)|| ≤  ̄d, where d̄ ∈ R>0. A control 
input signal is shown by u(t) ∈ Rn , b ∈ R0 is a constant parameter, and D ∈ R0 is 
the known input delay. 

Assumption 9 The dynamic system (66) does not show any finite escape time 
behavior t ∈ [0, D) [ 53]. 

Assumption 10 xd (t), ẋd (t), ẍd (t) ∈ L∞ holds for all t ∈ R≥0. 

Assumption 11 f (x(t)), ḟ (x(t)) satisfy Lipchitz criterion as follows,
|||| ḟ (x(t2)) − ḟ (x(t1))

|||| ≤ L0 ||x(t2) − x(t1)|| , (67) 

where L0 ∈ R>0. 

Assumption 12 Following inequality holds by f (x(t)) for all t ∈ R≥0, 

ᾱ − || f (x(t))||∞ ≥ 0, (68) 

where ᾱ ∈ R>0. 

Assumption 13 A bound is established on the deviation rate of uncertain dynamic 
and external disturbance inputs as follows, Δ f (x(t)) and d(x, t) satisfy the following 
condition in t ∈ R≥0, 

β̄ ||x(t)|| − ||||Δ̇ f (x(t)) + ḋ(x, t)
|||| ≥ 0, (69) 

where β̄ ∈ R>0.
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Fig. 7 Block diagram representation of the proposed scheme 

It is essential for the design procedure methodology to be guided by the presented 
assumptions. Lipchitz’s criteria are generally satisfied by most physical systems. 
In the meantime, engineers possess the knowledge of the boundaries of uncer-
tainty terms and disturbances through their practical experience. Then, the proposed 
assumptions are not restrictive. 

It is the purpose of the present section to demonstrate robust scheme for uncertain 
systems, which use the network layer to convey measurement data despite input 
delays and quantizers. Accordingly, this study adopts a quantized event-trigger SMC. 
Figure 7 illustrates the block diagram of the proposed scheme. 

According to Fig. 7, the event-trigger mechanism updates the measured states in 
the time stamps according to the predefined rules that are outlined in the remainder 
of this section. After being quantized by a dynamic quantizer, measurement data are 
transmitted through the network layer as part of the digital communication layer. 
Quantization involves mapping time-varying continuous time signals into piece-
wise constant signals. The dynamic quantizer described in this study is as follows 
[ 24, 54], 

qτ (z(t)) = τq(z(t)τ −1 ), (70)
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where τ ∈ R>0 is adjusted in each quantization time stamp, z(t) is a continues- time 
signal, and q(.) is defined as follows,

||q(z(t)) − z(t)|| < μ  ,  i f ||z(t)|| < M, (71a)

||q(z(t))|| > M − μ, i f ||z(t)|| > M, (71b) 

where M ∈ R>0 is the quantizer saturation level, and μ ∈ R>0 is quantization error 
bound parameter. Vector quantization consists of dynamic quantization of each 
component of the vector, i.e. qτ (Z (t)) = [qτ (z1(t)), qτ (z2(t)), . . . ,  qτ (zn(t))] where 
Z(t) ∈ R1×n , and a piece-wise constant signal will be created for each compo-
nent with a value in the set as N = {−|M| τ(t), (−|M| + 1)τ (t), . . . , (|M| + 
1)τ (t), |M| τ(t)}. x(tk) is produced by the event-triggering rule, and passed through 
an encoder, then transmitted through the network layer. Then measurement data are 
decoded at time stamps t i , i ∈ N0. Finally, the designed FTSMC controller uses x(t i k) 
to produce a control effort signal. x(t i k) is defined as: 

x(t i k) = qμi (t)(x(t)), (72) 

where t ∈ {(tk, tk+1)
U

(t i , t i+1)} and tk , k ∈ N0 are triggering time instances. Then, 
tk+1 is expressed as follows. 

tk+1 = inf{t ∈ (tk, ∞), k ∈ N }. (73) 

Note that t i , i ∈ N0 start counting in the duration of [tk, tk+1), i.e. t0 < t0 < t1 < 
· · ·  < t1 < t0 < t1 < · · ·  < t2, . . .  According to (70) and (71), ei k(t) in the time 
domain t ∈ {(tk, tk+1)

U
(t i , t i+1)} is expressed as, 

ei k(t) = x(t i k) − x(tk) (74) 

From (71) and (74), one can obtain,

||||ei k(t)|||| ≤ μt i , i f ||x(tk)|| < M, (75a)||||ei k(t)|||| > M − μt i , i f ||x(tk)|| > M. (75b) 

The main conclusion that can be drawn from this subsection is that states are 
sampled at time instances tk , k ∈ N0, and when relaxation time arrives, i.e. [tk, tk+1), 
states’ quantization time instances are represented by stamp t i , i ∈ N0. The next 
subsection presents the controller design approach.
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3.2 Control Methodology 

The aim of this section is to develop an adaptive fast terminal SMC controller that 
guarantees finite-time convergence stability is proposed. 

Theorem 3 Consider a dynamic system (66) while D = 0. A control signal (76) 
grantees the finite-time asymptotically stability. 

u(t) = −  
t{

0 

[q p−1 α1 
−1 
b−1 Ṡ2−p/q (t) + b−1 (−ẍd (t) + ḟ (x(t)) + (

(

β (t)+ 

+ β0) ||x(t)|| sgn(δ(t)))]dt, 
(76) 

where S(t) is the sliding surface and is considered as, 

S(t) = α1e(t), (77) 

where α1 ∈ R>0. δ(t) is the terminal manifold and is represented as, 

δ(t) = k2S(t) + k1 Ṡ p×q−1 
(t), (78) 

where k1 ∈ R>0. Tracking error is expressed by e(t) = x(t) − xd (t), and p, q are two 
odd numbers that satisfy 1 < p q < 2. Finally, adaptation law is defined as follows, 

(̇

β(t) = k1 pq−1 Ṡ{p×q−1}−1 (t) ||x(t)|| ||δ(t)||α1, (79) 

where
(

β (0) = β0 is the initial condition and satisfies β0 ≥ β̄/2. 

Proof of Theorem 3. A Lyapunov function candidate is chosen as: 

V (t) = 0.5{ δ(t)T δ(t) + β̃T β̃(t)}, (80) 

where adaptation error is considered as β̃(t) =(

β (t) − β̄. From (80), (78) one can 
obtain, 

V̇ (t) = δ(t)T
|
Ṡ(t) + k1α1 pq

−1 Ṡ{p×q−1−1}(t)×
{
ḟ (x(t)) + Δ ḟ (x(t)) + ḋ(x, t) + bu̇(t) − ẍd

}| + β̃(t)T 
(̇

β(t). 
(81) 

Substitution u(t) from (76) yields,
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V̇ (t) = δ(t)
|
k1α1 p × q−1 Ṡ{p×q−1−1}(t)×

{
Δ ḟ (x(t)) + ḋ(x, t) − (

(

β (t) + β0) ||x(t)|| sgn(δ(t))

}|
+ β̃(t) ̇

(

β(t). 
(82) 

From Assumption 13 and (79) one can obtain, 

V̇ (t) ≤ k1α1 
p 

q 
Ṡ p/q−1 (t) ||δ(t)|| {β̄ ||x(t)|| − (

(

β (t) + β0) ||x(t)|| + 

(
(

β (t) − β̄) ||x(t)|| +
||||||β̃(t)

|||||| ||x(t)|| −
||||||β̃(t)

|||||| ||x(t)||}. 
(83) 

Then, 

V̇ (t) ≤ −
{
k1α1 pq

−1 Ṡ p×q−1−1 (t)(β0 −
||||||β̃(t)

||||||) ||x(t)||
}

~ ~~ ~
ξ1

||δ(t)||

− {
k1α1 p × q−1 Ṡ p/q−1 (t) ||x(t)||}~ ~~ ~

ξ2

||||||β̃(t)
|||||| , 

(84) 

then, 

V̇ (t) ≤ −min{ √2ξ1,
√
2ξ2} 1 √

2

|||||||β̃

|||||| + ||δ(t)||
|

≤ −min{ √2ξ1,
√
2ξ2}V (t)1/2 . 

(85) 

3.3 Quantized Event-Triggered Control Design 

Compared to the time-triggered mechanism, the event-based approach reduces com-
putation load and provide resilient behavior while data-packets are lost through the 
network layer. As stated in the introduction section, measurement data are updated 
when triggering criteria is satisfied at time stamps tk . Consider event-triggering error 
as follows, 

E(t) − x(t) + x(tk) = 0, (86) 

where E(tk) = 0 for all k ∈ N0. The quantized event-based fast terminal SMC is 
designed for an uncertain input-delayed nonlinear dynamic (66) in this subsection. 
Consider the sliding surface in the following manner, 

S(t) = α1e(t) + α2Θ(t), (87)
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where α2 = bα1, α1 ∈ R>0, where Θ(t) = 
t{

t−D 
u(τ ) dτ . Note that initial condition 

of Θ(t) is zero, and the terminal sliding manifold is defined according to (78). 

Lemma 1 The areao in which sgn(S(x(t i k ))) /= sgn(S(x(tk))) is the infinitesimally 
closed region. 

Proof Consider the quantizer that is defined by (70) and (71), where one can obtain 
sgn(x(t i k)) = sgn(x(tk)). Consider (86), (90), and suppose that the last successful 
transmitted measurement data is x(tk). Now, suppose that x(t), t ∈

|
tk, tk+1) tends 

toward zero, then, consider t∗ represents time instance in which x(t∗) = 0, then, 

lim 
x(t)→0

||E(t)|| = 0. (88)

||x(t)|| > 0 for t∗ < t and according to (90), triggering rule is then activated, 
and sgn(x(tk) = sgn(x(t)). As a result, considering (87) yields sgn(S(x(t i k))) = 
sgn(S(x(t))) in t ∈ |

tk, tk+1). 
This completes the proof. 

Theorem 4 Consider the dynamic system (66) under triggering-rule (90), and 
dynamic quantizer (72). Then, the control effort (89) guarantees globally uniformly 
ultimately bounded (GUUB) stability. 

u(t) = −  
t{

t i 

k1
−1 α1

−1 b−1 k2 
q 

p 
Ṡ2−p/q (t k i ) + b−1 ( ḟ (x(t i k)) 

− ẍd (t) + (β̄ + β0)
||||x(t i k)|||| sgn(δ(t i k)))dt. 

(89) 

Note that u(t) = 0 for t ∈ [0, D). Triggering- rule is defined as,

||E(t)|| − λ ||x(t)|| ≤ 0, (90) 

for t ∈ {(tk, tk+1)
U

(t i , t i+1)|i, k ∈ N0}, δ(t i k) = qμi (t)(δ(x(tk))), Ṡ(t i k) = qμi (t) 
( ̇S(x(tk))), β ∈ R>0. 

Proof of Theorem 4. Lyapunov function candidate is expressed as, 

V (t) = 0.5δ(t)T δ(t). (91) 

The first time derivation of sliding surface yields, 

Ṡ(t) = α1 ẋ(t) − α1 ẋd (t) + α2 Θ̇(x, t), (92) 

then, 

S̈(t) =α1( ḟ (x(t)) + Δ ḟ (x(t)) + ḋ(x, t) + bu̇(t − D)) − α1 ẍd (t) + α2( ̇u(t) − u̇(t − D)). (93)
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From (91), and (78) we have,  

V̇ (t) = δ(t)T (k2 Ṡ(t) + k1 
p 

q 
S̈(t) ̇S p/q−1 (t) ). (94) 

Taking (93), and (94) into consideration yields, 

V̇ (t) = δ(t)T {p × q−1}k1 Ṡ{p×q−1}−1 (t) 

×
{
q × {pk1}−1 k2 Ṡ

2−p×q−1 
(t) + bα1 u̇(t) + α1Γ

}
, 

(95) 

where Γ = |
ḟ (x(t)) + Δ̇ f (x(t)) + ḋ(t) − ẍd (t)

|
. From (89) and (95) one can con-

clude, 

V̇ (t) ≤ δ(t)T α1k1 pq
−1 Ṡ{p×q−1−1}(t){ ḟ (x(t)) + ḋ(t) + Δ̇ f (x(t)) − ( ḟ (x(t i k)) 

+ (β0 + β̄)
||||x(t i k)|||| sgn(δ(t i k))) 

+ qk2{k1α1 p}−1
||||||( ̇S2−pq−1 

(t) − Ṡ2−pq−1 
(t i k))

||||||}. 
(96) 

Then, according to Assumptions 11 and 13 we have, 

V̇ (t) ≤ δ(t)T α1k1 pq
−1 Ṡ p×q−1−1 (t){L0

||||x(t) − x(t i k)
|||| + β̄ ||x(t)||

− (β0 + β̄)
||||x(t k i )|||| sgn(δ(t i k)) 

+ qk2{k1α1 p}−1
||||||( ̇S2−p×q−1 

(t) − Ṡ2−p×q−1 
(t i k))

||||||}, 
(97) 

from Eqs. (74), (86), and Lemma 1 one can obtain, 

V̇ (t) ≤ δT (t)α1k1 pq
−1 Ṡ p×q−1−1 (t){L0(

||||ei k(t) − E(t)
||||) + β̄ ||x(t)||

− (β0 + β̄)
||||x(t i k)|||| sgn(δ(tk)) + qk2{k1α1 p}−1

||||||( ̇S2−pq−1 
(t) − Ṡ2−pq−1 

(t i k))
||||||}. 
(98) 

Consider
||||e(t i k)|||| ≤ k̄μ ||E(t) || , λ ||x(t)|| − ||E(t)|| ≥ 0 for all t ∈ [tk, tk+1) then 

V̇ (t) ≤ k1 pq−1||Ṡ p×q−1−1 (t)||α1{(L0(k̄μ + 1)λ + β̄) ||x(t)|| ||δ(t)||
− (β̄ + β0)

||||x(t i k)|||| δ(t)sign(δ(tk)) + 
qk2 

k1α1 p

||||( ̇S2−p/q (t) − Ṡ2−p/q (t i k))
||||}. 
(99) 

Now, we need to find (k̄μ + 1)λ in some way that L0(k̄μ + 1)λ + β̄) ||x(t)|| − (β̄ + 
β0)

||||x(t i k)|||| < 0 holds. Recalling
||||x(t k i ) − x(t)

|||| − (k̄μ + 1)λ ||x(t)|| ≤ 0 yields, 

((L0(k̄μ + 1)λ + β̄) + (β̄ + β0)(k̄μ + 1)λ − (β̄ + β0)) ||x(t)|| ≤ 0, (100) 

then,
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Fig. 8 Evolution of event-triggered and quantization errors in terms of their conceptual behavior. 
tk , tk+1 and tk+2 are time instances in which triggering-rule is satisfied. Based on the ADC convert 
resolution, e∗ describes the minimum possible quantization error 

(kμ + 1)λ < 
β0 

L0 + (β̄ + β0) 
. (101) 

Finally, 

V̇ (t) ≤ 
(−Υ + Λ) √

2 
V (t)0.5 , (102) 

where Λ = k2||Ṡ p/q−1(t)||||||( ̇S2−p/q (t) − Ṡ2−p/q (t i k))
||||, and Υ = k1 p q ||Ṡ p/q−1(t)||α1×|||(k̄μ + 1)λ − β0 

L0+(β̄+β0)

|||. Λ is bounded according to Proposition 1. Note that k2 is 
chosen to satisfy Λ << Υ . Figure 8 illustrates a concept of how even-triggering and 
quantization errors evolve over time. 

Proposition 1 ||Λ|| < k2(ᾱ + ||Δ f (x) + d(x, t)|| + ||xd (t)||) holds for all t ∈ R>0, 
and ᾱ is described through Assumption 12. 
Proof See the proof in the Appendix. 

Considering (78), δ(t) = 0 yields Ṡ(t) = 0, and S(t) = 0 for t ≥ t∗, where t∗ 

defines time instance that holds S(t∗) = 0. Considering (87), and (66) for all t ≥ t∗ 

control signal can be derived as follows after some simplification steps, 

u(t) = b−1 ( ̇xd (t) − f (x(t)) − Δ f (x(t)) − d(x, t)). (103) 

According to (103) and Assumption 12 one can obtain,

||u(t)|| ≤ b−1 (||ẋd (t)|| + ᾱ + β̄1), (104) 

where β̄1 = ||Δ f (x) + d(x, t)||∞. Considering definition of Θ(t) yields,
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||Θ(t)|| ≤ Db−1 (||ẋd (t)|| + α + β̄1), (105) 

Finally, considering (87), and S(t) = 0, following inequality can be concluded:

||e(t)|| ≤ D(||ẋd (t)|| + α + β̄1). (106) 

3.4 Inter-sampling Time Calculation 

The computation of minimum inter-sampling and cycle time for a dynamic quantizer 
are presented in this section. 

Assumption 14 For all t ∈ {[t i , t i+1)| i ∈ N & t i+1 ≤ tk+1}, e(t i k) is considered 
slow varying. 

By considering Θ(t), Eq.  (66) can be expressed as, 

ẋ(t) = f (x(t)) + d(x, t) + Δ f (x(t)) − b Θ̇(t) + bu(t). (107) 

Equation (107) can be rewritten in accordance with (87) as follows,  

ẋ(t) = α2 

α2 + α1 
[ f (x(t)) + d(x, t) + Δ f (x(t)) − bα2−1 Ṡ(t) − α1α2−1 ẋd (t) + bu(t)], 

(108) 
Under the presented controller, event-triggered error dynamics can be derived by 
considering Assumption 14 as follows. 

Ė(t) = 
α2 

α2 + α1

{
f (x(t)) − f (x(t i k )) + d(x, t) + Δ f (x(t)) + (1 − α1α2

−1) ̇xd (t) − bα2
−1 Ṡ(t) 

−
{ t 

tk 
k1

−1α1
−1b−1 q 

p 
Ṡ2−p/q (tk )dt  −

{ t 

tk 
(β̄ + β0)

||||||x(t i k )
|||||| sgn(δ(t i k )))dt

}
. 

(109) 
Then, from (109) and recalling Assumptions 9, 10, 11, one can obtain

||||Ė(t)
|||| ≤ α2 

α2 + α1

{
L0(kμ + 1) ||E(t)|| + β̄1 +

||||||||(1 − 
α1 

α2 
) ̇xd (t)

|||||||| + b 
1 

α2

||||Ṡ(t)
|||| + Γ

}
, 

(110) 

where Γ = sup
{{ t 

tk 
(β̄ + β0)

||||x(t i k)|||| dt, t ∈ [ti , ti+1)
}
, and β̄1 =

||Δ f (x(t)) + d(x, t)||∞. Then,

||E(t)|| ≤
{
β̄1 +

||||(1 − α1α2
−1 ) ̇xd (t)

|||| + b 
1 

α2

||||Ṡ(t)
|||| + Γ

}
× 

(eγΔ  − 1) 
γ 

, 

(111) 
where γ = L0α2 

α2+α1 
(kμ + 1) and Δ̄ = sup {tk+1 − tk |k ∈ N0}. Note that (111) is mono-

tonically increasing regard to Δ̄. Considering Proposition 1, and (111) can be restate 
as,
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||E(t)|| ≤ 1 

L0(kμ + 1)

{
β̄1 +

||||||||(1 − 
α1 

α2 
) ̇xd (t)

|||||||| + Π + Γ
}

× (eγ Δ̄ − 1), 

(112) 
where Π = b 1 

α2

||||Ṡ(t)
||||. Then, 

λ ||x(t)|| ≤
{
β̄1 +

||||||||(1 − 
α1 

α2 
) ̇xd (t)

|||||||| + Π + Γ
}

× 
(eγ Δ̄ − 1) 
L0(kμ + 1) 

. (113) 

Ultimately, Δ̄ is expressed as, 

λ
(||x(0)|| + ||xd (t)|| + {

ᾱ + β̄ + β̄1
}
D

) ≤ 
(eγ Δ̄ − 1) 
L0(kμ + 1)

{
β̄1 +

||||||||(1 − 
α1 

α2 
) ̇xd (t)

|||||||| + Π + Γ
}

. 

(114) 
Finally, 

Δ̄ ≥ 
1 

γ 
× ln 

⎛ 

⎝ L0λ(kμ + 1)(||x(0)|| + ||xd (t)|| + {
ᾱ + β̄1

}
D) 

(β̄1 +
||||||(1 − α1 

α2 
) ̇xd (t)

|||||| + Π + Γ )  
+ 1 

⎞ 

⎠ . (115) 

It is now possible to specify the sensitivity of the dynamic quantizer that has been 
designed. To this end, tq is defined so that to insure e(t i k) satisfies the predefined con-
straint in the duration of Δ̄ = min {tk+1 − tk |k ∈ N0}. From the predefined criterion 
e(t i k) ≤ k̄μ ||E(t) || for all t ∈ [tk, tk+1) one can obtain, 

μ(t i+1 ) = min

{
k̄μ ||E(t)|| − μ(t0) 

Δ̄ 
t, k̄μ ||E(t)||

}
, (116) 

where the lowest encoder/decoder resolution is expressed by μ(t0) = μ, and 

t i+1 − t i ≤ 
Δ̄ 
2 

, (117) 

for all t ∈ [0, tk+1 − tk). To prevent the dynamic quantizer from saturation, M is 
selected to satisfy Mμ(t i ) ≥ ||x(0)|| + ||xd (t)|| + (ᾱ + β̄1)D for i ∈ N0. 

3.5 Numerical Simulations 

The numerical simulations demonstrating the effectiveness of an event-trigger 
FTSMC that is coupled with a dynamic quantizer. Moreover, the theorems and 
assumptions proposed are discussed in more detail. In the following example, we 
consider an open-loop unstable dynamic system,
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Fig. 9 Under the control effort (66), and in the presence of a dynamic quantizer, simulation results 
are depicted. a shows the closed-loop state responses. b the inter-sampling time evolution 

ẋ1(t) = x2(t) 
ẋ2(t) = −x2 1 (t) + x2(t) + Δ f (x(t)) + d(x, t) + u(t − D), 

(118) 

where u(t) represents the control input, and x1(t), x2(t) are system states with ini-
tial condition X (0) = [0, 2], Δ f (x(t)) = sin(x1(t)) and d(x, t) = sin(t) represent 
the dynamic uncertainty and external time-varying disturbance. respectively. Also, 
a delay of D = 0.2 s  is considered for the nonlinear system. The Sliding surface 
dynamic is considered as S(t) = x1(t) + x2(t) + Θ(t). Designed parameters are 
p = 7, q = 5, k2 = k1 = 1, λ = 0.001, k̄μ = 0.1. To assess the efficacy of the pro-
posed method the simulation results are plotted in Fig. 9. In accordance with the 
figure below, when the states of the system are approaching zero, we can observe 
that the intervals of updating are growing. Zeno-free behavior is verified according 
to Fig. 9b, where Δ̄ ≈ 2.8 × 10−4. 

Figure 10 shows the evolution of the quantizer’s sensitivity. Compared with prior 
studies such as [ 3, 12], the maximum accuracy is guaranteed under the proposed 
scheme whenever tracking error converges to zero. 

As can be seen in some studies such as [ 24] the dynamic quantizer sensitivity 
evolves over time, which can lead to decreased effectiveness of the methodology 
after some time has passed. According to this study, the dynamic treatment of the 
quantizer is determined by the event-triggering error that preserves performance. 
Evolution of control effort is shown in Fig. 11. 

The proposed methodology is verified in Fig. 12, where the evolution of sliding 
surface is depicted. Figure 13 demonstrates the dynamic behavior of event-triggering 
error that is formulated by (90).
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Fig. 10 Quantizer’s sensitivity evolution with μ = 10−4 
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Fig. 11 Control effort U (t) = u(t − 0.2) 
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Fig. 12 Sliding surface dynamic, i.e., S(t)
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Fig. 13 Event-triggering error dynamic, i.e., E(t) 

4 Conclusions 

It is the purpose of this article to examine the problem of cyber-based control of 
mobile robots, and what problems it poses. During the first step, a review of wheeled 
mobile robot dynamic equations, as well as definitions and challenges of cyber-
physical systems is discussed. Then, to address the two main challenges of CPSs, 
i.e., the limitation of communication resources and cyber security, an event-triggered 
resilient robust control method for a class of uncertain nonlinear dynamic systems 
is developed, and explicit relationships between malicious attack properties, such as 
duration and frequency, and controller design parameters are presented. After that, 
to cope with two other CPSs’ challenges, i.e., communication delay and quantization 
error, an even-based robust control scheme by having a dynamic quantizer for a class 
of uncertain input-delayed nonlinear dynamic systems is proposed, and novel criteria 
to design the dynamic quantizer parameters is presented. 

Appendix 

Proof of Proposition 1. The assumptions made in (9), (11) indicate that system 
states obey Lipchitz continuity and do not exhibit any finite-escape time behavior. 
Meanwhile, due to the slow-varying dynamic of x(t i k) in the t ∈ [tk, tk+1), and having 
stabilizable dynamic outside the region ||E(t)|| ≤ λ ||x(t)||, then one can obtain 

k2
||||Ṡ(t)

|||| − k2||Ṡ pq−1−1 (t)||
||||||( ̇S2−pq−1 

(t) − Ṡ2−pq−1 
(t i k))

|||||| ≥ 0. (119) 

Now, suppose that x(t) diverges the maximum rate of within the minimum inter-
sampling time period.
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Now, it is supposed that x(t) diverges with its maximum rate, that would occur 
during a period when no control inputs are being applied to the system, i.e., t ∈ [0, D). 
Then, from (66), (92), and Assumption 13 one can obtain 

Λ <  k2α1 {ᾱ + ||Δ f (x) + d(x, t)|| + ||xd (t)|| + ||ẋd (t)||} . (120) 

References 

1. Montazeri A, Ekotuyo J (2016) Development of dynamic model of a 7DOF hydraulically 
actuated tele-operated robot for decommissioning applications. In: 2016 American control 
conference (ACC), pp 1209–1214 

2. Montazeri A, West C, Monk SD, Taylor CJ (2017) Dynamic modelling and parameter estima-
tion of a hydraulic robot manipulator using a multi-objective genetic algorithm. Int J Control 
90(4):661–683 

3. Yan Y, Shuanghe Yu, Xinghuo Yu (2019) Quantized super-twisting algorithm based sliding 
mode control. Automatica 105:43–48 

4. Claudio DP, Pietro T (2016) Networked control of nonlinear systems under denial-of-service. 
Syst Control Lett 96:124–131 

5. Jun H, Hongxu Z, Xiaoyang Yu, Hongjian L, Dongyan C (2019) Design of sliding-mode-based 
control for nonlinear systems with mixed-delays and packet losses under uncertain missing 
probability. IEEE Trans Syst Man Cybern Syst 51:3217–3228 

6. Hossein K, Jafar Z, Roozbeh R-F (2019) Robust fault detection filter design for nonlinear 
networked control systems with time-varying delays and packet dropout. Circuits Syst Signal 
Process 38(1):63–84 

7. Derui D, Qing-Long H, Yang X, Xiaohua G, Xian-Ming Z (2018) A survey on security control 
and attack detection for industrial cyber-physical systems. Neurocomputing 275:1674–1683 

8. Shuai F, Ahmet C, Hideaki I, Pietro T, Claudio DP (2020) Networked control under dos attacks: 
trade-offs between resilience and data rate. IEEE Trans Autom Control 66:460–467 

9. Renjie M, Peng S, Ligang W (2021) Active resilient control for two dimensional systems under 
denial of service attacks. Int J Robust Nonlinear Control 31(3):759–771 

10. Xiaowei G, Tinggang J, Yugang N (2020) Consensus tracking for multi-agent systems subject 
to channel fading: a sliding mode control method. Int J Syst Sci 51(14):2703–2711 

11. Xiao-Heng C, Rui H, Huanqing W, Liang L (2019) Robust design strategy of quantized feedback 
control. IEEE Trans Circuits Syst II Express Briefs 67(4):730–734 

12. Yan Y, Shuanghe Yu, Changyin S (2020) Quantization-based event-triggered sliding mode 
tracking control of mechanical systems. Inf Sci 523:296–306 

13. Saeedi M, Zarei J, Razavi-Far R, Saif M (2022) Event-based fast terminal sliding mode control 
design for a class of uncertain nonlinear systems with input delay: a quantized feedback control. 
J Vib Control. https://doi.org/10.1177/10775463211070901 

14. Moreno JA (2009) A linear framework for the robust stability analysis of a generalized super-
twisting algorithm. In: 6th international conference on electrical engineering, computing sci-
ence and automatic control (CCE). IEEE, pp 1–6 

15. Xu H, Sahoo A, Jagannathan S (2020) 5 joint scheduling and optimal adaptive event-triggered 
control of distributed cyber-physical systems. In: Principles of cyber-physical systems: an 
interdisciplinary approach, p 104 

16. Narayanan V, Modares H, Jagannathan S, Lewis FL (2020) Event-driven off-policy reinforce-
ment learning for control of interconnected systems. IEEE Trans Cybern 

17. Bahreini M, Zarei J, Razavi-Far R, Saif M (2021) Robust and reliable output feedback control 
for uncertain networked control systems against actuator faults. IEEE Trans Syst Man Cybern 
Syst

https://doi.org/10.1177/10775463211070901
https://doi.org/10.1177/10775463211070901
https://doi.org/10.1177/10775463211070901
https://doi.org/10.1177/10775463211070901
https://doi.org/10.1177/10775463211070901
https://doi.org/10.1177/10775463211070901


Event-Based Robust Control Techniques for Wheel-Based Robots … 195

18. Mohsen B, Jafar Z, Roozbeh R-F, Mehrdad S (2019) Robust finite-time stochastic stabilization 
and fault-tolerant control for uncertain networked control systems considering random delays 
and probabilistic actuator faults. Trans Inst Meas Control 41(12):3550–3561 

19. Kumar V, Mohanty SR, Kumar S (2020) Event trigger super twisting sliding mode control for 
DC micro grid with matched/unmatched disturbance observer. IEEE Trans Smart Grid 

20. Zhao H, Niu Y (2019) Finite-time sliding mode control of switched systems with one-sided 
Lipschitz nonlinearity. J Frankl Inst 

21. Vignesh N, Hamidreza M, Sarangapani J (2021) Event triggered control of input affine nonlinear 
interconnected systems using multiplayer game. Int J Robust Nonlinear Control 31(3):950–970 

22. Liu T, Jiang Z-P (2015) Quantized event-based control of nonlinear systems. In: 54th IEEE 
conference on decision and control (CDC). IEEE, pp 4806–4811 

23. Xueyan X, Hongjun Y, Jinkun L, Shuquan W (2020) Vibration control of nonlinear three-
dimensional length-varying string with input quantization. J Vib Control 26(19–20):1835–1847 

24. Bo-Chao Z, Xinghuo Yu, Yanmei X (2018) Quantized feedback sliding-mode control: an event-
triggered approach. Automatica 91:126–135 

25. Bandyopadhyay B, Behera AK (2018) Event-triggered sliding mode control with quantized 
state measurements. Springer, pp 113–126 

26. Yesmin A, Bera MK (2020) Design of event-based sliding mode controller with logarithmic 
quantized state measurement and delayed control update. ISA Trans 

27. Renjie M, Peng S, Ligang W (2020) Dissipativity-based sliding-mode control of cyber-physical 
systems under denial-of-service attacks. IEEE Trans Cybern 51:2306–2318 

28. Song G, Shi P, Agarwal RK (2021) Fixed time sliding mode cooperative control for multiagent 
networks via event triggered strategy. Int J Robust Nonlinear Control 31(1):21–36 

29. Xianqing W, Kexin X, Meizhen L, Xiongxiong H (2020) Disturbance-compensation-based 
continuous sliding mode control for overhead cranes with disturbances. IEEE Trans Autom 
Sci Eng 17(4):2182–2189 

30. Mustafa A, Dhar NK, Verma NK (2019) Event-triggered sliding mode control for trajectory 
tracking of nonlinear systems. IEEE/CAA J Autom Sin 7(1):307–314 

31. Pengcheng C, Li Yu, Dan Z (2020) Event-triggered sliding mode control of power systems with 
communication delay and sensor faults. IEEE Trans Circuits Syst I Regul Pap 68:797–807 

32. Saim A, Haoping W, Yang T (2019) Adaptive high-order terminal sliding mode control based 
on time delay estimation for the robotic manipulators with backlash hysteresis. IEEE Trans 
Syst Man Cybern Syst 51:1128–1137 

33. Saleh M (2018) Adaptive global terminal sliding mode control scheme with improved dynamic 
surface for uncertain nonlinear systems. Int J Control Autom Syst 16(4):1692–1700 

34. Qi W, Zong G, Zheng WX (2020) Adaptive event-triggered SMC for stochastic switching 
systems with semi-Markov process and application to boost converter circuit model. IEEE 
Trans Circuits Syst I Regul Pap 68:786–796 

35. Bangxin J, Jianquan L, Yang L, Jinde C (2019) Periodic event-triggered adaptive control for 
attitude stabilization under input saturation. IEEE Trans Circuits Syst I Regul Pap 67(1):249– 
258 

36. Li S, Ahn CK, Xiang Z (2020) Decentralized sampled-data control for cyber-physical systems 
subject to DOS attacks. IEEE Syst J 

37. Yuan-Cheng S, Guang-Hong Y (2018) Periodic event-triggered resilient control for cyber-
physical systems under denial-of-service attacks. J Franklin Inst 355(13):5613–5631 

38. Saeedi M, Zarei J, Razavi-Far R, Saif M (2021) Event-triggered adaptive optimal fast terminal 
sliding mode control under denial-of-service attacks. IEEE Syst J 

39. Bailing T, Jie C, Hanchen L, Lihong L, Qun Z (2020) Attitude control of UAVs based on 
event-triggered super-twisting algorithm. IEEE Trans Industr Inf 17:1029–1038 

40. Singh P, Agrawal P, Nandanwar A, Behera L, Verma NK, Nahavandi S, Jamshidi M (2020) 
Multivariable event-triggered generalized super-twisting controller for safe navigation of non-
holonomic mobile robot. IEEE Syst J 15:454–465 

41. Shah DH, Patel DM (2019) Design of sliding mode control for quadruple-tank MIMO process 
with time delay compensation. J Process Control 76:46–61



196 M. Saeedi et al.

42. Kolmanovsky I, Harris McClamroch N (1995) Developments in nonholonomic control prob-
lems. IEEE Control Syst Mag 15(6):20–36 

43. Lamiraux F, Laumond J-P (1998) A practical approach to feedback control for a mobile robot 
with trailer. In: Proceedings. 1998 IEEE international conference on robotics and automation 
(Cat. No. 98CH36146), vol 4. IEEE, pp 3291–3296 

44. Bloch AM, Harris McClamroch N (1989) Control of mechanical systems with classical non-
holonomic constraints. In: Proceedings of the 28th IEEE conference on decision and control. 
IEEE, pp 201–205 

45. Jessivaldo S, André C, Tito S, Humberto A (2018) Remote control of an omnidirectional mobile 
robot with time-varying delay and noise attenuation. Mechatronics 52:7–21 

46. Gharajeh MS, Jond HB (2020) Hybrid global positioning system-adaptive neuro-fuzzy infer-
ence system based autonomous mobile robot navigation. Robot Auton Syst 134:103669 

47. Saleh AL, Hussain MA, Klim SM (2018) Optimal trajectory tracking control for a wheeled 
mobile robot using fractional order PID controller. J Univ Babylon Eng Sci 26(4):292–306 

48. Sun Z, Ge SS, Huo W, Lee TH (2001) Stabilization of nonholonomic chained systems via 
nonregular feedback linearization. Syst Control Lett 44(4):279–289 

49. Zheng X, Yuqiang W (2009) Adaptive output feedback stabilization for nonholonomic systems 
with strong nonlinear drifts. Nonlinear Anal Theory Methods Appl 70(2):904–920 

50. Shihao S, Takahiro E, Fumitoshi M (2018) Iterative learning control based robust distributed 
algorithm for non-holonomic mobile robots formation. IEEE Access 6:61904–61917 

51. Claudio DP, Pietro T (2015) Input-to-state stabilizing control under denial-of-service. IEEE 
Trans Autom Control 60(11):2930–2944 

52. West C, Montazeri A, Monk SD, Taylor CJ (2016) A genetic algorithm approach for parameter 
optimization of a 7DOF robotic manipulator. IFAC-PapersOnLine 49(12):1261–1266 

53. Krstic M (2009) Delay compensation for nonlinear, adaptive, and PDE systems. Springer 
54. Daniel L (2003) Hybrid feedback stabilization of systems with quantized signals. Automatica 

39(9):1543–1554



Path Optimization and Multi-level Path 
Planning for the Steam Field Navigation 
Algorithm 

Hussein M. Fawzy , Hisham M. El-Sherif, and Gerd Baumann 

Abstract The computational problem of path planning is considered as a core func-
tionality for robotic systems. Physics-based path planning algorithms are developed 
to generate a path for a robotic agent between two points using a mathematical model 
as the main building block. In these physical algorithms, the field is not represented 
as a grid of cells or a set of nodes where a search technique is used to find the path, 
such as the case for combinatorial and sampling-based algorithms. The Stream Field 
Navigation (SFN) algorithm is a physical algorithm that is developed to solve the 
path planning problem by simulating a fluid field. One of the properties of paths 
generated by the SFN algorithm is that they may take a longer path than required due 
to the nature of the underlying physical model. To overcome this phenomena, this 
research proposes a method to optimize the path generated by the SFN algorithm. 
The proposed method consists of three algorithms that can be successively applied 
to a path with the aim of making it shorter. The results for the developed path opti-
mization algorithms show an average of 14.5% reduction in path length compared 
to the original path generated by the SFN algorithm. Such contribution has a favor-
able effect on energy expenditure by systems using the SFN algorithm due to the 
direct relation between path length and system energy consumption. This research 
also proposes a method to allow the SFN algorithm to operate in multi-level envi-
ronments. This addition enhances the standard SFN algorithm as it is designed for 
single-plane path planning. The results for the developed multi-level path planning 
approach show a comparison of the effectiveness of the SFN algorithm with other 
algorithms in these multi-level room-based environments where the SFN algorithm 
is shown to produce paths in less computational time and the paths are of higher 
quality. 
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Keywords Mobile robot · Path planning · Navier-Stokes · Fluid dynamics · Path 
optimization · Multi-level planning 

1 Introduction and Background 

Path planning is an important task that is carried out by a robot to find the shortest 
path—or more general, the optimal path—between two points. This optimal path 
may be the shortest path or may be the least dangerous for the robot. In essence, 
optimality is decided according to a certain evaluation criterion that an algorithm 
uses when finding a path between two points. The robot is of course required to 
be aware of the field it will be moving in. There has to be a representation of the 
environment in the computer for the planning algorithm to use. 

The path planning algorithm requires that the map is defined. That is, the field 
boundaries, configuration, obstacles location and obstacle geometries are all known. 
These definitions can be obtained prior path planning used any mapping technique, 
such as Simultaneous Localization and Mapping [ 7, 15, 16]. 

Different categories of algorithms exist for the path planning problem. For exam-
ple, there is the Combinatorial Planning techniques [ 27, 33], Sampling-Based Plan-
ning techniques [ 19, 24] and physical algorithms such as the Artificial Potential Field 
method (APF) [ 6, 18, 35] and the Stream Field Navigation algorithm [ 10, 11]. 

Algorithms in the combinatorial planning category have a unique property of 
being complete (A path will be found if it exists). On the other hand, increasing 
the dimensionality of the field space would cause these algorithms to be inefficient. 
Sampling-based techniques are not complete but are said to be probabilistically 
complete; i.e., the probability of finding a path approaches one if the algorithm 
keeps working without bounds. Artificial potential field methods are known to create 
local-minima in the field, a problem that causes a stagnation for the robotic agent. 
However, there are methods to solve the local-minima problem for potential fields 
[ 5]. One of these methods is used when the obstacles are cylindrical where fluid 
stream around these cylinders are calculated using specific potential functions to 
move around the robot without getting in a stagnation point [ 29]. Obstacle avoidance 
is also improved for potential field methods using optimization techniques [ 28, 31] 
and Machine learning techniques [ 23]. 

The algorithm of interest to this research is the Stream Field Navigation (SFN) 
algorithm [ 10]; an enhanced computational-physical path planning algorithm based 
on fluid stream equations and mechanics with modifications on how the numerical 
residuals are calculated to improve the computational efficiency. The SFN algorithm 
can also represent a stagnation-free field, which inherently solves the local-minima 
problem. There are however other improvements that can be added to the SFN algo-
rithm. 

The problem here is that the path calculated using the SFN algorithm may be 
in-efficient as the underlying fluid dynamics model tends to generate paths that are 
longer than required. This is a result of simulating the motion of fluid particles in a
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given medium. This research introduces another layer of efficiency, energy efficiency 
in this case, with a method to optimize the path generated by the SFN algorithm. 
The motivation behind this optimization is reducing the carbon footprint of robotic 
systems and the reductions of operational costs as they are both directly related 
to energy efficiency. One example can be seen in logistics and shipping where a 
reduction of one mile per driver per day translates to savings of up to $50 million 
per year [ 17]. In previous literature, path optimization is usually part of the path 
planning problem and not a stand-alone procedure. This makes it difficult to use the 
path optimization procedure with different path planning algorithms and sometimes 
even with updated versions of the same path planning algorithm. For example, path 
planning and optimization can be achieved using reinforcement learning [21] or fuzzy 
logic [ 14, 20]. However, the path optimization achieved in previous literature is not 
separable from path planning, making the optimization only useful to a certain path 
planning algorithm. The path optimization methodology introduced in this research 
solves this problem as it is a stand-alone algorithm that can be applied to general 
path generated by a path planning problem as will be seen later. 

Another problem addressed in this research is that the standard SFN algorithm 
is limited to single plane (Or single level) operation. In multi-level environments, a 
robotic agent is navigating an environment consisting of multiple levels (floors) with 
different field boundaries and obstacle distributions for each level. The research also 
introduces an approach that can be used by the SFN algorithm to operate in multi-
level environments. In use cases where the SFN is the algorithm of choice, navigating 
multi-level environments may be an important addition due to the increasing popular-
ity of autonomous systems that are being deployed in residential buildings, shopping 
centers, etc. The multi-level path planning method introduced in this research solves 
this limitation and allows the SFN algorithm to operate in a wider range of situations 
and environments. 

In the next section, the mathematical model and the fundamental SFN approach 
are explained. Section 3 explains the developed path optimization algorithms and 
their effectiveness in shortening a path while in Sect. 4, the multi-level path planning 
approach used by the SFN algorithm is introduced. The results for path optimization 
and multi-level path planning are included in their respective sections. Section 5 
shows a developed ROS-Gazebo simulation environment that was used to simulate 
multiple aspects of the SFN algorithm followed by the conclusion (Sect. 6) and future 
work (Sect. 7). 

Programming terminology and notations will appear in this book chapter as 
parts of the code will be explained when required to illustrate how a certain 
objective is achieved.
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2 The Mathematical Model and the Fundamental SFN 
Approach 

The mathematical model that governs the Stream Field Navigation algorithm is based 
on the Navier-Stokes fluid dynamics equations. The model starts with deriving the 
continuity equation using the Reynold’s Transport Theorem, the Divergence Theorem 
and Leibniz’s rule. A simplification to the equation is also given by assuming the 
fluid is in-compressible. This assumption greatly helps in simplifying the simulation 
and reducing the required computation to obtain the velocity vectors of a given field. 

Conservation of momentum is then derived using Newton’s second law while 
applying shear and normal stresses to the faces of an infinitesimal cube. Newton’s 
law of viscosity is then used to relate the shear and normal stresses to the flow velocity, 
pressure and fluid viscosity. Using this derivation, the three equations for the three 
coordinate frame directions (x, y and z), known as the Navier-Stokes equations, are 
then formulated. 

The equation for the x direction of an in compressible flow on r3 is: 

ρax = ρgx − 
∂p 

∂x 
+ μ

(
∂2u 

∂ x2 
+ 

∂2u 

∂ y2 
+ 

∂2u 

∂z2

){
(1) 

This equation is then generalized to obtain the equations for the y and z directions. 
The terms in the equation represent the gravity force, pressure force and viscosity 
force where ρ is the density, a is the acceleration, g is the gravitational acceleration, 
p is the pressure and μ is the viscosity. 

It has been proven that there exists a continuous solution for the Navier-Stokes 
equations on R3x[0, T ] [ 32]. The proof is beyond the scope of this research. It 
however guarantees that a solution exists for a given field given that the domain of 
the time dimension is [0, T ] where T < ∞. 

The systematic steps of the Stream Field Navigation algorithm are shown in Fig. 1. 
These steps start with initializing the field parameters such as the kinematic viscosity 
of the field, the inlet velocity, the mesh accuracy, and other essential parameters. 
For example, the Reynolds number Re = uL  v is adjusted to keep the flow laminar 
(turbulence-free) (u is the velocity of the stream vector, v is the kinematic viscosity of 
the fluid and L is a characteristic linear dimension of the field). Setting the Reynold’s 
number below the range from 105 to 106 is recommended for keeping the flow 
laminar [ 34]. 

The next step is to initialize the field geometry so that they can be mathematically 
manipulated. At this step the algorithm splits each obstacle into a set of segments 
whether this obstacle is polygonal or circular. This process is applied to the start point, 
goal point and field border so that they can also be mathematically manipulated. 

The algorithm now discretizes the field by creating a field mesh. The accuracy 
of this mesh is controlled by the maximum edge length parameter of the algorithm 
where increasing the value yields a coarser mesh and decreasing it yields a finer 
mesh. An experiment is given here (Fig. 2) to show how the accuracy of the mesh
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Fig. 1 Stream field navigation algorithm steps [ 10] 

Fig. 2 Mesh maximum edge length versus computations time 

affects the computational time required to obtain a numerical solution for a given 
field. A mesh for a simple navigation field is shown in Fig. 3. 

The boundary condition and initial conditions for the discretized field are then 
defined by the SFN algorithm. These conditions define how the fluid interacts with 
different segments of the field geometry. The boundaries are mainly defined using a 
Dirichlet boundary condition and are set to benefit the usage in robotic applications. 
A comparison between two different sets of boundary conditions is given to show 
how the effect the flow distribution in the field. In this section, the Stokes flow is also 
introduced and it was shown why it is not a good model to use for an algorithm that 
is expected to work in a systematic way. The Stream Field Navigation algorithm then 
solves the Navier-Stokes equations for the given field. Since the equations do not 
have a closed-form analytic solution, they solved using numerical methods where the 
solution is obtained for the discrete points of the field defined by the generated mesh. 
The solution is obtained using an iterative method and results in a numerical value
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Fig. 3 Mesh of the simple navigation field [ 10] 

Fig. 4 Path between start and goal points [ 10] 

for each velocity components and for the pressure. With the velocity components 
available at each discrete points, the algorithm can now start constructing navigation 
paths. A path is a series of velocity vectors, from from one discrete vector vn to the 
next velocity vector vn+1, guiding the agent from the start point qs to the goal point 
qg . Note that the direction of the vector is the value of interest and not the velocity 
magnitude (Fig. 4).
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3 Fluid Path Optimization 

Since the final path of the Stream Field Navigation algorithms is a stream of discrete 
points generated using a meshing algorithm, it can have fluctuations or noise in 
motion and path shortening may be required. This is a natural behavior of stream 
fields since, for example, the air flowing between two points in a room with multiple 
objects may not necessarily take the shortest path between the two points. 

Figure 5 shows a field where a path is already calculated and it also highlights 
some of the imperfections of the path. For example, the velocity vectors starting at 
the point qg and the vector va can all be replaced by the dashed straight line shown 
in the figure to reduce the total path length by skipping passing through unnecessary 
discrete point. The same issue is found for the discrete points inside the oval dashed 
shape on the figure where the points inside the oval shape can be shortened by a 
straight line as well. This is part of the task of the path optimization algorithms. 

Optimizing the path is done on three levels, L1, L2 and L3. Each level has its own 
operation, algorithm and path improvement criteria as explained next. The target of 
each level and the collective target of the three enhancement levels is to minimize 
the total path length L; where L in its continuous form is: 

L =
/ qg 

qs 

v dt (2) 

Fig. 5 Stream field navigation path imperfections
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Notes on Collision Detection 

In the SFN algorithm, field obstacles are represented by straight line and arc 
segments. Multiple parts of the SFN algorithm are required to check for inter-
section between segments of the calculated path and the segments represent-
ing field obstacles to ensure that a path does not intersect any obstacles and is 
collision-free. Collision detection is the mathematical problem of evaluating 
the intersection between a line and a line or between a line and an arc. 

• Line-to-Line Intersection 
Assume there are two lines, Line A and Line B; Line A start at (x1, y1) 
and ends at (x2, y2) while Line B start at (x3, y3) and ends at (x4, y4). The  
equation for each straight line is: 

yA = m AxA + bA | bA = y1 − m Ax1 | m A = 
y2 − y1 
x2 − x1 

yB = mB xB + bB | bB = y3 − mB x3 | mB = 
y4 − y3 
x4 − x3 

It is now required to find an intersection point (xi , yi ) between the two lines 
yA and yB so that: 

m Axi + bA = mB xi + bB 

xi = 
bB − bA 

m A − mB 

If the value xi falls within the domain of Line A or B then there is an inter-
section between The two lines. 
In other words, if xi ∈ [x1 : x2] and xi ∈ [x3 : x4] then there is an intersec-
tion. 

Fig. 6 Line-to-arc intersection



Path Optimization and Multi-level Path Planning … 205

• Line-to-Arc Intersection 
An arc is a section of a circle centered at (xc, yc) with radius r (Check Fig. 6) 
Assume there is a line, Line A, and an arc, Arc B; Line A start at (x1, y1) 

and ends at (x2, y2) while Arc B start at (x3, y3), ends at (x4, y4), has a radius 
r and is centered at (xc, yc). 

The equations for Line A and Arc B are: 

yA = m AxA + bA | bA = y1 − m Ax1 | m A = 
y2 − y1 
x2 − x1 

(yB − yc)2 + (xB − xc)2 = r2 | yB = yc ±
/
r2 − (xB − xc)2 

To find an intersection point (xi , yi ) between the line yA and the arc yB , set  

m Axi + bA = yc ±
/
r2 − (xi − xc)2 

Squaring both sides, collecting similar terms and solving for xi yields: 

xi = 
−B ± √

B2 − 4 AC 
2 A 

A = m2 
A + 1 | B = 2(m AbA − m A yc − xc) | C = (bA − yc)2 + x2 c − r2 

if xi ∈ [x1 : x2] and xi ∈ [x3 : x4] then there is an intersection between Line 
A and Arc B. 

3.1 Level 1 Optimization (L1) 

A complete path between qs and qg is represented - in the SFN algorithm - using a 
series of connected discrete points or vectors ranging from v0 to vN−1 where N is the 
number of velocity vectors on the path. The first level of path shortening is required 
to remove the intermediate vectors between v0 and vN−1 that are not necessary for 
an obstacle-free path between qs and qg . 

Programmatically, the L1 Shortening algorithm achieves this by looping over the 
array of path vectors, with size equal to N , using a nested loop. The first loop loops 
over the vectors from start to end using the variable i for indexing so that the current 
vector for the first loop is vi . The second loop uses the variable j for indexing and 
loops over the vectors from the end to i + 1 so that the current vector for the second 
loop is v j . This procedure is outlined in Algorithm 1. 

For each index j , the L1 algorithm connects the vector v j to the vector vi and 
checks if the line formed by connecting v j to vi intersects any of the field obstacles.
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If there are no obstacle intersections, all the vectors between v j and vi are removed 
from the path and then indexer i is increased. Removing the points between two 
vectors, v j and vi , reduces the total number of path point by R where: 

R = j − i − 1 (3) 

Algorithm 1 Path optimization L1 
i ← 0 
while i < N − 1 do 

for j in [N − 1 : i + 1] do 
if line(vi , v j ) is collision-free then 
Remove points between vi and v j 
break 

end if 
end for 
i ← i + 1 

end while 

Figure 7 show the path after applying the L1 algorithm (dotted red line). For the 
field in the figure, the new path now contains only three discrete points, v0, v1 and 
v2. 

Fig. 7 Path after L1 is applied
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Fig. 8 L2 shortening methodology 

3.2 Level 2 Optimization (L2) 

The purpose of L2 optimization is to make each segment of the path as short as 
possible without intersecting with any of the field obstacles. The Level 2 shortening 
algorithm is applied to the path obtained after applying the Level 1 algorithm. 

The path in Fig. 8 has three nodes v0, v1, v2 and two segments v0 → v1, and 
v1 → v2 where the intermediate point v1 has two connected segments. 

The programmatic methodology of the L2 algorithm in general is to loop over all 
the points between v0 and vN−1 (N : Number of discrete points on the path) using an 
indexer i ; and for each intermediate point vi , the algorithm attempts to move the point, 
using fixed steps with a pre-defined step size, on one of the two adjacent segments 
vi−1 → vi and vi → vi+1 and stops the movement when the next step would cause 
a segment to intersect an obstacle. The same procedure is then carried on the other 
segment. The implementation of L2 can be seen Algorithm 2. 

In Fig. 8, the L2 algorithm moves the point v1 on the segment v1 → v2 and stops 
if the next step would intersect a field obstacle. The segment v0 → v1 now becomes 
v0 → v'

1 where v
'
1 is a temporary point representing v1. The same process is repeated 

for the other segment by moving the point v
'
1 on the segment v0 → v'

1. At the end, 
the location of v1 is updated to be equal to v

'
1. 

Figure 9 shows the path after applying the Level 2 shortening algorithm (dashed 
greed line) and a zoom-in for part of the path to show that the path is close to the 
obstacle but not intersecting it. 



208 H. M. Fawzy et al. 

Algorithm 2 Path optimization L2 
step_si ze ← 0.2 
for i in [N − 2 : 1] do 
//Step 1: calculate number of segments resulting from 
//dividing the length of segment vi+1 → vi by step_si ze 
Ns ← ceil

( |line(vi+1,vi )| 
step_si ze 

)

//Step 2: calculate step sizes in the x and y directions
/\x ← vi,x−vi+1,x 

Ns 

/\y ← vi,y−vi+1,y 
Ns 

//Step 3: shorten segment vi+1 → vi and check for collision 
v

'
i ← vi 
for j in [1 : Ns − 1] do 

v
'
i,x ← vi,x − j /\ x 

v
'
i,y ← vi,y − j /\ y 

if line(v
'
i , vi−1) is not collision-free then 

break 
end if 

end for 
vi ← v'

i 

//Repeat steps 1, 2 and 3 for segment vi → vi−1 
… 

end for 

Fig. 9 Path after L2 is applied
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Fig. 10 Navigation field with multiple circular obstacles 

3.3 Level 3 Optimization (L3) 

An important note about the L1, L2 and L3 algorithms algorithms is that they can 
be applied to any general discrete path to shorten its length and the improvement 
percentage of each level would differ from one path to the other. For example, for the 
field in Fig.  9, L1 and L2 showed improvements for the path while L3 would have no 
effect on the path. For this reason, another field is introduced in Fig. 10 to show the 
effects of the L3 optimization algorithm. The navigation field in Fig. 10 is relatively 
complicated as compared to the navigation field in Fig. 9 and for this field, L1, L2 
and L3 would show improvements on the path. 

The Level 3 shortening algorithm improves the resulting path from the Level 2 
shortening algorithm by making the path shorter, when possible, for certain parts of 
the path. For each three consecutive nodes (or vectors) in a general path, vi−1, vi , 
vi+1, a triangular tip is formed at vi as a result of the intersection of the segments 
vi−1 → vi and vi → vi+1 and under the condition that the three points vi−1, vi , vi+1 

are not co-linear as seen in Fig. 11. 
When the L3 shortening algorithm is applied on a path with one or more triangular 

tips, it removes the triangular tips by replacing them with shorter segments as seen 
in Fig. 12. The new segment is placed successively closer to the obstacle according 
to a pre-defined step size given that intersection with the obstacle is not allowed. 

In this figure, the number of segments is increased to three segments as a result 
of the new line. The segments are now vi−1 → vi , vi → vi+1 and vi+1 → vi+2. 

Theorem 1 For a general triangle with sides abc, there exists no side that is equal 
to or greater in length than the sum of the other two sides.
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Fig. 11 Triangular tip 
resulting from three 
non-colinear path points 

Fig. 12 Triangular tip 
replaced by a segment 

This theorem proves that replacing the replacing the triangular tip in Fig. 11 with a 
line as in Fig. 12 reduces the total length of the path. Applying this rule to triangle 
abc in Fig. 12 yields: 

|c| < |a| + |b| (4) 

The reduction percentage ρ in path length for each triangular tip replacement can be 
calculated follows: 

|c|2 = |a|2 + |b|2 + 2 |a| |b| sin(θ ) (5) 

ρ = 
/|a|2 + |b|2 + 2 |a| |b| sin(θ ) 

|a| + |b| (6) 

where θ is the angle between the two sides a and b. 
Figure 13 shows the same field in Fig. 10 after finding the path and applying both 

the L1 (Dotted line) and L2 (Dashed line) algorithms on the original path (Solid 
line). 

Applying the L3 shortening algorithm to the output of L2 for the field in Fig. 13 
would result in replacing the triangular tip on the L2 path with a length-reducing 
segment as seen in Fig. 14. 

The programmatic steps of L3 are outlined in Algorithm 3.
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Algorithm 3 Path optimization L3 
step_si ze ← 0.2 
i ← N − 2 
while i > 0 do 
//calculate number of segments resulting from dividing 
//the length of segments vi+1 → vi and vi → vi−1 by step_si ze 
Nvi+1→vi ← ceil

( |line(vi+1,vi )| 
step_si ze 

)
Nvi→vi−1 ← ceil

( |line(vi ,vi−1)| 
step_si ze 

)

//calculate step sizes in the x and y directions 
//for each segment
/\xvi+1→vi ← vi,x−vi+1,x 

Nvi+1→vi 

/\yvi+1→vi ← vi,y−vi+1,y 
Nvi+1→vi 

/\xvi→vi−1 ← vi−1,x−vi,x 
Nvi →vi−1 

/\yvi→vi−1 ← vi−1,y−vi,y 
Nvi →vi−1 

//Replace tip with a new segment (Replace vi with via  → vib) 
j ← 1 //variable used to loop over the sub-segments of vi+1 → vi 
k ← 1 //variable used to loop over the sub-segments of vi → vi−1 
while j < Nvi+1→vi − 1 or k < Nvi→vi−1 − 1 do 

v
'
ia,x ← vi,x − j /\ xvi+1→vi 

v
'
ia,y ← vi,y − j /\ yvi+1→vi 

v
'
ib,x ← vi,x − k /\ xvi→vi−1 

v
'
ib,y ← vi,y − k /\ yvi→vi−1 

if line(v
'
ia  , v

'
ib) is not collision-free then 

break 
end if 

//increase j and k 
if j < Nvi+1→vi − 1 then 

j ← j + 1 
end if 
if k < Nvi→vi−1 − 1 then 

k ← k + 1 
end if 

end while 
Replace vi with via  and vib  
i ← i − 1 

end while 
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Fig. 13 L1 and L2 algorithms applied on the path 

Fig. 14 Path resulting from the L3 shortening algorithm 

At this point, the three path optimization algorithms have been concluded. It 
is worth noting that, although the algorithms were developed to improve the path 
generated by the SFN algorithm, they can be applied to general paths to benefit from 
their improvements. 

As an example, the RRT algorithm is used to generate a path in the field shown in 
Fig. 15. In this field, the original RRT path is shown in magenta and the optimized 
path is shown in green. The original path is optimized using the L1, L2 and L3 
algorithms. Table 1 shows a comparison between the original and optimized RRT
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Fig. 15 Path optimization for RRT 

Table 1 RRT paths comparison 

Algorithm RRT RRT + L1–L2–L3 

Path length [length unit] 78.75 64.09 

Number of turns 159 8 

paths in terms of path quality. The number of turns is taken as an assessment for 
how smooth the generated path is; which is related to the energy consumed by the 
agent following the path [ 1]. The optimization algorithms reduced the path length 
by 18.6% while greatly reducing the number of turns of the path. 

3.4 Results 

This section includes the results for the path optimization algorithms. Assessing the 
three optimization algorithms is done by using different types of maps with varying 
characteristics to show the behavior of the algorithms in different environments. The 
characteristics vary in terms of:
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• Number of field obstacles 
• Geometry of field obstacles 
• Symmetric distribution versus random distribution of the field obstacles. 

The tests include six maps as seen in Fig. 16. In each map, the path improvements 
resulting from the three optimization algorithms and the execution times of the algo-
rithms were recorded. 

Table 2 shows the following points that are related to path improvements (Note: 
The measurement unit used in this table is [length unit] except for percentages, which 
are unit-less): 

Original Length The length of the path before applying any of the three optimiza-
tion algorithms. 

L1–L2–L3 Lengths The path length resulting from applying each of the three 
optimization algorithms. 

(a) Map 1 (b) Map 2 

(c) Map 3 (d) Map 4 

(e) Map 5 (f) Map 6 

Fig. 16 Path optimization maps
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Table 2 Path optimization–length improvement 

Map Original length L1–L2–L3 lengths Reduction (%) 

Map 1 19.44 18.89–18.03–17.99 7.5 

Map 2 22.44 19.04–18.21–17.64 21.4 

Map 3 21.45 20.37–19.87–19.81 7.7 

Map 4 21.91 18.42–17.44–17.36 20.7 

Map 5 19.56 17.74–17.38–17.30 11.5 

Map 6 23.75 20.42–19.48–19.44 18.2 

Table 3 Path optimization–mean execution times 

Map SFN L1–L2–L3 Increase (%) 

Map 1 0.238 0.004–0.006–0.004 5.9 

Map 2 0.240 0.003–0.004–0.004 4.6 

Map 3 0.201 0.002–0.004–0.004 5.0 

Map 4 0.688 0.008–0.017–0.012 5.4 

Map 5 0.664 0.017–0.029–0.018 9.6 

Map 6 0.386 0.014–0.011–0.006 8.0 

Reduction Reduction percentage in the original path length after applying the 
three optimization algorithms. Reduction is calculated as LengthOriginal−LengthL3 

LengthOriginal  
. 

The execution time experiment is executed 100 times in each map to obtain empirical 
statistical results of execution times. For each field, the results are expressed as the 
mean (average) execution time and the standard deviation of the execution times of 
the 100 runs. The standard deviation is included in the results as the mean by itself 
is not an effective statistical measure for execution times [ 26]. All the tests were 
executed on an Intel 6500U Mobile Processor with 8 GB of RAM. 

In Table 3, execution times for the L1, L2 and L3 optimization algorithms are 
shown (Note: The measurement unit used in this table is [second] except for percent-
ages, which are unit-less). 

SFN Execution time to obtain a path from the SFN algorithm without applying 
any of the three optimization algorithms 

L1–L2–L3 Execution time for each of the three optimization algorithms 
Increase Time increase percentage when the optimization algorithms are applied. 

Increase is calculated as T imeL1+T imeL2+T imeL3 
T imeSF  N  

. 

Table 4 show the standard deviation (in seconds) for the measurements shown in 
Table 3.
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4 SFN in Multi-level Path Planning 

The wide range of indoor applications that can be automated have contributed to the 
importance of indoor mobile robotics. Robots operating in these environments are 
required to be autonomous to plan paths and avoid the field obstacles. One special 
case of indoor environments is the multi-level or multi-floor environment which is 
characterized by having a different map and distribution of obstacles for each level. 

In multi-level environments, a robotic agent may be assigned a task that starts on 
one level and ends on another. In this case, the robotic agent is required to execute a 
Multi-Level Path Planning (MLPP) approach to seamlessly plan a path that connects 
two- or more-floors together. 

4.1 MLPP Approach 

Path planning algorithms can be categorized by the dimensionality of the space they 
operate in. In which case, the categorization commonly used for the space is 2D, 
2.5D or 3D [ 37]. 2.5D maps are the result of constraining a 3D map to only planer 
sections; which is essentially converting a 3D environment to a 2D environment. 
Accordingly, 2D and 2.5D maps are represented inr2 while 3D maps are represented 
in r3. Although there are algorithms that can operate on r3, it is generally more 
computationally heavy due to the increased space dimensionality, compared to r2, 
and the added computational cost of 3D collision-detection. 

Constructing a 2.5D map can be done, for example, by using the point cloud 
generated by a LiDAR sensor [ 13]. With the 2.5D map available, path planning 
algorithms can then operate on the obtained maps to find a collision-free path related 
to a given task. For example, researchers have handled the path planning task in 2.5D 
maps with the A* algorithm [ 36] where the 2.5D map represented a navigation graph 
of the environment. 

The robustness of the Stream Field Navigation algorithm allows it to seamlessly 
generate paths for 3D environments that have been constrained to a 2D movement 
space where the algorithm essentially operated on r3. In Figs.  17 and 18, a building 
consisting of two levels is introduced to explain how the SFN would operate in the 
situation of a multi-level environment. 

In this building, the levels are not identical, where each level has a different 
configuration of rooms, and a staircase connects the two levels together. The path 
planning algorithm is required to navigate from a certain room on the first level to 
another room on the second level as seen in the figures. 

To make the problem more challenging, the doors are kept open to increase the 
planning space. This essentially increases simulation space for physics-based algo-
rithms and the search space for search-based algorithms. 

The given two-level 3D environment is first constrained to only planer movements 
on the floor of each level (for ground robots). The levels are then separated so that
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Fig. 17 MLPP building—level 1 

Fig. 18 MLPP building—level 2
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Fig. 19 MLPP building—level 1 schematic 

each level has its own 2D schematic and then they are integrated together in a 2.5D 
map by setting the end point of one level to be the start point of the next level. In 
other words, qg of level one overlaps qs of level two, essentially creating a connection 
between the two levels. 

In general, a multi-level environment is converted to a 2.5D environment by the 
condition in Eq. 7 for the start and end points of each level 

qi 
g = qi−1 

s (7) 

where qi 
g is the goal point for level i and q

i 
s is the start point for level i . These points 

would typically be located on stairs or elevators; which are the main transition points 
between the floors. 

Assuming that the agent starts its task on floor m and ends on floor n, it follows 
that qm 

s and q
n 
g are unique and are not required to overlap start or end points of other 

floors. The 2D schematics for the levels in Figs. 17 and 18 are shown in Figs. 19 and 
20, respectively. The schematic figures also show the start and goal points for each 
floor. 

This environment poses a challenge in that, for each level, the staircase as an object 
of the field is both an obstacle and either a start or goal point; That is, for level one, the 
robot is allowed to cross the west edge of the staircase while the other edges are not 
to be crossed. Similarly, for level two, the east edge is open while the other edges are 
blocked. The SFN algorithm allows different mathematical boundary conditions for 
segments of the same object in the field. For the staircase, an inlet velocity or constant 
pressure boundary condition is set for the desired inlet or outlet edge, respectively, 
while the other edges are set to have a wall boundary condition. These boundaries are 
modeled with a Dirichlet boundary condition. The SFN algorithm can accordingly 
calculate a path for each level as seen in Figs. 21 and 22.
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Fig. 20 MLPP building—level 2 schematic 

Dirichlet Boundary Condition 

This type of boundary condition specifies the value that the unknown function 
will have along the boundary ∂Ω of the domain Ω according to the following 
equation 

ϕ(x) = f (x) x ∈ ∂Ω 

where ϕ is the unknown function, x is the independent variable and f is the 
scaler function defining the value of ϕ on ∂Ω [ 3, 25]. 

In the figures, the solid black path is the unoptimized path, the dotted path is the 
result of L1 optimization, the dashed path is the result of L2 optimization and the 
solid green path is the result of L3 optimization and the final path. 

It can be seen in the figures that the flow magnitudes are dominant in the hallway 
between the rooms, as denoted by the blue arrows, and weak in rooms that are not 
part of the path. On each level, the flow is also dominant on one side of the staircase 
and weak for the other sides as a direct result of the staircase boundary conditions. 
These observations are governed by the underlying physical model, defined in Sect. 2, 
and boundary conditions as they force the streams to be dominant in the hallway 
connecting the staircase to the target room while avoiding eddy flows in neighboring 
rooms.
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Fig. 21 MLPP building—level 1 path 

Fig. 22 MLPP building—level 2 path 

Table 4 Path optimization–execution time standard deviations 

Map SFN L1–L2–L3 

Map 1 0.014 0.000–0.001–0.001 

Map 2 0.011 0.001–0.000–0.000 

Map 3 0.081 0.000–0.001–0.000 

Map 4 0.076 0.001–0.002–0.002 

Map 5 0.051 0.002–0.003–0.002 

Map 6 0.018 0.002–0.001–0.001
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4.2 Results 

In this section, a comparison is given on how differently does the Stream Field 
Navigation algorithm behave as compared to the RRT and PRM algorithms. The 
multi-level building introduced in Sect. 4, along with its configuration, start points 
and points point, will be used for the comparison. These algorithms are selected due 
to their wide usage for indoor environments and mobile robotics [ 2, 4, 8, 12, 38]. 

An important thing to point out is that neither of the RRT and PRM algorithms 
have the concept of boundary conditions. And therefore, restricting staircase usage 
to only one side will not be possible without adding more obstacles to represent the 
other sides of the staircase (Note that for the SFN algorithm, the restricted edges of 
the staircase are part of the goal location boundaries for level one and part of the start 
location boundaries for level two). These obstacles will not be added as they will not 
be an accurate representation of the field and also so that the SFN is compared to the 
other algorithms on the exact same field. 

Constructing the field for the RRT algorithm and generating the path results in 
the random trees and paths shown in Figs. 23 and 24 for level one and level two, 
respectively. Similarly, Figs. 25 and 26 show the random nodes and paths for the 
PRM algorithm for level one and level two, respectively. 

The first thing to note is that both the RRT and PRM algorithms explore the rooms 
that are not part of the path. This is true for both the first and second levels. 

A direct result is that it incurs more computational cost when operating in these 
room-based environments. In fact, only one room on each level is required to be 
explored while all the rooms are actually explored. This unnecessary exploration 
of rooms is attributed to the random nature of the algorithms. Moreover, and as 
mentioned earlier, the RRT and PRM algorithms assume that, by default, all the 
sides of the staircase are usable. This can be seen in the figures as the direction 
followed by the algorithms when approaching or leaving the staircase is random; 
which is also attributed to the random nature of the algorithms. 

To obtain the empirical execution times for the algorithms, the experiment is 
run 100 times in each level for each algorithm while recording the mean execution 
time and the standard deviation of the recorded execution times. Path and execution 
comparisons between the SFN algorithm and both the RRT and PRM algorithms are 
shown in Tables 5 and 6 for level one and level two respectively. 

To include path quality factors in the results, the comparisons show the number 
of turns of the calculated paths and the path length generated by each algorithm. The 
number of turns is taken as an assessment for how smooth the generated path is; 
which is related to the energy consumed by the agent following the path [ 1]. 

The results show that the SFN algorithm is faster than both the RRT and PRM 
algorithms on both building levels. This is the result of two points; First, the fact 
that the SFN algorithm does not require a large number discrete mesh points for 
these fields; The second point is the weak magnitudes of velocity vectors in rooms 
that are not part of the generated path which allows for a more straight-forward path
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Fig. 23 MLPP building—level 1 RRT path 

Fig. 24 MLPP building—level 2 RRT path 

construction. These two points together greatly reduce the computations required by 
the SFN algorithm to form a complete path. 

Another observation is that the path generated by the SFN algorithm has very few 
turns as compared to the path generated by the RRT or the PRM algorithm while also 
being shorter; which is a direct contribution of the L1, L2 and L3 path optimization 
algorithms. Note that the path generated by the SFN algorithm for level two is longer 
compared to the path generated by the PRM algorithm because the SFN algorithm is 
using the far side of the staircase instead of the nearest side as can be seen in Fig. 22.
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Fig. 25 MLPP building—level 1 RRM path 

Fig. 26 MLPP building—level 2 PRM path 

Table 5 MLPP building—level 1—comparison results 

Algorithm SFN RRT PRM 

Mean execution time [s] 0.812 8.529 4.162 

Standard deviation [s] 0.091 0.422 0.388 

Number of turns 6 176 105 

Path length [length unit] 72.8 87.71 79.12
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Table 6 MLPP building—level 2—comparison results 

Algorithm SFN RRT PRM 

Mean execution time [s] 0.864 11.174 4.235 

Standard deviation [s] 0.94 0.622 0.348 

Number of turns 4 152 99 

Path length [length unit] 75.99 76.19 73.14 

5 ROS Environment 

The Robot Operating System (ROS) is a set of software libraries that are widely used 
for robotic research and development. It is integrated with state-of-the-art robotic 
algorithms, robot drivers, sensor libraries and mathematical models (Ex. Kalman 
Filters). Due to its popularity, ROS is widely used in industry, research and virtual 
verifications. For example, the second version of ROS, ROS2, has been used to 
develop an architecture for self-driving cars where the main concern is safety [ 30]. 
ROS2 is also used for industrial grade virtual commissioning of automation systems 
in collaborative environments where humans are working alongside robots [ 9]. 

• The virtual environment developed for the Stream Field Navigation algo-
rithm is based on ROS2 and Gazebo11. In the remainder of this section, 
ROS refers to ROS2 While Gazebo refers to Gazebo11. 

• Names of ROS libraries and packages are written with lower-case underscore-
separated italic words. 

A virtual environment architecture is presented in this section to allow the Stream 
Field Navigation algorithm to operate in the ROS environment. Along with ROS, 
Gazebo is also integrated to the virtual environment to add physical simulation capa-
bilities to the verification system. ROS is based on the concept of Nodes where each 
node represents a part of the system and is responsible for a certain task. For exam-
ple, a node may be responsible for interfacing with a sensor while another node is 
responsible for operating a certain type of motors. 

The developed ROS system is comprised from multiple building blocks and 
two main sub-systems; a navigation sub-system and a localization sub-system. The 
architecture of the developed ROS system is shown in Fig. 27. The ROS system 
includes definitions for a simulated robot, a simulation world and a binary occu-
pancy map of the world. These definitions are used to populate the environment. The 
robot_state_publisher package is responsible for publishing the robot description 
and the geometrical transformation between the robot joints to other ROS nodes. 

Navigation in the ROS system is implemented through the Nav2 framework [ 22]. 
This framework is the core component responsible for moving a robot between two
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Fig. 27 ROS-Gazebo verification environment 

given points. It can also be used for planning a complete path if planning is required. 
However, in this case, the SFN algorithm is used for planning the complete path 
between a start and a goal point. Nav2 also contains an effort controller which can 
control the drive system of a given robot. 

In real robotic systems, sensors are not perfect as they may have a noise associated 
with the signal and their readings may drift overtime. In the ROS environment devel-
oped to be integrated with the SFN algorithm, the Gazebo system is implemented 
with two sensors, and Inertial Measurement Unit (IMU) and a wheel encoder to 
publish odometry data. These two sensors are used to localize the robot in the map 
with respect to the initial start point. However, both sensors suffer from an error 
component where the IMU signal is noisy and the wheel encoders report wheel 
rotation even if the wheel is rotating in-place. To overcome this issue, an Extended 
Kalman Filter is integrated into the system to smooth out the sensor reading and 
output a value that converges to the true value. The Kalman Filter is implemented 
through the robot_locali zation  package. The corrected sensor data are then sent to 
the navigation sub-system to allow for correct guidance to the goal point.
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Fig. 28 ROS-Gazebo simulation world 

With both the ROS and Gazebo systems implemented, the SFN algorithm can 
then send the generated paths to the ROS navigation sub-system where it would then 
control the robot in the Gazebo world. A sample of the Gazebo world designed for 
this purpose is shown in Fig. 28 as an example. 

6 Conclusion 

The developed SFN algorithm has been proven to find a collision-free and local-
minima-free path in a navigation field. However, since the SFN algorithm is based 
on the Navier-Stokes equations, it is important that a further path optimization step 
is added to improve the efficiency of the fluid stream path for robotic applications. 

This research work has two targets. First, to design algorithms that optimize the 
original path generated by the SFN algorithm, and second, to develop an approach 
for the SFN algorithm to operate in multi-level environments. 

Path optimization algorithms were developed as part of this research work to 
realize the first target where the path calculated by the Local Field Planner is enhanced 
using three shortening (or optimization) levels, L1, L2 and L3 to convert a longer 
path to a short path by removing multiple path imperfections. The three shortening 
algorithms were developed to overcome a shortcoming of fluid streams, which is 
that fluid streams do not follow the shortest path between two points. Testing of 
the developed L1, L2 and L3 path optimization algorithms has shown that they 
results in a 7.5–20.7% reduction in path length at the cost of an average increase of 
approximately 6.5% to the un-optimized SFN algorithm execution time.
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For the second target, a method is introduced to constraint a 3D environment to a 
2D movement space; essentially converting the 3D map to a 2.5D map. The method 
introduced for the SFN algorithm connects different levels of the same building at 
certain pre-defined points utilizing the mathematical model of the SFN algorithm and 
its boundary condition. The results show that the path generated by the SFN algorithm 
is more efficient, in terms of execution time and number of turns, compared to the 
paths generated by the RRT and PRM algorithms. 

7 Future Work 

Development of the Stream Field Navigation algorithm is a continuous research work 
and further research to build upon the current state of the SFN can be done to enhance 
certain aspects of the algorithm. 

One of the proposed ideas is the Local Stream Calculations (LSC); Which can be 
researched and implemented later to further improve the efficiency of the Stream Field 
Navigation algorithm in kinematic environments. The idea of LSC is to re-calculate 
the flow velocities in a certain region of the field instead of doing the calculation for 
the whole field in case an offline path update is required; For example, in the vicinity 
of a moved obstacle (Dealing with moving obstacles and the decision to use an 
offline vs. an online path update are explained in [11]). This would be considered as an 
improvement in terms of algorithm efficiency; But unlike the efficiency improvement 
achieved through path optimization (Introduced in Sect. 3), LSC would improve the 
efficiency for kinematic environments. 

The next area of improvement for the Stream Field Navigation algorithm is that 
it can be integrated with a SLAM algorithm to allow for better operation in outdoor 
environments. This would also allow the algorithm to seamlessly move between 
indoor (Where the field is known beforehand) and outdoor environments (Where the 
field is unexplored and highly variable). Achieving this, along side the capabilities 
for multi-level path planning (Introduced in Sect. 4), would allow the SFN algorithm 
to be effective in wider and more varied use cases. 
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Modeling and Simulation of Quadcopter 
Using Self-tuning Fuzzy-PI Controller 
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Hakim Denoun , Sabrina Mohandsaidi, Amar Bousbaine , 
Nashwa Ahmad Kamal , Ibraheem Kasim Ibraheem , Amjad J. Humaidi, 
Ammar K. Al Mhdawi , and Alaa Khamis 

Abstract Helicopters, commonly known as quadrotors (UAVs), are popular 
unmanned aerial vehicles. Despite their small size and high stability, they are used 
in a variety of applications. This chapter presents the fundamental principles for 
modeling and controlling quadcopters that will form the basis for future research 
and development in the field of drones. The problem is addressed on two fronts; first, 
the mathematical dynamic models are developed, and second, the trajectory of the 
quadcopter is stabilized and controlled. IMUs (Inertial Measurement Units) consist 
of accelerometers and gyroscopes and constitute the core of the system. In order to 
fly the quadcopter in six directions, it is necessary to determine the orientation of the 
system and control the speed of four BLDC motors. A Matlab/Simulink analysis of 
the quadcopter is performed. A self-tuning fuzzy-PI regulator is used to control the 
quadcopter’s pitch, roll, and yaw. It was evaluated whether the quadcopter controller 
was effective and efficient, and the desired outputs were discussed. 

A. Fekik (B) 
Department of Electrical Engineering, University Akli Mohand Oulhadj-Bouria, Rue Drissi Yahia 
Bouira 10000, Algeria 
e-mail: a.fekik@univ-bouira.dz 

A. Fekik · M. L. Hamida · H. Denoun 
Electrical Engineering Advanced Technology Laboratory (LATAGE), Mouloud Mammeri 
University, Tizi Ouzou, Algeria 

A. T. Azar 
College of Computer and Information Sciences, Prince Sultan University, Riyadh, Saudi Arabia 
e-mail: aazar@psu.edu.sa; ahmad.azar@fci.bu.edu.eg; ahmad_t_azar@ieee.org 

Automated Systems and Soft Computing Lab (ASSCL), Prince Sultan University, Riyadh, Saudi 
Arabia 

Faculty of Computers and Artificial Intelligence, Benha University, Banha, Egypt 

S. Mohandsaidi 
Department of Electrical Engineering L2CSP Laboratory Mouloud Mammeri University, 15000 
Tizi-Ouzou, Algeria 

A. Bousbaine 
University of Derby, Derby, UK 
e-mail: A.Bousbaine@derby.ac.uk 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
A. T. Azar et al. (eds.), Mobile Robot: Motion Control and Path Planning, 
Studies in Computational Intelligence 1090, 
https://doi.org/10.1007/978-3-031-26564-8_8 

231

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-26564-8_8&domain=pdf
http://orcid.org/0000-0001-5053-1764
http://orcid.org/0000-0002-7869-6373
http://orcid.org/0000-0003-0842-7212
http://orcid.org/0000-0002-1693-3353
http://orcid.org/0000-0001-9288-0495
http://orcid.org/0000-0002-9763-8953
http://orcid.org/0000-0001-7009-3634
http://orcid.org/0000-0003-1806-1189
a.fekik@univ-bouira.dz
 854
36182 a 854 36182 a
 
aazar@psu.edu.sa
 854 44153 a 854 44153 a
 
ahmad.azar@fci.bu.edu.eg
 8121 44153 a 8121 44153 a
 
ahmad_t_azar@ieee.org
 18648 44153 a 18648 44153 a
 
A.Bousbaine@derby.ac.uk
 854 56772
a 854 56772 a
 
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8
https://doi.org/10.1007/978-3-031-26564-8_8


232 A. Fekik et al.

Keywords Quadcopter · Unmanned aerial vehicles · Inertial measurement unit ·
Fuzzy-PI controller · Self-tuning 

1 Introduction 

Everyday life is increasingly dominated by electronic systems. Over the past few 
years, they have become increasingly integrated into everyday items, such as tele-
phones, electronic diaries, cars, etc. A machine that has embedded systems that sim-
plify our lives requires regulation or control in order to function properly. As a result 
of their nonlinearity, many of these systems are difficult to control. There are a number 
of aircraft, airships, and helicopters that are highly non-linear and require appropriate 
controls. Many of the systems mentioned above are under-actuated, which means that 
the input control parameters are fewer than their actual degree of freedom. Due to 
the lack of control parameters, designing controllers for these machines is extremely 
challenging. The four-propeller drones are among the most complex and difficult 
to control of these under-actuated systems. Robotics, automation, and aeronautics 
have all witnessed technical improvements in recent years [ 16, 19, 43, 67, 71]. As 
industrial applications have increased, UAVs have become increasingly popular in 
recent years. One of their advantages is that they expose personnel to less danger 
while covering a wide range of missions [ 3, 29, 41, 62, 64, 70]. 

Generally, they are used in military applications, such as reconnaissance and 
surveillance missions, where they can assist in the completion of those missions 
without putting human lives at risk. As a matter of fact, they are ideally suited to 
missions which could cause danger to crew members, require a permanent presence 
in an area, or may be laborious for human crew members [ 14, 46, 52, 63, 74]. 
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Initially, they were used for observation tasks, but their use soon expanded to 
include target acquisition, electronic warfare, and target destruction. It is becoming 
increasingly common for civilian applications to be developed, such as highway 
traffic surveillance, forest fire prevention, meteorological data collection, and the 
inspection of engineering structures [ 29, 64]. 

The size and propulsion mode of drones vary depending on their purpose, which 
can range from centimeters to several meters. A canopy can be either fixed or rotating 
depending on whether the aircraft is flying forward or hovering. Unmanned aerial 
vehicles (UAVs) refer to both large autonomous aircraft and small flying machines 
that are controlled from the ground via a wireless connection with no pilot required. 
An unmanned aerial vehicle (UAV) is generally referred to as a drone /cite18. UAVs 
incorporate new technologies in terms of sensors, microcontrollers, control software, 
communication hardware, and user interfaces [ 13, 38]. According to researchers, 
UAVs can be categorized into fixed-wing and rotorcraft /cite21. A quadrotor is sim-
ilar to a miniature helicopter with four motors. It is a system with six degrees of 
freedom, which is generally piloted with power and angle related commands (pitch, 
roll and yaw) [ 30, 45, 47]. As a result of its very light structure and sensitivity to 
external disturbances, such a machine is difficult to pilot. Due to its complexity, the 
quadcopter has attracted the attention of the research community. In most studies, a 
basic dynamic model of the quadcopter is used, but more complex aerodynamic char-
acteristics have also been included [ 32, 34]. There have been various control methods 
studied, including PID regulators, backstepping control [ 15], H∞ nonlinear com-
mand [ 18], LQR regulators [ 54], and nested saturation nonlinear controllers. For the 
Control methods to be implemented, it is necessary to perform certain measurements, 
such as gyroscope, accelerometer, GPS, sonar, or laser sensors, with precise 
accuracy [ 5, 27]. 

As a foundation for further research and development in this area, this chapter 
presents the fundamentals of quadcopter modeling and control. Two goals are pursued 
in this process. It is the first goal of the project to develop a dynamic analytical model 
of the quadcopter. A second objective is to develop a technique for stabilizing and 
controlling the quadcopter’s trajectory. The purpose of this research is to present 
the differential equations for the dynamics of the quadcopter. Simulating the flight 
of a quadcopter is used to study the performance of the model. The quadcopter is 
stabilized using a PI-Flou controller. A PI-Flou controller uses fuzzy logic to adjust 
the parameters of the classical PI controller automatically. Using Matlab/Simulink 
and a proposed corrector for stabilizing the quadcopter, a mathematical model of 
the quadcopter is presented in this work. The pitch, roll and yaw motions of the 
quadcopter responses are achieved via Matlab/Simulink. 

2 Related Work 

Recently, there are several studies that dealt with quadrotor, Estimating and dealing 
with external disturbances, the pairing of the disturbance observer with sliding mode
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controllers is proposed in [ 53]. The author of [ 73] develop a path-following solution 
for a quad rotor copter with an unknown vehicle characteristics (mass and moment 
of inertia), as well as external disturbances. The authors of [ 68], presented the design 
of a quadrotor using l1 adaptive controller design, where the control parameters are 
analytically determined through instinctively chosen performance and robustness 
metrics established by the designer. In [ 50], employed a Nonlinear Model Predic-
tive Control (NMPC) to work out the path following issue for UAVs The proposed 
adaptive control system ensures the following by utilizing the backstepping tech-
niqueis presented in [ 73], the relative to trajectory tracking, a smoother convergence 
is reached because the control signals of the actuators for thrust force and torque are 
limited relative to the position error. This work [ 54], provid an examination and over-
all performance of an LQR control algorithm for quadrotor. A robust observer-based 
nonlinear controller had been established in [ 33] for quadrotors with consideration 
of systems’ uncertainties and exterior disturbances. The tracking errors are limited 
by using two dissimilar nonlinear disturbance observers that had been constructed 
to manage the uncertainties in the system. The paper [ 4] discusses the UAV’s mod-
elling and dynamic control using an interval type-2 (IT2) Takagi-Sugeno (TS) fuzzy 
system. A quadcopter’s dynamics are complicated and nonlinear, as well as underac-
tuated and unpredictable, making modelling and control activities through its whole 
flying shell difficult. The use of the Newton-Euler method to extract a mathemati-
cal model of an undriven six degree of freedom (6 DoF) quadcopter is covered by 
the author [ 40]. The actuation forces are also taken into account by simulating the 
forces and aerodynamic factors. A detailed derivation of the Quadcopter mathemati-
cal model is offered. The model of the quadcopter is separated into two sub-systems: 
the rotational sub-system (roll, pitch, and yaw) and the translational sub-system 
(Pitch, roll, and yaw) (altitude, x and y positions). A hybrid control system had been 
designed in [ 1]to expand the disturbances rejection ability and body jerk recital for 
a quadrotor model by exploiting an active force control (AFC). The developed intel-
ligent control method incorporated a PID controller and an intelligent active force 
control (IAFC) component resulting in a robust PID-IAFC system The translational 
sub-system is underactuated, but the rotating sub-system is fully operational. A PID 
regulator will be used to control the model. Auto tuning is used to obtain the PID 
gains, and manual tuning is used to fine tune them. To follow the in- tended trajectory 
workspace and solve the attitude control problem of a quadcopter UAV, a fractional 
Active Disturbance Rejection Control (ADRC) is presented in the research [ 22], The 
ADRC is a reliable nonlinear control that has lately been utilized to control UAV 
technologies. It is primarily utilized to address significant critical difficulties such 
as uncertainties, imprecise modelling, and external disturbances in a basic structure 
and straightforward manner while setting control parameters. The ADRC control 
strategy’s fundamental idea is to create a fictional state variable that represents the 
whole disturbance. Then, using an Extended State Observer, this dis- turbance is esti-
mated (ESO). The estimated disturbance is supplied back into the system to build a 
suitable controller, decoupling it from any uncertainties and dis- turbances affecting 
the plant.
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3 Dynamical Model of the Quadrirotor 

There is no doubt that quadrotors are among the most complex flying systems. Due to 
this, the modelling of the dynamics of the flight of the quad-rotor can be challenging 
and delicate, as well as a strongly nonlinear dynamic system for interacting between 
the various states [ 21]. In the literature, several hypotheses have been proposed to 
simplify this process, including: 

• The mechanical structure of the quadrotor is assumed to be rigid and symmetrical, 
this gives a diagonal matrix. 

• Due to the rigidity of quadcopters’ propellers, deformation during rotation should 
have little effect on them. 

• There is a direct correlation between the center of mass of the quadrotor and the 
origin of the reference frame connected to the earth. 

• As the rotational speed of the actuators increases, so do the drag and lift forces. 

3.1 Rotational Matrix 

According to Fig. 1, two fiducials are required to report the position and orientation 
of the quadcopter. First, there is the inertial frame (E-frame). A Galilean reference 
frame is a fixed orthogonal reference frame. In order to depict the orientation of the 
quadcopter, a second reference frame must be defined. Affixed to the quadcopter’s 
frame, this one moves along with the machine. The mobile reference frame (B-frame) 
is also known as the mobile reference frame. The moving frame starts off coincident 
with the fixed frame of reference, then makes a gyratory movement around the 
x-axis of the angle between the moving frame and the fixed frame of reference 
as −2π <  φ  <  2π , followed by a rotation around the y-axis of an angle between 
−2π <  θ <  2π , for the pitch, and finally a rotational around the z-axis of an angle 
between −2π <  ψ  <  2π for the yaw [ 39]. 

The formula for the rotation matrix R is represented by the equation below [ 9]: 

R = Rotz(ψ)x Roty(θ )x Rotx (φ) 

= 

⎡ 

⎣ 
cψ −sψ 0 
sψ cψ 0 
0 0 1  

⎤ 

⎦ ∗ 

⎡ 

⎣ 
cθ 0 sθ 
0 1  0  

−sθ 0 cθ 

⎤ 

⎦ 

⎡ 

⎣ 
1 0 0  
0 cφ −sφ 
0 sφ cφ 

⎤ 

⎦ (1) 

R = 

⎡ 

⎣ 
cψcθ sφsθcψ − sψcφ cφsθcψ + sψsφ 
sψcθ sφsθsψ + cψcφ cφsθcψ − sψcφ 
−sθ sφcθ cφcθ 

⎤ 

⎦ (2)
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Fig. 1 Tracking of a quadrotor 

with: 
c = cos 
s = sin. 

4 Rotational Speed 

By utilizing the rotational velocities Ω1; Ω2; Ω3 in the moving frame, we translate 
the rotational velocities φ̇; θ̇ ; ψ̇ in the fixed frame as follows: 

⎡ 

⎣ 
Ω1 

Ω2 

Ω3 

⎤ 

⎦ = 

⎡ 

⎣ 
φ̇ 
0 
0 

⎤ 

⎦ + Rotx (φ)−1 

⎡ 

⎣ 
0 
θ̇ 
0 

⎤ 

⎦ + Roty(θ )Rotx (φ))−1 

⎡ 

⎣ 
0 
0 
ψ̇ 

⎤ 

⎦ (3) 

During the period of confusion between the reference frames, the rotation in roll 
occurs. In order to perform pitching, the vector representing rotation must be 
expressed in the fixed reference frame: it must therefore be multiplied by Rot (φ))−1. 
Similarly, the yaw rotation vector must be expressed in the fixed reference frame 
that has already undergone two revolutions. Therefore, we arrive at the following 
conclusion: 

Ω = 

⎡ 

⎣ 
Ωx 

Ωy 

Ωz 

⎤ 

⎦ = 

⎡ 

⎣ 
φ̇ 
0 
0 

⎤ 

⎦ + 

⎡ 

⎣ 
0 

θ̇ cφ 
θ̇sφ 

⎤ 

⎦ + 

⎡ 

⎣ 
− ψ̇sθ 
ψ̇sφcθ 
ψ̇cφcθ 

⎤ 

⎦ = 

⎡ 

⎣ 
φ̇ − ψ̇sθ 

θ̇cφ + c ψ̇sφcθ 
ψ̇cφcθ − θ̇sφ 

⎤ 

⎦ (4) 

Ω = 

⎡ 

⎣ 
1 0 −sθ 
0 cφ sφcθ 
0 −sφ cφcθ 

⎤ 

⎦ ∗ 

⎡ 

⎣ 
φ̇ 
θ̇ 
ψ̇ 

⎤ 

⎦ (5) 

So
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⎡ 

⎣ 
φ̇ 
θ̇ 
ψ̇ 

⎤ 

⎦ = 

⎡ 

⎣ 
1 sφ tan θ cφ tan θ 
0 cφ −sφ 
0 sφ 

cθ 
cφ 
cθ 

⎤ 

⎦ ∗ 

⎡ 

⎣ 
Ωx 

Ωy 

Ωz 

⎤ 

⎦ (6) 

When the quadrotor does little rotations, we can make the below approximations 
cφ = cθ = cψ = 1 
sφ = sθ = sψ = 0 
The relation (7) is obtained: 

⎡ 

⎣ 
φ̇ 
θ̇ 
ψ̇ 

⎤ 

⎦ = [
Ωx sΩy Ωz

]T 
(7) 

4.1 Travelling Speeds 

The linear velocities in the fixed frame V b x ; V 
b 
y ; V 

b 
z are expressed in the context of 

the linear velocity in the moving plan V m x ; V 
m 
y ; V 

m 
z by the relation (8): 

V = 

⎡ 

⎣ 
V b x 
V b y 
V b z 

⎤ 

⎦ = R ∗ 

⎡ 

⎣ 
V m x 
V m y 

V m z 

⎤ 

⎦ (8) 

4.2 Physical Effects Acting on the Quad-Copter 

Once the drone is in motion, its dynamics is subject to certain forces and moments 
as illustrated in Fig. 2. 

Fig. 2 Forces applied to a 
drone
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4.2.1 Forces 

1. Weight Force: 
The weight forces is given by relation (9) 

P = m ∗ g (9) 

Where m is the quadrotor’s overall weight and g is gravity. 
2. Thrust forces: 

The forces generated by the rotation of the motors are perpendicular to the axis 
plane and proportional to their rotational speed: 

Fi = b ∗ ω2 
i (10) 

In this equation, i represents the number of motors, whilst b represents the coef-
ficient of lift, which depends on the shape of the blades and the density of the 
air. 

3. Drag forces: 
In a heavy fluid, drag acts like friction and opposes the movement of a body. As 
a result, the system is subject to two drag forces: 
– Propellers’ drag: This force acts on the blades and is proportional to the density 
of the air, the blade size, and the square of the propeller’s rotational speed, and is 
calculated as follows: Eq. 11: 

Ti = d ∗ ω2 
i (11) 

where d is the drag coefficient which is a function of the propeller design. 
– The drag along the x, y, and z alignments: it is due to the movement of the 
quadrotor copter: 

Ft = K f t  ∗ V (12) 

where K f t  is the translational drag coefficient and V the linear velocity. 

4.2.2 Moments 

There are several moments acting on a quadcopter, which are due to thrust and drag 
forces and gyroscopic effects. 

1. Moments due to thrust forces: 
It is due to the moment produced by the resultant lift forces between the right and 
left motors that the turning movement around the x-axis occurs, and the moment 
is given by the following equation: 

Mx = l(F4 − F2) = lb(ω2 
4 − ω2 

2) (13)
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where l is the quadcopter’s arm’s length from its rotor to its centre of gravity. 
– There is a rotation around the y axis caused by the resultant of lifting forces 
differing between the front and rear motors, and the moment is given by the 
following equation: 

My = l(F3 − F1) = lb(ω2 
3 − ω2 

1) (14) 

2. Moments due to drag forces: 
– The rotation around the z axis: due to a reactive torque caused by the drag 
torques in each propeller results in moment is given by Eq. 15: 

Mz = d(−ω2 
1 + ω2 

2 − ω2 
3 + ω2 

4) (15) 

– Aerodynamic friction moment is given by Eq. 16: 

Ma = k f aΩ2 (16) 

where K f a  a is the coefficient of aerodynamic friction and is the angular velocity 

4.2.3 Gyroscopic Effects 

The gyroscopic effect occurs when an object rotates around an axis. It is the ability 
of an object to maintain its axis of rotation or, more precisely, its angular momentum. 
In a quadrotor setup, there are two gyroscopic moments. A gyroscopic moment is 
produced by the propellers, and a gyroscopic moment is produced by the movement 
of the quadcopter. The following formula provides the gyroscopic moment of the 
propellers: 

Mgh = 
4Σ

i=1 

ΩΛJr 

⎡ 

⎣ 
0 
0 

(−1)i+1ωi 

⎤ 

⎦ (17) 

With Jr is the inertia of the rotors. Gyroscopic moment due to quadrotor movements 
it is given by the following relation: 

Mgh = ΩΛJ Ω (18) 

With J is the inertia of the system.
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5 Proposed Strategy 

5.1 Literature Review 

The Proportional, Integral, and Derivative (PID) regulator or corrector is a control 
algorithm that improves the efficiency of closed-loop control systems [ 10, 24, 35, 
36, 51, 57, 59, 60]. In several fields, its correction properties are applicable to a 
number of physical quantities [ 7, 23, 31, 37, 44, 66, 72]. The following are some 
of the advantages of this controller [ 6, 55, 56, 61] 

– Simple structure; 
– Good performance in many processes; 
– Reliable, even without a specific model of the control system. 

Corrections are based on the observed error, which is typically calculated as the 
difference between the setpoint and the measurement. 

e = setpoint  − measurement (19) 

The PID allows three actions depending on this error: 

– Increasing the speed of the system by multiplying the error by a gain K p. As  K p 
increases, the response time decreases. 

– The integral action consists of integrating the error over a time interval s, dividing 
by a gain Ki , and eliminating the residual error in steady state. This improves 
accuracy, however it also increases the phase shift. 

– It is a derivative action: the error is derived according to a time t, then multiplied 
by a gain  Kd that will accelerate the system’s response and improve the loop’s 
stability. 

In the following Fig. 3, the classical PID structure is shown: The general expression 
of the corrector can be expressed by the Eq. 20 form [ 23, 37]. 

U (t) = kpe(t) + ki
∫ t 

0 
e(t) dt + kd 

de(t) 
dt  

(20) 

Fig. 3 PID-corrector



Modeling and Simulation of Quadcopter … 241

Fig. 4 PI Controller 

5.2 PI Controller 

According to equation [ 17], the error between the setpoint and the measurement is 
integrated with respect to time and multiplied by a constant that must be determined 
according to the method employed. In this application, the PI-Flou algorithm was 
used to implement the x, y, and z axes as given by equation [ 17]: 

U (t) = kpe(t) + ki
∫ t 

0 
e(t) dt (21) 

The following is a representation of the transfer function: 

C(s) = kp + 
ki 
s 

(22) 

where the PI controller’s block design is shown in Fig. 4. 

5.3 Fuzzy-PI Controller with Self-tuning 

It is possible to control and carry out the governance of a fuzzy logic-based system 
using a philosophy known as fuzzy logic control [ 2, 7, 8, 11, 12, 20, 24, 28, 42, 44, 
48, 49, 58, 65, 69]. It is also possible to create nonlinear controller using heuristic 
data in this manner. It is therefore possible to combine the benefits of both fuzzy and PI 
controller to provide excellent control performance through the use of one regulator. 
Based on errors on the three axes (x, y, and z) and fuzzy logic error changes, the fuzzy 
adaptive PI regulator adjusts the parameters of the PI regulator. The distance error and 
its variation along the three axes serve as the fuzzy model’s input. In the fractional PI 
regulator, K p and Ki represent the outputs [ 25, 26]. Mamdani’s fuzzy logic model is 
a prerequisite for the proposed fuzzy logic PI regulator (Tepljakov 2017; Mamdani 
Assilian 1999). Figure 5 illustrates the framework for the proposed regulator. Fuzzy 
inference is used to modify the PI regulator based on the nonlinear mapping between 
tracking error and its rate of change. Fuzzification, fuzzy rules, aggregation, and
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Fig. 5 Design of the Fuzzy 
PI Corrector 

Fig. 6 Fuzzy input 
membership functions of e 
and Δe 

Fig. 7 Fuzzy output 
membership functions of 
gains K p and Ki 

defuzzification are the elements of the fuzzy-PI regulator framework. To represent 
the tracking error e(t) and its derivative e(t) (Positive Big), fuzzy linguistic variables 
NB (Negative Big), NM (Negative Medium), NS (Negative Small), ZO (Zero), PS 
(Positive Small), PM (Positive Medium), and PB are used. In Fig. 6, five triangular 
membership functions and two trapezoidal membership functions are used to define 
each input. 

According to the Mamdani rule, each output of the controller is a gain K p or Ki , 
as illustrated in Fig. 7 [ 25, 26]. The triangle membership functions and trapezoidal 
membership functions are in the range [−20, 20]. A summary of the fuzzy control 
rules is presented in Tables 1 and 2. They are composed of the seven language mistake 
and error variation values [ 25, 26]. 

Tables 1 and 2 present a summary of the fuzzy control rules. They are composed 
of the seven language mistake and error variation values [ 25, 26].
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Table 1 Languistic rules for K p 
ΔE(k)|E(k) NB NM NS ZE PS PM PB 

NB PB PB PM PM PS ZE ZE 

NM PB PB PM PS PS ZE ZE 

NS PM PM PM PM ZE ZE ZE 

ZE PM PM PS ZE NS NS NM 

PS PS PS ZE NS NS NM NM 

PM PS ZE NS NM NM NM NB 

PB ZE ZE NM NM NM NB NB 

Table 2 Languistic rules for Ki 

ΔE(k)|E(k) NB NM NS ZE PS PM PB 

NB NB NB NM NM NS ZE ZE 

NM NB NB NM NS NS ZE ZE 

NS NB NM NM NS ZE PS PS 

ZE NM NM NS ZE PS PM PM 

PS NM NS ZE PS PS PM PB 

PM ZE ZE PS PS PM PB PB 

PB ZE ZE PS PM PM PB PB 

6 Results and Interpretations 

A simulation of the dynamic movements of the quad-copter is conducted using 
Matlab software incorporating the proposed controllers for the three axes (x, y, z) 
that create torque rotation angles along the three axes (x, y, z) namely (φ, θ, ψ). To  
demonstrate the efficacy of the proposed controller, two sets of tests are conducted 
using a conventional PID controller. 

6.1 Test1 

In this test, the three axes (x, y, z) respond in a fixed manner. Figure 8 illustrates the 
fixed response of the axis (x) of the quad-rotor drone at a 4 m setting, and the drone 
follows the instruction perfectly within the acceptable time limits for the axis x that 
was initially set at 5 m. Furthermore, the static error is zero. Refer to Fig. 9 for the 
fixed response of the quadrotor UAV over a distance of three meters. Assume that 
the initial condition for Y was 0 m, and that the static error is zero, the UAV follows 
the given instruction perfectly along the x axis with an acceptable time.
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According to Fig. 10, the quadrotor UAV follows the given instructions perfectly 
along the Z axis, knowing that the initial condition along Z was zero m, and that the 
static error is zero.
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6.2 Test2 

To test whether the proposed regulator is effective, the second test focuses on a 
response to a variation in the references of the three axes (x, y, and z) (see Figs. 11, 
12, and 13). During the experiment, the x-axis was varied between 4m and 8m 
and the y-axis was varied between 3m and 6m, while the z-axis was kept fixed at 
a value of two meters. According to the results obtained, the settings reached all 
their references rapidly, and the curves are smooth and do not exhibit oscillations in 
steady state, despite their appearance in transient regimes, which are an ordinary phe-
nomenon when controlling nonlinear systems of this type. Despite these oscillations, 
the system continues to function normally, and the maximum overshoots recorded 
are comparable to the results of previous studies. By comparing the input data with 
the requested outputs, it is evident that the proposed controller has successfully con-
trolled the system and the errors generated are low on each of the three axes (x, y, z). 
It is important to note that the time elapsed between the steady state and the stability 
is insufficient. A multivariable and nonlinear system such as this one exhibits a very 
small transient regime for the three axes, which is considered to be low for such a 
system. Thus, we can conclude that these results are very satisfactory and that this 
technique (PI-flou) has enabled us to produce a well-adapted controller for this type 
of system and that it can be applied efficiently for the control of complex nonlinear 
systems where classical controls have been unsuccessful. 

7 Conclusions 

In recent years, quadcopters have become very popular due to the growing interest 
in unmanned aerial vehicles (UAVs), vertical take-off and landing aircraft (VTOLs), 
and the need for lightweight instruments that are unobtrusive. This is the primary
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motivation for this investigation. An important objective of this study was to develop 
a mathematical model of minimal complexity and flight control laws that ensure the 
stability of a quadcopter. To obtain a simulation that is as close to the real behavior as 
possible, we began this chapter by identifying the parameters of the quadcopter. In 
order to stabilize and improve the accuracy and speed of the system, we synthesized 
PI Fuzzy controllers. In terms of response time and static error, the synthesized 
controls were applied to the simulation model and gave good results. The following 
tasks can be addressed in future work in order to develop and improve this work: 

• Adapt the studied control algorithms (PI-flou) to a faster and more accurate board, 
such as the Raspberry Pi, FPGA … 

• By implementing embedded image processing, a wide range of imaginable activ-
ities would be possible (e.g. detecting specific shapes, tracking objects, etc.). 

Acknowledgements The authors would like to thank Prince Sultan University, Riyadh, Saudi Ara-
bia for supporting this work. Special acknowledgement to Automated Systems and Soft Computing 
Lab (ASSCL), Prince Sultan University, Riyadh, Saudi Arabia. 

References 

1. Abdelmaksoud SI, Mailah M, Abdallah AM (2020) Robust intelligent self-tuning active force 
control of a quadrotor with improved body jerk performance. IEEE Access 8:150,037–150,050 

2. Abdelmalek S, Azar AT, Dib D (2018) A novel actuator fault-tolerant control strategy of 
DFIG-based wind turbines using Takagi-Sugeno multiple models. Int J Control Autom Syst 
16(3):1415–1424 

3. Adepoju O (2022) Drone/unmanned aerial vehicles (UAVs) technology. In: Re-skilling human 
resources for construction 4.0. Springer, pp 65–89 

4. Al-Mahturi A, Santoso F, Garratt MA, Anavatti SG (2021) Modeling and control of a quadrotor 
unmanned aerial vehicle using type-2 fuzzy systems. In: Unmanned aerial systems. Elsevier, 
pp 25–46 

5. Alaiwi Y, Mutlu A (2018) Modelling, simulation and implementation of autonomous unmanned 
quadrotor. Mach Technol Mater 12(8):320–325 

6. Ammar HH, Azar AT (2020) Robust path tracking of mobile robot using fractional order PID 
controller. In: Hassanien AE, Azar AT, Gaber T, Bhatnagar R, Tolba MF (eds) The interna-
tional conference on advanced machine learning technologies and applications (AMLTA2019). 
Advances in intelligent systems and computing, vol 921. Springer International Publishing, 
Cham, pp 370–381 

7. Ammar HH, Azar AT, Tembi TD, Tony K, Sosa A (2018) Design and implementation of fuzzy 
PID controller into multi agent smart library system prototype. In: Hassanien AE, Tolba MF, 
Elhoseny M, Mostafa M (eds) The international conference on advanced machine learning 
technologies and applications (AMLTA2018). Advances in intelligent systems and computing, 
vol 723. Springer International Publishing, Cham, pp 127–137 

8. Ananth DVN, Kumar LVS, Gorripotu TS, Azar AT (2021) Design of a fuzzy logic controller 
for short-term load forecasting with randomly varying load. Int J Sociotechnol Knowl Dev 
(IJSKD) 13(4):32–49 

9. Avant T, Lee U, Katona B, Morgansen K (2018) Dynamics, hover configurations, and rotor 
failure restabilization of a morphing quadrotor. In: 2018 Annual American control conference 
(ACC). IEEE, pp 4855–4862



248 A. Fekik et al.

10. Azar AT, Serrano FE (2014) Robust IMC-PID tuning for cascade control systems with gain 
and phase margin specifications. Neural Comput Appl 25(5):983–995 

11. Banu PN, Azar AT, Inbarani HH (2017) Fuzzy firefly clustering for tumour and cancer analysis. 
Int J Modell Identif Control 27(2):92–103. https://www.inderscienceonline.com/doi/pdf/10. 
1504/IJMIC.2017.082941 

12. Barakat MH, Azar AT, Ammar HH (2020) Agricultural service mobile robot modeling and 
control using artificial fuzzy logic and machine vision. In: Hassanien AE, Azar AT, Gaber 
T, Bhatnagar R, Tolba MF (eds) The international conference on advanced machine learning 
technologies and applications (AMLTA2019). Advances in intelligent systems and computing, 
vol 921. Springer International Publishing, Cham, pp 453–465 

13. Boursianis AD, Papadopoulou MS, Diamantoulakis P, Liopa-Tsakalidi A, Barouchas P, Sala-
has G, Karagiannidis G, Wan S, Goudos SK (2020) Internet of things (IoT) and agricultural 
unmanned aerial vehicles (UAVs) in smart farming: a comprehensive review. Internet of Things, 
p 100187 

14. Çetin E, Cano A, Deransy R, Tres S, Barrado C (2022) Implementing mitigations for improving 
societal acceptance of urban air mobility. Drones 6(2):28 

15. Chen F, Lei W, Zhang K, Tao G, Jiang B (2016) A novel nonlinear resilient control for a 
quadrotor UAV via backstepping control and nonlinear disturbance observer. Nonlinear Dyn 
85(2):1281–1295 

16. Christensen H, Amato N, Yanco H, Mataric M, Choset H, Drobnis A, Goldberg K, Grizzle J, 
Hager G, Hollerbach J et al (2021) A roadmap for US robotics–from internet to robotics 2020 
edition. Now Publishers 

17. Coelho MS et al (2019) Hybrid PI controller constructed with paraconsistent annotated logic. 
Control Eng Pract 84:112–124 

18. Dasgupta R (2018) Adaptive attitude tracking of a quad-rotorcraft using nonlinear control 
hierarchy. In: 2018 IEEE recent advances in intelligent computational systems (RAICS). IEEE, 
pp 177–181 

19. Dirican C (2015) The impacts of robotics, artificial intelligence on business and economics. 
Procedia Soc Behav Sci 195:564–573 

20. Emary E, Zawbaa HM, Hassanien AE, Schaefer G, Azar AT (2014) Retinal vessel segmenta-
tion based on possibilistic fuzzy c-means clustering optimised with cuckoo search. In: 2014 
international joint conference on neural networks (IJCNN). IEEE, pp 1792–1796 

21. Emran BJ, Najjaran H (2018) A review of quadrotor: an underactuated mechanical system. 
Annu Rev Control 46:165–180 

22. Ennima S, Bourekkadi S, Ourdi A, Elgharad A (2021) Innovation attitude control of a hexa-
copter platform based on fractional control laws and comparison with the PID and LQR control 
methods. J Theoret Appl Inf Technol 99(9) 

23. Fadel MZ et al (2019) Modeling, simulation and control of a fly-by-wire flight control system 
using classical PID and modified PI-D controllers. J Eur Syst Autom 52(3):267–276 

24. Fekik A, Denoun H, Azar AT, Koubaa A, Kamal NA, Zaouia M, Hamida ML, Yassa N (2020) 
Adapted fuzzy fractional order proportional-integral controller for DC motor. In: 2020 first 
international conference of smart systems and emerging technologies (SMARTTECH), pp 
1–6. https://doi.org/10.1109/SMART-TECH49988.2020.00019 

25. Fekik A, Hamida ML, Houassine H et al (2022) Observability of speed DC motor with self-
tuning fuzzy-fractional-order controller. In: Fractional-order design. Academic Press, pp 157– 
179 

26. Fekik A et al (2020) Adapted fuzzy fractional order proportional-integral controller for DC 
motor. In: 2020 first international conference of smart systems and emerging technologies 
(SMARTTECH). IEEE, pp 1–6 

27. García J, Molina JM, Trincado J (2020) Real evaluation for designing sensor fusion in UAV 
platforms. Inf Fusion 63:136–152 

28. Ghoudelbourk S, Azar AT, Dib D (2021) Three-level (NPC) shunt active power filter based on 
fuzzy logic and fractional-order PI controller. Int J Autom Control 15(2):149–169

https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://www.inderscienceonline.com/doi/pdf/10.1504/IJMIC.2017.082941
https://doi.org/10.1109/SMART-TECH49988.2020.00019
https://doi.org/10.1109/SMART-TECH49988.2020.00019
https://doi.org/10.1109/SMART-TECH49988.2020.00019
https://doi.org/10.1109/SMART-TECH49988.2020.00019
https://doi.org/10.1109/SMART-TECH49988.2020.00019
https://doi.org/10.1109/SMART-TECH49988.2020.00019
https://doi.org/10.1109/SMART-TECH49988.2020.00019
https://doi.org/10.1109/SMART-TECH49988.2020.00019
https://doi.org/10.1109/SMART-TECH49988.2020.00019


Modeling and Simulation of Quadcopter … 249

29. Giordan D, Adams MS, Aicardi I, Alicandro M, Allasia P, Baldo M, De Berardinis P, Dominici 
D, Godone D, Hobbs P et al (2020) The use of unmanned aerial vehicles (UAVs) for engineering 
geology applications. Bull Eng Geol Env 79(7):3437–3481 

30. González-Jorge H, Martínez-Sánchez J, Bueno M et al (2017) Unmanned aerial systems for 
civil applications: a review. Drones 1(1):2 

31. Gorripotu TS, Samalla H, Jagan Mohana Rao C, Azar AT, Pelusi D (2019) TLBO algorithm 
optimized fractional-order PID controller for AGC of interconnected power system. In: Nayak J, 
Abraham A, Krishna BM, Chandra Sekhar GT, Das AK (eds) Soft computing in data analytics. 
Springer, Singapore, pp 847–855 

32. Hoffmann G, Huang H, Waslander S, Tomlin C (2007) Quadrotor helicopter flight dynamics 
and control: theory and experiment. In: AIAA guidance, navigation and control conference 
and exhibit, p 6461 

33. Hua H, Fang Y, Zhang X, Lu B (2020) A novel robust observer-based nonlinear trajectory 
tracking control strategy for quadrotors. IEEE Trans Control Syst Technol 29(5):1952–1963 

34. Huang H, Hoffmann GM, Waslander SL, Tomlin CJ (2009) Aerodynamics and control of 
autonomous quadrotor helicopters in aggressive maneuvering. In: 2009 IEEE international 
conference on robotics and automation. IEEE, pp 3277–3282 

35. Humaidi AJ, Najem HT, Al-Dujaili AQ, Pereira DA, Ibraheem IK, Azar AT (2021) Social spider 
optimization algorithm for tuning parameters in PD-like interval type-2 fuzzy logic controller 
applied to a parallel robot. Meas Control 54(3–4):303–323 

36. Ibraheem GAR, Azar AT, Ibraheem IK, Humaidi AJ (2020) A novel design of a neural network-
based fractional PID controller for mobile robots using hybridized fruit fly and particle swarm 
optimization. Complexity 2020:1–18 

37. Johnson MH, Michael A et al (2005) PID control 
38. Jung D, Tsiotras P (2007) Modeling and hardware-in-the-loop simulation for a small unmanned 

aerial vehicle. In: AIAA infotech@ aerospace 2007 conference and exhibit, p 2768 
39. Kahouadji M, Mokhtari MR, Choukchou-Braham A, Cherki B (2020) Real-time attitude control 

of 3 DOF quadrotor UAV using modified super twisting algorithm. J Franklin Inst 357(5):2681– 
2695 

40. Kandeel HM et al (2022) Modeling and control of x-shape quadcopter. IOSR J Mech Civil Eng 
(IOSR-JMCE) 19(1):46–57 

41. Khan NA, Jhanjhi N, Brohi SN, Usmani RSA, Nayyar A (2020) Smart traffic monitoring system 
using unmanned aerial vehicles (UAVs). Comput Commun 157:434–443 

42. Khettab K, Bensafia Y, Bourouba B, Azar AT (2018) Enhanced fractional order indirect fuzzy 
adaptive synchronization of uncertain fractional chaotic systems based on the variable structure 
control: Robust h∞ design approach. In: Azar AT, Radwan AG, Vaidyanathan S (eds) Math-
ematical techniques of fractional order systems. Advances in nonlinear dynamics and chaos 
(ANDC). Elsevier, pp 597–624 

43. Koubâa A, Azar AT (2021) Unmanned aerial systems: theoretical foundation and applications. 
Academic Press 

44. Kumar J, Azar AT, Kumar V, Rana KPS (2018) Design of fractional order fuzzy sliding mode 
controller for nonlinear complex systems. In: Azar AT, Radwan AG, Vaidyanathan S (eds) 
Mathematical techniques of fractional order systems. Advances in nonlinear dynamics and 
chaos (ANDC). Elsevier, pp 249–282 

45. Kumar KS, Rasheed M, Kumar RMM (2014) Design and implementation of fuzzy logic con-
troller for quad rotor UAV. In: 2nd international conference on research in science, engineering 
and technology (ICRSET’2014). Dubai, pp 114–120 

46. Maddikunta PKR, Hakak S, Alazab M, Bhattacharya S, Gadekallu TR, Khan WZ, Pham QV 
(2021) Unmanned aerial vehicles in smart agriculture: applications, requirements, and chal-
lenges. IEEE Sens J 21(16):17,608–17,619 

47. Malpica C, Withrow-Maser S (2020) Handling qualities analysis of blade pitch and rotor speed 
controlled eVTOL quadrotor concepts for urban air mobility. In: VFS international powered 
lift conference, pp 21–23



250 A. Fekik et al.

48. Meghni B, Dib D, Azar AT (2017) A second-order sliding mode and fuzzy logic control 
to optimal energy management in wind turbine with battery storage. Neural Comput Appl 
28(6):1417–1434 

49. Meghni B, Dib D, Azar AT, Saadoun A (2018) Effective supervisory controller to extend 
optimal energy management in hybrid wind turbine under energy and reliability constraints. 
Int J Dyn Control 6(1):369–383 

50. Mohammadi Daniali H (2020) Fast nonlinear model predictive control of quadrotors: design 
and experiments. Master’s thesis, University of Waterloo 

51. Najm AA, Azar AT, Ibraheem IK, Humaidi AJ (2021) A nonlinear PID controller design for 
6-DOF unmanned aerial vehicles. In: Koubaa A, Azar AT (eds) Unmanned aerial systems. 
Advances in nonlinear dynamics and chaos (ANDC). Academic Press, pp 315–343 

52. Nex F, Remondino F (2014) UAV for 3D mapping applications: a review. Appl Geomat 6(1):1– 
15 

53. Nguyen NP, Mung NX, Thanh HLNN, Huynh TT, Lam NT, Hong SK (2021) Adaptive sliding 
mode control for attitude and altitude system of a quadcopter UAV via neural network. IEEE 
Access 9:40,076–40,085 

54. Okyere E, Bousbaine A, Poyi GT, Joseph AK, Andrade JM (2019) LQR controller design for 
quad-rotor helicopters. J Eng 17:4003–4007 

55. Pilla R, Azar AT, Gorripotu TS (2019) Impact of flexible AC transmission system devices 
on automatic generation control with a metaheuristic based fuzzy PID controller. Energies 
12(21):4193 

56. Pilla R, Botcha N, Gorripotu TS, Azar AT (2020) Fuzzy PID controller for automatic generation 
control of interconnected power system tuned by glow-worm swarm optimization. In: Nayak J, 
Balas VE, Favorskaya MN, Choudhury BB, Rao SKM, Naik B (eds) Applications of robotics 
in industry using advanced mechanisms. Springer International Publishing, Cham, pp 140–149 

57. Pilla R, Gorripotu TS, Azar AT (2021) Design and analysis of search group algorithm-based 
PD-PID controller plus redox flow battery for automatic generation control problem. Int J 
Comput Appl Technol 66(1):19–35 

58. Pintea CM, Matei O, Ramadan RA, Pavone M, Niazi M, Azar AT (2018) A fuzzy approach of 
sensitivity for multiple colonies on ant colony optimization. In: Balas VE, Jain LC, Balas MM 
(eds) Soft computing applications. Springer International Publishing, Cham, pp 87–95 

59. Rana K, Kumar V, Sehgal N, George S, Azar AT (2021) Efficient maximum power point 
tracking in fuel cell using the fractional-order PID controller. In: Azar AT, Kamal NA (eds) 
Renewable energy systems. Advances in nonlinear dynamics and chaos (ANDC). Academic 
Press, pp 111–132 

60. Saidi SM, Mellah R, Fekik A, Azar AT (2022) Real-time fuzzy-PID for mobile robot control 
and vision-based obstacle avoidance. Int J Serv Sci Manag Eng Technol 13(1):1–32 

61. Sallam OK, Azar AT, Guaily A, Ammar HH (2020) Tuning of PID controller using particle 
swarm optimization for cross flow heat exchanger based on CFD system identification. In: Has-
sanien AE, Shaalan K, Tolba MF (eds) Proceedings of the international conference on advanced 
intelligent systems and informatics 2019. Advances in intelligent systems and computing, vol 
1058. Springer International Publishing, Cham, pp 300–312 

62. Samanta S, Mukherjee A, Ashour AS, Dey N, Tavares JMRS, Abdessalem Karâa WB, Taiar R, 
Azar AT, Hassanien AE (2018) Log transform based optimal image enhancement using firefly 
algorithm for autonomous mini unmanned aerial vehicle: an application of aerial photography. 
Int J Image Graph 18(04):1850019. https://doi.org/10.1142/S0219467818500195 

63. Schneier M, Schneier M, Bostelman R (2015) Literature review of mobile robots for manufac-
turing. US Department of Commerce, National Institute of Standards and Technology 

64. Shakhatreh H, Sawalmeh AH, Al-Fuqaha A, Dou Z, Almaita E, Khalil I, Othman NS, Khreishah 
A, Guizani M (2019) Unmanned aerial vehicles (UAVs): a survey on civil applications and key 
research challenges. IEEE Access 7:48,572–48,634 

65. Shalaby R, Ammar HH, Azar AT, Mahmoud M (2021) Optimal fractional-order fuzzy-MPPT 
for solar water pumping system. J Intell Fuzzy Syst 40(1):(1):1175–1190

https://doi.org/10.1142/S0219467818500195
https://doi.org/10.1142/S0219467818500195
https://doi.org/10.1142/S0219467818500195
https://doi.org/10.1142/S0219467818500195
https://doi.org/10.1142/S0219467818500195
https://doi.org/10.1142/S0219467818500195


Modeling and Simulation of Quadcopter … 251

66. Soliman M, Azar AT, Saleh MA, Ammar HH (2020) Path planning control for 3-omni fighting 
robot using PID and fuzzy logic controller. In: Hassanien AE, Azar AT, Gaber T, Bhatnagar R, 
Tolba MF (eds) The international conference on advanced machine learning technologies and 
applications (AMLTA2019). Springer International Publishing, Cham, pp 442–452 

67. Sun X, Wandelt S, Zhang A (2021) Technological and educational challenges towards 
pandemic-resilient aviation. Transp Policy 114:104–115 

68. Thu KM, Gavrilov A (2017) Designing and modeling of quadcopter control system using L1 
adaptive control. Procedia Comput Sci 103:528–535 

69. Vaidyanathan S, Azar AT (2016) Takagi-Sugeno fuzzy logic controller for Liu-Chen four-scroll 
chaotic system. Int J Intell Eng Inf 4(2):135–150 

70. Velusamy P, Rajendran S, Mahendran RK, Naseer S, Shafiq M, Choi JG (2022) Unmanned 
aerial vehicles (UAV) in precision agriculture: applications and challenges. Energies 15(1):217 

71. Vidulich MA, Tsang PS (2019) Improving aviation performance through applying engineering 
psychology. Advances in aviation psychology, vol 3. CRC Press 

72. Wakitani S et al (2019) Design and application of a database-driven PID controller with data-
driven updating algorithm. Ind Eng Chem Res 58(26):11,419–11,429 

73. Xie W, Cabecinhas D, Cunha R, Silvestre C (2021) Adaptive backstepping control of a quad-
copter with uncertain vehicle mass, moment of inertia, and disturbances. IEEE Trans Industr 
Electron 69(1):549–559 

74. Yang T, Li P, Zhang H, Li J, Li Z (2018) Monocular vision slam-based UAV autonomous 
landing in emergencies and unknown environments. Electronics 7(5):73



Using an Interactive Theorem Prover 
for Formally Analyzing the Dynamics 
of the Unmanned Aerial Vehicles 
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Abstract The dynamical analysis of Unmanned Aerial Vehicles (UAVs) is based on 
accessing their performance, stability, and various other control systems properties 
and it involves modelling their dynamical behavior that is generally captured by a set 
of differential equations. The state-of-the-art approaches used to study the dynam-
ics of UAVs are analytical and computer-based testing or simulations. However, the 
inherent limitations of these methods, i.e., human error proneness, sampling-based 
analysis, approximations of the mathematical results and the presence of unverified 
algorithms in the core of the associated tools, make them unsuitable for analyzing the 
UAVs, which are extensively being advocated to be used in many safety-critical appli-
cations. Recently, interactive theorem proving, a formal verification technique, has 
been utilized for analyzing the dynamics of UAVs to overcome the above-stated lim-
itations of the conventional approaches. This chapter briefly overviews these interac-
tive theorem proving based efforts while highlighting their strengths and weaknesses. 
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Acronyms 

AEoM Aircraft Equations of Motion 
CAA Civil Aviation Authority 
DAIDALUS Detect and Avoid Alerting Logic for Unmanned Systems 
DE Differential Equation 
EoM Equations of Motion 
FD Frequency-domain 
GSN Goal Structuring Notation 
HA Hybrid Automata 
HL HOL Light 
HLMC Hybrid Logic Model Checker 
HLTP HOL Light theorem prover 
LDEoM Lateral-directional Equations of Motion 
LEoM Longitudinal Equations of Motion 
LHA Linear Hybrid Automata 
LT Laplace Transform 
MC Model Checking 
MIMO Multiple-input Multiple-output 
Ocaml Objective CAML 
RPAs Remotely-Piloted Aircrafts 
TALs Tactical Automated Landing System 
TF Transfer Function 
TP Theorem Proving 
UAS Unmanned Aircraft System 
UAV Unmanned Aerial Vehicle 
UAVs Unmanned Aerial Vehicles 
UV Unmanned Vehicles 

Notation 

xn x-axis of the navigation coordinate frame 
yn y-axis of the navigation coordinate frame 
zn z-axis of the navigation coordinate frame 
xb x-axis of the body coordinate frame 
yb y-axis of the body coordinate frame 
zb z-axis of the body coordinate frame 
Ob Center of mass of the aircraft 
ψ Yaw angle 
φ Roll angle 
θ Pitch angle 
Ue Axial Velocity
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Ve Lateral Velocity 
We Normal Velocity 
I Moment of intertia 
X Axial force 
Z Normal force 
M Pitching moment 
η Elevator angle 
τ Thurst 

1 Introduction 

Unmanned Aerial Vehicles (UAVs) [ 18] are the aircrafts that are operated, either; (i) 
by a human operator on ground that are also known as Remotely-Piloted Aircrafts 
(RPAs) or; (ii) using a built-in computer system, such as autopilot assistance, provid-
ing a certain degree of autonomy or; (iii) as a fully autonomous aircraft without any 
involvement of the human intervention. In all these scenarios, UAVs do not require 
any pilot aboard. Moreover, they are frequently utilized for completing various tasks, 
like navigation, guidance and the flight control operations in many domains, rang-
ing from civilian [ 6] to military [ 28] applications, such as transportation [ 6], remote 
sensing [ 16], surveillance [ 38] and rescue missions [ 7] etc. Moreover, due to their 
extensive utility in the above-stated civilian and military applications, UAVs are mak-
ing a remarkable addition to the economic development and safety enhancement. 

The continuous dynamics of an Unmanned Aerial Vehicle (UAV) incorporating 
the effect of different forces on the attitude and speed of the Unmanned Vehicle (UV) 
with reference to time are analyzed to study stability, performance and several other 
control characteristics of the UAV. This analysis is based on capturing the dynamical 
behavior of a UAV in term of general Aircraft Equations of Motion (AEoM) contain-
ing the effect of the navigation, force, moment and kinematics equations [ 41]. More-
over, these AEoM, represented as a system of Differential Equations (DEs), requires 
modeling a coordinate system describing the motion (relative position and move-
ment) of the aircraft in various frames, such as navigation and aircraft’s body-fixed 
frames [ 15]. Next, these aircraft equations are solved using the Laplace Transform 
(LT) to get the corresponding Transfer Function (TF), providing a Frequency-domain 
(FD) representation, or their solutions in time-domain. These results can be further 
utilized for computing various properties, such as stability, sensitivity and control of 
UAVs. 

The conventional approaches used to study the dynamics of these UAVs are the 
analytical [ 13] and computer based simulation techniques [ 37]. However, the former 
is subject to human error, specifically, of the larger system. Similarly, the later is 
based on several procedures existing in the core od the tools that are not verified and 
are utilized for the dynamical analysis. Therefore, the computer-based simulation 
methods may compromise the accuracy of the analysis. For example, according to 
the 2004 report by US department of transportation, 25% of the accidents happened to
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the US army aircraft, Shadow 200 (RQ-7) Unmanned, due to the failure of the Tactical 
Automated Landing System (TALS) [ 40]. Thus, a rigorous analysis of these UAVs is 
important, considering the safety-critical nature of UAVs, where these conventional 
techniques should not be completely relied upon as these may lead to disastrous 
consequences. 

Formal methods [ 25] are computer-based mathematical methods that can provide a 
rigorous analysis and have been utilized to cater for the limitations of the above-stated 
conventional techniques to study the dynamical behaviour of UAVs. Model checking 
(MC) [ 11] and Theorem Proving (TP) [ 23] are two major types of formal methods. 
MC [ 11] is based on constructing a mathematical model, using a state diagram, of 
the given system and the formal verification of its desired behaviour characterized by 
a temporal logic formula. It has been widely utilized (e.g., [ 20, 21, 26]) for verifying 
the dynamics of UAVs. However, it includes discretization of the continuous variables 
in the model involving differentials and integrals. Moreover, it suffers from the state-
space explosion problem [ 5]. Due to these limitations, the accuracy and completeness 
of the analysis is somewhat compromised. Higher-order-logic TP [ 23] includes the 
construction of a mathematical model of the underlying system in higher-order logic 
and verification of its desired behaviour using mathematical reasoning within the 
sound core of a theorem prover. The involvement of the expressive higher-order logic 
in the construction of a formal model and verification of its corresponding properties 
of interest within the sound core of a theorem prover guarantees the accuracy and 
completeness of the associated analysis. Recently, Abed et al. [ 2] used this method 
to formally study the continuous dynamics, captured using a set of linear DEs, of 
UAVs as shown in Fig. 1. In particular, the authors formalized several coordinate 
frames, such as navigation and aircraft’s body-fixed frames based on the library of 
the complex-valued matrices available in the HOL Light theorem prover (HLTP). 
Moreover, they formalized the AEoM capturing the continuous dynamics of UAVs 
and formally verified the TF and the FD solutions of the Equations of Motion (EoM) 
of UAVs using HOL Light (HL). This chapter presents an overview of these efforts, 
which includes 

• the formalization of the coordinate systems 
• the formalization of the AEoM and verification of their solutions 
• the formal verification of the stability of CropCam UAV using HL 
• the highlights of the strengths and weaknesses of the TP approach to study the 
continuous dynamics of UAVs 

The rest of the chapter is organized as follows: The related work on the formal 
analysis of UAVs is captured in Sect. 2. Section 3 provides a brief overview of TP, 
the HLTP, multivariate calculus and the LT theories of HL. The formal verification of 
various coordinate frames and their transformation, capturing the relative movement 
and position, of UAVs is presented in Sect. 4. Section 5 provides the formaliza-
tion of the AEoM, such as the longitudinal and the Lateral-directional Equations of 
Motion (LDEoM), captured as a set of linear DEs and the formal verification of their 
frequency and the time-domain solutions using HL. Section 6 presents the formal
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Fig. 1 Proposed framework 

stability analysis of CropCam UAV using HL. Some discussion about the higher-
order-logic TP based analysis, while highlighting their strengths and weaknesses, 
is provided in Sect. 7. Finally, Sect. 8 concludes the chapter by highlighting some 
future directions. 

2 Related Work 

Formal methods, such as MC and higher-order-logic TP have been used for the 
formal analysis of UAVs. Guzey [ 21] used Hybrid Automaton (HA) to model the 
consensus-based formation control of a team of the fixed-wing UAVs flying at a 
fixed altitude that assists in maintaining their predefined formation and keep them 
on track to their destination. Similarly, Seibel et al. [ 36] proposed a Linear Hybrid 
Automata (LHA) based framework for flight and mission planning of the rotary-
wing UAVs, which incorporates the flight plan of the aircraft, the region of the 
flight and the meteorological conditions of the flight. Moreover, the authors for-
mally verified the safety and timeliness properties of the LHA based model that 
helps in increasing the safe flight operation by avoiding any undesired behaviour. 
Groza et al. [ 20] formally analyzed UAVs using Hybrid Logic Model Checker 
(HLMC). The authors constructed a formal Goal Structuring Notation (GSN) model 
of the aircraft and utilized the description logic for identification of the assurance 
deficits in the model. Finally, the identified flaws are verified as properties specifi-
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cation in HLMC. Similarly, Karimoddini et al. [ 26] provided a hybrid approach for 
modeling and control design of an unmanned helicopter. The authors designed the 
control structure using multiple layers, namely, motion planning, supervision and the 
regulation layers, placed in hierarchical form with each layer using a HA. Finally, 
these layers are synchronized using a compositional operator that is developed as 
part of the proposed framework. 

AJPF, SPIN and PRISM model checkers have also been used for formally ana-
lyzing UAVs. Dennis et al. [ 14] used the autonomous agent language, Gwendolen, 
for developing a formal model of the Unmanned Aircraft System (UAS) control sys-
tem and formally verified the model using the agent model checker AJPF. Similarly, 
Webster et al. [ 39] used the SPIN model checker for the formal verification of an 
autonomous UAS. The authors constructed a fundamental control model of the UAS 
in PROMELA and used the SPIN model checker to formally verify this model against 
a few subset of rules defined by Civil Aviation Authority (CAA). The authors also 
captured the probabilistic aspects of UAS by developing a probabilistic model and 
verified the same set of rules using PRISM. All the MC based analyses, presented 
above, consider the discrete time models of the aircraft in the form of automata and 
are unable to capture their continuous dynamics in true form. Moreover, MC suffers 
from its inherent state-space explosion problem and thus is not well suited for ana-
lyzing systems exhibiting the continuous dynamics, which generally leads to large 
models. 

Higher-order-logic theorem provers, such as PVS and Coq theorem provers have 
been used for formally verifying UAVs. Munoz et al. [ 32] proposed a Detect and 
Avoid Alerting Logic for Unmanned Systems (DAIDALUS) and used it for devel-
oping the self-separation and alerting algorithms that provide an awareness to UAS 
remote pilots about any situations. Moreover, the authors formally analyzed these 
algorithms using PVS. Similarly, Munoz and Narkawicz [ 31] used PVS for formally 
verifying the extended well-clear boundaries of a UAV that describe the ability of 
an aircraft to keep itself away from the other aircraft in the airborne traffic to avoid 
collisions. Similarly, Ghorbal et al. [ 19] proposed a hybrid TP approach for formally 
verifying the property of separation between two or more aircraft in the aerospace 
systems. Narkawicz and Munoz [ 33] formally verified a conflict detection algorithms 
for aircraft flying on arbitrary nonlinear trajectories using PVS. Similarly, Carreno 
and Muñoz [ 8] formally verified the correctness of an alerting algorithm for aircraft 
using the PVS theorem prover. Chen and Chen [ 10] formally verified a control algo-
rithm for automatic landing of a Helicopter using Coq. Similarly, Ma and Chen [ 29] 
formally verified the coordinate transformation matrices of the aircraft control sys-
tem using Coq. Malecha el al. [ 30] proposed a library, VeriDrone, to formally verify 
various aspects of CPS. VeriDrone is developed in Coq comprising of theories rang-
ing from floating point numbers to DEs. Similarly, Chan et al. [ 9] used VeriDrone for 
formally verifying the stability properties, i.e., Lyapunov and exponential stability, 
of CPSs. 

KeYmaera theorem prover and its various variants have also been used for for-
mally analyzing UAVs. For example, Loos et al. [ 27] used KeYmaeraD for formally 
analyzing the control policies for planar aircraft avoidance maneuvers by construct-
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ing a formal proof of their safety properties. Arechiga et al. [ 4] formally verified 
the closed-loop properties of the control system using KeYmaera. The authors also 
formally verified the safety of a cooperative intersection collision avoidance system 
and an intelligent cruise controller. Recently, Abed et al. [ 2] proposed a higher-order-
logic TP based approach for formally analyzing the continuous dynamical behaviour 
of UAVs. The authors formalized various coordinate frames that captures the rela-
tive position and motion of the aircraft, and formally verified their interrelationship 
using the HLTP. Moreover, they formalized the aircraft’s EoM capturing the dynam-
ical behaviour of UAVs and formally verified the TF, and the FD solutions of the 
EoM of UAVs. The main focus of this chapter is to present the efforts that have been 
done in this TP based dynamical analysis of UAVs. 

3 Higher-Order-Logic TP and HL 

This section includes a brief introduction to the higher-order-logic TP and the HLTP. 

3.1 Higher-Order-Logic TP 

Higher-order-logic TP [ 23] is based on developing a mathematical model of the given 
system and expressing its desired properties using higher-order logic as shown in 
Fig. 2. In the next step, the relationship between the higher-order logic model and 
its desired properties is verified as theorems in a theorem prover, which is computer 
program using deductive reasoning to develop formal proofs using a small set of 
well-known axioms, inference rules, hypothesis and the already verified theorems. 
Due to the highly expressiveness of higher-order logic, it enables formal modeling 
and verification of the continuous dynamics of a system using a higher-order-logic 
theorem prover. Also, the higher-order logic is undecidable and thus verification of 

Fig. 2 Higher-order-logic 
TP
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sentences expressed in this logic needs explicit guidance from its user in an interactive 
manner. Moreover, the involvement of the deductive reasoning in the proof of formal 
proof development ensure soundness, i.e., every sentence proved in the TP system 
is actually true. 

3.2 HLTP 

HL [ 22] is a higher-order-logic TP tool that guarantees secure TP using a strongly-
typed functional programming language Objective CAML (OCaml) [ 34]. HL users 
can develop higher-order-logic based model of a system and they can interactively 
verify theorems, capturing the desired properties, by applying the available proof 
tactics and procedures. A theory in HL comprises of types, constants, definitions 
and theorems. HL contains a rich set of formalized libraries, such as real arithmetic, 
multivariate calculus and the LT, which are extensively used in our formalization. 
Indeed, one of the main motivations for selecting the HLTP for the proposed frame-
work is the availability of the multivariable calculus and the LT theories in HL. There 
are many automatic proof procedures [ 24] available in HL, which assist the user in 
conducting a proof more efficiently. 

Table 1 provides some symbols, i.e., their HL and standard representations, and 
their meanings, which are commonly used in presenting the formal analysis of the 
dynamical behavior of UAVs in this chapter. 

Table 1 HOL light symbols
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4 Formal Modeling of the Coordinate Systems 

Coordinate systems are useful for modeling the position and orientation UAVs at 
any time instant. The navigation and the aircraft’s body-fixed frames are the two 
commonly used coordinate frames for capturing the dynamics of the aircraft. The 
motion of a UAV is generally represented with respect to the navigation coordinate 
frame (xn , yn , zn), which is oriented as North, East, Down and is attached to earth’s 
local tangent plane as depicted in Fig. 3. Moreover, a right-handed orthogonal body 
coordinate frame (xb, yb zb) is also attached to the aircraft as depicted in Fig. 3 
and a transformation between these navigation and the aircraft’s body-fixed frame 
is required to efficiently capture the relative motion and the position of the aircraft. 
The center of mass of the aircraft is located at Ob of the aircraft body-fixed frame. 
The positive x-axis of the frame is directed forward along the longitudinal axis of 
the aircraft. Similarly, the positive y-axis is oriented along the right wing of UAV. 
The positive z-axis is perpendicular to the x and y axes and is pointing downwards 
from the aircraft as shown in Fig. 3. 

A point capturing the position and orientation of a UAV in a coordinate system 
needs to be formalized in order to model the navigation and the aircraft’s body-

Fig. 3 Aircraft 
configuration



262 A. Rashid et al.

fixed frames. In this regard, the available types, such as Real (R), Complex (C), 
One-dimensional real-valued vector (R1)) can be utilized to abbreviate new types. 
Therefore, the new types for various points are defined using the feature of type 
abbreviation in HL as follows: 

Definition 1 Points of a Coordinate System 
nw_typ_abrv ("1d_pnt",: ( ‘R1 → C)’) 
nw_typ_abrv ("tmd_1d_pnt",‘: (1d_pnt × R1)’) 
nw_typ_abrv ("2d_pnt",‘: (1d_pnt ×1d_pnt)’) 
nw_typ_abrv ("tmd_2d_pnt",‘: (2d_pnt × R1)’) 
nw_typ_abrv ("3d_pnt",‘: (1d_pnt ×2d_pnt)’) 
nw_typ_abrv ("tmd_3d_pnt",‘: (3d_pnt × R1)’) 

The type tmd_1d_pnt is a pair, modeling the orientation and position of a UAV in 
one-dimensional coordinate system that changes with time, where its second element 
captures the time. Moreover, the notion of the complex-valued matrices and their var-
ious classical properties for the formalization of the coordinate frames are required, 
which are also formalized as a part of our proposed approach. Some of the verified 
properties of the complex-valued matrices are given in Table 2. Here, the HL operator 
%%% models the multiplication of a complex-valued vector with a complex-valued 
matrix and vice versa. Similarly, cmat 0 captures the complex-valued zero matrix (a 
matrix having all its entries as zero) of order M × N . The function cmat 1 represents 
complex-valued matrix having all its entries as one. Interested users can find more 
details about the formalization of the complex-valued matrices and formal proofs of 
their classical properties at [ 1]. 

The navigation and the aircraft’s body-fixed coordinate frames are three-
dimensional coordinates and are formally defined in HL as follows: 

Definition 2 Three-dimensional Coordinates   ⎡
x(t) 

⊢de f ∀x y z t.  3d_cord_systm (((x,y,z),t):tmd_3d_pnt) =  

⎤
y(t)  ⎣
z(t) 

⎦

The function 3d_cord_systm accepts a variable of data-type tmd_3d_pnt and 
returns a three-dimensional vector capturing the corresponding coordinate frame. 

Next, to transform an orientation of the navigation frame to the aircraft’s body-
fixed frame, a continuous rotation of the navigation frame is done by the Euler angles, 
which are defined by performing a rotation about the axes of three-dimensional right-
handed coordinate system as shown in Fig. 4. These Euler angles are formalized using 
the type abbreviation feature in HL, which are further used for verification of the 
transformation of the navigation frame to aircraft’s body-fixed frame. 

Definition 3 Euler Angles 
nw_typ_abrv ("θ ", ‘:C’) 

nw_typ_abrv ("φ", ‘:C’) 

nw_typ_abrv ("ψ", ‘:C’) 

nw_typ_abrv ("eulr_angls", ‘:(θ × φ × ψ)’)
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Table 2 Classical properties of the complex-valued matrices 

The complex data-type (C) in HL is selected to formally define the Euler angles, 
as this choice enables us to formally verify the stability of UAV, which is based 
on the placement of the poles in the complex plane, as will be described in Sect. 6 
of the chapter. Figure 4 provides the Euler angles and the corresponding frame 
transformations. A rotation of yaw angle (ψ) about the zn axes converts the navigation 
frame to Intrmdt Frame 1 defining the aircraft’s heading. Next, we rotate the Intrmdt 
Frame 1 by pitch angle (θ ) about the new y1 axis to Intrmdt Frame 2. Finally, Intrmdt 
Frame 2 is transformed to the aircraft’s body-fixed frame by a rotation of roll angle 
(φ) about the new x2 axis. 

Next, the notion of the rotation matrices for rolling, pitching and yawing is formal-
ized. These matrices provide the orientations of the aircraft with respect to various
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Fig. 4 Euler angles and 
frame transformation
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coordinate frames and are used in the verification of the corresponding transforma-
tions from navigation to Intrmdt Frame 1, Intrmdt Frame 1 to Intrmdt Frame 2 and 
Intrmdt Frame 2 to the aircraft’s body-fixed frame. 

Definition 4 Rotation Matrices 

Now, the transformation from the navigation frame to Intrmdt Frame 1 is verified 
in HL as follows: 

Theorem 1 Navigation Frame to Intrmdt Frame 1
⊢thm ∀ xn yn zn x1 y1 z1 θ φ ψ t. trnsfrm_nvgat_frame_to_intrmd_frame1 (x1,y1,z1) 

(xn,yn,zn) (θ ,φ,ψ) t  ⇔⎛ 

⎝ 

⎡ 

⎣ 
x1(t) 
y1(t) 
z1(t) 

⎤ 

⎦ = 

⎡ 

⎣ 
xn (t) ∗cosψ + yn (t) ∗sinψ

-xn(t) ∗sinψ + yn (t) ∗cosψ 
zn(t) 

⎤ 

⎦ 

⎞ 

⎠ 

The function trnsfrm_nvgat_frame_to_intrmd_frame1 captures the corre-
sponding transformation. The proof process of Theorem 1 is mainly based on the 
properties of complex vectors and matrices, and transcendental functions along with 
some arithmetic reasoning. In a similar manner, the transformations from Intrmdt 
Frame 1 to aircraft’s body-fixed frame are verified in HL as given in Table 3. 

Next, the direction cosine matrix is formalized, which is necessary for the verifi-
cation of the transformation of the navigation to aircraft’s body-fixed frame. 

Definition 5 Direction Cosine Matrix   
R S T  

⊢de f ∀ψ φ θ . dirctn_cosne_mtrx (θ ,ψ) =  

⎡
 ,φ  U V W  

⎤
 ⎣

X Y Z  
⎦

where,
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Table 3 Verification of transformation matrices 

Now, the direction cosine matrix, formalized as Definition 5), is utilized to for-
mally model the transformation from the navigation frame to aircraft’s body-fixed 
frame in HL as: 

Definition 6 Navigation Frame to Aircraft’s Body-fixed Frame
⊢ ∀ xb yb zb xn yn zn θ φ ψ t. 

trnsfrm_aircrft_fxd_nvgat_frame (xb, yb, zb) (xn , yn , zn) (θ , φ, ψ) t ⇔ 
(3d_cord_systm ((xb , yb, zb), t) =  

dirctn_cosne_mtrx (θ , φ, ψ) ∗∗ 3d_cord_systm ((xn , yn , zn), t)) 

Next, the transformation from the navigation to aircraft’s body-fixed frame 
(Definition 6) is formally verified in HL as follows: 

Theorem 2 Navigation Frame to Aircraft’s Body-fixed Frame
⊢ ∀ xb yb zb x2 y2 z2 x1 y1 z1 xn yn zn θ φ ψ t. 
[C1] trnsfrm_nvgat_frame_to_intrmd_frame1 (x1,y1,z1) (xn,yn,zn) (θ ,φ,ψ)  t ∧ 
[C2] trnsfrm_intrmd_frame1_intrmd_frame2 (x2,y2,z2) (x1,y1,z1) (θ ,φ,ψ)  t ∧
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[C3] trnsfrm_intrmd_frame2_aircrft_fxd (xb,yb,zb) (x2,y2,z2) (θ ,φ,ψ) t 
⇒ trnsfrm_aircrft_fxd_nvgat_frame (xb,yb,zb) (xn,yn,zn) (θ ,φ,ψ) t 

Conditions C1, C2 and C3 provide the transformations from the navigation frame 
to Intrmdt Frame 1, Intrmdt Frame 1 to Intrmdt Frame 2 and Intrmdt Frame 2 to 
aircraft’s body-fixed frame, respectively. The conclusion captures the transformation 
of the navigation frame to aircraft’s body-fixed frame. The verification of Theorem 2 
is mainly based on Theorem 1, theorems given in Table 3 and the properties of 
complex matrices and vectors alongside some arithmetic reasoning. This concludes 
the formalization of the coordinate frames and verification of their transformation. 
Further details about the formalization can be found at [ 1]. 

5 Formal Verification of the Dynamics of UAVs 

This section provides the formal verification of the continuous dynamical behaviour 
of UAVs, which includes the formalization of the longitudinal and LDEoM (set of the 
DEs) capturing the dynamics of the aircraft, and the verification of their FD solutions. 
These equations are developed by the application of the physical and mathematical 
laws regarding force and inertia, providing a relationship between the input and 
output variables of the aircraft as depicted in Fig. 5. Since multiple input and output 
variables are involved for capturing the dynamics of the underlying system, therefore, 
it is declared as a MIMO system. To formally verify these equations in the HLTP, 
first, various parameters involved in the development of these equations, such as 
velocities, force and the moment of inertia etc needs to be incorporated. 

First, the linear and angular disturbance velocities are modelled using the feature 
of type abbreviation in HL as follows: 

Definition 7 Linear Disturbance Velocities 
nw_typ_abrv ("u",‘ : R1 → C‘) 
nw_typ_abrv ("v",‘ : R1 → C‘) 
nw_typ_abrv 1 ("w",‘ : R → C‘) 
nw_typ_abrv ("linr_dstrbnc_veloc",‘:(θ × φ × ψ )‘) 

Fig. 5 UAV input–output relationship
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Table 4 Aerodynamics stability derivatives and their data-types 

Symbol Type Symbol Type Symbol Type 

Xu C Zw C Mu C 

Xw C Zwd C Mw C 

Xwd C Zq C Mwd C 

Xq C Zu C Mq C 

Xv C Zτ C Mη C 

Xτ C Zη C Mτ C 

Xη C 

Definition 8 Angular Disturbance Velocities 
nw_typ_abrv ("p",‘: R1 → C‘) 
nw_typ_abrv ("q",‘: R1 → C‘) 
nw_typ_abrv 1 ("r",‘: R → C‘) 
nw_typ_abrv ("anglr_dstrbnc_veloc",‘:(θ × φ × ψ ))‘) 

where each component of the linear and angular disturbance velocities is a function 
of type R1 → C. Similarly, the aerodynamics stability derivatives represent constant 
values of type C for the linear LEOM of UAVs, as presented in Table 4. These 
derivatives for the axial force, normal force and the pitching moment are modeled 
using type abbreviations in HL as follows: 

Definition 9 Aerodynamics Stability Derivatives 
nw_typ_abrv ("arodyn_stbl_dervt_axl_frce",‘: 

(Xu × Xv × Xw × Xwd × Xq × Xη × Xτ )‘) 
nw_typ_abrv ("arodyn_stbl_dervt_nrml_frce", ‘: 

(Zu × Zw × Zwd × Zq × Zη × Zτ )‘) 
nw_typ_abrv ("arodyn_stbl_dervt_pitchng_momnt", ‘: 

(Mu × Mw × Mwd × Mq × Mη × Mτ )‘) 

Similarly, the linear velocity and moment of inertia of UAVs are modelled using 
the type abbreviation feature of HL as follows: 

Definition 10 Linear Velocity 
nw_typ_abrv ("Ue", ‘:C‘) 

nw_typ_abrv ("Ve", ‘:C‘) 

nw_typ_abrv ("W Ce", ‘: ‘) 

nw_typ_abrv ("lnr_vlcty", ‘:(Ue × Ve × We)‘) 

Definition 11 Moment of Inertia 
nw_typ_abrv ("Ix ", ‘:C‘) 

nw_typ_abrv ("Iy", ‘:C‘) 

nw_typ_abrv ("Iz", ‘:C‘) 

nw_typ_abrv ("momnt_of_inrtia", ‘:(Ix × Iy × Iz)‘)
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where Ue, Ve and We capture the axial, lateral and normal velocities, respectively. 
Similarly, Ix , Iy and Iz model the x , y and z components of the moment of inertia, 
respectively. 

The motion of a UAV is generally described by decoupled equations of motion [12], 
such as longitudinal and LDEoM. The LEoM for the aircraft are described by the axial 
force (X ), the normal force (Z ) and the pitching moment (M) and are mathematical 
described as [ 12, 41]: 

m ̇u − Xuu − X ̇w ẇ − Xww − (Xq − mWe)q + mgθcosθe = Xηη + Xτ τ 
−Zuu + (m − Z ̇w) ̇w − Zww − (Zq + mUe)q + mgθ sinθe = Zηη + Zτ τ 

Muu − Mẇ ẇ − Mww + Iy q̇ − Mqq = Mηη + Mτ τ 
(1) 

where u̇, ẇ and q̇ represent the first order-derivatives of the linear and angular distur-
bance velocities, respectively. Similarly, m, θe and g are the total mass of the UAV, 
the steady pitch attitude of the UAV and the acceleration due to gravity, respectively. 
The variables η and τ model the elevator angle and thrust, respectively. Under the 
conditions q(t) = θ̇ (t) and τ(t) = 0, the above LEoM of the UAV become [ 12]: 

m ̇u − Xuu − X ̇w ẇ − Xww − (Xq − mWe) ̇θ + mgθ cosθe = Xηη 
−Zuu + (m − Z ̇w) ̇w − Zww − (Zq + mUe) ̇θ + mgθsinθe = Zηη 

Muu − Mẇ ẇ − Mww + Iy θ̈ − Mq θ̇ = Mηη 
(2) 

In order to model the above set of linear DEs, first, a linear Differential Equation 
(DE) of order n is formalized as follows: 

Definition 12 DE of Order n
dkf(t) ⊢de f ∀n lst  f t.  n_ord_diffren_equat n L f t  =

∑n 
0 (λk. EL k L ∗ ) 

dt 

The function n_ord_diffren_equat accepts the order of the DE n, a list of constant 
coefficients L, a differentiable function f and the differentiation variable t and return 
a DE of order n. It uses the function EL k L, which returns the kth element of a list 
L, to generate the DE corresponding to the given parameters. 

The first DE of the LEoM (Eq. (2)) is formalized in HL as follows: 

Definition 13 LEoM 1
⊢de f ∀ Xv Xw Xwd Xq Xη Xτ Xu m. 

list_u_longtnl_eqtn_motn_fst m (Xu ,Xv , Xw , Xwd , Xq , Xη, Xτ ) = [- Xu ; m]

⊢de f ∀ Xu Xv Xq Xη Xτ Xw Xwd . 

list_w_longtnl_eqtn_motn_fst (Xu ,Xv , Xw , Xwd , Xq , Xη, Xτ ) = [Xw; Xwd ]

⊢de f ∀ Xu Xv Xw Xwd Xη Xτ Ue Ve g θe Xq m We. 

list_thta_longtnl_eqtn_motn_fst m g  θe 

(Xu ,Xv , Xw , Xwd , Xq , Xη, Xτ ) (Ue,Ve,We) = [-(m ∗ g ∗ cos θe); Xq - m ∗ We]

⊢de f ∀ Xu Xv Xw Xwd Xq Xτ Xη.
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list_eta_longtnl_eqtn_motn_fst (Xu ,Xv , Xw , Xwd , Xq , Xη, Xτ ) = [Xη]

⊢de f ∀p q r v u w m g  θe Ue Ve We θ Xu Xv Xw Xwd Xq Xη Xτ η t. 
longtnl_eqtn_motn_fst (Xu ,Xv , Xw , Xwd , Xq , Xη, Xτ ) 

(Ue,Ve,We) m g  θe (p,q,r) (u,v,w) θ η t ⇔ 
n_ord_diffren_equat 1 
(list_u_longtnl_eqtn_motn_fst m (Xu ,Xv , Xw , Xwd , Xq , Xη, Xτ )) u t -
n_ord_diffren_equat 1 
(list_w_longtnl_eqtn_motn_fst (Xu ,Xv , Xw , Xwd , Xq , Xη, Xτ )) w t -
n_ord_diffren_equat 1 
(list_thta_longtnl_eqtn_motn_fst m g thetae (Xu ,Xv , Xw , Xwd , Xq , Xη, Xτ ) 

(Ue,Ve,We)) θ t = 
n_ord_diffren_equat 0 
(list_eta_longtnl_eqtn_motn_fst (Xu ,Xv , Xw , Xwd , Xq , Xη, Xτ )) η t 

where the function longtnl_eqtn_motn_fst accepts the function variables u, w, θ and 
η and the lists of coefficients list_u_longtnl_eqtn_motn_fst, list_w_longtnl_eqtn_ 
motn_fst, list_thta_longtnl_eqtn_motn_fst and list_eta_longtnl_eqtn_motn_fst 
and returns the corresponding DE. Similarly, the other two DEs of the LEoM (Eq. (2)) 
are modelled as follows: 

Definition 14 LEoM 2
⊢de f ∀ Zw Zwd Zq Zη Zτ Zu . 

list_u_longtnl_eqtn_motn_snd (Zu ,Zw ,Zwd ,Zq ,Zη,Zτ ) = [- Zu]

⊢de f ∀ Zu Zq Zη Zτ Zw m Zwd . 

list_w_longtnl_eqtn_motn_snd m (Zu ,Zw ,Zwd ,Zq ,Zη,Zτ ) = [Zw; -(m - Zwd )]

⊢de f ∀ Zu Zw Zwd Zη Zτ Ue We g θe Zq m Ve. 

list_thta_longtnl_eqtn_motn_snd m g  θe (Zu ,Zw ,Zwd ,Zq ,Zη,Zτ ) 

(Ue,Ve,We) = [-(m ∗ g ∗ sin θe); Zq + m ∗ Ve]

⊢de f ∀ Zu Zw Zwd Zq Zη Zτ . 

list_eta_longtnl_eqtn_motn_snd (Zu ,Zw ,Zwd ,Zq ,Zη,Zτ ) = [Zη]

⊢de f ∀p q r v u w m g  θe Ue Ve We θ Zu Zw Zwd Zq Zη Zτ η t. 
longtnl_eqtn_motn_snd 

(Zu ,Zw ,Zwd ,Zq ,Zη,Zτ ) (Ue,Ve,We) m g  θe (p,q,r) (u,v,w) θ η t ⇔ 
n_ord_diffren_equat 0 
(list_u_longtnl_eqtn_motn_snd (Zu ,Zw ,Zwd ,Zq ,Zη,Zτ )) u t -
n_ord_diffren_equat 1 
(list_w_longtnl_eqtn_motn_snd (Zu ,Zw ,Zwd ,Zq ,Zη,Zτ )) w t -
n_ord_diffren_equat 1 
(list_thta_longtnl_eqtn_motn_snd m g thetae (Zu ,Zw ,Zwd ,Zq ,Zη,Zτ ) 

(Ue,Ve,We)) θ t = 
n_ord_diffren_equat 0 
(list_eta_longtnl_eqtn_motn_snd (Zu ,Zw ,Zwd ,Zq ,Zη,Zτ )) η t 

Definition 15 LEoM 3
⊢de f ∀ Mw Mwd Mq Mη Mτ Mu . 

list_u_longtnl_eqtn_motn_trd (Mu ,Mw ,Mwd ,Mq ,Mη,Mτ ) = [- Mu]
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⊢de f ∀ Mw Mwd Mq Mη Mτ Mu . 

list_w_longtnl_eqtn_motn_trd (Mu ,Mw ,Mwd ,Mq ,Mη,Mτ ) = [Mw; Mwd ]

⊢de f ∀ Mw Mwd Mq Mη Mτ Mu Ix Iz Iy . 

list_thta_longtnl_eqtn_motn_trd (Mu ,Mw ,Mwd ,Mq ,Mη,Mτ ) 

(Ix ,Iy ,Iz) = [0; - Mq ; Iy]

⊢de f ∀ Mw Mwd Mq Mη Mτ Mu . 

list_eta_longtnl_eqtn_motn_trd (Mu ,Mw ,Mwd ,Mq ,Mη,Mτ ) = [Mη]

⊢de f ∀Ue  Ve  We  v u w Ix Iy Iz theta  Mw Mwd Mq Mη Mτ Mu η t. 
longtnl_eqtn_motn_trd 

(Mu ,Mw ,Mwd ,Mq ,Mη,Mτ ) (Ue,Ve,We) (u,v,w)  (Ix ,Iy ,Iz) θ η t ⇔ 
n_ord_diffren_equat 0 
(list_u_longtnl_eqtn_motn_trd (Mu ,Mw ,Mwd ,Mq ,Mη,Mτ )) u t -
n_ord_diffren_equat 1 
(list_w_longtnl_eqtn_motn_trd (Mu ,Mw ,Mwd ,Mq ,Mη,Mτ )) w t  + 
n_ord_diffren_equat 2 
(list_thta_longtnl_eqtn_motn_trd (Mu ,Mw ,Mwd ,Mq ,Mη,Mτ ) (Ix ,Iy ,Iz)) θ t = 
n_ord_diffren_equat 0 
(list_eta_longtnl_eqtn_motn_trd (Mu ,Mw ,Mwd ,Mq ,Mη,Mτ )) η t 

Next, the LT of the LEoM, described by Eq. (2), is taken to compute the TF of 
the UV corresponding to its various inputs and outputs. 

(ms − Xu )u(s) − (X ẇws + Xw)w(s) − ((Xq − mWe)s − mgcosθe)θ (s) = Xηη(s) 
−Zuu(s) − ((Z ẇ − m)s + Zw)w(s) − ((Zq + mUe)s + mgsinθe)θ (s) = Zηη(s) 

Muu(s) − (Mẇs + Mw)w(s) + (Iys2 − Mq s)θ (s) = Mηη(s) 
(3) 

The LT of the LEoM of the aircraft (Eq. 3) is verified as follows: 

Theorem 3 LT of the LEoM
⊢thm ∀ s u v  w  θ η Ue Ve We Zq Zτ Zu Zw Zwd Zη gmpq r  θe. 

[C1] (∀ t. 
du 
dt 

diff_at t) ∧ 

[C2] (∀ t. 
dw 
dt 

diff_at t) ∧ 

[C3] (∀ t. 
d2θ 
dt2 

diff_att) ∧ 

[C4] (∀ t. η diff_att) ∧ 
[C5] zero_intl_cndtns 0 u ∧ 
[C6] zero_intl_cndtns 0 w ∧ 
[C7] zero_intl_cndtns 1 θ ∧ 
[C8] &0 < m ∧ 
[C9] &0 < g ∧ 

[C10] laplc_exst 
du 
dt 

s ∧ 

[C11] laplc_exst 
dw 
dt 

s ∧ 

[C12] laplc_exst 
d2θ 
dt2 

s ∧
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[C13] laplc_exst η s ∧ 
[C14](∀ t.longtnl_eqtn_motn_fst( Xu,Xv, Xw, Xwd , Xq , Xη, Xτ )( Ue,Ve,We ) 

mg  θe (p, q, r) (u, v, w) θ η t) ∧ 
[C15](∀ t. longtnl_eqtn_motn_snd( Zu,Zw,Zwd ,Zq ,Zη,Zτ )( Ue,Ve,We ) 

mg  θe (p, q, r)(u, v, w) θ η t) ∧ 
[C16](∀ t.longtnl_eqtn_motn_trd(Mu,Mw,Mwd ,Mq ,Mη,Mτ )(Ue,Ve,We) 

(u, v, w)(Ix ,Iy ,Iz )θ η t) 
⇒ laplc_trnsfm_longtnl_eqtn_motn_fst(Xu,Xv, Xw, Xwd , Xq , Xη, Xτ )(Ue,Ve,We) 

mg  θe(u, v, w)θ ηs∧ 
laplc_trnsfm_longtnl_eqtn_motn_snd(Zu,Zw,Zwd ,Zq ,Zη,Zτ )(Ue,Ve,We) 

mg  θe (u, v, w) θ η s ∧ 
laplc_trnsfm_longtnl_eqtn_motn_trd(Mu,Mw,Mwd ,Mq , Mη,Mτ )(Ue,Ve,We) 

(Ix ,Iy ,Iz )θ η s 

Conditions C1–C4 capture the differentiability of the higher-order derivatives of the 
input and outputs u, w, θ and η up to the order 1, 1, 2 and 0, respectively. Similarly, 
Conditions C5–C7 provide the zero initial conditions for the functions u, w and θ , 
respectively. Conditions C8–C9 present the positivity of the mass of the aircraft m and 
acceleration due to gravity g. Conditions C10–C13 assert that the LT of the functions 
u, w, θ and η exist up to the order 1, 1, 2 and 0, respectively. The last three conditions 
C14–C16 describe the LEoM of the UAV. The verification of the above theorem is 
mainly based on the following Lemma along with some arithmetic reasoning. 

Lemma 1 LT of the Generalized Equation of Motion of Aircraft
⊢thm ∀zyxwmnpqfslstsnlsttrlstftlsts. 

[C1] (∀t. d
mw 
dtm diff_at t) ∧ 

[C2] (∀t. d
nx 
dtn 

diff_at t) ∧ 

[C3] (∀t. d
py 
dtp 

diff_at t) ∧ 

[C4] (∀t. d
qz 
dtq 

diff_at t) ∧ 
[C5] (0< m ⇒ zero_intl_cndtns (m − 1) w) ∧ 
[C6] (0< n ⇒ zero_intl_cndtns (n − 1) w) ∧ 
[C7] (0< p ⇒ zero_intl_cndtns (p − 1) w) ∧ 
[C8] (0< q ⇒ zero_intl_cndtns (q − 1) w) ∧ 

[C9] laplc_exst 
dmw 
dtm s ∧ 

[C10] laplc_exst 
dnx 
dtn 

s ∧ 

[C11] laplc_exst 
dpy 
dtp 

s ∧ 

[C12] laplc_exst 
dqz 
dtq 

s ∧ 
[C13] (∀ t.diffren_equat_uav_gnrlzdmnpq fslst  snlst  trlst  ftlst  w  x  y  z  

⇒ laplc_trnsfrm w s ∗ ∑m 
0(λ k. EL k fslst ∗ sk)+ 

laplc_trnsfrm x s ∗ ∑n 
0 ( λk. EL k snlst ∗ sk )+
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laplc_trnsfrm y s ∗ ∑p 
0 ( λk. EL k trlst ∗ sk ) = 

laplc_trnsfrm z s ∗ ∑q 
0 ( λk. EL k ftlst ∗ sk ) 

Conditions C1–C4, C5–C8 and C9–C12 are similar to Conditions C1–C4, C5–C7 

and C10–C13 of Theorem 3. For example, C9–C12 of Lemma 1 provide the Laplace 
existence condition for the functions w, x, y and z exist up to the order m, n, p and 
q, respectively. Assumption C13 captures the DE modeling a generic equation of 
motion of UAV acting as a MIMO system and is formalized in HL as Definition 16. 
The formal proof of the above lemma is mainly based on the classical properties of 
the LT along with some complex arithmetic reasoning. 

Definition 16 Generic DE of Aircraft (MIMO System)
⊢de f ∀m fslst w n snlst x p trlst y q ftlst z. 

diffren_equat_uav_genrc m n p q fslst snlst trlst ftlst w x y z ⇔ 
(n_ord_diffren_equat m fslst w t + n_ord_diffren_equat n snlst x t + 

n_ord_diffren_equat p trlst y t = n_ord_diffren_equat q ftlst z t) 

Next, the LT of the LEoM (Eq. (3)) is written in matrix form as: 

⎡ 

⎣ 
(ms − Xu ) −(X ẇws + Xw) −((Xq − mWe)s − mgcosθe) 

−Zu −((Z ẇ − m)s + Zw) −((Zq + mUe)s + mgsinθe) 
Mu −(Mẇs + Mw) (Iys2 − Mq s) 

⎤ 

⎦ 

⎡ 

⎢⎢⎢⎣ 

u(s) 

w(s) 

θ(s) 

⎤ 

⎥⎥⎥⎦ 
= 

⎡ 

⎢⎣ 
Xηη(s) 
Zηη(s) 
Mηη(s) 

⎤ 

⎥⎦ (4) 

By applying the Crammer’s rule, the TF of the UV for various inputs and outputs 
corresponding to the LEoM can be mathematically described as: 

u(s) 
η(s) 

≡ 
N u 

η (s)

∆lon(s) 
w(s) 
η(s) 

≡ 
N w 

η (s)

∆lon(s) 
θ(s) 
η(s) 

≡ 
N θ 

η (s)

∆lon(s) 
(5) 

where 

N u 
η (s) =

||||||||

Xη −(X ̇wws + Xw) −((Xq − mWe)s − mgcosθe) 

Zη −((Z ̇w − m)s + Zw) −((Zq + mUe)s + mgsinθe) 

Mη −(Mẇs + Mw) (Iys2 − Mqs)

||||||||

N w 
η (s) =

||||||||

(ms − Xu) Xη −((Xq − mWe)s − mgcosθe) 

−Zu Zη −((Zq + mUe)s + mgsinθe) 

Mu Mη (Iys2 − Mqs)

||||||||

N θ 
η (s) =

||||||||

(ms − Xu) −(X ̇wws + Xw) Xη 

−Zu −((Z ̇w − m)s + Zw) Zη 

Mu −(Mẇs + Mw) Mη

||||||||
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∆lon(s) =

||||||||

(ms − Xu) −(X ̇wws + Xw) −((Xq − mWe)s − mgcosθe) 

−Zu −((Z ̇w − m)s + Zw) −((Zq + mUe)s + mgsinθe) 

Mu −(Mẇs + Mw) (Iys2 − Mqs)

||||||||

The TF η(s)/u(s) for the input η(t) and output u(t) is verified in HL as the 
following theorem: 

Theorem 4 TF η(s)/u(s) for the Input η(t) and Output u(t)
⊢thm ∀ Ix Iy Iz Mη Mq Mτ Mu Mw Mwd Ue Ve We Xη Xq Xτ Xu Xv Xw Xwd Zη Zq Zτ Zu Zw 

Zwd η gms  θ θe u v  w. 

[C1] (∀t. 
du 
dt 

diff_at t) ∧ 

[C2] (∀t. 
dw 
dt 

diff_at t) ∧ 

[C3] (∀t. 
d2θ 
dt2 

diff_at t) ∧ 

[C4] (∀t. η diff_at t) ∧ 
[C5] zero_intl_cndtns 0 u ∧ 
[C6] zero_intl_cndtns 0 w ∧ 
[C7] zero_intl_cndtns 1 θ ∧ 
[C8] & 0 < m ∧ 
[C9] & 0 < g ∧ 

[C10] laplc_exst 
du 
dt 

s ∧ 

[C11] laplc_exst 
dw 
dt 

s ∧ 

[C12] laplc_exst 
d2θ 
dt2 

s ∧ 

[C13] laplc_exst η s ∧ 
[C14] nz_dnmntr_cndtn(Xu,Xv,Xw,Xwd ,Xq , Xη, Xτ ) (Zu,Zw,Zwd ,Zq ,Zη,Zτ ) 

(Mu,Mw,Mwd ,Mq ,Mη,Mτ ) (Ue,Ve,We) mg  θe (u, v, w) (Ix ,Iy ,Iz ) θ η s ∧ 
[C15] (∀ t.longtnl_eqtn_motn_fst(Xu,Xv, Xw, Xwd , Xq , Xη, Xτ ) (Ue,Ve,We) 

mg  θe (p, q, r) (u, v, w) θ η t) ∧ 
[C16] (∀ t.(∀ t.longtnl_eqtn_motn_snd(Zu,Zw,Zwd ,Zq ,Zη,Zτ ) (Ue,Ve,We) 

mg  θe (p, q, r) (u, v, w) θ η t) ∧ 
[C17] (∀ t. longtnl_eqtn_motn_trd(Mu,Mw,Mwd ,Mq ,Mη,Mτ ) (Ue,Ve,We) 

(u, v, w)(Ix ,Iy ,Iz ) θ η t) 
⇒ laplc_trnsfm u s / laplc_trnsfm η s = 
cdet (lngtd_nmrtr_polyn_mtrx_u η (Xu,Xv, Xw, Xwd , Xq , Xη, Xτ ) 

(Zu,Zw,Zwd ,Zq ,Zη,Zτ ) (Mu,Mw,Mwd ,Mq ,Mη,Mτ ) (Ue,Ve,We) 
mg  θe (u, v, w)(Ix ,Iy ,Iz ) θ η s)/ 

cdet (lt_lngtd_eqtn_mtrx(Xu,Xv, Xw, Xwd , Xq , Xη, Xτ ) (Zu,Zw,Zwd ,Zq ,Zη,Zτ ) 
(Mu,Mw,Mwd ,Mq ,Mη,Mτ ) (Ue,Ve,We) mg  θe (u, v, w)(Ix ,Iy ,Iz ) θ η s) 

where cdet models the determinant of a complex valued square matrix. Conditions 
C1–C13 are same as that of Theorem 3. Condition C14 ensures that the denominators
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of the TF expression are non-zero. Conditions C15–C17 present the LEoM of the 
aircraft. The verification of Theorem 4 is mainly based on Theorem 3, properties of 
complex matrices and vectors along with the following lemma regarding application 
of the Crammer’s rule. 

Lemma 2 Application of Crammer’s Rule on a Matrix Representation
⊢thm ∀ a b c  d e f  g h i uw  z n p q r. 

[C1] 

⎡ 

⎣ 
a b c  
d e f  
g h i  

⎤ 

⎦ ∗∗ 

⎡ 

⎢⎢⎢⎢⎢⎢⎣ 

u 

n 
w 

n 
z 

n 

⎤ 

⎥⎥⎥⎥⎥⎥⎦ 
= 

⎡ 

⎣ 
p 
q 
r 

⎤ 

⎦ ∧ 

[C2] n /= 0 ∧ 
[C3] a ∗ d /= 0 ∧ 
[C4] a ∗ g /= 0 ∧ 
[C5] d ∗ g /= 0 ∧ 
[C6] b ∗ d ∗ g − a ∗ d ∗ h /= 0 ∧ 
[C7] b ∗ d ∗ g − a ∗ e ∗ g /= 0 ∧ 
[C8] a ∗ e ∗ i − a ∗ f ∗ h − b ∗ d ∗ i + b ∗ f ∗ g + c ∗ d ∗ h − c ∗ e ∗ g = 0 
[C9] (b ∗ d ∗ g − a ∗ d ∗ h) ∗ (c ∗ d ∗ g − a ∗ f ∗ g) – (b ∗ d ∗ g − a ∗ e ∗ g) ∗ 

(c ∗ d ∗ g − a ∗ d ∗ i) /= 0 ∧ 

⇒ 
u 

n 
= 

cdet 

⎡ 

⎣ 
p b c  
q e f  
r h i  

⎤ 

⎦ 

cdet 

⎡ 

⎣ 
a b c  
d e f  
g h i  

⎤ 

⎦ 

Condition C1 captures the matrix representation of the DEs modeling the continu-
ous dynamical behavior of a system. Conditions C2–C9 assert the non-zero condi-
tions for the corresponding denominators the complex arithmetic manipulation of the 
matrix representation of the underlying system. Finally, the conclusion provides the 
TF u(s)/n(s) by Crammer’s rule. The construction of the formal proof of Lemma 2 
mainly requires the properties of the complex-valued matrices and vectors along with 
some arithmetic reasoning. We also formally verified the Transfer Functions (TFs) 
corresponding to output functions, w(t) and θ(t), i.e., w(s)/η(s) and θ(s)/eta(s) 
and the details about their verification can be found at [ 1]. This concludes our for-
malization of the LEoM of UAVs, their FD solutions and the associated TFs. 

The lateral-directional motion of UAVs is described by the side force (Y ), rolling 
moment (L) and Yawing moment (N ). To formalize the LDEoM, we first formalize 
the aerodynamics stability derivatives corresponding to lateral-directional motion, 
given in Table 5, using the type abbreviation feature of HL.
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Table 5 Aerodynamics stability derivatives and their data-types 

Symbol Type Symbol Type Symbol Type 

Yv C Lv C Nv C 

Yp C Lr C Nr C 

Yr C L p C Np C 

Yξ C Lξ C Nξ C 

Definition 17 Aerodynamics Stability Derivatives 
nw_typ_abrv ("arodyn_stbl_dervt_ltrl_frce", ‘:(Yv × Yp × Yr × Yξ )‘) 

nw_typ_abrv ("arodyn_stbl_dervt_rll_mmnt", ‘:(Lv × L p × Lr × Lξ )‘) 

nw_typ_abrv ("arodyn_stbl_dervt_yw_mmnt", ‘:(Nv  Np  Nr  Nξ )‘) × × ×

The LDEoM of UAVs can be mathematically expressed as the following set of 
DEs [ 12, 41]. 

mv̇ − Yvv − (Yp + mWe) p − (Yr − mUe)r − mgφcosθe − mgψsinθe = Yξ ξ + Yζ ζ 
−Lvv + Ix ṗ − L p p − Ixzṙ − Lr r = Lξ ξ + Lζ ζ 
−Nvv − Ixz  ṗ − Np p + Izṙ − Nr r = Nξ ξ + Nζ ζ 

(6) 

where v̇, ṗ and ṙ presents the first order-derivatives of the linear and angular dis-
turbance velocities, respectively. Similarly, the variables ξ and ζ model the aileron 
and rudder angles, respectively. Under the conditions p(t) = φ̇(t), r (t) = ψ̇(t) and 
ζ(t) = 0, the above LDEoM become [ 12]: 

mv̇ − Yvv − (Yp + mWe) ̇φ − (Yr − mUe) ψ̇ − mgφcosθe − mgψsinθe = Yξ ξ 
−Lvv + Ix φ̈ − L p φ̇ − Ixz  ψ̈ − Lr ψ̇ = Lξ ξ 
−Nvv − Ixz  φ̈ − Np φ̇ + Iz ψ̈ − Nr ψ̇ = Nξ ξ 

(7) 
The first DE of the LDEoM of the UAV (Eq. (7)) is formalized as: 

Definition 18 LDEoM 1
⊢de f ∀ Yp Yr Yξ Yv m. list_v_latrl_eqtn_motn_fst m (Yv ,Yp ,Yr ,Yξ ) = [- Yv; m]

⊢de f ∀ Ue Ve Yv Yr Yξ g θe Yp m We. 

list_phi_latrl_eqtn_motn_fst m g  θe (Ue,Ve,We) (Yv ,Yp ,Yr ,Yξ ) =  

[m ∗ g ∗ cos θe; Yp + m ∗ We]

⊢de f ∀ Yv Yp Yr Yξ Ve We g θe Yr m Ue. 

list_psi_latrl_eqtn_motn_fst m g  θe (Yv ,Yp ,Yr ,Yξ ) (Ue,Ve,We) =  

[m ∗ g ∗ sin θe; Yr -m ∗ Ue]

⊢de f ∀ Yv Yp Yr Yξ . list_xi_latrl_eqtn_motn_fst (Yv ,Yp ,Yr ,Yξ ) = [Yξ ]

⊢de f ∀u w v  φ m g  θe Ue Ve We ψ Yv Yp Yr Yξ ξ t. 
latrl_eqtn_motn_fst (Yv ,Yp ,Yr ,Yξ ) (Ue,Ve,We) m g  θe (u,v,w) φ ψ ξ t ⇔
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n_ord_diffren_equat 1 (list_v_latrl_eqtn_motn_fst m (Yv ,Yp ,Yr ,Yξ )) v t -
n_ord_diffren_equat 1 (list_phi_latrl_eqtn_motn_fst m g θe (Ue,Ve,We) (Yv ,Yp ,Yr ,Yξ )) φ 

t -
n_ord_diffren_equat 1 (list_psi_latrl_eqtn_motn_fst m g θe (Yv ,Yp ,Yr ,Yξ ) (Ue,Ve,We)) ψ 

t = 
n_ord_diffren_equat 0 (list_xi_latrl_eqtn_motn_fst (Yv ,Yp ,Yr ,Yξ )) ξ t 

where the function latrl_eqtn_motn_fst accepts the function variables v, φ, ψ and ξ 
and the lists of coefficients list_v_latrl_eqtn_motn_fst, list_phi_latrl_eqtn_motn_fst, 
list_psi_latrl_eqtn_motn_fst and list_xi_latrl_eqtn_motn_fst and returns the cor-
responding DE modeling the dynamical behavior of the UAVs. Similarly, the other 
two DEs of the LDEoM of the UAV (Eq. (7)) are modelled as: 

Definition 19 LDEoM 2
⊢de f ∀ L p Lr Lξ Lv . list_v_latrl_eqtn_motn_snd (Lv ,L p ,Lr ,Lξ ) = [-Lv]

⊢de f ∀ Iy Iz Lv Lr Lξ L p Ix . list_phi_latrl_eqtn_motn_snd (Ix ,Iy ,Iz) (Lv ,L p ,Lr ,Lξ ) = [0;  

L p; - Ix ]

⊢de f ∀ L p Lr Lξ Lv Ixz . list_psi_latrl_eqtn_motn_snd Ixz  (Lv ,L p ,Lr ,Lξ ) = [0;  Lr ; Ixz]

⊢de f ∀ L p Lr Lξ Lv . list_xi_latrl_eqtn_motn_snd (Lv ,L p ,Lr ,Lξ ) = [Lξ ]

⊢de f ∀u w v  Ix Iy Iz φ Ixz  ψ Lv L p Lr Lξ ξ t. 
latrl_eqtn_motn_snd (Lv ,L p ,Lr ,Lξ ) Ixz  (Ix ,Iy ,Iz) (u,v,w) φ ψ ξ t ⇔ 
n_ord_diffren_equat 0 (list_v_latrl_eqtn_motn_snd (Lv ,L p ,Lr ,Lξ )) v t -
n_ord_diffren_equat 2 (list_phi_latrl_eqtn_motn_snd (Ix ,Iy ,Iz) (Lv ,L p ,Lr ,Lξ )) φ t -
n_ord_diffren_equat 2 (list_psi_latrl_eqtn_motn_snd Ixz  (Lv ,L p ,Lr ,Lξ )) ψ t = 
n_ord_diffren_equat 0 (list_xi_latrl_eqtn_motn_snd (Lv ,L p ,Lr ,Lξ )) ξ t 

Definition 20 LDEoM 3
⊢de f ∀ Np Nr Nξ Nv . list_v_latrl_eqtn_motn_trd (Nv ,Np ,Nr ,Nξ ) = [-Nv]

⊢de f ∀ Np Nr Nξ Nv Ixz . list_phi_latrl_eqtn_motn_trd Ixz  (Nv ,Np ,Nr ,Nξ ) = [0; Np; Ixz]

⊢de f ∀ Np Nr Nξ Nv Ix Iy Iz . list_psi_latrl_eqtn_motn_trd (Nv ,Np ,Nr ,Nξ ) (Ix ,Iy ,Iz) = [0; 
Nr ; -Iz]

⊢de f ∀ Np Nr Nξ Nv . list_xi_latrl_eqtn_motn_trd (Nv ,Np ,Nr ,Nξ ) = [Nξ ]

⊢de f ∀u w v  Ixz  φ Ix Iy Iz ψ Nv Np Nr Nξ ξ t. latrl_eqtn_motn_trd 
(Nv ,Np ,Nr ,Nξ ) (Ix ,Iy ,Iz) Ixz  (u,v,w) φ ψ ξ t ⇔ 

n_ord_diffren_equat 0 (list_v_latrl_eqtn_motn_trd (Nv ,Np ,Nr ,Nξ )) v t -
n_ord_diffren_equat 2 (list_phi_latrl_eqtn_motn_trd Ixz  (Nv ,Np ,Nr ,Nξ )) φ t -
n_ord_diffren_equat 2 (list_psi_latrl_eqtn_motn_trd (Nv ,Np ,Nr ,Nξ ) (Ix ,Iy ,Iz)) ψ t = 
n_ord_diffren_equat 0 (list_xi_latrl_eqtn_motn_trd (Nv ,Np ,Nr ,Nξ )) ξ t 

Next, in order to find out the TFs of the UV corresponding to its various inputs 
and outputs, the LT of the LDEoM is taken as follows:
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(ms − Yv)v(s) − ((Yp + mWe)s + mgcosθe)φ(s) − ((Yr − mVe)s + mgsinθe)ψ(s) = 
Yξ ξ(s) 

−Lvv(s) + (Ix s2 − L ps)φ(s) − (Ixz  + Lr s)ψ(s) = 
Lξ ξ(s) 

−Nvv(s) − (Ixzs2 + Nps)φ(s) − (Iz − Nr s)ψ(s) = 
Lξ ξ(s) 

(8) 

The LT of the LDEoM, i.e, Eq. (8) and various TFs, such as v(s)/ξ(s), ∆(s)/ξ(s) 
and θ(s)/ξ(s) are also formally verified. The details about their verification can be 
found at [ 1]. 

6 Formal Stability Analysis of CropCam UAV 

CropCam UAV [ 3, 35] is an autopilot aircraft that captures the GPS based digital 
images by flying at low-altitude. It provides the high resolutions images that are 
somewhat impossible to take using the conventional ways, such as satellite. It is 
widely utilized for remote sensing in various applications, such as large scale topo-
graphic mapping, agriculture and georeferencing etc. Stability is an important control 
characteristic of UAVs that smoothes the motion of the aircraft by dampening out 
any oscillation caused by various disturbances and thus ensures the equilibrium flight 
conditions [ 17]. It is based on the TFs of the UAV that are obtained by analyzing the 
dynamical behavior of the aircraft captures as the aircraft’s equations of motion. 

The TF of a system is mathematically expressed as follows: 

Y (s) 
X (s) 

= 
Numer  (s) 

Denomer(s) 
= 

bmsm + bm−1sm−1 + ... + b0 
ansn + an−1sn−1 + ... + a0 

(9) 

where X (s) and Y (s) present the LT of the input function x(t) and output function 
y(t), respectively. Similarly, Numer  (s) and Denomer (s) are complex-valued poly-
nomials. The mathematical equation Denomer (s) = 0 is known as the characteristic 
equation and its roots are called the poles of the system. The locations of these poles 
in the complex plane presents important information about the stability of the corre-
sponding system. A system is said to be stable if all the poles are located on the left 
half of the complex plane [ 17]. 

The notion of the stability of a UAV is formalized in HL as: 

Definition 21 Stability of a UAV
⊢de f ∀Y. uav_stble Y = {s | Y s = 0  ∧ Re s < 0} = { }  /

where uav_stble accepts the denominator Y: C → C of the TF corresponding to the 
aircraft’s equations of motion of a UAV and returns a stable UAV. Similarly, s: C 
provides the root of the characteristic equation. The conjunct Y s = 0  provides the



Using an Interactive Theorem Prover … 279

characteristic equation. Similarly, Re s < 0 ensures the location of the poles in the 
left half complex plane. 

The LEoM for the CropCam UAV are mathematically modelled as below: 
⎡ 

⎢⎢⎣ 

u̇ 

ẇ 

θ̇ 

⎤ 

⎥⎥⎦ = 

⎡ 

⎣ 
zu zw 0 
mu mw 0 
0 1  0  

⎤ 

⎦ 

⎡ 

⎢⎢⎣ 

u 

w 

θ 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎣ 
zη 

mη 

0 

⎤ 

⎥⎦ η (10) 

Alternatively, Eq. (10) can be written as follows:
[

u̇ 

ẇ

]
=

[
zu zw 

mu mw

] [
u 

w

]
=

[
zη 

mη

]
η (11) 

Next, the LT of above equation is taken for extracting the TFs of the CropCam 
UAV corresponding to its various inputs and outputs.

[
s − zu −zw 

s − mu −mw

] [
u(s) 

w(s)

]
=

[
zηη(s) 
mηη(s)

]
(12) 

The TF u(s)/η(s) corresponding to the LEoM for the CropCam UAV is given as 
follows [ 41]: 

u(s) 
η(s) 

= 
Xη

(
s + Zw + Xw 

Zη 
Xη

)

s2 − (Zw + Xu)s + (Zw Xu − Zu Xw) 
(13) 

Next, the stability of the CropCam UAV is formally verified by utilizing the 
denominator of the TF (u(s)/η(s)) as follows: 

Theorem 5 Stability of CropCam UAV
⊢thm ∀ α Zw Zu Xw Xu. 

[C1] ((Re Zw + Re Xu < 0 ∧ 
((Re Zw + Re Xu)2 − 4 ∗ (Re Zw ∗ Re Xu−Re Zu ∗ Re Xw) <  0 ∨ 
(Re Zw + Re Xu)2 − 4 ∗ (Re Zw ∗ Re Xu−Re Zu ∗ Re Xw) = 0)) ∨ 

(0 < (Re Zw + Re Xu)2 − 4 ∗ (Re Zw ∗ Re Xu−Re Zu ∗ Re Xw) ∧ 
(
	√

(Re Zw + Re Xu)2 − 4 ∗ (Re Zw ∗ Re Xu−Re Zu ∗ Re Xw)< −(Re Zw + Re Xu) ∨ 
(Re Zw + Re Xu) <

	√
(Re Zw + Re Xu)2 − 4 ∗ (Re Zw ∗ Re Xu − Re Zu ∗ Re Xw)))) ∧ 

[C2] Im Zw = 0 ∧ 
[C3] Im Zu = 0 ∧ 
[C4] Im Xw = 0 ∧ 
[C5] Im Xu = 0 ∧ 

⇒ uav_stble (λ s. s2 − s ∗ (Zw + Xu) + Zw ∗ Xu − Zu ∗ Xw) 

Conditions C1–C5 assert constraints for the stability of the CropCam UAV. The 
proof process of the above theorem is mainly based on Definition 21 along with some
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Table 6 Comparison of techniques for analyzing continuous dynamics of UAVs 

Paper-and-pencil proof Computer-based simulations Model checking Theorem proving 

Expressiveness ✓ ✓ ✓ 
Accuracy ✓(?) ✓ ✓ 
Automation ✓ ✓ 

arithmetic reasoning. Similarly, the stability of the CropCam UAV based on its TF 
w(s)/η(s) corresponding to its LEoM is formally verified. More details about the 
analysis can be found in the corresponding HL proof script at [ 1]. 

7 Discussions 

The higher-order-logic TP based approach for analyzing the continuous dynamical 
behaviour of UAVs provided in this chapter allow us to clearly define all of the 
parameters along with their types that contribute to the dynamics of the aircraft. 
On the other hand, in the conventional approaches, like paper-and-pencil-proof and 
computer based techniques, there is always a chance of misinterpreting any of these 
parameters in analyzing the dynamics of UAVs. Moreover, all of the verified theorems 
and lemmas are of generic nature, i.e., they are verified for the universally quanti-
fied functions and variables and thus can be specialized for a particular scenario. 
Whereas, in computer based simulations, each of the cases are modelled individ-
ually. Moreover, the inherent soundness of our proposed approach ensures that all 
the required assumptions are explicitly mentioned along with the theorem and are 
incorporated in the corresponding proof. Table 6 provides a comparison of vari-
ous methods used for analyzing the continuous dynamical behavior of UAVs and 
summarizes their strength and weaknesses. This comparison is performed based on 
various parameters, such as accuracy, expressiveness, accuracy and automation. For 
example, in higher-order-logic TP, we can truly model the continuous dynamics of 
UAVs, such as the DEs based aircraft’s equations of motion and the corresponding 
TF in their true continuous form, whereas, in the MC based analysis, they are mostly 
discretized, which may compromise the accuracy of the analysis. 

8 Conclusions 

This chapter proposes a higher-order-logic TP based framework for formally analyz-
ing the continuous dynamical behaviour of UAVs. Various coordinate frames, such 
as navigation and aircraft’s body-fixed frames are formalized and their their asso-
ciated transformations are also verified. This ensure the correctness of the relative 
movement and position of the aircraft. The longitudinal and LDEoM for UAVs are 
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formalized their various properties, such as TF and stability, and solutions in FD 
are also formally verified. Finally, the stability analysis of the CropCam UAV is 
performed. In future, the formalization of the coordinate frames can be extended by 
incorporating other coordinates systems, such as quaternion. Another future direc-
tion is to formally verify some other interesting control system properties of UAVs, 
such as sensitivity. 
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Adaptive Fault-Tolerant Control Design 
for Multi-linked Two-Wheel Drive 
Mobile Robots 

Ayad Al-Dujaili, Vincent Cocquempot, Maan El Badaoui El Najjar, 
Daniel Pereira, and Amjad Humaidi 

Abstract This chapter presents the algorithmic design of an adaptive Fault Tolerant 
Control (FTC) to address several tasks needed for n-linked mobile robots subjected 
to actuator faults and friction phenomena. Firstly, it presents the development of 
kinematic and dynamic models for n-linked wheel drive mobile robot systems. Then, 
the kinematic model is transformed into a chained form and an approach to generate 
desired feasible trajectories is proposed. After that, a Lyapunov kinematic control 
law to control each state of the system and stabilize the tracking error is presented. 
In practice, the multi-robot system is affected by some disturbances, as for instance 
friction phenomena. Moreover, actuator faults may occur during the system life. 
Therefore, an adaptive law was designed to estimate the unknown friction coefficients 
and faults to adapt the control law online, leading to a multi-design integration-
based adaptive controller. The asymptotical stability of the closed-loop is proven 
applying the Lyapunov theory. Simulations are performed in MATLAB/SIMULINK 
with different faulty cases, showing the efficiency of this method. 

Keywords Fault tolerant control · n-linked mobile robots · Chained form ·
Actuator fault · Adaptive compensation control · Two-wheel drive robots
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1 Introduction 

The Wheeled Mobile Robots (WMR) are intensively utilized in applications like 
search and rescue, and operations in risky environments. Mobile robots with two-
wheel drives (2WD) are frequently used in multiple cooperative robotic systems 
because of their simplicity, efficiency, and flexibility. However, this robot becomes 
uncontrollable when an actuator fails, causing free rolling of the wheel or blocking 
in a fixed position with undesirable frictions with the ground. To avoid these types of 
situations, additional actuators are needed. Physically linking multiple 2WD mobile 
robots is a good strategy to make the global system over-actuated. The robots may 
be linked initially or when needed, for instance when a component fault is detected. 

A multi-linked 2WD mobile robot is an articulated mobile robot which is similar 
to a tractor-trailer system. These robotic systems can accomplish difficult tasks that 
may not be performed by just one mobile robot. Connecting several robots results 
in increasing the global system power which leads to the ability to carry heavy and 
large objects or to move in loose soil and rough terrain. As pointed out before, the 
additional redundancy in actuators and sensors can enhance fault tolerance. 

The objective of the work presented in this chapter is to design FTC schemes 
for multi-linked 2WD mobile robots. The first purpose of the control design is the 
trajectory tracking, even in case of actuator faults. This study will adopt a multi-design 
integration-based adaptive approach to address all possible faulty cases. 

The contributions of this chapter can be outlined as follows: 

1. Firstly, kinematic and dynamic models of n-linked 2WD (for n > 1) mobile 
robots are derived. 

2. Secondly, a compensation method based on FTC is proposed for n-linked 2WD 
mobile robots subjected faults in their actuators. The transformation of kinematic 
model for mobile robots into chained form is the first step of the FTC design. 
This transformation works to transform the nonlinear model in an equivalent 
linear one with a change of coordinates and a feedback transformation. Thus, the 
kinematic control law is designed using a recursive algorithm in order to provide 
that the system’s states converge to reference trajectories. Then, dynamic control 
laws were designed, each of them using one possible failure pattern matrix. 

3. In order to solve the problem of faults in multiple actuators and to cope with uncer-
tain system friction, a multi-design integration-based adaptive FTC is proposed 
to ensure overall system stability and to guarantee asymptotic tracking properties. 

4. An approach to generate feasible trajectories to be tracked by multi-linked mobile 
robots is proposed. Tracking these trajectories ensures the controllability of the 
system and avoids singularity situations. 

This chapter is structured as follows: Firstly, in the Sect. 2, related work will be 
presented. The mathematical modelling is presented Sect. 3. Then, the transformation 
method of the system model into the chained form is presented in Sect. 4. The actuator 
fault model and the trajectory generation method are also presented in this section. 
Section 5 is dedicated to the design of the kinematic and dynamic controllers. In
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Sect. 6, simulation results are presented to illustrate the effectiveness of this scheme. 
Finally, in the Sect. 7, the conclusions are made. 

2 Related Works 

This section relates the main literature about control design methods for wheeled 
mobile robots and multi-linked wheeled mobile robots so as to lay out the bases 
for the present work and justify the new developments made in this chapter. First, 
a review on trajectory tracking methods of WMR will be presented, followed by a 
brief review on trajectory tracking methods of multiple mobile robots. The section 
ends by mentioning several FTC algorithms with application to mobile robots and 
multi-linked mobile robots. 

Several control problems for the autonomous navigation of WMR, such as trajec-
tory tracking, and point stabilization, were studied and reported in the literature. This 
chapter focuses on trajectory tracking control for multi-linked WMR. The tracking 
problem of a WMR means that may the robot coordinates converge to a reference 
trajectory that may be fixed or generated by a moving target. 

The 2WD mobile robots are nonholonomic systems, that have the particularity 
that the kinematic constraints cannot be integrated, which means that it is not possible 
to write these constraints as derivatives of functions of the generalized coordinates 
[1–3]. 

Depending on whether a dynamic or a kinematic model is adopted to represent 
the system behaviour, it is as a dynamic or a kinematic tracking control problem is 
considered. Taking kinematic models on nonholonomic WMR, different approaches 
like neural networks [4], neural-fuzzy systems [5], and backstepping [6], were applied 
to solve tracking control problems. These solutions rely on the consideration that the 
control inputs instantly assume the desired velocities. Considering dynamic feedback 
linearization and the concept of differential flatness, dynamic control laws are given 
by [7] and [8]. This approach doesn’t consider robot dynamics and is well-known as 
perfect velocity tracking [9]. 

On the other hand, dynamic control strategies must consider a fully dynamic model 
that must capture the precise behaviour of the WMR in its totality by addressing the 
dynamic effects related to mass, inertia, and friction, which are generally not taken 
into account in kinematic controls. In [10], a dynamic reference trajectory tracking 
problem of a WMR is considered, and a neural network-based control law is derived. 
A dynamic control in a nonholonomic WMR with uncertainties in the kinematics 
and dynamics is presented by [11]. References [12]–[13] considered the trajectory 
tracking for nonholonomic systems with uncertainty in the parameters. 

For a multi-body unicycle-like tractor with multiple trailers, a great review with 
many control schemes is presented in [14]. [15] presented a controllability study for 
these linked systems; the flatness of a multibody mobile robot is discussed in [16]; 
and nonholonomic motion planning is considered in [17]. Reference [18] presents a 
method based on a coordinate transformation considering the chained form.
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Several authors have talked about kinematic control design methods. Reference 
[19] presents an alternative idea to stabilize nonholonomic systems, based on so-
called transverse functions. In [20], the kinematic and dynamic control scheme has 
been proposed for a tractor with one trailer, while a tractor with two trailers have 
been used in [21]. However, actuator faults were not considered in these references. 

Two bibliographical reviews on FTC design methods may be found in [22, 23], 
and many successful design schemes are presented for many different applications 
in [24–26]. 

Many FTC schemes were proposed for WMR, see for example [27–31] and the 
references therein. Besides FTC, Fault Diagnosis (FD) was discussed in [27, 28]. 
Reference [29] presented a model-based fault diagnosis method for skid and loss of 
performance. A sliding mode FTC method combined with a fault estimation system 
was presented in [30]. A two-step FTC method is presented in [31] to guarantee 
additional steering with a new use of the nominal controller that results in a driving 
model resembling a crab-like motion. 

The faults occurring in the motion of WMR have a critical effect on the function-
ality of these robots [32]. A robust adaptive FTC approach for WMR is proposed in 
[33]. In [34], it is proposed a hybrid adaptive FTC that accommodates partial faults in 
2WD robots. In [35], an adaptive FTC is designed for 2WD mobile robots subjected 
to faults on the actuated wheels. In [36], kinematic and dynamic models are used for 
fault detection taking into account the uncertainties on the mechanical parameters 
of the 2WD mobile robots. Instrumentation faults are considered in [37], where a 
fault-tolerant controller for a WMR in agriculture was designed. References [38–40] 
discuss FTC design for mobile robots with four-wheel drive (4WD). 

Advanced control approaches have been proposed in the past few years [41, 
42] for the tracking problem of WMR. In general, these methods solve a kine-
matic or dynamic control problem. In many applications, a kinematic controller 
applied to a WMR is enough for tracking a reference trajectory with satisfactory 
performance. Although, when there are actuator faults changing the input torques, a 
dynamic control law should also be considered. The backstepping approach [5] has 
been successfully used to derive the kinematic controller. Improved performance of 
the backstepping controller can be achieved with the adaptive kinematic controller 
proposed in [43]. References [44–47] present other kinematic control schemes that 
are neither adaptive nor backstepping controllers. 

Kinematic controllers are designed as follows. For a simple case of two-linked 
robots, the kinematic controller is designed using a simple diffeomorphism. For more 
than two-linked robots, a chained form model derived from the initial kinematic 
model is used, as shown in Sect. 4, and the controller is designed using a recursive 
method based on the backstepping technique [48]. 

There are different types of dynamic controllers. In [49–51], the proposed adaptive 
dynamic controllers are extensions of kinematic backstepping controllers designed 
considering the unknown parameters. Robust dynamic control laws can be designed 
to take into account disturbances and uncertainties [52] using techniques such as 
sliding mode [53, 54] and H∞ [55] control laws. Some intelligent and sliding mode 
controllers [56, 57] approaches can combine adaptive and robust properties. The
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feedback linearization control can be applied for the compensation of the nonlinear 
system dynamics (see for instance [58]). 

A dynamic controller can be designed to make the mobile robot velocities converge 
to the reference values. An adaptive control algorithm whose principle may be found 
in reference [59] adopts two alternative fault compensation schemes: switching 
between multiple dynamic controllers, each one designed for the compensation of a 
specific actuator fault; designing an adaptive controller based on a multi-integration 
mechanism that can compensate all the actuator faults in a single control law. 

There are very few studies in the literature on fault accommodation for multi-
linked WMR. An FTC method was derived in [60–63] for mobile robots with two-
linked 2WD. Furthermore, [64, 65] proposed a multiple dynamic controller to over-
come actuator faults in three-linked 2WD mobile robots. Based on the review of the 
literature on FTC and the application of multi-linked mobile robots, one can notice 
that friction phenomena have not been addressed in the aforementioned research 
work. Therefore, one of the significant contributions of this study is the derive an 
FTC method that includes friction models and uncertain faults. 

3 Mathematical Modelling 

3.1 Modelling of n-linked 2WD Mobile Robots 

The models used in the system are presented in this section. The front passive caster 
of the robots is omitted, and there are two actuated wheels on the rear. The physical 
links and the orientations of the robots are compatible, however, the robot 1 has an 
independent orientation. The following notations are used in the sequel. For the i 
th) robot: Pi is the middle point between the wheels, Ci is the center of mass, ai is 
the distance from Pi to Ci , bi is the half of the distance from one actuated wheel to 
the other, ri is the wheel radius, θi is the robot orientation, and τil  and τir  are the 
input torque signals on the wheels. The frame OXY  represents the inertial frame, di 
denotes the length of the links, and (x, y) denotes the coordinates of the middle point 
of the rear wheels of robot n (the last one), represented by point Pn . The system, as 
shown in Fig. 1, can be represented by the generalized coordinates vector 

q = [
x, y, θn, θn−1, . . . , θ1

]T 
(1)

3.1.1 Kinematic Modelling 

In WMR, the nonholonomic constraint is a very important characteristic that is related 
to non-slipping rolling. These system constraints can be represented by:
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A(q) ̇q = 0 (2)  

where 

A(q) = 

⎡ 

⎢⎢ 
⎢⎢⎢⎢⎢⎢ 
⎣ 

sinθn 

sinθn−1 

sinθn−2 
... 

sinθ2 

sinθ1 

−cosθn 
−cosθn−1 

−cosθn−2 
... 

−cosθ2 
−cosθ1 

0 
−dncos(θn−1 − θn) 
−dncos(θn−2 − θn) 

... 
−dncos(θ2 − θn) 
−dncos(θ1 − θn) 

0 
0 
0 
... 
0 
0 

. . .  

. . .  

. . .  
... 

−d2cos(θ2 − θ3) 
−d2cos(θ1 − θ3) 

0 
0 
0 
... 
0 

−d1cos(θ1 − θ2) 

0 
0 
0 
... 
0 
0 

⎤ 

⎥⎥ 
⎥⎥⎥⎥⎥⎥ 
⎦ 

(3) 

The kinematic equations are given by
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q̇ = S(q)η (4) 

where η = [
υn ω1

]T 
, υn and ω1 represent the linear velocity of robot n and rotational 

velocity of robot 1, respectively. The matrix S(q) is given by 

S(q) = 

⎡ 

⎢⎢⎢ 
⎢⎢⎢⎢⎢⎢ 
⎢⎢⎢⎢⎢ 
⎢⎢⎢ 
⎣ 

cos θn 0 
sin θn 0 

1 
dn−1 

tan(θn−1 − θn) 0 
... 

... 
1 

dn−k−1 
tan(θn−k−1 − θn−k)/ 

n−1Π

i=n−k 
cos(θi − θi+1) 0 

... 
... 

1 
d1 
tan(θ1 − θ2)/ 

n−1Π

i=1 
cos(θi − θi+1) 0 

0 1  

⎤ 

⎥⎥⎥ 
⎥⎥⎥⎥⎥⎥ 
⎥⎥⎥⎥⎥ 
⎥⎥⎥ 
⎦ 

(5) 

where (k = 2, 3, . . . ,  n − 2). 
An important property is that 

S(q)T · A(q)T = 0 (6)  

3.1.2 Dynamic Modelling 

The dynamic model can be derived by Lagrange formulation: 

M(q) · q̇ + C(q, q̇) = B(q)τ + A(q)T · λ (7) 

where, τ ∈ R(2n)×(1) is the vector of control torque, λ ∈ Rn×1 is the vector of Lagrange 
multipliers, A(q) ∈ Rn×(n+2) is the system constraint matrix, B(q) ∈ R(n+2)×(2n) 

is the input transformation matrix, C(q, q) ∈ R(n+2)×(1) is the centripetal Coriolis 
matrix, and M(q) ∈ R(n+2)×(n+2) is the symmetric, positive definite matrix. The 
vectors and matrices in (7) are  given by  

M(q) = [
mi j

]
, i ∧ j ∈ {1, 2, ...., n + 2} (8) 

C(q, q) = [ci ], i ∈{1, 2, ..., n + 2} (9) 

B(q) = [
bi j

]
, i ∈ {1, 2, ..., n + 2}, j ∈ {1, 2, ..., 2n} (10)
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In Appendix 1 and 2, detailed descriptions and derivations of M(q), C(q, q) and 
B(q) are presented. 

The substitution of the time derivative of (4) in (7), and the multiplication by 
S(q)T , remove the Lagrange multipliers, providing: 

M1(q) ̇η + M2(q)η + C(q, q̇) = B(q)τ (11) 

where, 

M1(q) = S(q)T · M(q) · S(q) (12) 

M2(q) = S(q)T · M(q) · S(q) (13) 

B(q) = S(q)T · B(q) (14) 

C(q, q) = S(q)T · C(q, q) (15) 

3.2 Modelling of Three-Linked 2WD Mobile Robots 

Let us first consider the case of three-linked robots. The front passive casters of the 
robots are omitted, and the two rear wheels are actuated. The leader robot is robot 
1, while the followers are robots 2 and 3. The followers have orientations that are 
compatible with the links, but the leader has an independent orientation. The whole 
system has a configuration described by q = [x, y, θ3, θ2, θ1]. 

3.2.1 Kinematic Modelling 

As previously mentioned, the non-holonomic feature of a WMR is related to rolling 
without slipping. The system constraints can be represented by 

A(q) · q = 0 (16) 

where 

A(q) = 

⎡ 

⎣ 
sinθ3 −cosθ3 0 0 0  
sinθ2 −cosθ2 −d2cos(θ2 − θ3) 0 0  
sinθ1 −cosθ1 −d2cos(θ1 − θ3) −d1cos(θ1 − θ2) 0 

⎤ 

⎦ (17) 

The kinematic equations of the multi-linked system presented in Fig. 2 are
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q̇ = S(q) · η (18) 

where η = [
υ3 ω1

]T 
, ω1 and υ3 represent the rotational velocity of robot 1 and the 

linear velocity of robot 3, and is the. The matrix S(q) is given by: 

S(q) =
[
cosθ3 sinθ3 

1 
d2 
tan(θ2 − θ3) 1 

d1 
tan(θ1 − θ2)/cos(θ2 − θ3) 0 

0 0 0 0 1

]T 

(19) 

Moreover, an important property is the orthogonal complement represented by 

S(q)T · A(q)T = 0 (20)  

3.2.2 Dynamic Modelling 

In case of three-linked 2WD mobile robots, the Lagrange formulation can be applied 
to write the dynamic model as 

M(q)q + C(q, q) = B(q) · τ + A(q)T · λ (21) 

where, λ ∈ R3×1 represents the Lagrange multipliers vector, A(q) ∈ R3×5 is the 
system constraint matrix, τ ∈ R6×1 is the vector of control torques, B(q) ∈ R5×6 

is the input transformation matrix, C(q, q̇) ∈ R5×1 is the vector for centripetal and 
Coriolis forces, M(q) ∈ R5×5 is the system inertia matrix. The matrices M(q), 
C(q, q̇) and B(q), appearing in (21), are given by 

M(q) = 

⎡ 

⎢
⎢
⎢ 
⎢
⎢ 
⎣ 

m1 + m2 + m3 0 
0 m1 + m2 + m3 

−[(m1 + m2)d2 + a3m3] sin θ3 [(m1 + m2)d2 + a3m3] cos θ3 
−[d1m1 + a2m2] sin θ2 [d1m1 + a2m2] cos θ2 

a1m1 sin θ1 a1m1 cos θ1
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−[(m1 + m2)d2 + a3m3] sin θ3 −[d1m1 + a2m2] sin θ2 a1m1 sin θ1 
[(m1 + m2)d2 + a3m3]cosθ3 [d1m1 + a2m2]cosθ2 a1m1cosθ1 
(m1 + m2)d2 

2 + m3a2 3 + Im3 (d1m1 + a2m2)d2cos(θ2 − θ3) a1m1d2cos(θ1 − θ3) 
(d1m1 + a2m2)d2cos(θ2 − θ3) m1d2 

1 + m2a2 2 + Im2 a1m1d1cos(θ1 − θ2) 
a1m1d2cos(θ1 − θ3) a1m1d2cos(θ1 − θ3) m1a2 1 + Im1 

⎤ 

⎥⎥ 
⎥⎥⎥ 
⎦ 

B(q) = 

⎡ 

⎢⎢⎢ 
⎢⎢ 
⎣ 

cos θ1 
r1 

cos θ1 
r1 

cos θ2 
r2 

cos θ2 
r2 

cos θ3 
r3 

cos θ3 
r3 

sin θ1 
r1 

sin θ1 
r1 

sin θ2 
r2 

sin θ2 
r2 

sin θ3 
r3 

sin θ3 
r3 

d2 sin(θ1−θ3) 
r1 

d2 sin(θ1−θ3) 
r1 

d2 sin(θ2−θ3) 
r2 

d2 sin(θ2−θ3) 
r2 

b3 
r3 

b3 
r3 

d1 sin(θ1−θ3) 
r1 

d1 sin(θ1−θ3) 
r1 

−b2 
r2 

−b2 
r2 

0 0  
b1 
r1 

−b1 
r1 

0 0 0 0  

⎤ 

⎥⎥⎥ 
⎥⎥ 
⎦ 

C(q, q̇) = [
Ci j

]
5×1 

where 

c11 = −[(m1 + m2)d2 + a3m3]θ̇ 2 3 cos θ3(d1m1 + a2m2) ̇θ 2 2 cos θ2 − a1m1 θ̇ 2 1 cos θ1 

c21 = −(d1m1 + a2m2)d2 θ̇ 2 2 sin(θ2 − θ3) − a1m1d2 θ̇ 2 1 sin(θ1 − θ3) 
+ 2

(
d1m1 + a2m2d2 θ̇2 θ̇3 sin

)
. 

c31 = −  (d1m1 + a2m2)d2 θ̇ 2 2 sin(θ2 − θ3) − a1m1d2 θ̇ 2 1 sin(θ1 − θ3)+ 
2 + a2m2d2 θ̇2 θ̇3 sin(θ2 − θ3) + 2a1m1d2 θ̇1 θ̇3 sin(θ1 − θ3) 

c41 = −  (d1m1 + a2m2)d2 θ̇ 2 3 sin(θ2 − θ3) − a1m1d2 θ̇ 2 1 sin(θ1 − θ2) 
+ 2m1d1 θ̇1 θ̇3 sin(θ1 − θ2) 

c51 = a1m1d2 θ̇ 2 3 sin(θ1 − θ2) + a1m1d1 θ̇ 2 2 sin(θ1 − θ2) 

The Lagrange multipliers can be removed after the substitution of the derivative 
of (18) in (21), and the multiplication by S(q)T , which provides 

M1(q) · η̇ + M2(q) · η + C(q, q̇) = B(q) · τ ) (22) 

where, 

M1(q) = S(q)T · M(q) · S(q) (23) 

M2(q) = S(q)T · M(q) · Ṡ(q) (24)
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B(q) = S(q)T · B(q) (25) 

C(q, q̇) = S(q)T · C(q, q̇) (26) 

When the objective is to control a system using two models (kinematic and dynamic 
models for the same system), a link (in the form of a diffeomorphism) must be found 
between the control vectors of the two models to elaborate the control signals. 

In case of two-linked mobile robots, it is simple to find the diffeomorphism. But in 
the case of more than two robots, it is much more difficult. One solution is to convert 
the kinematic model into the canonical chained form, making it relatively simple to 
find the diffeomorphism. The present work used the canonical chained form in order 
not only to find the needed diffeomorphism but also to design the control law more 
easily. 

4 Conversion of the Model into the Canonical Chained 
Form 

The commonly used approach to design the controller for a nonholonomic system is 
a transformation into a canonical form that makes the controller design easier. One 
of the commonly used canonical forms for robotic systems is the so-called chained 
form, where the time derivative of a system state relies on the state above it [66–69]. 

A special chained form is the two-input chained form, which is expressed as 
follows 

ξ̇1 = α1 

ξ̇2 = α2 

ξ̇3 = ξ2α1 

... 

ξ̇m = ξm−1α1 (27) 

where α1, α2 are the two virtual control inputs, ξ = (ξ1, ξ2, . . . , ξm) is the state 
vector, and m denotes the number of the states. 

In practice, the two-input condition is broad enough to deal with the majority of 
the kinematic models of the WMR. A more detailed discussion of the multi-chained 
forms can be found in [68], which is the original reference for these canonical forms.
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The motivations for the conversion of the initial state model into the canonical 
chained form are: 

1. To determine a diffeomorphism to link kinematic and dynamic controllers for 
mobile robots with n-linked 2WD (n ≥ 2). 

2. To develop backstepping control law that permits controlling each state of the 
system. 

3. The next subsection, inspired by the exact linearization method of a nonlinear 
model presented in [67], presents a theorem which expresses the way to make 
the transformation of the kinematic model of n-linked robot systems into the 
chained form. 

4.1 Kinematic Model Transformation of n-linked Robots 
into the Chained Form 

This subsection presents a theorem used to derive the diffeomorphism used to 
transform the multi-linked 2WD mobile robots showed in Eq. (4) into a chained 
form. 

In [18], it is demonstrated how to transform the kinematic model of a vehicle with 
n-trailers into a chained form. The method is used here for a n-linked 2WD mobile 
robot system. 

Assumption 1 The states of state vector q = [
x, y, θn, θn−1, . . . , θ1

]T 
are in a  

neighbourhood D of the origin, where D is given by 

(x, y) ∈ R2 

θi ∈
(−π 

4 
+ ∈, 

π 
4 

− ∈
)

, i ∈ {1, ..., n} 

where ∈ is a small constant. A transformation is performed on the input υ: 

υ = cosθn · υn = cosθn 
nΠ

j=2 

cos
(
θ j−1 − θ j

) · υ1 (28) 

The transformed variable υ is the velocity of robot n in the x-direction. The trans-
formation is non-singular and smooth in D, being υ1 is the linear velocity of robot 
1, which is considered as a virtual input. The angular velocity of robot 1, ω1, is a  
virtual input as well. 

The linear velocity of robot i ,υi can be written as
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υi = cos(θi−1 − θi )υi−1 = 
iΠ

j=2 

cos
(
θ j−1 − θ j

)
υ1 (29) 

for i ∈ {2, ν,  n}. Then  Eq. (29) can be rewritten using Eq. (28) as follows  

υi = 1 

cosθn
Πn 

j=i+1 cos
(
θ j−1 − θ j

)υ = 1 

pi (θi ) 
υ (30) 

for i ∈ {1, ν,  n} 
where 

θi ≜ [θi , ...., θn]T (31) 

pi (θi ) ≜ cosθn 

nΠ

j=i+1 

cos
(
θ j−1 − θ j

) = 
nΠ

j=i 

cos
(
θ j − θ j+1

)
(32) 

where θn+1ν0. 
Equation (30) then gives υ = p1(θ1)υ1. 
Inspired by [18], next theorem can thus be given: 

Theorem 1 The following nonlinear change of coordinates, ξ = φ(q), and feedback 
transformation, α = G(q)η, locally convert the kinematic model (4) of the n-linked 
2WD mobile robot system into the chained form (27). 

The change of coordinates, ξ = φ(q) is given by 

ξ1 = x (33) 

ξ2 = tan(θ1 − θ2)/c2(θ2) + r2(θ2) (34) 

... 

ξi = tan(θi−2 − θi−1)/ci (θi−1) + ri (θi−1) (35) 

... 

ξn = tan(θn−1 − θn)/dn−1cos
3 θn (36) 

ξn+1 = tanθn (37)
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ξn+2 = y (38) 

where 

ci (θi−1) = 
n+1Π

j=2 

cos j−i+3
(
θ j−1 − θ j

)
dn+i− j = p2 i−1(θi−1) 

nΠ

j=i−1 

d j p j
(
θ j
)

(39) 

ri (θi−1) = 
∂ξi+1 

∂θi 
fi (θi−1) (40) 

fi (θi−1) = 
1 

di 
tan(θi−1 − θi )/ pi (θi ) (41) 

The feedback transformation of inputs α = G(q)η is given by 

α1 = p1(θ1)υ1 (42) 

α2 = 1/cos2 (θ1 − θ2)c2(θ2)ω1 + r1(θ1) p1(θ1)υ1 (43) 

The proof of Theorem 1 is the following: 
The kinematic model for n-linked 2WD mobile robots in Eq. (4) were derived in 

Sect. 3 and can be represented (locally) as follows 

ẋ = υ 

θ̇1 = ω1 

θ̇2 = 
υ 
d2 

[tan(θ1 − θ2)/p2(θ2)] 

... 

θ̇i = 
υ 
di

[
tan(θi−1 − θi )/ pi (θi )

]

ẏ = tan θnυ (44) 

for i ∈ {1, ν,  n}, where υ is given by (28). If i ∈ {1, ...., n} is denoted by 

fi (θi−1) = 
1 

di 
· [tan(θi−1 − θi )/ pi (θi )

]
(45) 

This means that we can write
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θ̇i = fi (θi−1)υ (46) 

After reordering the state variables, the state is given by vector

[
ξ1, ξ2, ξn+2

]T = [
x, y, θn, θn−1, . . . , θ1

]T 

whose dimension is n + 2. 
From (44) it can be seen that this kinematic model has a special triangular structure 

where ξ̇i is not a function of ξ1,… ,  ξi−2, where i ∈ {3,  . . .  ,  n + 2} and Let us define. 

ξn+3 = y (47) 

Using (44), the differentiation of (47) with respect to time gives 

ξ̇n+3 = ẏ = tanθnυ (48) 

We have ξ̇n+3 = ξn+2υ by choosing 

ξn+2 = tanθn (49) 

Using (44), the differentiation of (49) with respect to time gives 

ξ̇n+2 = 
1 

cos2θn 
θ̇n = 

tan(θn−1 − θn) 
dncos3θn 

υ (50) 

We obtain ξ̇n+2 = ξn+1υ by choosing 

ξn+1 = 
tan(θn−1 − θn) 

dncos3θn 
(51) 

It can be shown by induction that ξ̇i+2 = ξi υ by choosing 

ξi = 
tan(θi−2 − θi−1) 

ci (θi−1)
+ ri (θi−1) (52) 

for i ∈ {2, ..., n} where 

ci (θi−1) = 
n+1Π

j=1 

cos j−i+3
(
θ j−1 − θ j

)
dn+i− j = p2 i−1(θi−1) 

nΠ

j=i−1 

d j p j
(
θ j
)

(53) 

r (θi−1) = 
∂ξi+1 

∂θi 
fi (θi−1) (54) 

where i ∈ {1, ..., n}. This means that ξi = ξi (θi−2).
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Assuming that (52) is satisfied for i = m, Eqs. (32), (44), (53) and (54) imply  

ξ̇m = ∂ξm 

∂θm−2 
· θ̇m−2 + 

∂ξm 

∂θm−1 
· θ̇m−1 

= 1 

cos2(θm−2 − θm−1)cm(θm−1) 

= 1 

dm−2 

tan(θm−3 − θm−2) 
pm−2(θm−2) 

υ + 
∂ξm 

∂θm−1 
fm−1(θm−2)υ 

=
(
tan(θm−3 − θm−2) 

cm−1(θm−2)
+ rm−1(θm−2)

)
υ 

Note from (32) and (52) that 

cm−1 = cos2 αm−2cmdm−2 pm−2 

= cos2 αm−2 p
2 
m−1 

⎛ 

⎝ 
nΠ

j=m−1 

d j p j 

⎞ 

⎠dm−2 pm−2 

= p2 m−2(θm−2) 
nΠ

j=m−2 

d j p j (θ j ) 

where αm−2 = θm−2 − θm−1, cm = cm(θm−1), and p j = p j (θ j ). 
We have thus shown that if ξi is given by (51) for  i = m, then 

ξ̇m = ξm−1υ 

If ξm−1 is chosen as in (51) with i = m − 1, it remains to show that if ξn is given 
by (50) with i = n and ξn−1 is given by (50), then 

ξ̇n+1 = ξnυ 

From (44), (51), (53) and (54), we get 

ξ̇n+1 = 
∂ξn+1 

∂θn−1 
θ̇n−2 + 

∂ξn+1 

∂θn 
θ̇n 

= 1 

cos2(θn−1 − θn)dncos3θn 

= 
1 

dn−1 
· tan(θn−2 − θn−1) 
cosθncos(θn−1 − θn) 

· υ + 
∂ξn+1 

∂θn 
· fn(θn−1) · υ
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=
(
tan(θn−2 − θn−1) 

cn(θn−1)
+ rn(θn−1)

)
· υ 

This means that 

ξ̇n+1 = ξnυ 

by choosing 

ξn = tan(θn−2 − θn−1)/cn(θn−1) + rn(θn−1) (55) 

Therefore, ξi is given by (51) for all i ∈ {1, ν,  n} and the transformation (33)–(43) 
(see Sect. 3) implies that  

ξ̇i = ξi−1υ, ∀i ∈ {3, ν,  n + 3} 

To complete the proof, we have shown that 

ξ̇2 = α2, ξ̇1 = α1 

ξ2 is given by (51) with i = 2. 

By differentiating (51), we obtain 

ξ̇2 = 
∂ξ2 

∂θ0 
θ̇1 + 

∂ξ2 

∂θ1 
θ̇2 

= 1 

cos2(θ1 − θ2)c2(θ2) 
ω + 

∂ξ2 

∂θ2 
f1(θ1)υ 

= 1 

cos2(θ1 − θ2)c2(θ1) 
ω + r1(θ1) f1(θ1)υ1 

since υ = p1(θ1)υ1. This implies that the transformation (43) implies 

ξ̇2 = α2 (56) 

From (48), it follows directly that 

ξ̇1 = α1 (57) 

Let us choose ξ1 = x and α1 = υ = p1(θ1)υ1. 
Finally, one can conclude that the transformation (33)–(43) implies that 

ξ̇1 = α1
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ξ̇2 = α2 

ξ̇1 = ξ2α1 

... 

ξ̇n = ξnα1 (58) 

As a result, the model given by (27) can be built. 

4.2 Illustration for Three-Linked Robots 

In this case study, the kinematic model of three-linked 2WD mobile robots has 
been considered based on (18). This model has a triangular structure, that can be 
represented by a transformation into the chained form. The Eq. (18) is subsequently 
showed: 

q̇ = g1(q) · υ3 + g2(q) · ω1 (59) 

where, q = [x, y, θ3, θ2, θ1]T , and g1(q) and g2(q) are given by 

g1(q) =
[
cosθ3, sinθ3, 

1 

d2 
tan(θ2 − θ3), 

1 

d1 

tan(θ1 − θ2) 
cos(θ2 − θ3) 

, 0
]T 

g2(q) = [0, 0, 0, 0, 1]T 

where υ3 and ω1 represent, respectively, the linear velocity of robot 3 and rotational 
velocity of robot 1, and g1(q), g2(q) are smooth linearly independent vector fields. 

Applying Theorem 1, the following change of coordinates is considered 

ξ1 = x (60) 

ξ2 = tan(θ1 − θ2) 
d1d2cos4θ3cos3(θ2 − θ3) 

+ 1 

d2 
2 cos

4θ3 
· tan(θ2 − θ3)

[
3tanθ3tan  (θ2 − θ3) · sec2 (θ2 − θ3)

]
(61) 

ξ3 = 
tan(θ2 − θ3) 
d2cos3θ3 

(62) 

ξ4 = tanθ3 (63)



Adaptive Fault-Tolerant Control Design for Multi-linked Two-Wheel … 301

ξ5 = y (65) 

together with the following input transformations 

α1 = υ3cosθ3 (65) 

α2 = β1υ3 + β2ω1 (66) 

where 

β1 = 
1 

d1d2 
sec4 θ3tan(θ1 − θ2)sec4 (θ2 −θ3) 

+ 
1 

d2 
(6tanθ3 sin(θ2 − θ3 ) − 2tan(θ2 − θ3)sin(θ2 − θ3) − sec(θ2 − θ3))] 

+ 
1 

d1d2 
sec4 θ3sec

2 (θ1 −θ2)sec
3 (θ2 − θ3) 

β2 = 1 

d1d2 
sec4 θ3sec

2 (θ1 −θ2)sec
3 (θ2 − θ3) 

This transformed form represents local diffeomorphism around the configurations, 
where the angle of the robot and the angles between each adjacent robot are different 
from (π/2). 

When applying the transformation to the system modelled in (59), we get the 
following system in chained form: 

ξ̇1 = α1, 

ξ̇2 = α2, 

ξ̇3 = ξ2α1, 

ξ̇4 = ξ3α1, 

ξ̇5 = ξ4α1 (67)
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4.3 The Fault Model of Actuator for Multi-linked 2WD 
Mobile Robots 

The faults of actuators of mobile robot can be characterized by: 

1. An extra friction can be introduced due to power loss of some actuated wheels, 
2. A partial loss in the effectiveness of wheel motor; 

The model of actuator faults of each motor is described by 

τ j (t) = σ j (t)u j (t) + u j , t ≥ t j , (68) 

for j = 1r, 1l, ..., nr, nl, u j represents the unknown value of friction due to the 
fault, u j denotes the signal of control input, 0 ≤ σ j ≤ 1 represents the effectiveness 
of unknown actuation effectiveness, t j > 0 represents the unknown instant of fault 
occurrence. The time duration of each fault is assumed to be sufficiently long, and 
u j and σ j are piecewise constants. 

One can remark that Eq. (68) is composed of two terms, one related to the direct 
effect of the faults, the second one caused by the resulting frictions. 

The proposed fault model for the actuators (68) can represent many practical 
faulty scenarios. For example, σ j = 1 and u j = 0 represents the no-fault situation; 
u j = 0 and σ j = 0 indicates that there is a loss power in motor, but the motor can 
still have free rotational motion; u j /= 0 and σ j = 0 represents the extra friction, 
which is added by the motor between the ground and the wheel; u j /= 0 represents 
the friction due to bearing; 0 < σ  j < 1 represents the partial loss due to effectiveness 
faults which is produced either by reduction in busbar voltage, or by inter-turn faults. 
Also, this proposed fault model can represent two conventional fault components; 
one component u j is an additive fault, and the other element σ j is a multiplicative 
fault. 

Considering that any actuators can be subjected to a fault, the input torque vector 
in Eq. (11) is expressed by 

τ (t) = σ (t) · u(t) + u(t) (69) 

where u = [u1r , u1l , u2r , u2l , ..., unr , unl ]T is the control signal, 
τ = [τ1r , τ1l , τ2r , τ2l , ..., τnr , τnl ]T represents the torque signal, σ = 
diag{σ1r , σ1l , ..., σnr , σnl} represents the uncertain effectiveness matrix, and 
u = [u1r , u1l , u2r , u2l , ...., unr , unl]T represents the friction due to actuator faults. 

Assumption 2 The dynamic subsystem in (11) for n-linked 2WD mobile robots has 
two control inputs (υn, ω1) to be controlled. Then, to design the fault compensation, 
it is required the actuation redundancy is required. This is represented by 

rank
(
Bσ

) = 2 (70)



Adaptive Fault-Tolerant Control Design for Multi-linked Two-Wheel … 303

υn and ω1 represent, respectively, the linear velocity of robot n and rotational velocity 
of robot 1 

Remark 1 For the Two-linked 2WD mobile robots of case study, with B(q), the fault 
scenarios satisfying the redundancy condition in (70) are:  

1. Four non-faulty wheels, 
2. One actuator is faulty, but the other three actuators are healthy, 
3. Two actuators are faulty, but the other two actuators are healthy. 

In the third fault scenario, the system is like a tractor-trailer, where both faults 
reside in robot 2 [20], and the faults may have no effect; if there is just one fault in 
each robot, then it can be compensated; but if there are two faults in robot 1, then 
the faults cannot be compensated, because in this case rank

(
Bσ

) = 1 with σ = 
diag{σ1r , σ1l , σ2r , σ2l} and ω1 is uncontrollable. 

Key technical issues: The failure time t j , the failure pattern σ j , and the friction u j are 
unknown, but the feedback controller must guarantee a good system performance. 

4.4 Feasible Trajectories and Controllability 

In this section, a feasible trajectory path is firstly generated for multi-linked 2WD 
mobile robots. Secondly, the tracking capability of the trajectory is guaranteed while 
ensuring the controllability of the system by imposing the conditions of system 
controllability and avoiding system singularity as characteristics of the trajectory 
planning. 

The feasible desired trajectories are expressed in terms of position point P3 (the 
middle point of last robot rear wheels), represented in Cartesian coordinates, 

xd = xd (t), yd = yd (t), t ≥ 0, (71) 

Consequently, the state-space variable q and the kinematic variable η can be 
written as a function of flat outputs and their derivatives [16]. A desired output 
trajectory (14) is feasible when it fulfils equations of kinematics model (4) with 
reference to n-linked 2WD mobile robots [17]. 

Let us consider one given desired trajectory. This trajectory is defined by: 

ẋd = vnd · cosθnd (72) 

ẏd = vnd · sinθnd (73) 

θ̇nd = (vnd /dn−1) · tan
(
θ(n−1)d − θnd

)
(74)
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... 

θ̇(n−1)d = vnd · tan
(
θ(n−k−1)d − θ(n−k)d

)

d(n−k−1) · Πn−1 
i=n−k cos

(
θid  − θ(i+1)d

) (75) 

... 

θ̇2d = vnd · tan(θ1d − θ2d ) 
d1 · Πn−1 

i=2 cos
(
θid  − θ(i+1)d

) (76) 

θ̇1d = ω1d (77) 

One can remark that trajectories are feasible when the difference between angles(
θ(n−1)d − θnd

)
and

(
θ(n−2)d − θ(n−1)d

)
are not equal to (π/2), and the value of vnd /= 

0. 
From Eqs. (72) and (73), it can be concluded that: 

θnd = atan2{ẏd , ẋd} (78) 

Using Eq. (74), one can get: 

θ(n−1)d = θnd + atan(dn−1 θ̇nd /vnd ) (79) 

Using Eq. (75), one can get: 

θ(n−2)d = θ(n−1)d + atan
((
d(n−2) θ̇2dcos

(
θ(n−1)d − θnd

))
/vnd

)
(80) 

Also, from Eqs. (72) and (73), the following can be obtained: 

vnd = 
/
ẋ2 d + ẏ2 d (81) 

Differentiating Eqs. (72) and (73), and rearranging, one obtains: 

θ̇nd = ( ̈yd · ẋd − ẍd · ẏd )/v2 nd (82) 

Placing Eqs. (78) and (82) into Eq. (79), one gets: 

θ(n−2)d = atan2{ẏd , ẋd} + a tan
(
d2( ̈yd ẋd − ẍd ẏd )/v

3 
3d

)
(83) 

Differentiating Eq. (83), one obtains:
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θ̇(n−2)d = θ̇nd + 
d(n−2)vnd

(... 
y d ẋd − ... x d ẏd

)
v2 nd − 3( ̈yd ẋd − ẍd ẏd )( ̇xd ẍd + ẏd ÿd ) 

v6 nd + d2 
(n−2)

(... 
y d ẋd − ... x d ẏd

)2 

(84) 

Differentiating Eq. (80), one obtains: 

θ̇(n−2)d = θ̇(n−1)d + 
d 

dt  
atan

((
d(n−2) θ̇2dcos

(
θ(n−1)d − θnd

))
/vnd

)
(85) 

Equations (78–85) provide the feasibility conditions that the states and the input 
trajectories needed to fulfil to reproduce the desired feasible trajectories. 

Assumption 3 A reference trajectory xd , yd , θnd , θ(n−1)d , ν,  θ1d , the reference veloc-
ities and their time derivatives are continuous and uniformly bounded. Also, the 
reference velocities may not converge to zero as t → ∞. 

Design issues: A block diagram of the proposed fault compensation scheme 
is given can be seen in Fig. 2. For the controller design, the following steps are 
necessary: 

1. To facilitate the control design, a transformation of robot kinematic into chained 
form (canonical form) has to be performed. Generalized coordinates qd , q are 
used and the model equation has to be transformed into chained form blocks. 
The outputs are the new coordinates ξd , ξ and the new inputs αd , α. 

2. A recursive approach using the popular backstepping method is used to formulate 
the virtual kinematic control law αc. 

3. The desired performance is guaranteed desired by appropriate design of 
kinematic control law ηc. 

4. Based on kinematic control law ηc, the dynamic control law u is designed. This 
connection between kinematic control and dynamic control is rendered possible 
by putting the system into canonical form using the chained form transformation. 
This chained form is used to find a diffeomorphism which makes it possible to 
connect control laws. 

5. Multiple dynamic controllers are designed, each one taking into account a specific 
failure pattern. If the fault considered in the design matches the current fault, then 
the control signal can guarantee that η → ηc. 

5 Design of Adaptive Fault-Tolerant Control 

5.1 Design of Kinematic Control Law 

In this part, the kinematic model of multi-linked 2-WD mobile robots, has been 
considered. Applying the algorithm proposed in [18], using the change of coordinates 
presented in Sect. 4, the kinematic model can be represented in chained form as
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ξ̇1 = α1, 

ξ̇2 = α2, 

ξ̇3 = ξ2α1, 

ξ̇4 = ξ3α1, 

ξ̇5 = ξ4α1 (86) 

where, α1 and α2 are the two control inputs, and ξ = (ξ1, ξ2, . . . , ξ5) is the state 
vector. 

A change of coordinates can be applied to the desired trajectory ξd = 
(ξ1d , ξ2d , . . . , ξ5d ), providing 

ξ̇1d = cα1d , 

ξ̇2d = α2d , 

ξ̇3d = ξ2d α1d , 

ξ̇4d = ξ3d α1d , 

ξ̇5d = ξ4d α1d (87) 

where αd = (α1d , α2d ) are the reference control inputs. 
The tracking error is denoted as ξe = ξ −ξd . It can be established that the dynamics 

errors respect the following differential equations 

ξ̇1e = α1 − α1d 

ξ̇2e = α2 − α2d 

ξ̇3e = ξ2eα1d + ξ2(α1 − α1d ) 

ξ̇4e = ξ3eα1d + ξ3(α1 − α1d ) 

...
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ξ̇ne = ξ(n−1)eα1d + ξ(n−1)(α1 − α1d ) (88) 

Definition 1 The control design will be said to be semi globally solvable [54] for 
(86) if, for a compact set S ∈ Rn involving the origin, continuous time-varying 
state feedback controllers can be designed considering the form α1 = μ1(ξ ) and 
α2 = μ2(ξ ), so that for any initial tracking error ξe(0) = ξ (0) − ξd (0) in S, all the 
signals of the closed loop system (88) α1 and α2 are uniformly bounded. Furthermore 

lim 
t→∞|ξ (t) − ξd (t)| = 0 (89) 

5.1.1 Kinematic Control Law 

This subsection aims the design of the kinematic control law α1 and α2 that must 
ensure trajectory tracking. Firstly, an error dynamic is derived. Secondly, a change in 
coordinates is derived and the system (88) is organized in a triangular form suitable 
for the application of the integrator backstepping. 

Let us denote ξ̃d = (ξ2d , ν, ξ4d ) and let Φ1

(
.; ξ̃d

)
: R5 → R5 be the mapping 

defined by 

zi = ξ(n−i+1)e −
[
ξ(n−i )e + ξ(n−i )d

]
ξ1e, 1 ≤ i ≤ n − 2 

z4 = ξ2e 

z5 = ξ1e (90) 

Note that Φ1

(
.; ξ̃d

)
is a global diffeomorphism for ξ̃d ∈ R3 [54] and its inverse

Φ−1 
1

(
z; ξ̃d

)
is given by 

ξ1e = z5 

ξ2e = z4 

ξ3e = z3 + [z4 + ξ2d ]z5 

ξ4e = z2 + [z3+z4z5 + ξ2d z5 + ξ3d ]z5
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... 

ξne = z1 + [z2 + (z3+z(n−2)zn + ξ(n−a)d zn + ξ(n−2)d)zn + ξ(n−1)d ]zn 
(91) 

After a transformation, the dynamics of the tracking error can be written as 

ż1 = α1d z2 − ξn−2(α1 − α1d )zn 

... 

żn−3 = α1d zn−2 − ξ2(α1 − α1d )zn 

żn−2 = α1d zn−1 − α2zn 

żn−1 = α2 − α2d 

ż5 = α1 − α1d (92) 

The signals α1 and α2 must provide stable error dynamics. The algorithm proposed 
in [34] is the basis for the work developed in the following. 

Considering the system (92), the virtual control functions βi (1 ≤ i ≤ n − 2) 
should be considered for the backstepping design. 

Step (1): Let  z1 be a subsystem of (92) 

ż1 = α1d z2 − ξn−2(α1 − α1d )zn (93) 

where, α1d and zn are time-varying functions and the virtual control input signal is 
assigned to variable z2. Let z1 = z1, the time derivative of 

V1(z1) = 
1 

2 
z2 1 (94) 

Satisfies 

V̇1(z1) = α1d z1z2 − z1ξn−2(α1 − α1d )zn (95)
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Choosing β1(z1) as follows 

β1(z1) = z2 − z2 (96) 

with β1(z1) = 0 stabilizing (93) if  zn = 0. 
Equation (95) becomes 

V̇1(z1) = α1d z1z2 − z1ξn−2(α1 − α1d )zn (97) 

The approach derived in step 1 is recursively applied to the subsystem of system 
(92), where i = 2, . . . ,  n − 2. 

Step (n − 1): Consider the (z1, ..., zn−1) subsystem of (92) and the function 

Vn−1(z1, · · ·  , zn−1) = Vn−2(z1, · · ·  , zn−2) + 
1 

2 
z2 n−1 (98) 

From (97), the derivative of (53) from the solutions of (98) must satisfy 

V̇n−1 = z̄n−1

[

α1d z̄n−2 + α2 − α2d − 
n−2∑

i=1 

∂βn−2 

∂ zi 
α1d zi+1

]

−
(
z̄n−2 − z̄n−1 

∂βn−2 

∂ zn−2

)

α2zn −
[
n−3∑

i=1 

z̄i ξn−i−1 − 
n−3∑

i=1 

i∑

k=1 

z̄i+1 
∂βi 

∂zk 
ξn−k−1 − 

n−3∑

i=1 

z̄n−1 
∂βn−2 

∂ zi 
ξn−i−1

]

(α1 − α1d )zn 
(99) 

Applying the following control law 

α2 = α2d − cn−1zn−1 − α1d zn−2 + 
n−2∑

i=1 

∂βn−2 

∂ zi 
α1d zi+1 (100) 

where cn−1 > 0 are chosen to be constant, obtaining 

V̇n−1 = −cn−1z
2 
n−1 −

(
zn−2 − zn−1 

∂βn−2 

∂zn−2

)
α2zn − Δ1(α1 − α1d )zn (101) 

where Δ1

(
z1, z2, ν,  zn−1, ξ̃d

)
is a smooth function given by

Δ1

(
z1, z2, ..., zn−1, ξ̃d

)
= 

n−3∑

i=1 

[zi ξn−i−1 − 
i∑

k=1 

zi+1 
∂βi 

∂ zk 
ξn−k−1 − zn−1 

∂βn−2 

∂zi 
ξn−i−1] 
(102)
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Step (n): the final goal is to design α1 so that z1, . . . ,  zn asymptotically converge 
to zero. For this, a proper and positive-definite function Vn is selected as a candidate 
of the Lyapunov function for the system (92) 

Vn(z) = 
1 

2 
z2 1 +  · · ·  +  

1 

2 
z2 n−1 + 

κ 
2 
z2 n (103) 

where κ >  0 is a design parameter. The differentiation of Vn from the solutions of 
(92) results in 

V̇n = −cn−1z
2 
n−1 + zn

[
(κ − Δ1)(α1 − α1d ) −

(
zn−2 − zn−1 

∂βn−2 

∂ zn−2

)
α2

]
(104) 

By choosing the following control law 

α1 = α1d + (κ − Δ1)
−1 α2 (105) 

where cn > 0 is a chosen constant, leading to 

V̇n(z) = −cn−1z
2 
n−1 − cnz2 n (106) 

Equation (106) shows that V̇n is negative, providing stability of (92). 

Performance analysis 

Proposition 1 Assume that ξid  (2 ≤ i ≤ n − 1), αd , and α̇1d are bounded. Then, 
the problem can be semi globally solved for (86). A transformation of coordinates 
(90) and the application of the proposed design method to system (92), given any 
compact neighborhood S of the origin in Rn , it is possible to find a κ >  0 so that, all 
the solutions of the closed loop system (88), (100), and (105) are uniformly bounded 
if the initial conditions ξe(0) are inside S. Furthermore, if zero-convergence of α1d (t) 
does not occur, then limt→∞|ξ (t) − ξd (t)| = 0. 

The proof of proposition 1 is derived in [54]. 
As mentioned before, the objective is the design of the kinematic control laws 

α1 and α2 in (100) and (105) to achieve trajectory tracking control of the system 
considered in (92). 

α = Tαη (107) 

Define a virtual kinematic control law 

αc = Tαηc (108) 

and the velocity tracking error 

ηe = η − ηc (109)
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We obtain 

αe = α − αc = Tαηe (110) 

Accordingly, one can design the following virtual kinematic control law αc, 

α2c = α2d − cn−1zn−1 − α1d zn−2 + 
n−2∑

i=1 

∂βn−2 

∂zi 
α1d zi+1 (111) 

α1c = α1d + (κ − Δ1)
−1[−cnzn +

(
zn−2 − zn−1 

∂βn−2 

∂zn−2

)
α2c] (112) 

The kinematic control law is derived from Eq. (108) 

ηc = T −1 
α αc (113) 

Substituting (110), (111) and (112) into Eq. (106). Then, letting fη = 
[zn(κ − Δ1), zn

(
zn−1 

∂βn−2 

∂ zn−2 
zn−2

)
] results in 

V̇n(z) = −cn−1z
2 
n−1 − cnz2 n + f T η Tαηe (114) 

Note that, if f T η Tαηe → 0, then V̇n ≤ 0, and the system is stable. A dynamic 
controller will be designed to ensure the stability and also a desired performance. 

5.2 Dynamic Control Design 

5.2.1 Multi Design Integration 

Substituting (68) in (11), the dynamic equations including the actuator faults are 

η̇ = M−1 
1 M2η − M−1 

1 C + M−1 
1 Bσ u + M−1 

1 Bu f (115) 

where, u f is defined by u f = (IN − σ )u, and u = [u1r , u1l , u2r , u2l , u3r , u3l ]T 
represents the vector of control signals, σ(k), k = 1, 2, . . . ,  N denotes the k th possible 
pattern fault in the faults pattern matrix which satisfies the redundancy expressed in 
(70), N denotes the total number of possible fault patterns. 

A specific control signal u(k) can be designed for each σ(k) such that the system 
performance will be guaranteed if σ = σ(k). and u = u(k). In order to cover the set of 
all possible patterns, a nominal multi-design integration-based dynamic signal can 
be expressed by
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u∗ = 
N∑

k=1 

χ(k)u(k) (116) 

where 

χ(k) =
{
1 i f  σ = σ(k) 
0 otherwise 

(117) 

with χ(k) as 1 or 0, and thus Eq. (116) can be rewritten as 

u∗ = 
N∑

k=1 

diag{χ(k)1r , χ(k)1l , · · ·  , χ(k)nr , χ(k)nl}u(k) (118) 

where, 

χ(k)1r = χ(k)1l = χ(k)2r = χ(k)2l · · ·  =  χ(k)nr = χ(k)nl 

5.2.2 Design of Dynamic Control Law 

For each index k = 1, 2, . . . ,  N , χ(k) is uncertain if the current failure pattern σ is 
uncertain. In order to cope with this uncertainty, the following dynamic control law 
is proposed: 

u∗ = 
N∑

k=1 

χ̂(k) · u(k) (119) 

where 

χ̂(k) = diag
{
χ̂(k)1r , χ̂(k)1l , ...., χ̂(k)nr , χ̂(k)nl

}

is the estimate matrix. 
The derivative of the error in (109) is  

η̇e = η̇ − η̇c (120) 

Substituting (115) into (120), the following equation is found 

η̇e = −M
−1 
1 M2η − M−1 

1 C + M−1 
1 Bσ u + M−1 

1 Bu f − η̇c (121) 

If u
Δ

f represents the estimate of u f , then, the dynamic control signal u(k) can be 
proposed as
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u(k) =
(
M

−1 
1 Bσ(k)

)+[−cn+1ηe − T T α fη + M−1 
1 M2η +M

−1 
1 C − M−1 

1 Bu
Δ

f + η̇c

]

(122) 

for σ(k), k = 1, 2, . . . ,  N , where cn+1 > 0 is selected as a constant, and(
M

−1 
1 Bσ(k)

)+ 
is a generalized inverse matrix satisfying M

−1 
1 Bσ(k)

(
M

−1 
1 Bσ(k)

)+ 

= IN . For  k = 1, 2, . . . ,  N , one can define the estimation errors as∼u f = u f − u
Δ

f , 

χ̃(k)1r = χ(k) − χ̂(k)1r , χ̃(k)1l = χ(k) − χ̂(k)1l , 

χ̃(k)2r = χ(k) − χ̂(k)2r , χ̃(k)2l = χ(k) − χ̂(k)2l , 

... 

χ̃(k)nr = χ(k) − χ̂(k)nr , χ̃(k)nl = χ(k) − χ̂(k)nl (123) 

Then, substituting (116), (118) and (77) into (121), results in 

η̇e = −M
−1 
1 M2η − M−1 

1 C + M−1 
1 Bσ u∗ + M−1 

1 Bu f − η̇c + M−1 
1 Bσ

(
u − u∗)

η̇e = −c6 · ηe − T T α · fη + M−1 
1 · B · ũ f − 

N∑

k=1

(
M

−1 
1 B

)

c1 
· σ1r · χ̃(k)1r · u(k)1r 

− 
N∑

k=1

(
M

−1 
1 B

)

c2 
σ1l · χ̃(k)1l · u(k)1l − 

N∑

k=1

(
M

−1 
1 B

)

c3 
· σ2r · χ̃(k)2r · u(k)2r 

− 
N∑

k=1

(
M

−1 
1 B

)

c4 
· σ2l · χ̃(k)2l · u(k)2l 

... 

− 
N∑

k=1

(
M

−1 
1 B

)

c(n−1) 
σnr χ̃(k)nr u(k)nr − 

N∑

k=1

(
M

−1 
1 B

)

cn 
σnl χ̃(k)nlu(k)nl (124) 

where,
(
M

−1 
1 · B

)

ci 
(i = 1, . . . ,  N ) denotes the i th column vector of matrix M

−1 
1 ·B.
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5.2.3 Adaptive Law 

According to the error equation in (124) and (122), the following adaptive law can 
be deduced 

ũ f =
(
M

−1 
1 B

)T 
ηe + Γ f (125) 

where, the positive-definite matrix Γ f = ΓT 
f ∈ Rn×n has constant real values. 

In order to develop the dynamic control law u in (124), one can deduce the 
following adaptive laws χ̂(k)1r , χ̂(k)1l , ν,  ̂χ(k)nr and χ̂(k)nl : 

˙̂χ(k)1r = fk1r − γk1r u(k)1r η
T 
e

(
M

−1 
1 B

)

c1 

˙̂χ(k)1l = fk1l − γk1lu(k)1l η
T 
e

(
M

−1 
1 B

)

c2 

˙̂χ(k)2r = fk2r − γk2r u(k)2r η
T 
e

(
M

−1 
B
)

c3 

˙̂χ(k)2l = fk2l − γk2lu(k)2l η
T 
e

(
M

−1 
1 B

)

c4 

... 

˙̂χ(k)nr = fknr − γknr u(k)nr η
T 
e

(
M

−1 
1 B

)

c(n−1) 

˙̂χ(k)nl = fknl  − γk3lu(k)nl η
T 
e

(
M

−1 
1 B

)

cn 
(126) 

where, γk1r > 0, γk1l > 0, γk2r > 0, γk2r > 0, . . .  γknr > 0, and γknl  > 0, denotes 
the adaptation gains for k = 1, 2, ..., N . 

Standard parameter projection functions [70] fk1r, fk1l, fk2r, fk2l, . . .  fknr and fknl  
are set to ensure the boundedness of the parameters errors χ̃(k)1r , χ̃(k)1l , χ̃(k)2r , χ̃(k)2l , 
. . .  χ̃(k)nr , χ̃(k)nl . 

Let us define 

pk1r = −γk1r · u(k)1r · ηT 
e ·

(
M

−1 
1 B

)

c1, 

pk1l = −γk1l · u(k)1l · ηT 
e ·

(
M

−1 
1 B

)

c2, 

pk2r = −γk2r · u(k)2r · ηT 
e ·

(
M

−1 
1 B

)

c3,
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pk2l = −γk2l · u(k)2l · ηT 
e ·

(
M

−1 
1 B

)

c4, 

... 

pknr = −γknr ·u(k)nr · ηT 
e ·

(
M

−1 
1 B

)

c5, 

pknl = −γknl  · u(k)nl · ηT 
e ·

(
M

−1 
1 B

)

c6 
, (127) 

The following projection functions are used to bound the adaptive gains 

fk j  = 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

0, 
if χ̂(k) j ∈ (0, 1), or 

if χ̂(k) j = 0 and pkj  ≥ 0, or 
if χ̂(k) j = 1 and pkj  ≤ 0, 

−pkj  , otherwise 

(128) 

Lemma 1 Based on the adaptive laws in (126) together with projection functions in 
(128) for  k = 1, 2, ..., N to ensure. 

1. For k = 1, 2, ..., N , χ̃(k)1r fk1r ≥ 0, χ̃(k)1l fk1l ≥ 0, χ̃(k)2r fk2r ≥ 0, χ̃(k)2l fk2l ≥ 
0, ν, χ̃(k)nr fknr ≥ 0, and χ̃(k)nl fknl, ≥ 0. 

2. χ̂(k)1r , χ̂(k)1l , ..., χ̂(k)nr , χ̂(k)nl ∈ [0, 1]. 

Proof The same proofs can be followed for the 2n adaptive laws. One may take χ̂(k)1r 

as an example. 

Firstly, the initial value of estimate can be set as χ̂(k)1r (0) ∈ (0, 1). With j = 1r , 
the projection functions in (128) will ensure χ̂(k)1r (t) ∈ (0, 1),

(
χ(k)1r − χ̂(k)1r

) · fk1r = χ̃(k)1r ·k1r ≥ 0 (129) 

The following three cases can be analyzed 

1. If χ̂(k)1r = 1 and pk1r > 0, then χ(k)1r − χ̂(k)1r ≤ 0 and fk1r = −pk1r < 0, 
which also means (128) is ensured, 

2. If χ̂(k)1r = 0 and pk1r < 0, then χ(k)1r − χ̂(k)1r ≥ 0 and fk1r = −pk1r > 0, 
which means (128) is ensured, 

3. Furthermore, with fk1r = 0, then (128) is ensured. 

Similarly, the same properties can also be obtained for the other five adaptive laws. 
The proof is completed.
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5.3 Stability Analysis 

In this section, an analysis of the system’s stability and performance is presented. 

Theorem 2 For n-linked mobile robots subject to actuator failure modelled as (69)-
(70), the proposed control scheme consists of the following elements: the kinematic 
control law in (113), dynamic control law in (119) based on multiple control signals 
in (122) and the updated projection adaptive laws, which are described in (125) and 
(126). 

Proof According to Remark 2, there are (2n − 2) compensable cases: no fault, and 
cases where there is one faulty actuator and up to four faulty actuators simultaneously. 
Therefore, the system is given as follows. 

I. No-fault Condition: the proposed Lyapunov candidate function is 

Vn+1 = Vn + 
1 

2 
ηT 
e ηe + 

1 

2
∼u 
T 
f Γ

−1 
f
∼u f + 

1 

2

[
N∑

k=1 

σ1r γ −1 
k1r χ̃ 2 (k)1r + 

N∑

k=1 

σ1l γ −1 
k1l χ̃ 2 (k)1l 

+ 
N∑

k=1 

σ2r γ −1 
k2r χ̃ 2 (k)2r 

N∑

k=1 

σ2l γ −1 
k2l χ̃ 2 (k)2l 

... 

+ 
N∑

k=1 

σnr γ −1 
knr χ̃ 2 (k)nr + 

N∑

k=1 

σnl γ −1 
knl  χ̃ 2 (k)nl

]

(130) 

Then, the derivative of Vn+1 is 

V̇n+1 = V̇n + ˜̄uT 
f · Γ−1 

f · ˙̄̃u f + ηT 
e · η̇e +

[
N∑

k=1 

γ −1 
k1r · χ̃(k)1r · ˙̃χ(k)1r + 

N∑

k=1 

γ −1 
k1l · χ̃(k)1l · 

˙̃χ(k)1l + 
N∑

k=1 

γ −1 
k2r χ̃(k)2r 

˙̃χ(k)2r + 
N∑

k=1 

γ −1 
k2l χ̃(k)2l 

˙̃χ(k)2l 

... 

+ 
N∑

k=1 

γ −1 
knr · χ̃(k)nr · ˙̃χ(k)nr + 

N∑

k=1 

γ −1 
knl  · χ̃(k)nl · ˙̃χ(k)nl

]

(131)
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Substituting (114) and (120)–(126) into (131), and using ˙̃u f = −˙̂u, ˙̃χ(k)1r = 
− ̇̂χ(k)1r , ˙̃χ(k)1l = −  ̂̇χ(k)1l , ˙̃χ(k)2r = −  ̂̇χ(k)2r , ˙̃χ(k)2l = −  ̂̇χ(k)2l , ν, ˙̃χ(k)nr = −  ̂̇χ(k)nr , 
and ˙̃χ(k)nl = −  ̂̇χ(k)nl , to have 

V̇n+1 = cn−2z
2 
n−2 − cnηT 

e ηe − cn−1z
2 
n−1 − 

N∑

k=1 

γ −1 
k1r χ̃(k)1r fk1r − 

N∑

k=1 

γ −1 
k1l χ̃(k)1l fk1l 

− 
N∑

k=1 

γ −1 
k2r χ̃(k)2r fk2r − 

N∑

k=1 

γ −1 
k2l χ̃(k)2l fk2l 

... 

− 
N∑

k=1 

γ −1 
knr χ̃(k)nr fknr − 

N∑

k=1 

γ −1 
knl  χ̃(k)nl fknl

]

(132) 

If this is combined with second property of Lemma 1, one can have 

V̇n+1 ≤ −cn−1z
2 
n−1 − cnz2 n − cn+1η

T 
e ηe ≤ 0 (133) 

Equation (133) indicates that:ηe ∈ L∞, z1, z2, z3, ..., zn , z1, z2, . . ., zn−1, and 
z4, z5, ηe ∈ L2 and all estimates are bounded. One can find the definitions of L∞ 

and L2 in [70–72]. 
Then, based on Eqs. (28), (31), and also from (35)–(41) and (45)–(52), then using 

Barbalat Lemma, one can conclude that the boundness of all closed loop system 
signals are guaranteed, and limt→∞ zn−1 = 0, limt→∞ zn = 0 and limt→∞ ηe = 0, 
which also implies limt→∞ αe = 0, with Eq. (40). and also, we have limt→∞ z1 = 0, 
ν, limt→∞ zn = 0, limt→∞ z1 = 0, ν, limt→∞ zn−1 = 0, and |α1d | ≥ 0 [73–76]. 

Then, one can further deduce limt→∞ α2c = α2d based on Eq. (37), this leads to 
limt→∞ α2 = α2d , and also limt→∞ α1c = α1d . Consequently, according to Eq. (38), 
it follows that limt→∞ α1 = α1d . 

The signals of closed loop system are uniformly bounded, furthermore 
limt→∞ zi (t) = 0, (i = 1, . . .  n) and limt→∞ ξie(t) = 0, (i = 1, . . .  n) 
limt→∞(η(t) − ηc(t)) = 0, which also means limt→∞(q(t) − qd (t)) = 0. 

II. Failure of one actuator: If the left actuator of robot 1 id faulty; that is, σ = 
diag{1, 0, ..., 1, 1} with σ(1l) = 0. In this case, the Lyapunov function candidate 
is considered as 

Vn+1 =Vn + 
1 

2 
ηT 
e ηe + 

1 

2
∼̄u T f Γ

−1 
f
∼̄u f + 

1 

2

[
N∑

k=1 

σ1r γ −1 
k1r χ̃ 2 (k)1r + 

N∑

k=1 

σ1l γ −1 
k1l χ̃ 2 (k)1l
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+ 
N∑

k=1 

σ2r γ −1 
k2r χ̃ 2 (k)2r 

N∑

k=1 

σ2l γ −1 
k2l χ̃ 2 (k)2l 

... 

+ 
N∑

k=1 

σnr γ −1 
knr χ̃ 2 (k)nr + 

N∑

k=1 

σnl γ −1 
knl  χ̃ 2 (k)nl

]

(134) 

Then, according to Lemma 1 and Eqs. (44), (54)–(56), one can obtain, 

V̇n+1 ≤ −cn−1z
2 
n−1 − cnz2 n − cn+1η

T 
e ηe ≤ 0 (135) 

It is worthy to note that, there is no χ̃(k)1l for k = 1, 2, . . . ,  N , in (64). However, 
they are bounded due to the first property of Lemma 1. Then, from (135), it can be 
summed up that system stability and asymptotic trajectory tracking are established 
when compared to the first case (fault free case). The performance analysis of the 
system for other cases of one faulty actuator is similar. 

III. Failure in (2n − 2) actuators: If a fault has occurred in the left wheel of robot 
1, the right wheel of robot 2, and the right and left wheel of robot 3. In this case, 
the vector matrix σ is defined as σ = diag{1, 0, 0, 1, ..., 0, 0} with σ(1l) = 0, 
σ(2r ) = 0, σ(3r) = 0, σ(3l) = 0. Then, the Lyapunov function candidate will be 
considered as 

Vn+1 =Vn + 
1 

2
∼u 
T 
f Γ

−1 
f
∼u f + 

1 

2 
ηT 
e ηe + 

1 

2

[
N∑

k=1 

σ1l γ −1 
k1l χ̃ 2 (k)1l + 

N∑

k=1 

σ1r γ −1 
k1r χ̃ 2 (k)1r 

+ 
1 

2

[
N∑

k=1 

σ2l γ −1 
k2l χ̃ 2 (k)2l + 

N∑

k=1 

σ1r γ −1 
k1r χ̃ 2 (k)1r

]

(136) 

Then, according to (44), (54)–(56) and Lemma 1, 

V̇n+1 ≤ −cn−1z
2 
4 − cnz2 5 − cn+1η

T 
e ηe ≤ 0 (137) 

From Eq. (137), it can be concluded that the system is stable in closed-loop and 
the trajectory can be asymptotically tracked.
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6 Simulations 

For the simulations, it is considered a system with three-physically linked 2WD 
mobile robots, with the parameters of the mobile robots as described in [12]: b1 = 
b2 = b3 = 0.75m, r1 = r2 = r3 = 0.15m, a1 = a2 = a3 = 0.3m, m1 = m2 = 
m3 = 30 kg, Im1 = Im2 = Im3 = 15.625 kg/m2. 

The link between two robots has length d = 1m. The reference trajectory is 
generated by (78)–(85) with xd (0) = yd (0) = θ3d (0) = θ2d (0) = θ1d (0) = 0. 

The fault conditions that are selected to check the effectiveness of the proposed 
fault compensation scheme are: 

• No fault: σ(1) = diag{1, 1, 1, 1, 1, 1}, 0 ≤ t < 20s 
• τ1r , fails: τ1r = 0, σ(2) = diag{0, 1, 1, 1, 1, 1}20s ≤ t < 40s 
• τ1r ,τ3l , fail: τ1r = 0, τ3l = −2Nm, σ(3) = diag{0, 1, 1, 1, 1, 0}, 40s ≤ t < 60s 
• τ3l , fails:τ3l = −2Nm, σ(4) = diag{1, 1, 1, 1, 1, 0}, 60s ≤ t < 80s 
• τ3r , τ3l , fail: τ3r = −1Nm, τ3l = −2Nm, σ(5) = diag{1, 1, 1, 1, 0, 0}, t ≥ 80s 

Five failure patterns have been taken ino account to satisfy the redundancy condi-
tion given by (13). The failure patterns could cope with the fault conditions: non-
faulty; a fault in one actuator; a fault in one actuator of robot 1 and one actuator of 
robot 3; a fault in one actuator of robot 3; faults in both actuators of robots 3. 

The initial conditions are: x(0) = y(0) = 0.5, θ3(0) = θ2(0) = θ1(0) = 30◦. 
The adaptation gains are set as: Γ f = I6, and γk1r = γk1l = γk2r = γk2l = γk3r = 

γk3l = 1, for k = 1, 2, 3, 4, 5. The control gains are set as: C4 = C5 = C6 = 2 and 
κ = 5. 

Figure 3 presents the positions of the three robots and the reference trajectory. 
Figure 4 presents the actuating control torques generated by wheels of the three 
robots, showing that the fault in the actuators are compatible with the fault conditions 
considered for the simulation.

Figure 5 shows the tracking errors of the states. Figure 6 shows the orientation 
error between two robots. It can be seen that the stability and the asymptotic trajectory 
tracking are guaranteed, in spite of the faults in the actuators.

Algorithmic Steps for Adaptive FTC Design of Robotic System 

This section summarizes the steps to design the passive scheme of FTC for n-linked 
2WD mobile robots (n > 1).

1. A transformation of coordinates using the chained form is applied to kinematic 
the model of multi-linked 2WD mobile robots. This consists in transforming the 
nonlinear model into an equivalent linear one through a change of variables and 
feedback transformation. The chained form for n-linked robots was presented in 
Sect. 4, page 8 (Theorem 1). Its application for three-linked robots was shown 
in Sect. 4, page 13. 

2. Establishing recursive algorithm to represent kinematic control design for n 
(n > 1) linked robots to ensure the system’s states asymptotical convergence 
to the reference trajectories [65]. This algorithm is presented in Sect. 7, page 18,
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Fig. 3 Robot trajectories in (x, y) plane

for three-linked robots. The same methodology may be applied easily for any 
n-linked robots.

3. Finally, general dynamic control laws including actuator faults are designed, each 
one designed for a specific fault pattern. If the actual fault is compatible with a 
pattern used in the control design, then the related control signal may guarantee 
the desired performance. Considering different and possible fault patterns, a 
multi-design integration-based adaptive dynamic controller has been designed 
to solve the control problems due to these faults. 

7 Conclusions 

This chapter presented a trajectory tracking control method of multi-linked 2WD 
mobile robots subjected to actuator faults. The proposed adaptive FTC strategies are 
based on common theoretical tools related to WMR kinematic and dynamic models, 
and also nonlinear adaptive control. The theoretical developments were validated in 
a simulation using three-linked 2WD robots. 

One of the contributions concerns the development of a general control strategy 
for multi-linked 2WD mobile robots to compensate for actuator faults, with a gener-
alization to the configuration of n (n > 1) physically-linked 2WD mobile robots.
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Fig. 4 Control torque inputs produced by the three robots

Kinematic and dynamic models applied to multi-linked 2WD mobile robots were 
proposed, and a generalization of the FTC compensation algorithm for mobile robotic 
system has been established. Using a chained form representation ensure that the 
system’s states convergence to the reference trajectories is guaranteed. Furthermore, 
a general dynamic control law including actuator faults was designed considering 
an unknown failure pattern matrix. Thus, a multi-design integration-based adaptive 
control algorithm subjected to failures of actuators faults has been developed to avoid 
the control switching mechanism and also to conveniently deal with the friction.
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Fig. 6 Orientation errors between the two robots

8. Appendix 

8.1. Input Transformation Matrix B(q) 

The directions of the n-robots in the forward motion can be expressed by the following 
unit vectors 

U1 = [cosθ1, sinθ1]
T , U2 = [cosθ2, sinθ2]

T , ...., Un = [cosθn, sinθn]
T (138) 

where cosθi and sinθ1 (i = 1, 2, · · ·  , n) are the components in the X and Y directions, 
respectively. 

The control force and torque vectors generated by actuators are 

F1 = 
τ1r + τ1l 

r1 
U1, F2 = 

τ2r + τ2l 
r2 

U2, ..., FN = 
τnr + τnl 

rn 
Un 

Mt1 = 
τ1r − τ1l 

r1 
b1, ...., Mt2 = 

τ2r − τ2l 
r2 

b2, ....MtN  = 
τnr − τnl 

rn 
bn (139)
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where, the vectors Mti  (1, 2, · · ·  , n) are oriented in the direction of Z-axis. The 
position vector rp1 can be expressed as 

rp1 =
(

x + 
n∑

i=1 

di cosθi

)

Î +
(

y + 
n∑

i=1 

di sinθi

)

Ĵ , ...., rpn = [x, y]T (140) 

The variation in position vector rp1 can be described by 

δrp1 =
(

δx − 
n∑

i=1 

di sinθi δθi

)

Î +
(

δy + 
n∑

i=1 

di cosθi δθi

)

Ĵ , δrpn = [δx, δy]T 

(141) 

Also, the variation in the total work due to applied generalized forces is given by 

δW = FT 
1 δrp1 + FT 

2 δrp2 +  · · ·  +  FT 
N δrpn + Mt1δθ1 + Mt2δθ2 +  · · ·  +  MtN  δθn 

(142) 

where δr p1, δr p2, · · ·  , δr pn and δθ1, δθ2, · · ·  , δθn are variations of rp1, · · ·  , rpn , 
and θ1, · · ·  , θn . Since q is defined by q =

[
x, y, θn, θn−1, . . . , θ  1

]T 
, one can rewrite 

Equation (144) as follows:  

δW = FT 
1 · ∂rp1 

∂q 
· δq + FT 

2 · ∂rp2 
∂q 

· δq + ... + FT 
n · ∂rpn 

∂q 
· δq 

+ Mt1 · ∂θ1 

∂q 
+ Mt2 · ∂θ2 

∂q 
+ ... + Mtn · ∂θn 

∂q 
QT · δq (143) 

where δq represents the incremental variation of q, and the vector Q, which represents 
the generalized forces that corresponds to generalized system coordinates, can be 
written as, 

Q =
(

∂rp1 
∂q

)T 

· F1 + ν +
(

∂rpn 
∂q

)T 

· Fn +
(

∂θ1 

∂q

)T 

· Mt1 + ν +
(

∂θn 

∂q

)T 

· Mtn 

(144) 

One can define the injection matrix B(q) as 

B(q) = 
∂ Q 
∂τ 

(145) 

where,τ represents the control torque vector τ = [τ1r , τ1l , τ2r , τ2l , · · ·  , τnr , τnl ].
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9. Appendix 

9.2. Inertia Matrix M(q) and Matrix of Coriolis Forces 
C

(
q, q̇

)
for Robotic System 

The position vectors C1, . . . ,  Cn can be defined by 

rc1 =rp1 + a1U1 

= [x + dcosθ2 + a1cosθ1, y + dsinθ2 + a1sinθ1]
T 

rcn = rpn + anUn = [x + ancosθn, y + ansinθn]
T (146) 

The kinematic energy of the system is defined by 

T (q, q̇) = 
1 

2

∑n 

i=0
{Imi θ̇ 2 i + mi ṙ 

T 
ci ṙci } (147) 

Taking the time derivative of rc1...., rcn , to have  

ṙc1 = 
∂rc1 
∂q 

· q̇ = T1 · q̇, ..., ṙcn = 
∂rcn 
∂q 

· q̇ = Tn · q̇ (148) 

where, the matrices, T1, . . . ,  Tn in (B.3) represents Jacobian matrices. Accordingly, 
one can rewrite the kinematic energy of robotic system as follows: 

T (q, q̇) = 
1 

2

∑n 

i=0
{Imi θ̇ 2 i + mi q̇

T T T i T i q̇} (149) 

where 

M(q) = diag({0, 0, Im1, Im2, · · ·  , Imn}) +
∑n 

i=0
{mi T 

T 
i T i } (150) 

where, M(q) represents inertia matrix of robotic system, which is symmetric and 
positive-definite matrix. 

One can proceed by writing the Lagrange formulation of the robotic system as 

d 

dt

(
∂T 

∂ ̇q

)
− 

∂T 

∂q 
= Q + AT (q)λ (151) 

From (149), 

∂T 

∂ ̇q 
= M q̇ (152)
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Then, 

d 

dt

(
∂T 

∂ ̇q

)
− 

∂ T 
∂q 

= Ṁ q̇ + M q̈ − 
∂ T 
∂q 

= M q̈ + C(q, q̇) (153) 

where the centripetal Coriolis vector C(q, q̇) can be expressed as 

C(q, q̇) = Ṁ q̇ − 
∂T 

∂q 
(154) 
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29. Şahin O, Dede M (2022) Model-based detection and isolation of the wheel slippage and actuator 
faults of a holonomic mobile robot. Industrial Robot, ahead-of-print (ahead-of-print) 

30. Qina M, Dian S et al. (2022) Fractional-order SMC controller for mobile robot trajectory 
tracking under actuator fault. Syst Sci & Control Eng J 10(1) 

31. Leite A, Schafer B, Souza M (2012) Fault-tolerant control strategy for steering failures in 
wheeled planetary rovers. Journal of Robotics 2012:15 

32. Stavrou D, Eliades D, Panayiotou C et al (2016) Fault detection for service mobile robots using 
model-based method. Springer, Autonomous Robots 40(2):383–394 

33. Shen Z, Ma Y, Song Y (2016) Robust adaptive fault-tolerant control of mobile robots with 
varying center of mass. IEEE Trans Ind Electron PP (99) 

34. Ji M, Zhang Z, Biswas G et al (2003) Hybrid fault adaptive control of a wheeled mobile robot. 
IEEE/ASME Trans Mechatron 8(2):226–233 

35. Chang Y, Wu C, Yang CY (2015) Adaptive output-feedback fault-tolerant tracking control for 
mobile robots under partial loss of actuator effectiveness. In: 2015 54th IEEE conference on 
decision and control. Osaka, pp 6306–6311 

36. Dixon W, Walker I, Dawson D (2001) Fault detection for wheeled mobile robots with para-
metric uncertainty. In: 2001 IEEE/ASME International conference on advanced intelligent 
mechatronics, vol 2. pp 1245–1250 

37. Bisgaard M, Vinther D, Østergaard K (2004) Modelling and fault-tolerant control of an 
autonomous wheeled robot. University of Aalbog, Institute of Control Engineering 

38. Rotondo D, Puig V, Nejjari F et al (2014) A fault-hiding approach for the switching Quasi-
LPV fault-tolerant control of a four-wheeled omnidirectional mobile robot. IEEE Trans Industr 
Electron 62(6):3932–3944



328 A. Al-Dujaili et al.

39. Koh M, Noton M, Khoo S (2012) Robust fault-tolerant leader-follower control of four-wheel-
steering mobile robots using terminal sliding mode. Aust J Electr Electron Eng 9(4):247–254 

40. Kim T, Park J, Kim H (2015) Actuator reconfiguration control of a robotic vehicle with four 
independent wheel driving. In: The 15th International conference on control, automation and 
systems. Busan, Korea, pp 1767–1770 

41. Mohareri O, Daouadi R, Rad A (2012) Indirect adaptive tracking control of a nonholonomic 
mobile robot via neural networks. Neurocomputing 88:54–66 

42. Yang J, Kim J (1999) Sliding mode control for trajectory tracking of nonholonomic wheeled 
mobile robots. IEEE Trans Robot Autom 15(3):578–587 

43. Bushnell L, Tilbury M, Sastry S (1995) Steering three-input nonholonomic systems: the fire 
truck example. Int J Robot Res 14(4) 

44. Isidori A (1989) Nonlinear control systems: an introduction, 2nd edn. Springer-Verlag New 
York, Inc. New York, USA 

45. Murray R, Sastry S (1993) Nonholonomic motion planning: steering using sinusoids. IEEE 
Trans Autom Control 38(5):700–716 

46. Murray R, Sastry S (1991) Steering nonholonomic systems in chained forms. In: Proceedings 
of the 30th Conference on decision and control, vol 2. Brighton, England, pp 1121–1126 

47. Oriolo G, Luca A, Vendittelli M (2002) WMR control via dynamic feedback linearization: 
design, implementation, and experimental validation. IEEE Transaction on Control Systems 
Technology 10(6):835–852 

48. Dong W, Xu W (2001) Adaptive tracking control of uncertain nonholonomic dynamic system. 
IEEE Trans Autom Control 46(3):450–454 

49. Kuc T, Baek S, Park K (2001) Adaptive learning controller for autonomous mobile robots. IEE 
Proc Control Theory Appl 148(1): 49–54 

50. Morin P, Samson C (2009) Control of nonholonomic mobile robots based on the transverse 
function approach. IEEE Trans Rob 25(5):1058–1073 

51. Buccieri D, Perritaz D, Mullaupt P et al (2009) Velocity-scheduling control for a unicycle 
mobile robot: theory and experiments. IEEE Trans Rob 25(2):451–458 

52. Dixon W, Dawson D, Zhang F et al (2000) Global exponential tracking control of a mobile 
robot system via a PE condition. IEEE Trans Syst Man Cybern 30(1):129–142 

53. Ortigoza R, Ortigoza G, Guzman V et al (2008) Trajectory tracking in a mobile robot without 
using velocity measurement for control of wheels. IEEE Latin America Transaction 6(7):598– 
607 

54. Jiang Z, Nijmeijer H (1999) A recursive technique for tracking control of non-holonomic 
systems in chained form. IEEE Trans Autom Control 44(2):265–279 

55. Huang T (2009) Adaptive tracking control of high-order nonholonomic mobile robot systems. 
IET Control Theory & Appl 3(6):681–690 

56. Dixon W, Dawson D, Zargeroglu E et al (2001) Adaptive tracking control of a wheeled mobile 
robot via an uncalibrated camera system. IEEE Trans Syst Man Cybern 31:341–352 

57. Dixon W, Queiroz M, Dawson D et al (2004) Adaptive tracking and regulation of a wheeled 
mobile robot with controller/update law modularity. IEEE Trans Control Syst Technol 
12(1):138–147 

58. Coelho P, Nunes U (2005) Path-following control of mobile robots in presence of uncertainties. 
IEEE Trans Rob 21(2):252–261 

59. Yang J, Kim J (1999) Sliding mode motion control of nonholonomic mobile robots. IEEE 
Control Syst 19(2):15–23 

60. Ma Y, Cocquempot V, el Najjar M, Jiang B (2017) Multi design integration based adaptive 
actuator failure compensation control for two linked 2WD mobile robots. IEEE/ASME Trans 
Mechatron 22(5):2174–2185 

61. Ma Y, Cocquempot V, El Najjar M, Jiang B (2017) Adaptive compensation of multiple actuator 
faults for two physically linked 2WD robots. IEEE Trans Robot PP (99):1–8 

62. Ma Y, Cocquempot V, El Najjar M, Jiang B (2017) Actuator failure compensation for two 
linked 2WD mobile robots based on multiple-model control. Int J Appl Math Comput Sci 
(AMCS) 27(4)



Adaptive Fault-Tolerant Control Design for Multi-linked Two-Wheel … 329

63. Ma Y, AL-Dujaili A, Cocquempot V, EL Najjar M (2016) An adaptive actuator failure 
compensation scheme for two linked 2WD mobile robots. Adv Control Diagn ACD 

64. AL-Dujaili A, Ma Y, EL Najjar M, Cocquempot V (2017) Actuator fault compensation in three 
linked 2WD mobile robots using multiple dynamic controllers. IFAC WC, Toulouse 

65. AL-Dujaili A, Cocquempot V, EL Najjar M, Ma Y (2017) Actuator fault compensation 
tracking control for multi linked 2WD mobile robots. In: IEEE MED 2017, 25th Mediterranean 
Conference on control and automation 

66. Ryu J, Agrawal S, Franch J (2008) Motion planning and control of a tractor with a steerable 
trailer using differential flatness. J Comput Nonlinear Dyn 3(3) 

67. Khalaji A, Moosavian S (2016) Dynamic modeling and tracking control of a car with trailers. 
Multibody SysDyn 37(2):211–225 

68. Matos A (2011) Optimization and control of nonholonomic vehicles and vehicles formations. 
Ph.D. Thesis, University of Porto 

69. Murray R, LI Z, Sastry S (1994) A mathematical introduction to robotic manipulation. Textbook 
by CRC Press. ISBN 9780849379819, p 480 

70. Tao G, Shuhao C, Tag X, Joshi S (2004) Adaptive control of system with actuator failures. 
Springer, New York 

71. Liao J, Chen Z, Yao B (2017) Performance-oriented coordinated adaptive robust control for 
four-wheel independently driven skid steer mobile robot. IEEE Access 5:19048–19057 

72. Park S, Yoo S, Park J, Choi H (2009) "Adaptive neural sliding mode control of nonholonomic 
wheeled mobile robots with model uncertainty. IEEE Trans Control Syst Technol 17(1):207– 
214 

73. Hao X, Zheng J, Rifai C, Hung N (2021) Robust tracking control of a differential drive wheeled 
mobile robot using fast nonsingular terminal sliding mode. Comput & Electr Eng J 96(Part 
A):207–214 

74. Labbadi M, Boubaker S, Djemai M et al. (2022) Fixed-time fractional-order global sliding 
mode control for nonholonomic mobile robot systems under external disturbances. Fractal 
Fract J 6(177) 

75. Yang H, Guo M, Xia Y, Cheng L: Trajectory tracking for wheeled mobile robots via model 
predictive control with softening constraints. IET Control Theory & Appl 12(2):206–214 

76. Al-Dujaili A, Amjad H, Pereira A, Kasim I (2021) “Adaptive backstepping control design for 
ball and beam system”. Int Rev Appl Sci Eng 12(3):211–221



Design and Implementation of a Robust 
6-DOF Quadrotor Controller Based 
on Kalman Filter for Position Control 

Amar Bousbaine , Abdelkader Fareha, Ajay K. Josaph, Arezki Fekik , 
Ahmad Taher Azar , Riad Moualek , Nabil Benyahia , 
Nacereddine Benamrouche , Nashwa Ahmad Kamal, 
Ammar K. Al Mhdawi , Amjad J. Humaidi, 
and Ibraheem Kasim Ibraheem 

Abstract The objective of this chapter is to develop quadcopter flight control algo-
rithms using a PID controller enhanced by a Kalman Filter (KF) using an experi-
mental approach to extract the physical and aerodynamic settings of the quadcopter. 
It is first necessary to present the current state of the quadcopter analytical dynamics 
model in order to achieve an effective design. A second step involves the develop-
ment of the quadcopter’s hardware and software, as well as the development of a full 
thrust test rig to extract the parameters of the propulsion system and the linearisa-
tion approximations between the different variables. Using the quadcopter’s 6-DOF 
analytical dynamic model, the controller’s control parameters are determined using 
a PID design enhanced with KF. Test results were assessed using dynamic response 
curves and 3D Matlab visualisations. In order to evaluate the performance of the PID 
controllers, we measured the time response, overshoot, and settling time with and 
without the KF. After the SIMULINK model’s results for the drone were accepted, 
a C++ code was produced. Uploading the generated code into the Pixhawk autopilot 
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was accomplished through a Simulink application in the autopilot firmware. Based 
on the Pixhawk autopilot, we present a quick and real-time test solution for drone 
controllers. Further enhancements are provided by near-real-time tuning of the con-
trol settings. This research uses the Embedded Coder Tool to develop SIMULINK-
generated code for the Pixhawk autopilot board. 

Keywords Quadcopter · Simulink · Pixhawk · Kalman filter · PID controller ·
Dynamic model 

1 Introduction 

The term drone refers to an Unmanned Aerial Vehicle (UAV) that does not have a 
pilot. In most cases, they are controlled by a ground control station. Depending on the 
algorithm used by the onboard computers, the flight may be controlled autonomously 
or remotely from the ground. UAVs are often preferred over manned aircraft due 
to their flexibility, endurance, and cost-effectiveness. Drones or unmanned aerial 
vehicles (UAVs) are aircraft, helicopters, etc. that are controlled remotely with a 
remote control or are autonomously operated by an algorithm. A UAV is generally 
classified based on its weight, altitude range, and endurance. The main types of 
aircraft are vertical take-off and landing (VITOL) aircraft such as quadcopters and 
helicopters as well as flapping wing aircraft [ 7, 8, 15, 46, 57]. However, with respect 
to the other principles of flight, VTOL systems have particular properties that make 
it possible to execute applications that would be difficult or impossible with other 
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systems. VTOL aircraft are capable of hovering and flying at low speeds in addition to 
taking off and landing vertically. As a result of the simplicity of control, this method 
has a significant advantage. VTOL, in its various configurations, represents one of 
the most compact and capable flying concepts available today [ 2, 3]. As a result of 
the complexity of drone control, they have generated considerable academic interest. 
Because of their complex dynamics, they are suitable for both indoor and outdoor 
applications [ 9, 10, 31, 54]. As a result of their emergence as operative solutions 
to achieving a wide range of civil or military missions over the past year, drones or 
Unmanned Aerial Vehicles (UAVs) have soared in popularity in the field of aviation. 
These include military attacks with arms payloads, land surveying with cameras and 
other tools, and even delivering goods. However, the persisting issues of autopilot 
maneuverability and controllability in noisy and harsh environments haves affected 
the autopilot controllability during the flight and limit the aerial maneuverability 
operation [ 15, 24]. 

Specifically, the research proposed focuses on the navigation system of quad-
copters due to its affordability (low financial impact) and simplicity of use (no need 
for supporting infrastructure). Based on the Kalman Filter algorithm, the system is 
able to generate accurate and precise measurements for a more effective autonomous 
navigation system [ 15, 24, 29, 36, 42]. 

Experimental extrapolation on a thrust test bench is used to determine the parame-
ters for calibrating the actuator. As a result, it is possible to construct a complete mon-
itoring system for the quadcopter within the given specifications. Matlab/Simulink 
was used to create the mathematical model of a 6-DOF quadcopter based on the exper-
imentally extracted parameters. Through the identification of settings, the inverse 
dynamic control, which is employed with the PID regulator to identify the required 
inputs to the model, can be approximated linearly. It is the role of the Kalman filter to 
estimate the actual detector measurements that will be used as feedback information 
for the flight controller (in this case, the PID controller) [ 25, 32, 34, 55, 56]. As a 
result of converting the monitoring system into C++ code, the flight regulator sys-
tem is obtained which includes the Simulink model of the fully planned monitoring 
system [ 14, 35]. 

Our objective in this chapter is to develop quadcopter flight control algorithms 
based on an experimental technique that is designed to extract physical and aero-
dynamic settings of a quadcopter based on a PID regulator enhanced by a Kalman 
filter. Initially, an analytical dynamics model of the quadcopter is developed in order 
to develop an effective design. The second objective is to demonstrate the material 
and software of the quadcopter as well as a full thrust test setup for extracting data 
from the propulsion system and making linear approximations between the vari-
ables. Using the quadcopter’s 6-DOF analytical dynamic model, the KF enhances 
the PID-designed regulator and determines the corrector control settings. A 3D 
Matlab visualization and dynamic response curves were used to test the feasibility 
of the simulation tests. Overshoot, settling time, and response time were measured 
as indicators of the effectiveness of the PID controllers, both with and without the 
KF. By creating a Simulink application within the autopilot firmware, the produced 
regulator is converted into C++ and loaded into the autopilot of the Pixhawk fol-
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lowing simulation validation of the Simulink model controller results. In addition, 
a real-time test solution for a quadcopter monitoring system based on the Pixhawk 
autopilot is presented, as well as further adjustments to the real-time control settings. 
With the implementation of Embedded Coder, Simulink code is deployed onto the 
autopilot board of the Pixhawk. 

2 Analytical Model of Quadcopter 

2.1 Basic Concept 

The mechanical arrangement of the quadcopter consists of four propellers and motors. 
As can be seen in Fig. 1, the parallel blades and fixed pitch of the propellers cause 
lift forces which are directed upward by providing a downward flow of air. As long 
as the structure is rigid, these forces are determined by the propeller velocity. As 
can be seen from the rotating configuration of the propeller pair, the front and rear 
propellers rotate in the opposite direction to the left and right propellers [ 12, 13, 18, 
48]. It is not possible to control a variable in all six degrees of freedom of a quadrotor 
due to its four propellers and six degrees of freedom. As thrust, roll, pitch, and yaw 
are the four fundamental movements of the drones, a four-degree of freedom has 
been used as an alternative method [ 12, 13, 18, 48]. 

2.2 Dynamic Modelling of the Quadcopter 

According to [ 12, 13, 18, 48], a Newton-Euler formalism has been used to model the 
dynamics of the UAV system. Quadcopter motion equations are derived from kine-
matic equations, aerodynamic forces, and moments. In this method, the four control 
settings (thrust, roll, pitch, and yaw) are designated as the outputs and the tension or 
vector moments as the inputs. This model is based on the following assumptions: 

• Assume that the propellers and structure are rigid and symmetrical; 
• A body’s fixed frame origin and its Center of Gravity (CoG) should be aligned; 
• A body’s fixed frame origin should coincide with its center of gravity (CoG); 
• Inertia matrices possess time invariant properties. 

According to [ 12, 13, 18, 48], in order to express the quadcopter dynamic system, 
it was first expressed in terms of the body’s frame (B-frame) and then in terms of 
the ground frame (E-frame) using a hypothetical hybrid frame (H-frame) according 
to the quadcopter ‘+’ configuration, as shown in Fig. 1. Based on the formalism and 
assumptions provided above, the dynamics model of a quadrotor takes into account 
all physical impacts as well as the two coordinate systems (B-frame and E-frame). 
Among these considerations are:
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Fig. 1 Quadcopter corps and inertial frame 

The inertial reference is the ground inertial frame (E-frame), which is displayed by 
the numbers (OE, XE, YE, ZE). OE represents the origin, XE represents the north, 
YE represents the west, and ZE represents the upward direction. The following 
coordinates (OB, XB, YB, ZB) indicate the vehicle’s body-fixed frame (B-frame). 
XB represents the front of the quadcopter, YB represents the left of the quadcopter, 
ZB represents the top, and OB represents the origin of the axis, which coincides with 
the center of the quadcopter’s crossbar. According to Eq. 1, motion is represented as 
a non-matrix formula in the H-frame [ 12, 13, 18, 48]. 

Ẍ = (sin ψ sin φ + cos ψ sin θ cos φ) + U1 
m 

Ÿ = (sin ψ sin θ cos φ − cos ψ cos φ) + U1 
m 

Z̈ = (cos θ cos φ) U1 
m − g 

P̈ = Iyy−Izz  
Ixx  

qr − IT P  
Ixx  

qΩ + U2 
Ixx  

q̈ = Izz−Ixx  
Iyy  

Pr − IT P  
Iyy  

PΩ + U3 
Iyy  

r̈ = Ixx−Iyy  
Izz  

Pq  − +U4 
Izz  

(1) 

where X, Y, and Z are the linear displacements and p, q, and r are the angular veloc-
ities, respectively;φ, θ , and ψ are the Euler angles about the x, y, and z alignments; 
the lift force is represented by U1; and U2, U3, and U4 are the torques about the x,
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y, and z axes that are coupled to Ixx , Iyy , and Izz . The relationship between lift force 
and torques produced by propeller velocity is the link formed by Eq. (2). 

U1 = b(Ω2 
1 + Ω2 

2 + Ω2 
3 + Ω2 

4 ) 
U2 = lb(Ω2 

2 − Ω2 
4 ) 

U3 = lb(Ω2 
3 − Ω2 

1 
U4 = d(Ω2 

1 − Ω2 
2 + Ω2 

3 − Ω2 
4 ) 

Ω = (Ω1 − Ω2 + Ω3 − Ω4) 

(2) 

2.3 Dynamic of the Actuator 

It is necessary to establish the relationship between the propellers’ velocity and the 
tension provided to the actuator and the dynamic response of the rotor system. In 
consideration of Kirchhoff’s voltage law and ignoring the inductance effect in a DC 
motor, the relationship between motor voltage and angular speed can be expressed 
by the following equation [ 24]: 

v = Zi  + KeΩ (3) 

where Z: Motor impedance (resistance) [Ω], v: Electric Tension applied to the motor 
[V], I: Electric current [A], and Ke: motor angular velocity [rad/s] and Ω: motor 
velocity constant [V s/rad]. According to [ 24], Eq. 4 can be utilized to express the 
equation between angular velocity and Tension as follows [ 24]: 

V = 
ZDΩ2 

Kq 
+ 

Z J  Ω̇ 
Kq 

+ KeΩ (4) 

Motor settings include: Z: motor impedance [Ω], J: total motor moment of inertia 
[N ms2 ], Ω̇: motor angular acceleration [rad/s2 ], and the physical constants Ke and 
Kq have the same value [Nm/A] and D: the drag coefficient [ 24]. Equation 5 supply 
the relationship between Tension and thrust, according to [ 24]. 

F = 2ρ A
[
f ηb 

Kq

]2 

V 2 (5) 

where F stands for thrust force [N], V for the electric Tension utilized by the motor 
[V], ρ for air density [Kg m3 ], f for figure of merit [NIL], b for torque constant 
[m], A for the surface of the propeller plate [m2], Kq for motor velocity constant 
[Nm/A], and η for motor effectiveness [%]. By linearizing the impedance and the 
motor angular velocity constant using the developed test bench, the major parameters 
that contribute to the modeling of quadrotors are obtained.
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3 Controller Design 

There are numerous components to the controller design process [ 30, 39, 40, 45, 
47]. To estimate the signals that have been contaminated by noise in the environment 
and measurement detectors, the first step is to develop the mathematical analytical 
models that will be used to create a linearized control model with feedback. A PID 
regulator augmented by the KF forms the basis of the flight monitoring system. 
Using the experimentally retrieved settings, the existing Matlab/Simulink model is 
calibrated and the regulator is created. 

3.1 PID Controller 

Proportional Integrator Derivative (PID) regulators are commonly known for their 
simplicity. These regulators are used in various industrial sectors for process 
control [ 1, 5, 6, 20, 22, 23, 26– 28]. The PID regulator is controlled by three actions 
proportional (P), integral (I), and derivative (D) as shown in Fig. 2. Each setting’s 
action has different role leading to a minimized error between the required value 
or the command and the measured value from the process [ 4, 11, 37, 38, 41, 43, 
44]. It is the proportional action that reduces the difference between the regulated 
and measured values (the error), the integral action that integrates the error, and the 
derivative action that determines the rate. Depending on the variables to be controlled 
and the dynamics of the process, there are four compositions of the regulator. The 
regulator may be composed of proportional-integral-derivative (PID), proportional-
integral (PI), proportional-derivative (PD) or proportional only (P). In order to 
enable or adjust the actions, the right gains must be determined for K p, Ki , and Kd 

[ 4, 17, 33]. 
There are four major specifications to be considered when tuning a closed-loop 

step response system at steady state. They include: (i) the rise time when the output 

Fig. 2 PID regulator structure
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Table 1 Effects of PID gains on the specifications of the response 

Rise time Overshoot Settling time Equilibrium state 
error 

K p Reduction Growthly Minor 
modification 

Reduction 

Kd Minor 
modification 

Reduction Reduction Minor 
modification 

Ki Reduction Growthly Growthly Clear 

reaches 90% of the required value, (ii) the overshoot, which is the deviation above 
steady state, (iii) the time response, which is how long it takes to converge to the 
steady state, and iv) the steady-state error, or difference between steady state and 
desired value [ 16, 21, 49]. For the purpose of achieving the specifications required, 
the actions of gains’ effects are described in the Table 1. Consequently, the three 
tuning parameters must be balanced in order to adjust a system. 

In order to tune the PID loop, the proportional gain (K p) is the first to start with, 
so it brings the system to oscillate around the required value. Following that, it is 
necessary to activate the derivative gain Kd to minimize the oscillation and settling 
time and augmentation of rise time. In the last step, it is necessary to adjust Ki in 
order to eliminate the offset between the required value and the process value. 

3.2 Kalman Filter (KF) 

In the KF, the state-space variable x is calculated based on the linear-stochastic 
difference formula below, which is used to estimate the value of the discrete time 
process (6): 

Xk = AXk−1 + Buk + Wk−1 

Yk = CXk + Vk 
(6) 

Matrix A, B, and C are used to link the time step state variable Xk−1 to the present 
state variable vector Xk . It is assumed that the random variable of the process is 
represented by W, and that the measurement noise is represented by V, which are both 
considered to be white noise and Gaussian noise, respectively, and are independent 
of each other. A regulator’s input is represented by u, the state vector is represented 
by x, and the output state measurement is represented by y.
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3.3 Linear State Space Representation 

A mathematical model based on the non-matrix relation of motion is used to represent 
an accurate representation of the dynamic and control operational behavior of a 
quadcopter. A proper set up of these equations is required when designing monitoring 
systems and their representations in state space. 

As a result, the transition state of the system must be defined in terms of these 
state-space vectors. X = (ż, z, Φ̇, Φ, ẏ, y, θ̇ ,  θ,  ̇x, x, Ψ̇ ,  Ψ )T and input vectors U = 
(u1, u2, u3, u4) During the operation of the quadcopter, each of the sub-systems 
(Height, roll, pitch, and yaw) is supposed to operate independently from the others. 
Each of the sub-systems (Height, roll, pitch, and yaw) should act independently of 
each other. 

Ẋ = U1 
m = −gθ 

Ẏ = U1 
m = gΦ 

Ż = U1 
m − g 

Ṗ = U2 
Ixx  

q̇ = U3 
Iyy  

ṙ = U4 
Izz  

(7) 

where the Euler angles (Φ, θ, Ψ  )  are, respectively, the rates of p, q, and r. Therefore, 
the state space display is divided into four movements that can be executed vertically, 
longitudinally, and radially. The quadcopter’s dynamics may therefore be analyzed as 
separate systems since they are disconnected from one another, with the state vector 
X =  (Vertical, Directional, Lati tude, Longitudinal)T and the state space dis-
play being, respectively, as follows

[
Z̈ 
Ż

]
=

[
0 0  
1 0

]
∗

[
Ż 
Z

]
+

[
1 
m 
0

]
U1 (8)

[
Ψ̈ 
Ψ̇

]
=

[
0 0  
1 0

]
∗

[
Ψ̇ 
Ψ

]
+

[ 1 
Iyy  
0

]
U4 (9) 

⎡ 

⎢⎢⎣ 

Φ̈ 
Φ̇ 
Ÿ 
Ẏ 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

0 0 0  0  
1 0 0  0  
0 −g 0 0  
0 0 1  0  

⎤ 

⎥⎥⎦ ∗ 

⎡ 

⎢⎢⎣ 

Φ̇ 
Φ 
Ẏ 
Y 

⎤ 

⎥⎥⎦ + 

⎡ 

⎢⎢⎣ 

1 
Ixx  
0 
0 
0 

⎤ 

⎥⎥⎦ U3 (10) 

⎡ 

⎢⎢⎣ 

θ̈ 
θ̇ 
Ẍ 
Ẋ 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

0 0 0  0  
1 0 0  0  
0 g 0 0  
0 0 1  0  

⎤ 

⎥⎥⎦ ∗ 

⎡ 

⎢⎢⎣ 

θ̇ 
θ 
Ẋ 
X 

⎤ 

⎥⎥⎦ + 

⎡ 

⎢⎢⎣ 

1 
Izz  
0 
0 
0 

⎤ 

⎥⎥⎦ U2 (11)
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Fig. 3 Flight regulator block diagram 

3.4 Flight Control Algorithm 

As part of the flight control algorithm, the KF, measurement predictor, provides 
inputs which are compared to the required value of the trajectory generator. Different 
computation stages are required to determine the required trajectory during which a 
large number of constants and variables are evaluated. The regulator block diagram 
is shown in Fig. 3 that supply a description of the inverse dynamics of the quadrotor. 
Flight regulators are comprised of two cascading PID controllers, one for position 
and the other for altitude and attitude. 

3.4.1 Control Technique 

Based on the traditional PID structure associated with the Quadcopter motor mixer, 
the control technique adopted is based on the relationship between the PID regulator 
error and the required input voltage for the system to achieve the set point. In addi-
tion to the PID, the quadcopter motor mixer is enhanced by a saturation block that 
determines the linear zone of error so that any undesirable effects or derivates, such 
as integral winding, can be avoided. 

3.4.2 Outer Loop 

This loop runs at a lower frequency than the inner loop, and provides autonomous 
control of the quadcopter by introducing the X [m] and Y [m] coordinates, which are 
then converted into attitude commands in terms of Roll and Pitch [ 50]. A description 
of the PID controllers developed for X and Y can be found in Fig. 4. 

Xd [m] and Yd [m] represent the required coordinates, and X [m] and Y [m] 
are the estimated coordinates from KF. The error provided by the PID is divided by 
[m s2] according to Eq. 6 and results in the required output Φd θd .



Design and Implementation of a Robust 6-DOF Quadrotor Controller … 341

Kp 

Ki 

Kd 

1/s 

S 

1/g 

X and Y 

Xd and Yd 
θd and  φd 

Fig. 4 X and Y PID regulator designed 

3.4.3 Inner Loop 

The inner loop is the main controller for the quadcopter, as it is responsible for 
directly transferring angular accelerations into translational movements by estab-
lishing torque around the x and y-axis [ 52]. The control technique utilized in this 
loop is a PID enhanced by KF to control the height Z, Roll Φ, Pitch θ and Yaw Ψ . 

• Throttle controller 
Height of the vehicle is controlled by the throttle PID regulator. A saturation block 
has been added at the output to improve the performance. Based on the calibration 
of the model, the max and min values of the saturator have been extracted, Fig. 5. 
Zd : represents the required throttle [m], Z: is the throttle planned from the KF [m], 
ez : is the throttle error [m], g: gravity acceleration [m s2], m: mass of the vehicle 
[kg], and U1: required thrust [N]. 

• Roll and Pitch controller 
Roll and Pitch PID controllers are similar in structure as shown in block diagram, 
Fig. 6. The rolls acts in the similar manner as the pitch, with action being around 
the x-axis. 
Φd [rad], θd [rad] represents the required Roll and Pitch angles (introduces manu-
ally or supplied by the outer loop), Φ [rad] and θ [rad] are the measured angles, eΦ 
[rad] and eΘ [rad]: Roll and Pitch errors, Ixx  [N m] and Iyy  [N m]: the inertia corps 
moment around the x-axis and y-axis, and the last U2 [N m] and U3 [N m]: the 
required Roll and Pitch torques, are. This design comes from Eq. 6 which relates 
the Roll and Pitch control to U2 and U3. 

• Yaw controller 
Figure 7 represents the block scheme of the PID yaw control Ψd [rad s1]: signifies 
the required yaw angle, Ψ [rad]: signifies the yaw angle estimated from Kalman 
Filter, eΨ [rad]: the yaw error, Izz  [N m]: the inertia corps moment around the z-
axis, and U4 [N m] the required yaw torque. This design comes from Eq. 6 which 
relates the Roll and Pitch control to U4.
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Fig. 5 Throttle PID regulator designed 
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Fig. 6 Pitch and Roll PD controllers Structure 

Kp 
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Fig. 7 Yaw PD controllers structure 

3.4.4 Inverted Movements 

As shown in Eq. 12, the matrix block, whose settings were established through 
experimentation, allows the input state vector to be converted into the squared normal 
propellers’ squared velocity. 

⎡ 
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Ω2 
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Ω2 
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Ω2 
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1 
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4d 
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1 
4b 
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2bl 0 1 

4d 
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⎥⎥⎦ ∗ 
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⎢⎢⎣ 

U1 

U2 

U3 

U4 

⎤ 

⎥⎥⎦ (12)
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Table 2 PID settings for controllers 

Throttle Roll angle Pitch angle Yaw 

K p 75 12 −8.5 −20 

Ki 2.8 0.007 0.007 0 

Kd 140 −12 −10.5 −100 

4 Simulation Results 

During this section, three iterations will be performed on the Simulink block. The first 
step is to demonstrate the efficiency of the PID regulator with and without KF. Using 
the PID parameters in Table 2, certain limits may be set for the throttle, roll, pitch, and 
yaw independently. This second iteration will demonstrate the effectiveness of the 
required command based on a number of trajectory scenarios. A third, final iteration 
of the simulation demonstrates the ability of the quadcopter to maintain its altitude 
and attitude. In this simulation, the aim is to demonstrate the effectiveness of the 
corrector in terms of tracking differences and to compare the controller’s behavior 
with and without KF for the 6-DOF and in 3D. 

4.1 Iteration 1: Monitoring System Effectiveness 

• Altitude 
In order to evaluate a quadcopter’s control effectiveness, the throttle is one of the 
simplest flight commands. As described earlier, the aircraft maintains a fixed posi-
tion in the air with the same voltage applied to the four motors during this move-
ment. With the corresponding settings for PID, Table 2, and the optimal matrix 
coefficients Q and R, the initial value of the state variable is estimated to be zero at 
the beginning and the matrix is considered time invariant after validation of the PID 
regulator and KF in the simulation. Figure 8, The altitude response of a quadcopter 
with a PID controller with and without KF is shown in blue and red respectively. 
In the presence of two noises—white Gaussian noise, factory noise, and measure-
ment noise—the throttle command (z) was set at 10 m during an infinite time of 
control. Table 3, illustrates the PID effectiveness settings with and without KF. As 
can be seen, KF is operating as an ideal observer, determining the new altitude 
value accurately after reducing the noise error using diagonal matrices Q and R in 
accordance with the values in Eqs. 13 and 14. 

Q =
[
0.0001 0 

0 0.001

]
(13) 

R = 0.0001 (14)
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Fig. 8 The PID controller’s throttle response with and without Kalman Filter 

Table 3 PID effectiveness for height 

Controller Time rise (S) Overshoot (%) Offset (m) Settling time (s) 

PID without K F 0.8 5 4 10 

PID with K F 0.8 5 0.2 10 

• Pitch and Roll 
X and Y axis represent the horizontal movement, respectively, while tilting around 
the axis produces linear movement along the horizontal axis. In order to achieve 
attitude stability, the enhanced PD regulator is used, with the maintainability set-
tings described in Table 4. The simulation results is shown in the Fig. 9, which 
represents the response of the system for the PD regulator with KF (blue) and 
without KF (red). The command for Pitch and Roll, were set to +10 θ and −10 
θ , the simulation time was set to 100 s, with the assumption of the presence of 
white Gaussian noise ±0.5% for measurement and ±1% for the factory noise. 
The Table 4, presents the effectiveness response with and without KF, and Eqs. 15 
and 16 provide the optimal Q and R matrices for the KF utilized in Pitch and Roll, 
respectively. 

Q = 

⎡ 

⎢⎢⎣ 

0.08  0 0 0  
0 0.01 0 0 
0 0  0.01 0 
0 0 0  0.01 

⎤ 

⎥⎥⎦ (15) 

R =
[
0.0006 0 

0 0.006

]
(16)
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Fig. 9 PID controllers with and without KF respond differently to roll and pitch 

• Directional movement (YAW) 

A quadcopter’s directional movement is determined by its rotation around itself. 
The control of this manoeuvre is provided by the PD regulator, which is set as indi-
cated in Table 5. Figure 10, illustrates the response to the command at the location 
of 90◦ rotation around the z-axis, with the red line representing the response with-
out KF and the blue line representing the response with KF. As with pitch and roll, 
the noise is similar. Clearly, the effectiveness of the maneuver differs between 
the quadcopter with and without KF, especially when it comes to the offset com-
mand. The effectiveness is validated for this command and the Q and R matrix for 
the KF and it is evident that KF is acting as an optimal observer, estimating the 
new altitude value accurately by reducing the noise error using R and Q diagonal 
matrices according to agreed elements in Eqs. 17 and 18 observer, estimating the 
new altitude value correctly by reducing the noise error utilizing Q and R diagonal 
matrices with the according to agreed elements Eqs. 17 and 18. 

Q =
[
0.0035 0 

0 0.001

]
(17) 

R = 0.001 (18)



346 A. Bousbaine et al.

Table 4 PID effectiveness for Roll and Pitch 

Regulator Movement Time rise (s) Overshoot (%) Offset (◦) Settling time 
(s) 

PID without 
KF 

Roll 3 0 3 3 

Pitch 3 0 3 3 

PID with KF Roll 3 5 0.2 3 

Pitch 3 5 0.2 3 

Fig. 10 Yaw response for PID regulators with and without KF (blue) (red) 

Table 5 PID effectiveness for Yaw 

Regulator Time rise (s) Overshoot (%) Offset (m) Settling time (s) 

PID without KF 4 0 0.8 15 

PID with KF 4 0 0.01 15 

4.2 Iteration 2: Trajectory Test 

After validating all controller settings for the four maneuvers and testing separately, 
the system is now tested using a trajectory generator with aggressive maneuvers in all 
directions, using white Gaussian noise assumed for the factory and the measurement 
detector. The system responses for the PID regulator with KF during a continuous 
time simulation of 300 s are shown in Fig. 11 using Simulink. In accordance with 
the sequences, each lasting fifty seconds, the throttle (z), pitch (phi), and roll (theta) 
commands were used:
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Fig. 11 Simulation: Investigation of the PID and Kalman Filter for complete time sequence. Ref-
erence (green), Output (blue) 

• Z = 10 m, Pitch = 0◦, Roll  = 0◦, and Yaw = 45; 
• Z = 5 m, Pitch = 5◦, Roll  = −5◦, and Yaw = 0; 
• Z = 20 m, Pitch = 10◦, Roll  = −10◦, and Yaw = 0; 
• Z = 10 m, Pitch = −5◦, Roll  = 5◦, and Yaw = −45; 
• Z = 5 m, Pitch = −10◦, Roll  = 10◦, and Yaw = 0; 
• Z = 0 m, Pitch = 0◦, Roll  = 0◦, and Yaw = 0. 

Despite aggressive movements, the system displays a satisfactory response and 
follows instructions. This is an excellent evaluation of the four responses of the 
settings Attitude, Pitch Roll, and Yaw. Using the errors computed by the R and Q 
diagonal matrices, the KF acts as an ideal observer by accurately predicting the 
updated values of the states. 

5 The Autopilot PIXHAWK’s Description 

A PIXHAWK autopilot module is an effective on-board autopilot module that can be 
integrated with a wide range of unmanned aerial vehicles, unmanned ground vehicles, 
ships, and other moving robotic platforms [ 19, 55]. The PX4IO (Airplane/Rover Servo 
and I/O Module) is a single board that integrates the autopilot and flight management 
unit.Thereareseveralplatformsthatusethistechnology,includingthoseaimedathigh-
end research, amateurism, and industry. In the case of the autopilot, it is an integrated 
board that is controlled by the NuttX Real Time Operating System (RTOS). On a Linux 
platform, itenablesmultitaskingandprogramming.ThesystemutilizesSTMicroelec-
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Fig. 12 PIXHAWK flight regulator connector description 

Table 6 PID effectiveness for Yaw 

Central section Specifications 

Processor 32bit STM32F427 CortexM4 core with FPU 

168 MHz, 256 KB RAM, and 2 MB Flash 

32-bit STM32F103 failsafe co-processor 

Detectors section ST Micro L3GD20H 16 bit gyroscope 

ST Micro LSM303D 14 bit accelerometer/magnetometer 

Invensense MPU 6000 3-axis accelerometer/gyroscope 

MEAS MS5611 barometer 

Interface section 5x UART (serial ports), one high-power capable, 2x with HW flow control 

2x CAN (one with internal 3.3V transceiver, one on expansion connector) 

Spektrum DSM/DSM2/DSM-X® Satellite compatible input 

Futaba S.BUS® compatible input and output 

PPM sum signal input and RSSI (PWM or Tension) input 

I2C and SPI serial communication 

3.3 and 6.6 V ADC inputs 

Internal microUSB port and external microUSB port extension 

tronics® detectorsandARMCortexM4CPUs.Further,itallowsthecreationandupload 
of C/C++ programs to the Pixhawk [ 19, 53] (Fig. 12). 

Table 6 supplied a description of the PIXHAWK controller’s full specification.



Design and Implementation of a Robust 6-DOF Quadrotor Controller … 349

6 Software Development 

In this section, we describe the program that has been created to communicate with 
Pixhawk’s autopilot material so that the code for the autopilot can be created using 
Matlab/Simulink. In order to model the quadcopter regulator for this operation, Mat-
lab/Simulink was used. In order to integrate the entire developed model into the PX4 
autopilot, the Pixhawk support software package is required. Aside from that, the 
requirements for the program to be used and specifications favor the Linux platform 
over the Windows operating system. Consequently, the programming development 
for this operation has been divided into four parts: the installation of Matlab R2016b, 
the installation of the operating system’s dependencies, Ubuntu 16.04 LTS, and the 
installation of Pixhawk’s support package. This version is compatible with the Matlab 
R2016b used to compile the PX4 Firmware [ 53]. 

6.1 Matlab/SIMULINK Environment 

In the Simulink environment, a quadcopter dynamic model with six degrees of free-
dom was developed and a linear dynamic inverse regulator was tested. In addition, 
it can be used as a means of simulating and interacting with material, thus enabling 
the user to assess the effectiveness of the regulator and to adjust its control settings 
more precisely. In addition, Simulink models can provide an exact simulation of 
the dynamic vehicle with 3D animations to visualize the operations due to its high 
mathematical calculation operation [ 53]. To achieve all of these operations, the Pix-
hawk FMUv2 requirements specify which versions of the MATLAB/SIMULINK 
toolboxes must be used: Aerospace Blockset; Embedded Coder; Simulink Coder; 
MATLAB R2016b. 

6.2 Operational System Dependencies 

This application was developed using the PX4 autopilot supplier’s recommended 
operating system, Ubuntu Linux 16.04 LTS, as it makes it possible to develop Linux-
based material, simulation software, ROS, and Pixhawk Target NuttX-based material. 
The official Pixhawk’s support package for installation, instructions and the platform 
open terminal were utilized to install the requirements. As a result, the software 
requires Git, CMake 3.5.1, arm-none-eabi-gcc (GNU Tools for ARM Embedded 
Processors), Python 2.7.12 with the Additional Package, and GCC ARM compiler 
version 4.8.
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Fig. 13 Pixhawk block toolset in MATLAB/SIMULINK 

6.3 Pixhawk Support Package (PSP) 

Pixhawk’s support package is used because it is simple to integrate the Simulink 
model into the px4fmu Version 2 software that is the main tool for generating the 
code for the Pixhawk-FMUv2 for the Simulink Flight Management Unit models. 
With the inclusion of Pixhawk Simulink block-set to the Library, Fig. 13, this makes 
the system easily realizable. Additionally, it permits communication with the built-in 
inertial detectors on the board, GPS, an LED, a PWM output, and serial Rx/Tx [ 19]. 
A Flight Management Unit, FMU, Firmware is built by copying the forked version 
from the Pixhawk Website developer into the designated folder using the Ubuntu open 
terminal command. Based on this procedure, the Firmware is created in accordance 
with the version selected for this study, px4 f mu-v2default, which was recommended 
by MathWorks developers because it represents the default configuration. 

7 Analytical 6DOF Quadcopter Control Model Using 
MatLab/Simulink 

In this study, the objective was to design analytical models that would enable the 
construction of a linearized control system that incorporates a Kalman filter in the 
feedback system so that a genuine predictor of the impact of internal and external 
noise on the feedback signal could be developed. The Matlab/Simulink models gen-
erated [ 12] are used to extract the true values of the propulsion system and utilized 
in the analysis to test quadcopter Fig. 14 Pixhawk block toolset in Matlab/Simulink.
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Fig. 14 A 6DOF quadcopter Simulink model with control algorithms as a complete 

Fig. 15 Block for the PID regulator from MATLAB SIMULINK 

7.1 Modelling of Flight Corrector 

This model includes a quad-mixer, scaling blocks, and a PID controller. It is necessary 
to calculate the required motor voltages for the intended command and compare them 
to the actual measurements in order to stabilize the quadcopter [ 12]. A screenshot of 
this Simulink implementation may be seen in Fig. 15.
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Fig. 16 Simulink block diagram for the Kalman filter for height, pitch, roll, and yaw 

7.2 Modelling of Kalman Filter 

By estimating the quadcopter’s true output using Simulink, the SKF Simulink model 
attempts to filter all noise encountered during processing. One of the critical phases 
in this application is the implementation of the KF in Simulink, Fig. 16. The filter is 
created by utilizing the KF block and block input settings from Simulink’s monitoring 
system Toolbox package [ 12]. 

In the constructed KF, the primary settings that determine how the filter behaves 
are the initial estimate of state vector X[0] and the covariance matrices R and Q [ 12] 
in the constructed KF. Each movement of the quadcopter requires an independent 
filter implementation which takes into account all system-related parameters (such 
as moments of inertia, mass, detector biases). For the purpose of verifying the KF’s 
effectiveness, the effectiveness specifications were taken from a real commercialized 
quadcopter used in developing Simulink models [ 12]. 

7.3 Mixer for a Quadcopter 

As a result of the quadcopter mixer block being constructed in two steps, the first of 
which uses specifications obtained from a genuine quadcopter, including fixed torque, 
drag, and the length of the quad arms [ 12]. The second step involves applying linear 
regression to determine the relationship between the Tension [V] signals given to the
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Fig. 17 Quadcopter mixer SIMULINK block 

motors and the actual squared angular speed Ω2 [rad/s]2. Figure 17 depicts a quick 
image of the Simulink scheme for the quad-mixer. 

7.4 Scaling of the PWM 

There have been several blocks that have been used to scale the required voltages for 
the commands and transform them into 16-bit integers for use in the MCU’s PWM 
output. The linear characteristic coefficient, shown in Fig. 18, is used to represent a 
snapshot of the block in the scaling linearity. 

8 Testing of the System 

As soon as the designed regulator’s 3D animation was successfully simulated during 
testing, it was time to begin the actual execution of the regulator. The application 
building developed in Simulink and download into the PIXHAWK is activated with 
the necessary data that is needed to construct the regulator designed is shown in 
Fig. 19, using both sources Pixhawk Website developer and MathWorks developer 
[ 12].



354 A. Bousbaine et al.

Fig. 18 Scaling PWM SIMULINK block 

8.1 Setting of the Software 

Simulink regulators were designed and connected to Pixhawk’s Simulink target block 
tools after the entire model had been discretized. The following is a description of 
the primary Pixhawk Target block: 

• Input-rc block: 
The command instructions from the Radio transmitter, which convey the com-
mands for Height, Pitch, Roll, and Yaw, are accessible, Fig. 20. The 5 Channels, 
Ch1-Ch5, are set up to create the signal for the Height, Pitch, Roll, and Yaw, and 
RGB LEDs, respectively, in order to link this block. Unsigned Integer 16-bit PWM 
is utilized to express all the transmitter’s data [ 12]. 

• PWM Output block: 
Figure 21 demonstrates how the regulator may communicate motor commands to 
the ESC, which regulates motor velocity, in unsigned 16-bit format at PWM a 
frequency rates 50, 125, 250, 300, 400 Hz [ 12]. 

• detector combined block: 
Access to the several detectors that are accessible on the Pixhawk Board material is 
made clear by Fig. 22. The quadcopter’s altitude is controlled using the barometer 
signal included in on barometric pressure [ 12]. 

• vehicle attitude block: 
The Roll, Pitch, and Yaw may be calculated for the drone’s attitude using the 
combination shown in Fig. 23 [ 12]. 

• Drone’s controller interface: 
The interface between the sub-blocks and the quadcopter regulator is shown in 
Fig. 24. The planned continuous system is digitalized at a rate of 4 ms utilizing 
the zero-order hold.
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Fig. 19 Block diagram for the implementation procedures 

Fig. 20 Radio control SIMULINK block
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Fig. 21 PWM SIMULIK generator for Pixhawk 

8.2 Program Creation Procedure 

In order to target the Pixhawk PX4 and create the required C/C++ program, the 
Simulink model is set up using the appropriate program generation settings in the 
material application page of the Pixhawk PX4 as the material board target. Using 
Build Tool Integration, Fig. 25 on the Simulink command window, the relevant code 
is generated automatically. Matlab can call the ARM-GCC compiler through the 
Build Tool Integration (BTI) feature of MathWorks’ ert.tlc, which is included with 
Embedded Coder [ 51], and must be utilized as the system target file. The user is then 
able to select the material and toolchain. When the target material is set to Pixhawk, 
the appropriate toolchain (Pixhawk) will be automatically selected. 

8.3 Testing of Pixhawk 

After the detection calibration and the setting of all Simulink model regulator config-
urations, the program was successfully down-loaded to the Pixhawk autopilot [ 12], 
Fig. 26. For the execution of the Matlab/Simulink model part of the board, a setup 
script is required and the script must be transferred to the micro-SD card used by 
the PX4 to run the px4simulinka pp. A customized version of the program has been 
developed for this application and is taken from the Pixhawk Support MATLAB 
Guide [ 12]. PWM signals were measured using the test quad and scope set up for 
the altitude corrector test.
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Fig. 22 Detector combined block 

Fig. 23 The Pixhawk’s detector block 

9 Results and Simulation of the Drone 

The model shown in Fig. 27 consists of a complete Matlab/Simulink model based 
on a 6-DOF quad-copter model, KF, PID regulator, and quad-copter motor mixer. 
The White Gaussian noise is estimated to be about 5% in the model. Therefore, 
numerous experiments have been conducted in order to obtain the results. Figure 28 
uses Simulink to simulate a system for 300 s while displaying the roll, throttle, and 
pitch responses for the PID regulator with KF (blue) and without KF (red). In the 
following sequences, each lasting 50 s, the following commands were set for throttle 
(z), pitch (phi), and roll (theta):
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Fig. 24 Quad regulator link with the Pixhawk SIMULINK block set [ 12] 

Fig. 25 Design the embedded icon from the Simulink window [ 12] 

Fig. 26 Photo taken while downloading the SIMULINK model into the Pixhawk [ 12]
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Fig. 27 The PID controller’s throttle response with and without KF 

• Z = 10 m, Phi = 0◦, and Theta = 0◦; 
• Z = 5 m, Phi = 10◦, and Theta = −10◦; 
• Z = 20 m, Phi = 20◦, and Theta = −20◦; 
• Z = 10 m, Phi = 20◦, and Theta = −20◦; 
• Z = 5 m, Phi = 10◦, and Theta = −10◦; 
• Z = 0 m, Phi = 0◦, and Theta = 0◦. 

In spite of forceful maneuvers, the system exhibits good tracking of the command 
and accurate estimation of the three responses for altitude, roll, and pitch. A slight 
divergence is observed in the response without KF as a result of noise and irregu-
larities in the measurement process. Using the PID settings indicated in Table 2, the  
effectiveness of the system with KF is determined. 

10 Conclusion 

Using the Matlab/Simulink software, the controller was implemented using PID 
augmented with KF, along with the 6-DOF dynamic model. Testing was performed 
using time-varying trajectories and a white Gaussian noise. In the course of the test, 
a comparison has been made between the PID control with KF and the PID control 
without KF. In order to demonstrate the effectiveness of the controller using serve 
maneuverability, graphic plot representations of the command and 3D simulations 
were established. This phase consisted of providing unique flight control commands 
using the Simulink model controller created for the material autopilot (Pixhawk). 
Through the build in command in Simulink, the entire controller design was trans-
lated into C/C++ code and uploaded to the board. Using the chosen method of control
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Fig. 28 The PID controller’s throttle response with and without KF 

design for this study, we were able to validate the experimental methods we devel-
oped to simplify the control and identify the quadrotor’s linear zone that was utilized 
to reduce power intake and assure maximum control. Through the use of Embedded 
Coder® generator, the control system developed using Simulink could be converted 
and integrated into the available Flight Boards, such as Pixhawk Pilot Support Pack-
age autopilot. For any future work, the following points will be taken into account 
in order to design a monitoring system for a quadcopter based on simple approaches 
extracted from experiment. 

• The physical and aerodynamic actuators of a quadrotor model developed using a 
faithful CAD model should be identified. 

• Consider alternative control techniques instead of PID controllers, such as infinity 
control, backstepping control, slide mode control, artificial neural network, and 
linear quadratic techniques. 
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Wireless Sensor Network Based Mobile 
Robot Applications 

Muayad Sadik Croock 

Abstract The mobile robots and their applications have been widely considered in 
different fields including industry, military, and civilian functions. This is due to the 
noted accuracy enhancement in performing the required jobs in using the mobile 
robots. This chapter emphases the concepts of Wireless Sensor Network (WSN) and 
the adopted categories as well as the protocols. It also considers the deep-learning in 
terms of methods and related advantage and disadvantages. Moreover, mobile robotic 
applications are adopted including mobile robotic wheelchair controlling using gaze 
direction and Electroencephalography (EEG) signals as well as indoor localization 
for a mobile robotic car. These applications consider WSN a backbone that is man-
aged by traditional smart and deep-learning based techniques. The deep-learning 
helps in enhancing the performance of the indoor localization. In addition, proto-
types for these applications are introduced using embedded systems in combination 
with WSN. The presented results show that the claims of the mentioned applications 
are achieved. 

Keywords Robotic car · WSN · WSN protocols · Deep-learning · Gaze 
direction · EEG 

1 Introduction 

The speedy development in the living environment in terms of electronic and physical 
sides encourage the researchers around the world to spend more time in providing 
modern applications that can offer satisfied services. The researchers focus on using 
the Wireless Sensor Network (WSN) as a backbone of proposing the current tech-
nologies [ 7]. WSNs are used in different applications for numerous technologies as 
they prove their efficiency, particularly in monitoring and tracking systems as well 
as the smart schemes. WSN adopts a number of criteria in designing the structure 
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Fig. 1 WSN structure [ 7] 

and protocols for managing the data exchange between nodes within the network 
[ 15]. It normally includes different types of sensor nodes, sink node and server or 
base station that sends the collected information throughout the internet to the cloud 
for possible processing, such as analysis, storage, data mining and mathematical 
processing, as shown in Fig. 1 [ 7]. The selection of the suitable topology is based on 
the adopted application that needs special management of the exchanged data and 
information. 

In order to increase the fields of WSN applications as well as ensuring the effi-
ciency of performance for them, the intelligent methods are used. Depending on the 
utilization of these methods, different sides of WSN and related applications are 
improved. They can be employed to enhance the optimization of the resource allo-
cation, in which the requirements are achieved. Moreover, the intelligent methods 
are also can be utilized for obtaining the classification of particular problems. They 
include numerous types, such as deep and machine learning, as well as the Genetic, 
swarm, etc. Fig. 2 illustrates the work flow of the combination of WSNN and intelli-
gent methods. It shows the two sides of using the intelligent methods and how each 
side can obtain its own data that is used for performing the function. 

The combination of WSN and intelligent methods is commonly used in designing 
the robots that are employed for different types applications. This is to improve the 
performance of such robots in terms of accuracy, power efficiency, and so on. WSN 
works in collecting the information from the surrounding area that is formulated to be 
understandable for the robot that is responsible on processing this information to take 
the right decision [ 21]. They look like the five senses in human to help the robots in 
different activation. At the other hand, the intelligent methods are used for increasing 
the performance efficiency of the robots in numerous parts. These parts include the 
guidance of robots, the accuracy in implementing the required functions. Each part 
adopts a particular type of intelligent methods depending on the requirements and
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Fig. 2 WSN with intelligent methods 

Fig. 3 General diagram of robots [ 14] 

applications. Figure 3 shows the general block diagram of a robot in terms of sensors 
and actuators to explain the working steps. The intelligent side can be performed in 
the making decision block as well as the video processing [ 14]. 

The robots are widely used in modern life fields and in other different applications, 
such as industrial machines, discovery missions, guiding and driving vehicles and 
airplanes, etc. The employment of these robots can be played an important role in 
replacing the human efforts with high accuracy and efficiency. This is to overcome the 
human errors and mistakes and come up with massive with high quality productions.
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Fig. 4 Object recognition using robot [ 28] 

The robots with WSN and intelligent methods are particularly used in applications 
with high accuracy, such as medical surgery and microelectronic devices made. 
These applications suffer from human errors and might take a long time to be in the 
required measurements. Thus, the intelligent and smart robots are the modern and 
coming trends in the scientific and applied life style. Figure 4 explains one of the 
smart application of using robot that can recognize the required object and then catch 
it to be carried to a specific place [ 28]. 

This chapter considers the applications of WSN and intelligent methods, partic-
ularly deep-learning in the robotic field to be used for different implementations 
of robotic cars. These applications include the indoor localization for robotic cars, 
guiding the electrical wheelchair using eye site and EEG signals, and obstacle avoid-
ance that might face the robotic cars. It also includes a brief information of WSN in 
terms of topologies and protocols, as well as intelligent methods and diving on the 
deep-learning. 

2 Related Work 

The robotic systems and the used techniques were considered in different presented 
research work in literature. Most of researchers looked for obtaining the best solutions 
for the underlying problems in industrial and product sides. These problems were 
considered for different applications, in which the solutions should come up with 
overcoming to them under the satisfactory of the requirements. The automation of 
driving robots was addressed using the gaze direction detection and tracking. This 
was performed by using different types of techniques and proposing algorithms in 
[ 6, 27, 28]. These techniques included hardware and software sides. The hardware 
side contained numerous embedded system components, such as sensors of camera, 
robotic cars, and Raspberry Pi. Moreover, the software side used the open CV library 
and mobile android application as well as proposing the working algorithm. The 
tracking of gaze could drive the robotic car smoothly. The obtained results promised
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the performance well in achieving the required target efficiently. At the other hand, 
the brain Electroencephalography (EEG) signals was also utilized in driving the 
robotic cars that can be employed for paralyzed people. A survey and simulation 
were presented in [ 3] that considered five channels of EEG signals read from emotive 
insight headset. These five signals read the reaction of the face muscles and eyes that 
were employed in directing the robotic car throughout the driving [ 4]. Different 
directional control signals were adopted to guide the robotic car. This application 
was presented for people suffers from Quadriplegia paralyze. The presented system 
included two sides of hardware and software. The mentioned headset, and Raspberry 
Pi were the most important parts of the hardware side, while the attached simulation 
of the headset as well as C programming and proposed algorithm were introduced 
to translate the sensor readings to action of driving the car. The simulation and 
implementation results proved the efficiency of the proposed robotic car system. The 
localization of robotic cars inside the buildings cannot laid on the Global Position 
System (GPS) signal due to the weakness of signals and the notified errors. Therefore, 
the indoor localization system for the robotic car was presented based on deep-
learning techniques [ 18, 19]. The intelligent techniques were used to increase the 
resolution of the robotic allocation inside the building. The dataset of images was 
collected from the allocated building using a Raspberry Pi camera that was fixed on 
the robotic car. Different conditions were considered, such as the accuracy, distances 
between the car and the obstacles as well as the height of them. The idea was to catch 
the location of the car by identifying the real-time picture on which location was taken 
using the presented deep-learning model. The results expressed that the presented 
localization system was performed with high accuracy. The navigation of mobile 
robots was adopted based on WSN. The local and global location systems were 
presented in [ 23]. The local one calculated the position of the robot and the orientation 
as a start point for navigation throughout the driving of robots and updating the 
position in real-time working. While the global location was focused on obtaining 
the position and orientation without any information about the previous states. WSN 
was adopted not just in navigation systems for robots, but also in localization and 
to be combined with intelligent methods, such as fuzzy logic and computer vision 
for increasing the accuracy [ 1]. Different models of fuzzy logic were presented to 
deal with multi-targets that the blimp robot and easing the autonomy of it. WSN was 
particularly used for measuring the distances between robot and the targeted objects 
that need to be tracked and allocated. Whilst, the robot was employed as a mobile 
WSN to sense a specific area and surrounding circumstances [ 12]. As an example 
of the robotic WSN is the router one that was used for measuring the speed and the 
communication quality between sender and receiver. Moreover, the localization of 
robot in the building that suffered from bad path planning with high danger factors 
was improved by combining WSN and feature clustering method. The position of 
the robot was estimated using the feature clustering method, while the WSN was 
utilized for tracking the robot inside the building. Kalman filter was also adopted 
to quantize the right location of robot based on the feature clustering and WSN 
information [ 9]. It is important to note that the robot path planning throughout its 
movement was considered as the biggest issue of autonomy. The path planning of
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robots needed numerous parameters related to the nodes for finding the best path that 
can save power, time and satisfying the requirements in terms of data transmission 
and applying the jobs in well form [ 5]. Each challenge was tackled by proposing 
a suitable algorithm that can address the expected problems. The combination of 
the robots with the Internet of Things (IoT) can generate a new version of scientific 
product, called Internet of Robotic Thing (IoRT) that is used for different applications 
[ 20]. This combination led to be the active tool in the fourth industry revolution in 
the fields of agriculture, industry, health, etc. Moreover, the robots with WSN have 
been utilized to manage the house holding jobs in smart way [ 10]. This robot used 
different types of sensors for measuring the surrounding environment inside the 
house to take the right actions that can solve any occurred problem. The ZigBee 
technique was adopted as a wireless communication system between robot and the 
server. The intelligent approaches have been widely used with the WSN and robots 
for different applications to enhance the efficiency of performance. Deep-learning 
technique was used with the robot to apply numerous applications with a wide range 
study of the ability of learning in robots [ 26]. It also listed the possible challenges 
for implementing the deep-learning models in the embedded systems of robots to 
work in the same efficiency of simulation. In addition, two applications for robots 
with deep-learning were addressed in [ 16] that considered the issues and challenges 
faced the implementation and the difference between the platform and real-time 
performance. 

3 Concepts of WSN 

With the development of the human and industry life style that is based mainly on 
the modern technologies, which uses recent hardware and software techniques. This 
development needs devices to work in efficient performance, in which the require-
ments are satisfied. These requirements motivate the researchers for inventing tech-
nologies that can be compensate the speedy interactions of users with the related 
devices. One of the most important technologies is the WSN that adopts different 
types of sensor nodes to measure the physical factors of the environment. As men-
tioned above, WSN includes main components, such as the sensor nodes, base station/ 
gateway/sink node, wireless communication technology as explained in Fig. 1 that 
shows the structure of WSN. Normally, the sensor nodes are distributed in random or 
planned way to cover the underlying area to be monitored. These nodes are grouped 
based different techniques and algorithms to called these groups by clusters. Each 
cluster has one or more cluster head that delivers the collected data from nodes to the 
base station. The most common clustering techniques are Low-energy adaptive clus-
tering hierarchy (LEACH) and LEACH-C (Central) that are consider the available 
power of included nodes in selecting the cluster head. The nodes are grouped based 
on the closest one in terms of distances [ 11]. Figure 5 shows the structure of the clus-
tered WSN that illustrates the data flow between nodes and base station through the 
cluster head [ 17]. The clustering of the sensor nodes can reduce the consumed power
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Fig. 5 Clustering of WSN structure [ 17] 

of the sensor nodes, which in turn increasing the life time for WSN. This reduction 
in power is the result of decreasing the communication range between nodes and 
the availability of cluster head that manage the network work flow, including makes 
some nodes in sleeping mode. Moreover, the clustering offers the full exploring to 
the available nodes in the covered area by minimizing the number of ignored nodes 
due to the far distances with the nearest node. 

At the other hand, each senor node includes, processing/controller unit for for-
mulating the sensor reading data, memory unit for storage, sensors, actuators, power 
supply/battery, and communication unit for data exchange [ 7] as shown in Fig. 6 
that explains the structure of the sensor node [ 15]. Each unit has been employed to 
perform a specific function. 

Sensors and Actuators: As explained earlier, the physical phenomena can be mea-
sured using devices that contains sensors. The idea of sensors comes from the human 
sensing system that includes different sensing parts, such as ears for measuring the 
acoustic signals, eyes for optical signals, and nose for different smells, and so on. The 
sensors in WSN are electronic devices used for calculating the particular physical 
factor, for example temperature, air pressure, moisture, etc. The electronic circuit 
inside the sensor converts the physical factor to a signal with voltage and current
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Fig. 6 Sensor node structure [ 15] 

Fig. 7 The data acquisition system for sensors and actuators [ 7] 

variances. The signal that is come from the sensor mostly is not ready to be used in 
digital systems, such as Raspberry Pi. Therefore, Analog to Digital Converter (ADC) 
is adopted to change the analog measurement signal to digital ones compatible with 
digital systems. The ADC is a part of the used data acquisition system inside the 
sensor. In the same procedure, the actuators are different types of devices that can 
be electrical based ones. These devices work under the analog dimension as they are 
performing physical actions, such as motors, fans, air conditioner, etc. Therefore, 
the Digital to Analog Converter (DAC) is used for converting the data form to be 
compatible with the actuators. Figure 7 explains the data acquisition system of the 
relation flow between sensors and actuators [ 7]. 

The sensors are classified into passive and active ones. The passive sensors have 
no power supply, as they sense the power signals from the surrounding environment. 
While the active sensors require external power supply for supporting the sensing 
life cycle [ 7]. These types are adopted in different systems based on the application, 
for example, the attending system of students in a class using Radio Frequency 
Identification (RFID) sensors that include receiver and tags. The tags can be passive 
and active depending on the required distances that should be covered between tags 
and receivers. 

Processing/Controller: The collected data that represents the physical factor mea-
surement is not valid to be used by the connected system due to the redundancy, 
errors and faults that can happen in hardware or software sides. This unit can be a
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Fig. 8 Single-hop and multi-hop WSN communication ways [ 7] 

microprocessor that is embedded inside the programmable systems, such as rasp-
berry Pi and Arduino kits. It responsible for reformulating the collected data and 
sometimes taking the decision that is sent to the actuators. Thus, it works with the 
sensors and actuators in terms of data exchange and sending. The processing/control 
speed depends on the clock of the used processor that is related with the cost as a 
trade of between performance and accuracy [ 15]. 

Communication Devices: They are adopted in the WSN to guarantee the transmis-
sion between the nodes and base station. Different wireless communication system 
can be applied depending on the amount of data and the environment that follows the 
standards of IEEE, such as IEEE.802.11a-g that manage the wireless media includ-
ing the WiFi technology, Orthogonal Frequency Division Multiplexing (OFDM), 
Orthogonal Frequency Division Multiple Access (OFDMA), and Filtered OFDM 
(F-OFDM) for the fourth to sixth generations with frequencies between 2.4 and 
5 GHz. At the other hand, the data is transmitted using two ways: single-hop and 
multi-hop that mean the jumping of data between node and others. Figure 8 shows 
the mentioned data transmission ways. The multi-hop is used for ensuring the con-
nection between the nodes and guaranteeing the involving of all nodes in terms of 
data delivery [ 7]. 

Memory: All sensor nodes have data from readings the physical factors and these data 
needs a temporary storage unit, which is called memory. It can store a small amount 
of data for a time period, while preparing the transmitted data packet. In addition, 
this unit is employed in saving the embedded programming codes for managing the 
embedded systems [ 15]. Two types of memory are adopted I sensor nodes: Random 
Access Memory (RAM) for temporary saving throughout the working time and Read 
Only Memory (ROM) for permanent saving. Some modern types are considered, such 
as Erasable Programming ROM (EPROM), which is semi-permanent memory unit. 

Power Supply: All the mentioned units in the sensor nodes require a power for 
operation including the initialization stages for them. Normally, in WSN the power 
supply for a node is battery that can be chargeable or disposable. The amount of 
supply voltage and current is based mainly on the utilized units of sensors/actuators, 
processing, communication, and memory [ 15].
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4 Topologies and Protocols of WSN 

WSN as a network needs topologies to be form in a standard infrastructure that can 
explains the work flow of the network and related data transmission. Different topolo-
gies are presented to satisfy the requirements of distinct applications and available 
resources. 

Bus Topology: In this topology, a node in the WSN broadcasts a message for all con-
nected nodes, but only the distention one can receive this message to be analyzed and 
processed. This type is simple and easy in installing as shown in Fig. 9, yet suffering 
from congestion problem, particularly with a large number of nodes. Many research 
work were presented for developing this topology, but the congestion problem still 
active [ 22]. 

Tree Topology: This topology includes three main levels of root node, central hub, and 
nodes. The central hub collects the data from the level of nodes to be delivered to the 
upper one, which is the root node. The relation between levels is a parent and children, 
wherethemessageispassedthroughlowertoupper levels.Thepathsfromasinglenode 
to the root node should be selected to be short and efficient in data delivery and each 
one can be single-hop or multi-hop path depending on the distances between the nodes 
in a single one. Tree topology includes a star and peer-to-peer topologies as illustrated 
in Fig. 10. The issue that may face this topology is the link breaking between nodes, 
especially in the fat trees that is affected even with one link breaking [ 22]. 

Fig. 9 Bus topology for WSN [ 22] 

Fig. 10 Tree topology of WSN [ 22]
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Fig. 11 Star topology of WSN [ 22] 

Fig. 12 Ring topology of 
WSN [ 22] 

Start Topology: The nodes here are connected to a central node, called sink as 
shown in Fig. 11. The nodes cannot be connected together directly, but through the 
sink node. The main problems of this topology is the congestion in the sink node, 
high power consumption and a single link communication. Different research work 
enhanced the performance of these nodes, yet the problems are still occurred with 
huge number of nodes in the WSN [ 22]. 

Ring Topology: It offers two neighbor nodes for each node in the WSN as a ring 
as  shown on Fig.  12, and the data is transmitted in one direction, either clockwise 
or anti-clockwise. The problem of this topology is that each node is disconnected 
for any reason, the network is down. At the same time, the congestion and traffic 
problems are solved in this type [ 22].
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Fig. 13 Mesh topology of WSN [ 22] 

Mesh Topology: In this topology, the nodes are connected together and can freely 
send as well as receive the messages between them. Two types of mesh are presented, 
full-mesh and partial-mesh. The full one offers full connections to all nodes, while 
the partial can connect all nodes through a sink node that works as a bridge between 
to clusters or groups of nodes within the WSN as explained in Fig. 13 [ 22]. 

Circular topology: This topology adopts the circular arranging, called tiers, of node 
inside the WSN with one central sink as illustrated in Fig. 14. All data is transmitted 
from nodes to the sink through single-hop and multi-hop paths of the diagonal ones 
that receives data from random nodes [ 22]. 

Grid Topology: The covered area is divided in this topology into equal size squares, 
each of which includes the same number of nodes. Each grid has one active sensor 
node, while the other are turned to sleep for increasing the lifetime of the WSN. 
Therefore, the nodes are working in turn, yet the condition is the nodes should be 
from the same type. The data is transmitted from source to destination though the 
grids using the grid heads as shown in Fig. 15 [ 22]. 

As mentioned above, the listed topologies are used depending on the applications, 
environments, and sources. It also depends on the adopted methods of node distri-
bution on the coverage area that can be random or arranged, each of which uses a 
topology that satisfy the requirements. 

At the other hand, the WSN includes five adopted layers in open system interaction 
as illustrated in Fig. 16 [ 7]. In addition, three crossed layers are presented, power 
management plane, mobility management plane, and task management plane. These 
crossed layers are involved in each of five ones to guarantee that they are performed 
in well managed in terms of power, mobility, and task. This is done using different 
protocols for each layer to manage the above crossed ones. 

Different protocols are working on the data link layer, particularly MAC sub-
layer. The main job of these protocols is to decrease the consumed power, caused by 
collisions, idle listening, overhearing, and excessive overhead. Normally, they are 
categorized into schedule and contention protocols [ 25].



Wireless Sensor Network Based Mobile Robot Applications 377

Fig. 14 Circular topology of WSN [ 12] 

Fig. 15 Grid topology of WSN [ 22] 

Scheduled based protocols aim to control the consumed power throughout the 
work of WSN, in which the life time for the network is increased. In addition, these 
protocols provide the WSN with more adaptively and flexibility as well as scalabil-
ity, for the change in producing the services and the size of WSN. Self-Organizing 
Medium Access Control for Sensor-nets (SMACS) protocol is one of scheduled
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Fig. 16 WSN layer structure [ 7] 

based ones that adopts the random network topologies without the need for synchro-
nization establishment. This protocol uses the communication protocols of Time 
Division Multiple Access (TDMA), Codded Division Multiple Access (CDMA), 
and Frequency Division Multiple Access (FDMA). Each of which exploits its ability 
inn delivering the data in save with minimum power consumed [ 25]. At the other 
hand, Low-Energy Adaptive Clustering Hierarchy (LEACH) protocol adopts a hier-
archical approach in distributing the nodes inside the WSN amongst the allocated 
clusters. Each cluster has at least one cluster head that uses the TDMA communica-
tion protocol. The TDMA can guarantee the safe receiving of sent data with lowest 
errors and packet loss as well as delay. It also prevents the interconnection between 
the sent packets between the nodes within the cluster and from one to others. 

The contention access based protocols are not produced to the WSN in particular, 
however, they can be used as they adopt the collision prevention, Request to Send 
(RTS), Clear to Send (CTS) methods to enhance the performance of WSN. This is 
done by overcoming the hidden layer problem in more robustness. In addition, these 
protocols keep the consumed energy in low level for the same reasons mentioned 
in LEACH protocol. The Power Aware Multiple-Access Protocol with Signaling 
(PAMAS) reduces the overhearing between neighboring nodes by using a separate 
communication signaling channel to avoid the busy RTS and CTS channels. These 
signals control the activation of nodes to receive or send data. The Sparse Topology 
and Energy Management (STEM) protocol in the same way uses two communication 
channels between nodes, known as data radio and wake up radio. It uses the data 
channel in sending data based on RTS and CTS, while it employs the wake up radio 
for sending the control signals. The wake up signals switch off/on the nodes to receive
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the data on demand. In the same procedure, the IEEE 802.11-inspired contention-
based protocols work to guarantee the data delivery. The Timeout-MAC (T-MAC) 
protocol uses for applications with low data rate and not important delay. Moreover, 
the RTS and CTS are employed in data transmission for offering the safe delivery. 
In addition, The Berkeley Media Access Control (B-MAC) protocol is a low power 
with high efficiency one [ 25]. 

The routing protocols are the most important ones that work in the network layer 
of WSN. They manage the finding of the suitable paths between the source and 
destination nodes inside the network. Different techniques are adopted for performing 
the aim of these protocols that use parameters, such as bandwidth, bit-rate, latency 
as a Quality of Service (QoS) ones for selecting the right path. Generally, these 
protocols are classified into three categories: proactive, reactive and hybrid. 

The proactive protocols update the information tables regularly that show the 
current state of the underlying network. Two types of the proactive ones: flat and 
hierarchical. The flat uses the overhead computations to find out the optimal path 
selection. While the hierarchical protocols utilize the trade off formula for optimizing 
the suitable path. In addition, the reactive protocols use a group of destination nodes 
in demand for establishing routs (paths). They do not update the information table, 
yet they depend on the dynamic movement of WSN for finding new paths. At the 
same time, the hybrid protocols divide the coverage area into clusters for controlling 
the paths between nodes within each cluster. The data is transmitted between clusters 
using nodes allocated for this purpose [ 25]. 

5 Concepts of Deep-Learning 

Deep-learning methods are part of machine learning techniques, the difference in the 
number of hidden layers and other attributes. They prove their efficiency by providing 
high accuracy ratios for both training and testing stages. They are also used for two 
main purposes: feature extraction and classification. The feature extraction is used 
to obtain the trained weighted values that are employed for different application, 
such as identification. While the classifier is used for arranging the input material 
into classes that are trained before based on dataset [ 13, 24, 29]. The deep-learning 
model includes a number of layers and blocks. This is because the deep-learning is a 
class of neural network intelligent methods. The neural contains groups of neurons 
that perform the following: 

• Consider the dataset as input. 
• Calculate the scalar output. 
• Updating the internal parameters for adapting the change throughout the work. 

The neurons are grouped to generate the layers of deep-learning. These layers 
are arranged in sequence manner and each of which includes tuned parameters that 
control the change in dataset fitting by updating their case depending on the input 
parameters/feature. The output of each layer is the input for the next layer in sequence
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Fig. 17 The construction of block from multiple layers [ 29] 

manner [ 29]. These layers do not provide the output results high accuracy, therefore, 
the term block is adopted in neural network ad deep-learning in turn. This block can 
be formulated using a single layer, multiple layers, the entire model of deep-learning. 
Figure 17 represents the combination of multiple layers in generating the block. The 
block in deep-learning represents the class that is designed for classification of the 
input dataset. Each one has a forward propagation function for transforming the input 
to output with saving the necessary parameters. In addition, the back-propagation 
function is also utilized for evaluating the gradients. 

6 Methods of Deep-Learning 

As mentioned earlier, the deep-learning is a class of machine learning technique. 
Thus, most of the used algorithms and methods are either the same or developed in 
some fields. The deep-learning methods can be categorized into three main one [ 8]: 

• Unsupervised Learning Network or Generative Learning: It is used for allocat-
ing the high-order correlation of the input dataset that is used for pattern analysis 
and the purpose of synthesis. This is beneficial for the cases when the target class 
is not known well. 

• Supervised Learning Network: Here, the target class is available and the method 
attend to describe the discriminate power for the underlying pattern in direct way. 

• Hybrid Learning Network: It is used for applications that need models with 
different methods (supervised and unsupervised) to achieve the target in optimal 
way. This method can accomplish the requirements of allocating the discriminate 
power values for the patterns with availability of target class or not. 

Throughout these categories, there are different methods for deep-learning that are 
adopted based on the required applications and the availability of the datasets [ 8]: 

• General Deep-Learning: It is a type of machine learning to include numerous 
layers of processing the information that are arranged in hierarchical supervised
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structure. This structure works on the input unsupervised features for learning the 
model in classifying the input data. The concept of this method is to compute the 
high level correlation of features with the low level ones that are identified using 
the used iterative neural network. 

• Deep Belief Network (DBN): This method adopted different layers from genera-
tive models as shown in Fig. 18. The first two layers are connected in indirect way 
but symmetric. The output of these two layers is passed to the lower layers that 
are connected in direct way and symmetric. 

• Boltzmann Machine (BM): It adopts the neural network that includes symmetric 
connected layers, which provide the decision of the network to be On or Off as 
shown in Fig. 19. 

• Restricted Boltzmann Machine (RBM): It is a lass of BM, yet it includes hidden 
and visible layers that are connected in different orientation to prevent the con-
nection between hidden and hidden as well as the visible and visible as shown in 
Fig. 20. 

• Deep Neural Network (DNN): This method contains a multi-layer structure that 
are classified into hidden and visible as shown in Fig. 21. The weights of these 
layers are connected under the supervised training model. 

• Deep Auto-encoder: It is a DNN type with adoption of the input dataset as output 
targets instead of class labels. Thus, it employs the unsupervised training technique 
as explained in Fig. 22. In the de-noising training, the deep auto-encoder is a 
generative model. 

• Distributed Representation: This method considers the distribution concept by 
employing the hidden factors to be connected and used for generating a new 
network configuration. The connection represents the distribution that are occurred 
in the produced pattern of activity over the units. 

7 Mobile Robotic Wheelchair Based on Gaze Direction 
Signals for Quadriplegic People 

The WSN and the robots are combined in different applications that satisfy the user 
and institute requirements. These applications can serve some of human cases that 
need special care, such as quadriplegic people, who suffers from severe limitation in 
the movement. The electrical wheelchair solves the movement problem for paralyzed 
people, but in case of quadriplegic the matter is different and needs more efforts for 
adapting a solution can overcome this problem. The robotic car concepts can be 
adopted in driving the wheelchair based on the gaze direction. The idea behind is 
to detect and track the pupil of the eye to get the aimed direction to be reflected on 
the control signals, responsible on driving the robotic car [ 28]. This system can be 
programmed as a mobile application to perform the gaze tracking for four directions. 
Figure 23 shows the interface of the mobile application that was presented in [ 28].
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Fig. 18 DBN method [ 8] 

Fig. 19 BM method [ 8]
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Fig. 20 RBM method [ 8] 

Fig. 21 DNN method [ 8] 

The detection and tracking of the eye’s pupil was performed using open CV library, 
particularly the Haar cascade classifier. This classifier starts with face detection of 
the patient and then allocated the area of interest, which is the eyes, by taking the first 
third of the face to focus on the pupil of eyes for tracking purpose. This has been done 
using the formulas of finding the width and height of the eye area. These formulas 
were implemented for left and right eyes. The grid is applied for the allocated eyes 
area based on five rows and five columns to ease the tracking of pupil as shown in
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Fig. 22 Deep auto-encoder method [ 8] 

Fig. 23 Mobile application 
interface [ 28]
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Fig. 24 The grid of eyes area [  28] 

Fig. 25 Up direction reaction [ 28] 

Fig. 24. It can be seen that the pupils of both eyes are allocated and highlighted in 
white circles [ 28]. 

The interaction between the mobile application and the movement of eyes. 
Figures 25, 26, 27 and 28 explain the movement of eyes in up, down, left and right 
direction as well as the reaction of mobile application after detecting the direction of 
pupils. While, Fig. 29 explains the case of double eye blinking, where the system is 
inactivated. Another double eye blinking can activate the mobile application again. 

This application is applied for robotic car as a prototype of electrical wheelchair. 
The system requires different hardware components as shown in Fig. 30 [ 6]: 

• Robotic car. 
• An Android smartphone. 
• Raspberry Pi microcomputer. 
• Two ultrasonic sensors. 
• Step down voltage regulator. 
• Battery.
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Fig. 26 Down direction reaction [ 28] 

Fig. 27 Left direction reaction [ 28] 

Fig. 28 Right direction reaction [ 28]
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Fig. 29 Double eye blinking reaction [ 28] 

It also needs the following software environment of Android Studio (2.3.3) IDE, 
and OpenCV (2.4.9) library. 

After applying the mobile application of the designed robotic car, the obtained 
results for all moving directions prove the efficiency of performance in terms of 
accuracy and robust reaction. Figure 31 is a sample example that represents the left 
direction movement, while the blue LED is on to show the directional movement of 
a car to left. 

The ultrasound sensors are allocated in the front and back of a car for stopping 
the car (wheelchair) in case there is an obstacle, as shown in Fig. 32 that explains the 
stop of a car in occurring of obstacle with turning on the blue LED to prevent any 
expected accident for the wheelchair.
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Fig. 30 Hardware components connected to robotic car [ 6] 

Fig. 31 The left directional movement of a car [ 6] 

Fig. 32 Obstacle occurring [ 6] 

At the other hand, the accuracy for the system is evaluated based on two working 
environments: indoor and outdoor and applied for Galaxy phones. Table 1) lists the 
accuracy of the system in terms of directional movements over the adopted environ-
ments. It is shown from this figure that the indoor accuracy proves the validity of the 
system in indoor. The reason behind the drop in the accuracy in outdoor is the effect 
of light that is reflected negatively on the camera as a noise.
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Table 1 System accuracy over different cases [ 6] 

Action Indoor accuracy percentage Outdoor accuracy percentage 

Left gaze direction 90 70 

Right gaze direction 100 80 

Up gaze direction 80 70 

Down gaze direction 70 70 

Blinking 70 90 

Total accuracy 82 76 

8 Mobile Robotic Wheelchair Based on EEG Signals 
for Quadriplegic People 

It is important in the scientific research to produce systems can serve different cases 
of human disability, in which they are able to be a part of society without the need for 
major assistance from others. As mentioned earlier, the quadriplegic people suffer 
from a severe disability that prevent them from even moving and part of their body 
expect the face muscles. Therefore, the need for producing smart driving wheelchair 
represents the high priority of helping them in moving. In addition to use the gaze 
tracking highlighted in the previous section, the EEG signals of the brain can be 
exploited in well-designed system that can dive the wheelchair for quadriplegic 
people in efficient way. 

Figure 33 shows the block diagram of the EEG based wheelchair control system. 
It is explained that the movement/actions of the patient’s face can be measured as 
EEG signals using the Emotive headset. These signals are sent to the main controller, 
Raspberry Pi, to be translated as a directional movement in the wheelchair, which 
is represented as a robotic car [ 4]. Different face actions are considered to cover the 
directional movements, stop and activation functions including blinking, smiling, 
frowning, left wink, right wink, and surprising as shown in Fig. 34. These actions 
are considered due to the notified change of EEG signals between them. This can 
increase the response accuracy of the system, which is reflected positively on the 
performance efficiency. 

The Emotive headset, shown in Fig. 35, is a five channel EEG reader that expresses 
these signals in three main classes: mental commends, performance metrics, and 
facial expressions [ 3]. The facial expression is exploited due to easy use by patients 
and need less efforts of training by patient as well. This headset is simple, effective 
with acceptable accuracy and easy in use without any requirements of assistance. 

This application is implemented using the emotive headset and the robotic car 
with the Raspberry Pi controller and this system requires the following hardware 
components as shown in Fig. 36 [9–1]: 

• Robotic car. 
• Raspberry Pi microcomputer.
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Fig. 33 EEG based wheelchair control system [ 4] 

Fig. 34 Adopted face reactions [ 4] 

• Two ultrasonic sensors. 
• Step down voltage regulator. 
• Battery. 

Moreover, the software needed here is the Emotive control panel and Raspberry 
Pi environment.



Wireless Sensor Network Based Mobile Robot Applications 391

Fig. 35 Emotive five channels headset [ 3] 

Fig. 36 Hardware components for EEG based robotic car [ 2] 

Different case studies are considered for obtaining the results that prove the effec-
tiveness of the EEG based wheelchair/robotic car system for quadriplegic people. 
Figure 37 expresses the blinking face action that activate and deactivate the system, 
which means double blinking for activation, and next double blinking for deactiva-
tion. 

Figures 38, 39, 40 and 41 show the face actions and related car reactions as a 
moments to forward, backward, left and right based on surprising, furrowing, left 
wink, and right wink, respectively. Each action is represented in figures in a different
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Fig. 37 Double blinking face action [ 2] 

Fig. 38 Forward movement action [ 2] 

Fig. 39 Backward movement action [ 2] 

color LED to indicate the receipt of control order. It is important to note that each face 
expression or action should be repeated five times within five seconds time period 
to ensure that it is the request of patients and it is not purposed action. From these 
figures, we can see the robust responding of the robotic car and the high accuracy of 
obeying the patient’s order.
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Fig. 40 Left movement action [ 2] 

Fig. 41 Right movement action [ 2] 

Fig. 42 Obstacle detection and stop reaction [ 2] 

In addition, the obstacle stop action is performed using the front and back ultra-
sound sensors as shown in Fig. 42. These sensors detect the obstacles in front of or 
behind the wheelchair/robotic car to prevent any accident could be happened.
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Table 2 Accuracy of the facial action and robot reaction [ 2] 

Facial action Robot reaction Accuracy percentage 

Surprising Forward 80 

Frowning Backward 70 

Left wink Left turn 40 

Right wink Right turn 40 

Blinking Activation/deactivation 80 

Total accuracy 62 

The accuracy of the system performance is measured for the adopted actions 
as listed in Table 2. It is shown from this table that the left and right winking facial 
actions suffers from weakness in accuracy due to the closeness to the blinking action. 

9 Intelligent Indoor Localization of Mobile Robotic Car 

It is well known that the GPS signals is either weak with error or missed inside the 
buildings, particularly with numerous floors, but the indoor localization is required 
for performing different functions, such as finding survivors in case of disasters. 
Therefore, the replacement is to apply the WSN with robots to address the indoor 
localization with high accuracy. Moreover, the intelligent systems are added to the 
robots with WSN to optimize the performance, which leads to enhancement in accu-
racy of localization. Different methods and sensor types are employed for achieving 
the target by different researchers including the RFID, cameras, ultrasound, etc. In 
terms of intelligent systems, the machine learning and deep-learning are dominated 
on this application due to the efficient performance of images and raw sensor data 
analysis. 

The combination of deep-learning model and WSN is adopted to localize the 
robotic car that is moved inside the building. This is done using camera and ultrasound 
sensors, where the read data is processed and classified using deep-learning model. 
The utilized model needs dataset for training, thus, an off-line data is collected from 
the underlying building using the same robotic car with its camera by recording 
movies for all rooms and halls inside such buildings. Figure 43 expresses the general 
block diagram that shows the working flow of the system from capturing the images 
till obtaining the location of robotic car [ 18, 19]. The offline collected data is sent to 
the deep-learning model for training, and the results is then sent through the website 
to the robotic car Raspberry PI. The robotic car captures the images from the nearest 
wall and this images is processed by the trained deep-learning model for classifying 
the location of the car. 

The adopted deep-learning model is built based on Convolutional Neural Network 
(CNN) method that include the softmax filter, convolutional layer, pooling layer, and
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Fig. 43 General block diagram of indoor localization [ 18] 

fully connected layer as shown in Fig. 44 as a circular shape [ 19]. The images are 
passed through the convolutional layers for extracting the features from them, while 
the job of pooling layers is to reduce the obtained parameters from the convolu-
tional layers to be more optimized. The obtained parameters ate converted to single 
dimension array for feeding the fully connected layers to perform the neural network 
procedure. The softmax filter is the final stage of classification deep-learning. The 
designed deep-learning model is shown in Fig. 45 as a layers [ 19]. 

The implementation of the mentioned indoor localization system can be performed 
using the following hardware components: 

• Robotic car. 
• Raspberry PI. 
• 4 megapixel RPI camera for Raspberry PI. 
• Two ultrasound sensors. 
• Battery. 

Figure 46 explains the integrated robotic car system and each part is assigned 
with a title. While the software side includes the python language and Raspberry PI 
environment. The robotic car is the moving object inside the building, and its location 
is requested by the system at any time. The trained deep-learning model is already 
installed inside the Raspberry PI of the robotic car, thus, the car takes picture for the 
nearest wall to be processed and classified using the deep-learning model to classify 
the location. This location is sent back to the system for allocating the robotic car. 
The pictures are taken when the robotic car is 50 cm in distance from the wall, where
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Fig. 44 The used layers in deep-learning model [ 19] 

Fig. 45 The layered design deep-learning model [ 19] 

the camera is fixed in a suitable angle. In case, the taken picture is not classified, 
the robotic car moves with 15◦ angle to right and left to achieve a picture can be 
classified by the system as shown in Fig. 47 [ 19]. 

The indoor localization system robotic car is provided with obstacle avoidance 
algorithm that is detected using the front and back ultrasound sensors. The distance 
of more than 90 cm is considered to be the maximum allowed one for moving the 
car. If the detected distance between obstacle and the car is less than or equal to 
90 cm, the car is stopped and the yellow LED is set on as shown in Fig. 48 [ 19]. 
After detecting the obstacle, the car waits for 5 s to check if the obstacle is still there 
or moved. In case of the availability of the obstacle, the car is turned to right and go 
forward to be near a wall. In case there is an obstacle in the new way, the car takes 
the same action sequence in avoiding the obstacle [ 19]. 

In terms of the efficiency of the adopted deep-learning, the accuracy and loss of the 
training and validation phases are shown in Fig. 49. It is explained that the accuracy
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Fig. 46 Hardware components of the robotic car for indoor localization system [ 19] 

Fig. 47 The robotic car movement to obtained a classified picture [ 19] 

of the training reaches 99.6–100%, while the accuracy of validation is 99–100%. The 
loss for training and validation records low ratio. The mentioned accuracy and loss 
results prove the efficiency of the proposed system, which means the allocation of 
the robotic car in high accuracy. Moreover, the low number of epoch to get the high 
accuracy is called the early learning model that reaches the 100% accuracy within 
the 20 epoch. This is due to clear dataset as well as the optimal structure design of 
the deep-learning model.
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Fig. 48 Obstacle detection and car stoop [ 19] 

Fig. 49 Accuracy and loss of the training and validation of deep-learning model [ 19] 

10 Discussions 

In this section, the obtained results from the considered applications are discussed. 
The results of the Mobile Robotic Wheelchair Based on Gaze Direction Signals 
for Quadriplegic People application, shown in Figs. 23, 24, 25, 26, 27, 28 and 29, 
expressed the successful working steps in testing the proposed system. The perfor-
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mance recorded a high efficiency in terms of catching the gaze direction of patient’s 
eyes and the fast response action of moving the robotic wheelchair. Numerous actions 
were considered in this system to cover the most possible scenarios of patient’s 
requests. 

Moreover, the Mobile Robotic Wheelchair Based on EEG Signals for Quadriplegic 
People applications recorded different results, as shown in Figs. 33, 34, 35, 36, 37, 
38, 39, 40, 41 and 42. These results illustrated the testing steps to present the expected 
performance of the proposed system that used Emotive device for recording the EEG 
signals in synchronization with the face reactions of patients different face reactions, 
particularly the eyes ones, had been considered to cover the possible patient’s actions. 
The readings of EEG signals were used to move the robotic wheelchair. The obtained 
results proved the efficiency of the proposed system in the Fields of order accuracy 
and right response. 

The intelligent indoor localization of mobile robotic car application results of 
Figs. 43, 44, 45, 46, 47, 48 and 49 showed the practical implementation of this 
system. In addition, they were introduced to explain the effects of using deep-learning 
in detecting the places that were used for localization of robotic cars. Thee results 
illustrated the steps of working to get the location using the WSN to get the readings 
of pictures and deep-learning for classifying the location in exact to ratio up to 100% 
of accuracy. 

At the other hand, the mentioned applications of mobile robotic were applied in 
prototypes for realizing the design implementation and being close to the real-time 
performance. The utilized embedded components and sensors were explained in the 
mentioned figures as well to make a clear visual picture to these applications. 

11 Conclusions 

This chapter presented a view on the theory background of WSN and deep-learning 
technologies that were adopted in presenting three mobile robotic applications. The 
gaze direction based robotic wheelchair application adopted the WSN and opeCV 
library for controlling the movement of the wheelchair for Quadriplegic People. 
While the EEG based robotic wheelchair application used the WSN, represented in 
Emotive device and the prototype, for managing the movement of robotic wheelchair 
for Quadriplegic People. In addition, the WSN and deep-learning model was used 
by the indoor localization for robotic car. The readings of WSN were employed in 
training the deep-learning model for allocating the position of a car. The obtained 
results of testing the presented applications proved the efficiency in terms of working 
performance and responses.
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12 Summary 

The robots perform different services in numerous fields of life, such as medical, 
engineering, and emergency cases. The enhancement of this performance is the aim 
of the researchers over the presented proposals and works. The enhancement can be 
achieved using the modern technologies that can increase the efficiency of robots in 
significant way. These technologies include the WSN and intelligent systems. This 
combination affects the performance of robot, in which the provided services are 
enlarged in all fields. WSN improves the controlling side of the robots and help 
them in indoor allocation, medical and human services. Moreover, the deep-learning 
models as intelligent systems are combined with the robots and WSN to enhance 
the robot performance in terms of accuracy and decreasing the required time. These 
models are selected and designed well to be adaptive with the variation of the input 
datasets that contains different variables, such as integers, reals, text, images, etc. 
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Abstract This chapter presents Fault Diagnosis (FD) and Fault Tolerant Control 
(FTC) schemes for multiple physically linked mobile robots. A nonlinear dynamic 
observer is designed not only to estimate the actuator fault signal (to perform the 
Fault Diagnosis) but also to estimate the states that are needed in the feedback control 
law. Firstly, a system with three two-wheel drive (2WD) mobile robots subjected to 
multiplicative and additive actuators faults was considered. Secondly, the method was 
generalized for nth order mobile robots. A case study is presented by considering 
the problem of trajectory tracking of three physically linked 2WD mobile robots. 
The simulations were performed using the MATLAB/SIMULINK software, and it is 
shown that the nonlinear adaptive observer is suitable for the estimation of both the 
system state-space variables and the parameter associated with the actuator faults. 
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1 Introduction 

Wheeled Mobile Robots (WMR) have been increasingly used in recent years, with 
applications such as exploration of other planets, demining operations, and appli-
cations in risky environments. However, these complex systems, which have many 
instruments, may be subjected to system faults, that can result in failures of the 
missions and avoid them to be accomplished [1]. So, dedicated actions and strategies 
must be developed to attenuate the results of these faults. 

Because these robots generally evolve in harsh environments, it is difficult, even 
impossible, to send human operators to repair faulty robots. However, when there 
are incipient failures in some components, a group of robots can operate at lower 
efficiencies or complete parts of the task with a reduced set of resources. The iden-
tification of the faults and the compensation for their effects are needed in order 
to ensure that the missions will be accomplished satisfactorily. The failures must be 
independently detected and isolated by the robots themselves. Then, the still-existing 
functionalities need to be utilized in a maximized manner in order to maintain the 
robot working. 

The two-wheel drive (2WD) mobile robots are used in diverse cooperative robotic 
systems because of their reduced cost, efficiency, and flexibility. However, this type 
of robot can become out of control when an actuator is totally faulty. This may 
cause the wheels to roll freely, or for the robot to become stuck in a fixed position 
where there are undesirable frictions with the ground. To avoid situations as these, 
additional actuators are needed. 

Physical links between 2WD mobile robots can be adopted as a solution to this 
problem. Adding physical interaction between robots makes the global system more 
tolerant to total failures of actuators, thus providing them with the ability to complete 
their tasks even when there are faulty actuators, rather than aborting the entire 
mission. The robots may be linked initially or when needed, for instance when an 
actuator fault is detected. 

Multi-linked 2WD mobile robots are similar to a tractor-trailer [2]. These robotic 
systems can accomplish dexterous and complex tasks, improving performance and 
creating many advantages in comparison to a single robot. The potential advantages of 
this system are flexibility (robots may be attached or separated easily), improvement 
of the disturbance-rejection capabilities, robustness to failure, adaptability, intrinsic 
system redundancy, ease of motion in harsh environments and fault tolerance. As 
an over-actuated system, a linked-robot systems can reconfigure itself when partial 
faults occur, to be able to continue the mission. 

In the present work, 2WD mobile robots are physically linked to deal with faulty 
actuators. With this configuration, even the faulty robots can reach at their targets, 
guaranteeing that the instruments they carry will continue to be available in the 
mission. Physically linked 2WD mobile robot systems are a kind of articulated mobile 
robot. 

The physical link can help to solve some problems in the missions. For example, 
the power of the system will grow and heavier loads may be carried. Also, gaps in
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rough grounds can be crossed. More importantly, there will be redundancy in sensors 
and actuators, and the system will have improved fault tolerance. 

Operations with robots can reduce the interventions performed by humans when 
there are accidents or disasters. In this situation, it is very important to guarantee 
that the global system can operate with fault tolerance. This chapter proposes the use 
of multi-linked 2WD mobile robots to overcome this challenge. The goal of these 
multi-robot systems to ensure a proper trajectory tracking even when the actuators 
are faulty. 

An actuator faults introduce extra uncertainties into the system, mainly in the 
control gain. A nonlinear adaptive observer is used to deal with the uncertainties, 
being part of the proposed Fault Diagnosis (FD) and Fault Tolerant Control (FTC) 
schemes. 

So, the contributions of this chapter can be outlined as follows: 

• An adaptive nonlinear observer is proposed to estimate actuator faults, which are 
modelled as multiplicative and additive faults changing the torque inputs on the 
wheels, and also to estimate the states of the system, making non-measured states 
available for the feedback control law. 

• An adaptive dynamic control law is proposed, which takes into account the 
estimated actuator gains and state variables provided by the adaptive nonlinear 
observer. 

The chapter is organized as follows. Section 2 presents the Related Works. The 
Methodology and Mathematical Modelling are presented in Sect. 3. The Proposed 
System, which is a generalized FD and FTC scheme for the case of n-linked mobile 
robots, is presented in Sect. 4. Section 5 contains Simulation Studies. The Conclusion 
is presented in Sect. 6. 

2 Related Works 

In harsh environments, the probability of multiple faults in mobile robots may 
increase. In these situations, with multiple cooperative mobile robots, an actuator 
fault in a single 2WD mobile robot may reduce the performance or even abort the 
entire mission. So, a strategy is needed to reduce the effects of the faults. 

When there are actuators’ faults, a Fault Tolerant Control (FTC) method should 
be considered for an efficient tracking of the reference trajectory. Some important 
FTC schemes are presented in [3, 4]. FTC methods for mobile robots are proposed 
in [5, 6]. In [7], a reconfiguration method is developed where the non-faulty robots 
assume the tasks that should be performed by the faulty robots. 

Fault Diagnosis (FD) must be also taken into account, either for maintenance and 
monitoring issues or to enhance the control system autonomously in all practical 
situation. In general, FD includes fault detection, fault isolation, and fault estimation 
[8]. The fault detection indicates the presence and also the specific time instant when
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the fault occurred. The fault isolation indicates the location of the fault. The fault 
estimation provides information such as the size and type of the fault. 

Several books ([9–11]) and papers ([12–14]) have reviewed FD approaches and 
methods. In [15], the following classification of methods is presented: model-based, 
signal processing, knowledge-based, hybrid methods, and active fault diagnosis. 

Observer-based methods are the most commonly used in model-based fault diag-
nosis. They were applied to mobile robots in [16], where a FD observer is designed 
based on the work presented in [17]. In [18], modeling is performed by local networks, 
and residues are generated by change-detection algorithms. This is a powerful 
approach for FD that is validated on the wheels of a mobile robot. A model-based FD 
for a four-wheel skid steering WMR subjected to the actuator’s faults was presented 
in [19]. Reference [20] proposed a multiple FD method for a WMR system with 
a hiding effect. Reference [21] developed a diagnosis scheme for a discrete event 
system that can deal with two different faulty situations in an autonomous WMR 
mission. A fault diagnosis algorithm that estimates abnormal conditions before a 
breakdown occurs is presented in [22]. 

In [23], Kalman filters are used to estimate the states of multiple robot models, 
where each model is related to a fault in one actuator or sensor. Reference [24] 
presents a model-based Fault Detection, Isolation and Path Correction Module (FDI-
PC) for 2WD robots. The simulations showed that navigation in a building can be 
well performed after the occurrence of a fault on a wheel by the fault compensation 
on the input signals. In [25], the non-faulty operation of the robot was used to train a 
neural network and then different faulty scenarios were considered to train again the 
neural network. In [26], a mobile robot of unicycle type was used in an application of 
data fusion for localization purposes, where the tolerance of multiple sensors faults 
are considered in the data fusion algorithm. 

In the last decades, FD methods have been extensively studied by the control 
systems community. In general, reliability and fault tolerance are the major goals, 
particularly achieved by the detection, isolation, identification, and accommodation 
of faults [27–29]. The necessity of providing combined estimation of states that are 
not measured, parameters and faults by state observers originated researches in the 
field of adaptive and fault tolerant control [28, 30]. 

FTC design is performed for the compensation of the fault effects. With the fault 
estimation it is possible to change the control input and accommodate the system 
[31, 32]. 

There are very few studies on fault accommodation for multi-linked WMR in 
the literature. Here, the configuration of the physically-linked 2WD mobile robots 
is the same presented in [33–38], where two strategies for fault compensation were 
proposed: multiple models switching control, where each dynamic control law is 
designed for the compensation of a known set of actuator faults; and an adaptive 
control approach, with a single control law designed considering a multi-integration 
scheme that compensates the pre-established faults. 

This chapter focuses on the fault estimation and compensation in physically linked 
2WD mobile robots. The formulation starts with a system composed three-linked 
2WD mobile robots, and then it is proposed a generalized for the case of n-linked
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2WD mobile robots. The approach proposed by [36] is adopted as the basis for the 
development of the control strategy, which is based on a kinematic controller and a 
dynamic controller designed for trajectory tracking. In this work, one contribution 
is that the dynamic control law is designed considering the actuator fault compensa-
tion, what can be done by the integrating the fault estimations. The actuator faults, 
considered to be multiplicative faults, are estimated by a nonlinear adaptive observer, 
which also estimates the system states that are not measured and are needed in the 
feedback control law. 

Based on the literature review on fault tolerant control for multi-linked mobile 
robots, one can notice that friction phenomena were not addressed in the aforemen-
tioned research work. Thus, this work further contributes by designing a fault tolerant 
control scheme that includes friction models and uncertain faults. 

3 Methodology and Mathematical Modelling 

3.1 Modelling of Three-Linked 2WD Mobile Robots 

Let us consider the case of three-linked robots. For every mobile robot, there is 
actuation in the two rear wheels, but the front passive caster is omitted. The leader 
robot is robot 1, while the followers are robots 2 and 3. Robots 2 and 3 are oriented 
according to the physical links, however, robot 1 is independent. The configuration 
of the system, as shown in Fig. 1, is given by the vector of generalized coordinates 
q = [x, y, θ3, θ2, θ1].

3.1.1 Kinematic Modelling 

Mobile robots are considered to be of nonholonomic nature, being subjected to 
nonholonomic constraints involving velocity. The system constraints are given by 

A(q) ̇q = 0 (1)  

where 

A(q) = 

⎡ 

⎣ 
sinθ3 −cosθ3 0 0 0  
sinθ2 −cosθ2 −d2cos(θ2 − θ3) 0 0  
sinθ1 −cosθ1 −d2cos(θ1 − θ3) −d1cos(θ1 − θ2) 0 

⎤ 

⎦ (2) 

The equations for the kinematics of the three-linked 2WD mobile robots, as shown 
in Fig. 1, are  

q̇ = S(q)η (3)
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Fig. 1 Three-linked 2WD mobile robots

where η = [
υ3 ω1

]T 
, υ3 is the linear velocity of robot 3, and ω1 is the angular 

velocity of robot 1. Matrix S(q) is as follows 

S(q) =
[
cosθ3 sinθ3 

1 
d2 
tan(θ2 − θ3) 1 

d1 
tan(θ1 − θ2)/cos(θ2 − θ3) 0 

0 0 0 0 1

]T 

(4) 

Moreover, the following equation describes the natural orthogonal complement 
property 

S(q)T A(q)T = 0 (5)  

3.1.2 Dynamic modelling 

Applying the Lagrange method and considering fixed links, the dynamics of the 
three-linked system is given by 

M(q) ̈q + C(
q, q̇

)= B(q)τ + A(q)T λ (6) 

being M(q) ∈ R5×5 the system inertia matrix, C) ∈ R5×1 is the centripetal and 
Coriolis forces vector, B(q) ∈ R5×6 is the input transformation matrix, τ ∈ R6×1
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is the vector of control torques A(q) ∈ R3×5 is the system constraint matrix, and 
λ ∈ R3×1 is the vector of Lagrange multipliers. 

Matrices M(q), C(q, q) and B(q) in (21) are  

M(q) = 

⎡ 

⎢⎢⎢⎣ 

m1 + m2 + m3 0 

0 m1 + m2 + m3 

−[
(m1 + m2)d2 + a3m3

]
sinθ3

[
(m1 + m2)d2 + a3m3

]
cosθ3 

−[
d1m|1 + a2m2

]
sinθ2

[
d1m|1 + a2m2

]
cosθ2a1m1sinθ1 a1m1cosθ1 

M(q) = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

m1 + m2 + m3 

0 
m1 + m2 + m3 

−[d1m|1 + a2m2]sinθ2[d1m|1 + a2m2]cosθ2a1m1sinθ 
0 

m1 + m2 + m3 

[(m1 + m2)d2 + a3m3]cosθ3 
a1m1cosθ1 

B(q) = 

⎡ 

⎢⎢⎢⎢⎢⎣ 

cosθ1 
r1 

cosθ1 
r1 

cosθ2 
r2 

cosθ2 
r2 

cosθ3 
r3 

cosθ3 
r3 

sinθ1 
r1 

sinθ1 
r1 

sinθ2 
r2 

sinθ2 
r2 

sinθ3 
r3 

sinθ3 
r3 

d2sin(θ1−θ3) 
r1 

d2sin(θ1−θ3) 
r1 

d2sin(θ2−θ3) 
r2 

d2sin(θ2−θ3) 
r2 

b3 
r3 

b3 
r3 

d1sin(θ1−θ3) 
r1 

d1sin(θ1−θ3) 
r1 

−b2 
r2 

−b2 
r2 

0 0  
b1 
r1 

−b1 
r1 

0 0 0 0  

⎤ 

⎥⎥⎥⎥⎥⎦ 

C(q, q̇) = [
Ci j

]
5×1 

where 

c11 = −[(m1 + m2)d2 + a3m3]θ̇ 2 3 cos θ3(d1m1 + a2m2) ̇θ 2 2 cos θ2 − a1m1 θ̇ 2 1 cos θ1 

c21 = −  (d1m1 + a2m2)d2 θ̇ 2 2 sin(θ2 − θ3) − a1m1d2 θ̇ 2 1 sin(θ1 − θ3) 
+ 2

(
d1m1 + a2m2d2 θ̇2 θ̇3sin

)
. 

c31 = −  (d1m1 + a2m2)d2 θ̇ 2 2 sin(θ2 − θ3) − a1m1d2 θ̇ 2 1 sin(θ1 − θ3) + 2(d1m1 

+ a2m2)d2 θ̇2 θ̇3sin(θ2 − θ3) + 2a1m1d2 θ̇1 θ̇3 sin(θ1 − θ3) 

c41 = −  (d1m1 + a2m2)d2 θ̇ 2 3 sin(θ2 − θ3) − a1m1d2 θ̇ 2 1 sin(θ1 − θ2) 
+ 2m1d1 θ̇1 θ̇3 sin(θ1 − θ2) 

c51 = a1m1d2 θ̇ 2 3 sin(θ1 − θ2) + a1m1d1 θ̇ 2 2 sin(θ1 − θ2)
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The Lagrange multipliers can be removed if the derivative of (3) is substituted 
into (6) and multiplied by S(q)T , which gives. 

M1(q) ̇η + M2(q)η + C(q, q̇) = B(q)τ (7) 

where 

M1(q) = S(q)T M(q)S(q) (8) 

M2(q) = S(q)T M(q) ̇S(q) (9) 

B(q) = S(q)T B(q) (10) 

C(q, q̇) = S(q)T C(q, q̇) (11) 

3.1.3 Actuator Fault Modeling 

The actuator faults under consideration are: 

(1) Partial loss of effectiveness of the wheel motor. 
(2) Complete loss of power in some motors which introduces extra friction. 

These faults are multiplicative and additive, and can be represented by 

τ (t) = σ (t)u(t) + u(t) (12) 

where τ = [τ1r , τ1l , τ2r , τ2l , τ3r , τ3l ]T is the input torque provided by the motors, 
u = [u1r , u1l , u2r , u2l , u3r , u3l ]T is the control input, σ = diag{σ1r, σ1l, σ3r, σ3l} is 
the uncertain control effectiveness matrix, and u = [u1r , u1l , u2r , u2l , u3r , u3l]T is 
the friction related to the actuator faults. 

One can remark that Eq. (12) is composed of two terms, one related to the direct 
effect of the faults, the other caused by the resulting frictions. 

Some fault scenarios are discussed below, based on the proposed actuator fault 
model (12). Let j denote one of the actuators j ∈ {1r , 1l, 2r , 2l, 3r , 3l}. The fault-
free situation is represented by σ j = 1 and u j = 0; the loss of control is given by 
σ j = 0 and is associated with a freely rotating wheel or a stuck motor, represented 
by u j = 0 or u j /= 0, respectively; 0 < σ  j < 1 denotes partial loss of effectiveness 
of the actuator. 

Assumption 1: The dynamic subsystem in (11) for  n-linked 2WD mobile robots has 
two control inputs (υn, ω1)to be controlled. Then, the design for fault compensation 
requires an actuation redundancy represented by
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rank
(
Bσ

)= 2 (13) 

3.2 Fault Estimation and Compensation 

In this section, the fault estimation and compensation scheme proposed for the three-
linked 2WD mobile robot system, is presented. The chained form is used in conju-
gation with a recursive technique based on the integrator backstepping to derive the 
kinematic control law that guarantees the trajectory tracking [39, 40]. There is also 
a dynamic controller to ensure the system stability. The dynamic control law incor-
porates the multiplicative actuator faults that are estimated by a nonlinear adaptive 
observer, providing fault compensation. 

The proposed FTC scheme is presented in Fig. 2. There is a nonlinear adaptive 
observer that estimates the faults and a dynamic control law that can compensate the 
faults by using these estimations. It is important to notice that the measurement of the 
generalized coordinates is available for feedback, but their derivatives (velocities) 
must be estimated by the observer in order to be used in the feedback law. The 
observer provides estimates of the state space vector and the parameters associated 
to the actuator faults, which are incorporated in the dynamic control law and can also 
be used for FD. 

3.2.1 State-Space Representation 

Consider the following notation to represent a nonlinear system in state-space

backstepping 
Kinematic 

controller 

Reference 

trajectory 

Fault tolerant control scheme 

Actuator failures  

Three linked mobile robots 

Nonlinear system 

ẋ =Ax+φ(u, x, σ) 
y=Cx 

Transformation 

to chained form 

Transformation 

to chained form 

Chained form 

Dynamic 

controller

 Adaptive 

observer 

Fig. 2 Active fault tolerant control scheme for fault estimation 
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ẋ = Ax(t) + ϕ(u(t), x(t), ρ) 
y(t) = Cx(t) 

(14) 

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input, y(t) ∈ R p is the 
system output, ϕ(u(t), x(t), ρ) ∈ Rn is a nonlinear function; and A ∈Rn×n and C 
∈R p×n are time-independent system matrices. 

The state variables x1 = q and x2 = q̇ can be defined so that the state vector is 

x = [
xT 1 x

T 
2

]T 
. The output vector of the system is y= q = x1. 

From (3), (7) and (12), the system representation in the state-space form given by 
(14) requires 

A =
[
05×5 I5×5 

05×5 05×5

]
, C = [

I5×5 05×5

]
(15) 

ϕ(u, x, ρ) = [
ϕ1(u, x, ρ)T ϕ2(u, x, ρ)T

]T 
(16) 

where ρ = [
ρT , uT

]T 
, I5×5 is a 5 × 5 identity matrix, 05×5 is a null square matrix 

of dimension 5, and 

ϕ1(u, x, ρ) = 05×1 

ϕ2(u, x, ρ) =S(x1)(M
−1 
1 (x1)

(−M2(x1)
(
S+(x1)x2 − C(x1, x2) + B(x1)σ v

))

+ Ṡ(x1)S
+(x1)x2 (17) 

where σ̃ = [diag(ρ), diag(u)] and v = [
uT , 1, 1, 1, 1, 1, 1

]T 
. 

Note that S+(.) represents the pseudo-inverse of S(.). 

3.2.2 Nonlinear Adaptive Observer 

It was presented in [31] a nonlinear adaptive observer for the estimation of the 
state-space vector x and a parameter vector ρ ' in a nonlinear system (14) respecting 
Assumption 1. 

Assumption 1: Considering the nonlinear system represented by (14): 

(a) The state vector x , the control signal u and the unknown parameter vector ρ 
are bounded. 

(b) The function ϕ(u, x, ρ) is Lipschitz with respect to x and ρ, uniformly in u. 
(c) The nonlinear parameterization ϕ(u, x, .) is one to one. 

Remark 1 [31] : The following notations are adopted for the subsequent definition 
of the observer equations:
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(a) Given Θ >  0, it is defined:

ΔΘ = diag
[
IP , 

1

Θ
IP , ..., 

1

Θq−1 
Ip

]
(18) 

(b) Considering A and C as in (4.4), So is the solution of: 

So + AT So + So A − CT C = 0 (19) 

(c) ∀ỹ(t)∈Rm, K ( ̃y(t)) = k1tanh(k0 ỹ(t)) with k1, k0 > 0, is a function that satisfies 

. 

ỹT (t)K ( ̃y(t)) ≥ 
1 

2 
ỹT (t) ̃y(t) (20) 

. 

Theorem 1 [31] : Considering the class of nonlinear systems (14) with Assumption 
1 and adopting the notations and definitions in Remark 1, estimations x

Ʌ

of states x 
and ρ

Ʌ

of the parameters ρ can be given by the nonlinear adaptive: 

x̂ '(t) = Ax̂(t) + ϕ
(
u(t), x̂(t), ρ̂(t)

) − ΘΔ−1 
θ

(
S−1 
o + ϒ(t)P(t)ϒ T (t)

)
CT K ( ̃y(t)) 

ρ̇
Ʌ = −ΘP(t)ϒ T (t)CT K ( ̃y(t)) 

ϒ̇(t) = Θ
(
A − S−1 

o C
T C

)
ϒ(t) + ΔΘ

∂ϕ 
∂ρ

(
u(t), x

Ʌ

(t), ρ
Ʌ)

Ṗ(t) = −ΘP(t)ϒ T (t)CT Cϒ(t)P(t) + ΘP(t) (21) 

with ϒ(t) ∈ Rn×m , P(t)∈ Rm×m , ϒ(0) = 0, P(0) = PT (0) > 0, and ỹ(t) = 
y(t) − Cx

Ʌ

(t). 
The proof of Theorem 1 may be found in [39]. 

3.2.3 Fault Estimation 

It was described in Sect. 3.1.3 that the actuator faults are represented by the actuator 

gains ρ and additive terms μ'. The estimation of ρ = [ρT , uT ]T given by the observer
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(21) is the fault estimation. Multiplicative and additive faults can be simultaneously 
estimated. However, there is a minimum number of actuators that are necessary to 
provide enough torque for the motion, limiting the set of faults that are possible to 
occur. 

3.3 Fault Tolerant Control 

3.3.1 Kinematic Controller 

In this work, the derivation of the kinematic control law is based, firstly, on a trans-
formation of the kinematic model that is performed applying the chained form [39]. 
In the following sequence, a recursive technique based on the classical backstep-
ping method [40] is applied to ensure the trajectory tracking through the kinematic 
controller. 

ηc = T −1 
α αc (22) 

where Tα and αc are described as follows 

Tα =
[
Tα11 Tα12 

Tα21 Tα22

]
(23) 

αc =
[

α1c 

α2c

]
(24) 

where 

Tα11 = cosθ3, Tα12 = 0, 

Tα21 = 
1 

d1d2 
sec4 θ3tan(θ1 − θ2)sec4 (θ2 −θ3) 

+ 
1 

d2 
(6tanθ3sin(θ2 −θ3) − 2tan(θ2 − θ3)sin(θ2 − θ3) −sec(θ2 − θ3))], 

Tα22 = (1/d1d2)sec4 θ3sec2 (θ1 − θ2)sec3 (θ2 − θ3) 

α2c = α2d − cn−1zn−1 − α1d zn−2 + 
n−2∑
i=1 

∂βn−2 

∂zi 
α1d zi+1 (25) 

α1c = α1d + (κ − ν1)−1 +
(
z'
n−2 − z'

n−1 
∂βn−2 

∂zn−2

)
α2c (26)
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This kinematic control law is a function of the measured generalized coordinates 
q and the desired generalized coordinates qd . 

3.3.2 Dynamic Controller 

The substitution of (12) into (7), provides 

η̇ = M̄−1 
1

(−Cη + Bσ u
)

(27) 

Taking the velocity tracking error, ηe = η − ηc, the error dynamics is given by 

η̇e = −M
−1 
1 Cη + M−1 

1 Bσ u − η̇c (28) 

Then, the dynamic control law is 

u =
(
M

−1 
1 B σ̂

)+[
−c6 η̂e − T T α fα + M−1 

1 M2 η̂ + M−1 
1 C − M−1 

1 Bu
Ʌ

+ η̇c

]
(29) 

where 

fη = [z5(κ − (z3 + 2z1)ξ3 − (2z4 + 5z1)ξ2), z5(−z1 − z3)]T 

The details to obtain κ, z1, z2, z3, z4, z5, ξ2 and ξ3, are  given in [38]. 
Control law (29) depends on unknown parameters σ and u. 
The nonlinear adaptive observer (21) gives estimations of σ and u that may be 

available for the dynamic control law. 
From (3) it can be seen that x2 = S(x1)η, which means that η = S+(x1)x2. It is  

assumed that just the state x1 is measured (y = x1). Also, an estimation of the state 
x2 is provided by the observer. So, an estimation of η can be given by η

Ʌ = S+(x1)x
Ʌ

2. 
Based on the estimated signals x

Ʌ

2, η
Ʌ

and also σ
Ʌ

and u
Ʌ

the dynamic control law can 
be reformulated as: 

η̂e = η̂ − ηc 

4 Generalization for n-Linked 2WD Mobile Robots 

The FTC method derived for three-linked 2WD mobile robots can be generalized for 
n-linked 2WD mobile robots. The kinematic control law proposed in Sect. 3 aimed 
the trajectory tracking, and the dynamic control law dealt with fault compensation.
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An adaptive nonlinear observer can estimate the actuator faults and the non-measured 
states of the system, which are used in the dynamic controller. 

Considering a n-linked 2WD mobile robots, it is possible to represent the model 
in the state-space adopting the form presented in (21) with 

ẋ = Ax(t) + ϕ(u(t), x(t), ρ) 

y(t) = Cx(t) (30) 

where 

A =
[
0N×N IN 
0N×N 0N×N

]
, C = [

IN 0N×N

]
(31) 

ϕ(u, x, ρ) = [
ϕ1(u, x, ρ)T ϕ2(u, x, ρ)T

]T 
(32) 

where IN is a N × N identity matrix, the zeros in A and C are matrices of proper 
dimensions such that A ∈ R2N×2N and C ∈ RN×2N , 

and 

ϕ1(u, x, ρ) = 0N×1 

ϕ2(u, x, ρ)S(x1)(M
−1 
1 (x1)

(−M2(x1)
(
S+(x1)x2 − C(x1, x2) + B(x1)σ u

))

+Ṡ(x1)S
+(x1)x2 

(33) 

where N is the dimension of the vector of the generalized coordinates of system q, 
and N = n + 2. 

4.1 Nonlinear Adaptive Observer 

A nonlinear adaptive observer, as derived in Sect. 3.2.2, can be used for the estimation 
of the state-space vector x and the parameter vector ρ in a nonlinear system that 
respects the properties given in Assumption 1, Remark 1, and Theorem 1, presented 
in Sect. 3. 

4.2 Fault Estimation 

As mentioned in Sect. 3, actuator faults are interpreted as multiplicative terms ρ 
and additive terms u. Thus, the estimation of ρ = [ρT , uT ]T given by the observer



Fault Diagnosis and Fault Tolerant Control for n-Linked Two Wheel … 417 

(21) can be also seen as a fault estimation. Notice that simultaneous faults in all the 
actuators can be estimated. Although, as mentioned in Sect. 3, there is a limit for the 
set of possible faults. 

4.3 Fault Tolerant Control Design 

The control design is based on the approach proposed in Sect. 3. For the kine-
matic control law, a generalization of the FTC for n-linked 2WD mobile robots 
can be directly performed. The kinematic controller is designed using a transforma-
tion of coordinates (chained form) [39] in combination with the recursive method 
(backstepping) [40]. 

5 Simulation Studies 

The case of two-linked 2WD mobile robots. 

A two-linked 2WD mobile robot system was considered, being the 2WD mobile 
robots presented in [41]. The robots are characterized by the following parameters: 
a1 = a2 = 0.3m, b1 = b2 = 0.75m, r1 = r2 = 0.15m, m1 = m2 = 30kg, 
Im1 = Im2 = 15.625kg·m2. The link connecting the two robots has length d = 1m. 

The actuator faults are presented in Table 1. Only actuator 1r is non-faulty when 
the simulation starts, but at time 35 (s) this actuator completely loses effectiveness. 

The parameters related to the kinematic and dynamic control laws are set as 
k1 = 1 k2 = 1, k3 = 0.2, and k4 = 20. The initial conditions are x1(0) = q(0) = 
[0, 1, 0]T and x2(0) = q̇(0) = [0, 1, 0]T . For the observer, the initial conditions 
areP(0) = 0.1I4×4, x(0) = [0, 0, 0, 0, ]T , ρ(0) = [1, 1, 1, 1], u = [0, 0, 0, 0]; the  
other parameters are k0 = k2 = 1 and Θ = 1.6. Parameter Θ is freely selected in

Table 1 Actuator faults 0 ≤ t < 35 35 ≤ t ≤ 70 
ρ1r = 1 ρ1r = 1 
ρ2l = 1 ρ2l = 0 
ρ2r = 1 ρ2r = 0.8 
ρ2l = 0.5 ρ2l = 0.5 
u1r = 0 u1r = −0.5 

u1l = 0 u1l = 0 
u2r = 0 u2r = 0 
u2l = 0 u2l = 0 
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order to provide convergence. The MATLAB/SIMULINK was used in the simula-
tions considering simulation timeT = 70[s], sampling timeTs = 10[ms], and solver 
ode4 (Runge–Kutta). 

The reference trajectory for robot 2 in plane (x, y) can be seen in Fig. 3a. The 
obtained trajectories can also be seen in Fig. 3a. Even in case of severe faults, the 
controlled system can track the reference trajectory. Tracking error qd − q can be 
seen in Fig. 3b.

The state estimation provided by the observer can be seen in Fig. 4a. At time 
t = 35[s], there is a remarkable transient due to faults, which can be seen in Fig. 4b.

The multiplicative and additive actuators faults estimated by the observer are 
shown in Fig. 5a and b, respectively. In steady state, the estimated values of ρ and u 
converge to the values presented in Table 1.

The simulations were performed considering a saturation of the torque signals at 
5 [N. m]. So, the increasing values during the transients, as shown in Figs. 6 and 7, 
are truncated at 5 [N. m], but rapidly decrease to small values. Figures 8 and 9 show 
the linear and angular velocities of each robot.

The case of three-linked 2WD mobile robots 

Consider now a three-linked 2WD mobile robots’ system, where each 2WD mobile 
robots is characterized as in [41]. The parameters are: a1 = a2 = a3 = 0.3m, 
b1 = b2 = b3 = 0.75m, r1 = r2 = r3 = 0.15m, m1 = m2 = m3 = 30kg, 
Im1 = Im2 = Im3 = 15.625kg·m2. The link connecting the robots has length d = 1m. 

The actuator faults are presented in Table 2. A fault condition characterized by a 
severe loss of effectiveness (multiplicative fault), without considering friction (addi-
tive fault), is taken into consideration. The control objective is that each robot should 
track a sinusoidal trajectory. Only actuator 1r is non-faulty when the simulation 
starts, but at time 1100 (s) there is a fault.

The parameters of the kinematic and dynamic control laws are chosen as C4 = 2, 
C5 = 2, C6 = 5 and κ = 5. For the observer, the chosen parameters are θ = 0.9 and 
k0 = k1 = 1. Parameter Θ is selected in order to provide convergence. 

In this simulation, a sinusoidal trajectory should be tracked by the generalized 
coordinates q. Figure 10a presents the trajectories in planes (x, y): desired, simulated 
and estimated. Despite the severe faults, the controlled system can track the reference 
trajectory. Considering q and the desired coordinates qd = (xd , yd , θ3d , θ2d , θ1d ), a  
detailed view of the tracking error is presented in Fig. 10b.

The estimates of the state variables are presented in Fig. 11a, where the state 
estimation error is shown during the transient response at the beginning of the simu-
lation (t < 50(s)). At time t = 220(s), due to the faults, there is a transient response, 
which is shown in Fig. 11b.

The estimation of the gains that characterize the actuators’ faults are shown in 
Figs. 12 and 13. The estimates of ρ converge to the values presented in Table 2. 
Figure 14 shows the filtered version of the estimations, using a first-order low-pass 
filter whose transfer function is 1/(30s + 1). The estimations are filtered to make 
the signal smooth and reduce rapid oscillations. It will also be useful to reduce
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(a) Trajectories (reference, robot 1 and robot 2) in the plane . The control objective is the reference 

tracking by robot 2. 

(b) Transient behavior of the tracking error between reference and simulated trajectories. 

Figure 3: Trajectories of the mobile robots and tracking errors.
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Fig. 3 Trajectories of the mobile robots and tracking errors

noise influence and high-frequency disturbances in practical situations. These filtered 
estimations are used in the feedback controller.

The control signals are considerably high in the beginning, as shown in Figs. 15, 
16 and 17, but rapidly decrease to small values. The linear and angular velocities of 
each 2WD mobile robot are presented in Figs. 18 and 19.
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(a) State estimation error. 

(b) Zoom-in of the state estimation error. 
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(a) Estimated 

(b) Estimated . 
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Fig. 5 Estimations of ρ and u
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Fig. 6 Applied torques and control signals of robot 1
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Fig. 8 Linear velocities of robot 1 and robot 2

6 Conclusion 

The nonlinear adaptive observer adopted in this work was originally developed for 
the estimation of both the system state-space variables and a parameter vector. The 
work presented in this chapter considered an application with n physically linked 
2WD mobile robots, where the adaptive observer is used to estimate the state-space 
vector and also the actuator faults, which can be either multiplicative or additive 
constant faults. The simulated results, considering two physically linked 2WD mobile 
robots and also three physically linked 2WD mobile robots, showed that the observer 
provides good estimates of the state-space variables and also provides estimated fault 
signals with small steady-state estimation errors, proving that this nonlinear adaptive 
observer can be a good choice for fault estimation. 

In a control scheme composed of a kinematic and a dynamic controller designed 
to ensure good trajectory tracking for the n physically linked 2WD mobile robots, 
estimated actuator faults and estimated state-space variables are used to update the 
dynamic control law, ensuring trajectory tracking with fault tolerance. With this 
scheme, it is not necessary to measure the whole state-space vector in order to perform
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Fig. 9 Angular velocities of robot 1 and robot 2

Table 2 Actuator faults in 
two-linked 2WD mobile 
robots 

0 ≤ t < 220 220 ≤ t ≤ 400 
ρ1 = 1 ρ1 = 0.8 
ρ2 = 0.3 ρ2 = 0.3 
ρ3 = 0.4 ρ3 = 0.4 
ρ4 = 0.2 ρ4 = 0.2 
ρ5 = 0.1 ρ5 = 0.1 
ρ6 = 0.7 ρ6 = 0.7

the state feedback, avoiding the requirement of additional sensors for the implemen-
tation of the control law. The effectiveness of the overall approach was illustrated by 
simulations for two-linked and three-linked robots. 

In this work, only simulations were performed, which means that a natural exten-
sion of the research is the development of lab experiments with the physically linked 
2WR mobile robot system. There are many mobile robot academic platforms that 
could be adapted to be used as a linked system, for example, the TurtleBot, which 
was already tested by the team that worked on this research. 

The robustness of the controllers is another issue that must be considered in 
the future. The kinematic and dynamic control laws were developed based on the 
nonlinear system model without considering the model uncertainties [42, 43]. So,
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(a) Trajectories (reference, simulated) in the plane . 

(b) Tracking error. 
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Fig. 10 Trajectories and tracking errors
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(a) State estimation error – transient behavior after the change in 1. 

(b) State estimation error – zoomed in on the transient behavior at the initial time. 
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Fig. 12 Estimated ρ (unfiltered)

control design methods with compensation for model uncertainties should be applied. 
The model-based nonlinear observer design should also be adapted in order to take 
the model uncertainties into account. 

The fault estimation performed in this work considered just the case of constant 
faults and provided good results in a steady state. As this estimation is used in the 
adaptive control law, better estimations in the transient behaviors are necessary to 
enhance the performance. Time-dependent faults should also be considered.
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(a) Control signals in the beginning of the simulation. 

(b) Control signals, zoomed in on the -axis. 
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Fig. 15 Comparison torque-control of robot 1
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Fig. 16 Comparison torque-control of robot 2
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Fig. 17 Comparison torque-control of robot 3
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Fractional Order Extended State 
Observer Enhances the Performance 
of Controlled Tri-copter UAV Based 
on Active Disturbance Rejection Control 

Alaq F. Hasan, Amjad J. Humaidi, Abdulkareem Sh. Mahdi Al-Obaidi, 
Ahmad Taher Azar, Ibraheem Kasim Ibraheem, Ayad Q. Al-Dujaili, 
Ammar K. Al-Mhdawi, and Farah Ayad Abdulmajeed 

Abstract In this chapter, an Active Disturbance Rejection Control (ADRC) is devel-
oped to trajectory tracking control of a Tricopter Unmanned Aerial Vehicle (UAV). 
The extended state observer (ESO) is an essential part of ADRC. The performance 
of ESO has direct impact on the performance of controlled system. This study 
addresses the design of ADRC for Tricopter UAV based on three types of extended 
state observers; one is the fractional order extended state observer (FOESO) and 
the two others are based on nonlinear extended state observer (NESO) and Super
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Twisting Extended State Observer (STESO). A performance comparison has been 
made between the observers in terms of robustness against variation of parameters 
and the capability to reject applied disturbance. Tunicate Swarm Algorithm Method 
(TSA) is used to tune the parameters of ADRC to reach minimum error in order to 
further improve the dynamic performance of the controlled system. Numerical simu-
lations have been conducted to assess the effectiveness of proposed ADRC based on 
FOESO in the presence of uncertainty and external disturbance. 

Keywords Fractional order extended state observer · Active disturbance rejection 
control · Tunicate Swarm Algorithm Method · Tricopter UAV 

Nomenclature 

ϕ Roll angle (rad) 
θ Pitch angle (rad) 
ψ Yaw angle (rad) 
x The position of the Tricopter on x-axis (m) 
y The position of the Tricopter on y-axis (m) 
z The position of the Tricopter on z-axis (m)
Ωi The angular speed of rotor i 
U1 Thrust force (N) 
U2 Torque about x-axis (N/m) 
U3 Torque about y-axis (N/m) 
U4 Torque about z-axis (N/m) 
kt The drag factor 
k f The thrust factor 
l Distance between the center of a rotor and the center of the Tricopter. 

1 Introduction 

The unmanned aerial vehicle (UAV) is an aircraft that can be remotely and 
autonomously piloted or flown by manipulating the aerodynamic forces with the 
absence of onboard human operator. The UAVs are capable to bear payloads
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according to aircraft power [1–10]. A vertical take-off and landing (VTOL) aircraft is 
UAV which is capable of moving from static or dynamic position and it has different 
movement phases including vertical take-off, hovering, lateral motion and landing. 
Such VTOL aircrafts can make transitions from movement phase to another. The 
VTOLs, which have recently emerged, are multi-rotor UAVs and they can activate 
one or more than one rotor to perform specified task and function [11, 12]. The 
Tricopter is a special type of multi-rotor aircraft that includes three actuating rotors. 
There are two categories which can classify the Tri-rotor VTOL UAVs. In the first 
category, three coaxial rotors are utilized for the flight of UAVs. In order to cancel 
the yaw motion in this configuration, one motor within each coaxial rotor assembly 
rotates in the direction opposite to direction of its twin [13]. The other category of 
the UAV is characterized by having three rotors and a single servo motor is equipped 
with one of the rotors. The servo motor is responsible for changing the lifting angle 
of the corresponding single rotor. The yaw motion of the vehicle can be changed 
by turning the motor in clockwise or counter clockwise direction by the proposed 
controller. However, the main goal in both configurations is how to stabilize the 
yaw moment of the UAV [14]. The schematic representation of a Tricopter UAV is 
illustrated in Fig. 1. 

The Tricopter is a six DOF system. Six variables can be detected to express the 
position of UAV in space (x, y, z, ϕ, θ and ψ). The variables x, y and z represent 
the distances from center of mass, along the x, y and z axes, from the fixed Earth 
inertial frame. The rotation of Tricopter is represented by Euler angle ϕ, θ and ψ. 
The roll angle ϕ, pitch angle θ, and yaw angle ψ denote the rotation around x-axis, 
y-axis and z-axis, respectively. Due to aerodynamics of three rotors, the Tricopter is 
typically nonlinear, underactuated, and coupled system. Moreover, the Tricopter is 
susceptible to wind gust during the flight in low attitude, which influences the flight 
performance and may lead to instability problems.

Fig. 1 Schematic 
representation of a Tricopter 
UAV 
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There are four control modes that governing the movements of Tricopter UAV. 
The first control mode is responsible for attitude control by equally decreasing and 
increasing the angular velocities of actuating brushless motors as indicated in Fig. 2a. 
The second control action governs the roll moment by changing the angular velocities 
of two front actuating rotors, while fixing the speed of the third rotor. This can be 
embodied by changing the speed of second and third rotors, while fixing the first 
speed of rotor as shown in Fig. 2b. The pitch movement can be generated by the 
third mode of control, which varies the velocity of first rotor, while fixing the front 
rotors angular velocities. This scenario can be illustrated in Fig. 2c. The four-control 
mode is used to activate the yaw moment by tilting the servo motor in the tail by a 
small angle as indicated in Fig. 2d. The Tricopter UAV can be guided to fly ahead by 
increasing the velocity of tail-rotor and reducing the velocities of front rotors so that 
the frame can be inclined forwards. The UAV can be flown to right side by slowing 
down the right rotor and speeding up the left rotor and vice versa [13]. 

The Active Disturbance Rejection Control (ADRC) is a powerful control tech-
nique which can deal with very complicated uncertainties of nonlinear systems. 
This approach has been proposed by Han, during the late 1980s and 1990s, and it 
can cope with the coupling of unmodeled dynamics, external disturbances, unknown 
model of zero dynamics and control input. The Extended State Observer (ESO) is the

(a) (b) 

(c) (d) 

Fig. 2 The movement actions of Tricopter UAV due to changes in rotor speeds [3] 
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crucial part of ADRC, which is designed to estimate the total uncertainties. Recently, 
this control approach has been applied in many control problems and it has shown 
its outstanding PID nature independent of mathematical model and irrespective of 
control accuracy [15, 16]. 

This chapter is organized as follows; Sect. 2 focuses on previous relevant. The 
Sect. 3 presents the modeling of UAV Tricopter system. A novel design and stability 
analysis of ADRC based on FOESO is discussed in Sect. 4. The control scheme of 
the UAV Tricopter system and the optimization problem and solution based on TSA 
is presented in Sect. 5. The simulated results are presented in Sect. 6. In Sect. 7 
highlighted the main concluded points in the numerical simulation. 

2 Related Works 

Many control design approaches have been developed to address the control of 
linear mechanical systems [17–23]. Within the defined operating range [24–27], 
these controllers will function effectively. The linearized models could not provide 
an exact solution to the control problem due to inherited nonlinearities like as satu-
ration, Coulomb friction, hysteresis, and dead-zones. Because of such strong nonlin-
earities, state variables are represented in a discontinuous and non-smooth manner. 
Furthermore, accurate linear approximations to these nonlinearities are impossible 
to obtain. As a result, in order to achieve acceptable system performance with these 
nonlinearities, nonlinear control design must be used rather than linear design version 
[24, 28–39]. Over the last few decades, there have been numerous notable advances 
in the design of nonlinear systems for diverse practical applications [40–54]. 

Several control methodologies have been proposed to control the motion of 
Tricopter system. In [55], Ali et al. have presented the fuzzy regulation, pole-
placement, and tracking (RST) control algorithm for controlling the attitude and 
altitude of Tricopter UAV. Compared to conventional RST control, the fuzzy based 
RST control showed less tracking error and higher robustness. In [56], Prach et al. 
proposed the usage of a multiloop structure that comprises a conventional PID control 
method and linear MPC. The outer-loop PID controller handles the Tricopter position, 
the inner-loop MPC controller handles the attitude and vertical body velocity of the 
Tricopter. The results demonstrate the effective tracking of the desired trajectory in 
the presence of the constraints imposed on the states and control inputs. In [57], NAM 
et al. has proposed PID controller and PI controller for control of Tricopter UAV with 
individually tilted main wings for flight maneuvers. The results of simulations and 
experiments demonstrate the proposed controller, including the roll rate 80% larger 
than that of the conventional UAV with ailerons as control surfaces. In [58], Song 
et al. have presented the back-stepping control strategy to design attitude controller. 
The results demonstrate the effective maneuvering flight of the Tricopter. In [59], 
Tran et al. developed GA adaptive fuzzy gain scheduling controller for controlling the
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following parameters of the single tilt Tricopter UAV device: DC motor speed, DC 
servo motor position, and the altitude of the Tricopter. Compared to optimal adap-
tive fuzzy gain scheduling controller, GA adaptive fuzzy gain scheduling controller 
shows better dynamic performance in terms of required saving the operation time, 
robustness, and reliability. In [60], Yoon et al., applied LQR controller for the attitude 
control of Tricopter UAV in the presence of disturbance during the hovering statues. 
The simulation results validated the performance of the designed controller with fast 
yaw motion control performance. 

3 Methodology 

In this section, the nonlinear kinematic and dynamic models for the Tri-copter system 
has been developed based on Newton–Euler method. There are number of assump-
tions which have been made to formulate the dynamic model of the Tricopter UAV 
for preparing to control design [1]: 

Assumption 1: A rigid body of Tricopter structure, 

Assumption 2: A symmetric structure of Tricopter is assumed, 

Assumption 3: The coincidence of mass center and body center, 

Assumption 4: The drag and trust forces are directly related to speed of rotors. 

3.1 Kinematic Model 

In order to describe the kinematics model of Tricopter kinematics model, one has 
to define two reference frames: Body-fixed reference frame (B-frame) and Earth-
inertial reference frame (E-frame) [60]. The B-frame is attached on the Tricopter’s 
body such that the frame origin is fixed at the mass center. The X-axis of the frame 
points to forward direction, the Z-axis points to upward direction of Tricopter body, 
while the Y-axis points to direction which accomplishes the right-hand system. The 
E-frame is fixed at specified point on ground level and it described by xE -yE -zE 
notation. Their axes, respectively, points forward, leftward and upwards as indicated 

in Fig. 3. The position of the mass center of the Tricopter r = [
x y  z

]T 
represents 

the distance between B-frame and E-frame. The orientation of B-frame with respect 
to E-frame represents the angular attitude (position) of the Tricopter system.

The roll, pitch and yaw angles (ϕ, θ and ψ) represent the orientations of Tricopter 
around the x , y, and z-axes, respectively. If the order of rotation is assumed to be 
roll (ϕ), pitch (θ ) and yaw (ψ), then according to sequence of rotation principle, the 
rotation matrix RB→E can be obtained [61, 62]:
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Fig. 3 Configuration of a Tricopter UAV with Earth-inertial reference and body-fixed frames

RB→E = R(z, ψ)  × R(y, θ  )  × R(x, ϕ)  

RB→E = 

⎡ 

⎣ 
cψ −sψ 0 
sψ cψ 0 
0 0 1  

⎤ 

⎦ × 

⎡ 

⎣ 
cθ 0 sθ 
0 1  0  

−sθ 0 cθ 

⎤ 

⎦ × 

⎡ 

⎣ 
1 0 0  
0 cϕ −sϕ 
0 sϕ cϕ 

⎤ 

⎦ 

RB→E = 

⎡ 

⎣ 
cψcθ cψsθsϕ − sψcϕ cψsθcϕ + sψsϕ 
sψcθ sψsθsϕ + cψcϕ sψsθ cϕ − cψsϕ 
−sθ cθsϕ cθ cϕ 

⎤ 

⎦ (1) 

where the abbreviations s and c stands for sin and cos respectively. One can write 
the translational kinematic model as follows: 

┌̇E = RB→E V (2) 

where, the variables V and ┌̇E represent the vector of linear speed with respect to 
the body B-frame and Earth E-frame, respectively. 

3.2 Dynamic Model 

One can divide the motion of Tricopter into two sub-motions: the translational motion 
(linear motion) and the rotational motion (angular motion). Therefore, one can define 
two motion vectors in the dynamic model to describe these subsystems of motions:

┌E =
[
x y  z

]T 
(3)
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ΘB =
[
ϕ θ  ψ

]T 
(4) 

It is instructive to represent the rotational motion equations of UAV with respect 
to B-frame and the translational motion equations with respect to the E-frame. The 
translational dynamic model of rigid body of Tricopter can be established based on 
Euler’s first law of motion, 

mr̈ = 

⎡ 

⎣ 
0 
0 

−mg 

⎤ 

⎦ + RB→E FB (5) 

where m, g and FB represent the mass of Tricopter, the acceleration of gravity, and 
the force of body, respectively. The vector r̈ represents the linear acceleration of 
body. 

FB = 

⎡ 

⎣ 
fx 
f y 
fz 

⎤ 

⎦ = 

⎡ 

⎣ 
0 

F1sin(μ) 
F2 + F3 + F1cos(μ) 

⎤ 

⎦ 

The force component fy is responsible for eliminating the moment reaction due to 
tail rotor and it has small value. Setting this component to zero, the force vector 
becomes 

FB = 

⎡ 

⎣ 
0 
0 
U1 

⎤ 

⎦ = 

⎡ 

⎣ 
0 
0 

F2 + F3 + F1cos(μ) 

⎤ 

⎦ = 

⎡ 

⎣ 
0 
0 

k f (Ω2 
2 + Ω3 

2 + Ω1 
2cos(μ)) 

⎤ 

⎦ 

(6) 

where k f denotes the thrust factor and the angular speed of rotor i is denoted by Ωi . 
According to the Newton–Euler method, one can derive the equations of rotational 
subsystem: 

J Θ̈B = τB − Θ̇B × J Θ̇B (7) 

where the elements of vector τB represents the torques acting on the Tricopter in the 
B-frame, and the matrix J denotes the inertia-matrix of UAV, which can be expressed 
as follows: 

J = 

⎡ 

⎣ 
Ix 0 0  
0 Iy 0 
0 0  Iz 

⎤ 

⎦ (8)
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τB = 

⎡ 

⎣ 
τϕ 
τθ 
τψ 

⎤ 

⎦ = 

⎡ 

⎣ 
U2 

U3 

U4 

⎤ 

⎦ = 

⎡ 

⎢ 
⎣ 

√
3 
2 lk  f

(
Ω2 

2 − Ω3 
2
)

1 
2 lk  f

(
Ω2 

2 + Ω3 
2
) − lk  f Ω1 

2cos(μ) + ktΩ1 
2sin(μ) 

−lk  f Ω1 
2sin(μ) − ktΩ1 

2cos(μ) − ktΩ2 
2 − ktΩ3 

2 

⎤ 

⎥ 
⎦ 

(9) 

where kt denotes the drag factor, l represents the distance between the center of a 
rotor and the center of the Tricopter. According to Eqs. (5) and (7), the dynamic 
equations of Tricopter system can be expressed as follows 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

ϕ̈ = U2 
Ix 

+ θ̇ ψ̇(Iy−Iz) 
Ix 

ϕ̈ = U3 
Iy 

+ ϕ̇ ψ̇(Iz−Ix ) 
Iy 

ψ̈ = U4 
Iz 

+ θ̇ ϕ̇(Ix−Iy) 
Iz 

z̈ = −g + 1 m (cosθcosϕ)U1 

ẍ = (cosψsinθcosϕ + sinψsinϕ) U1 
m 

ÿ = (sinψsinθcosϕ − cosψsinϕ) U1 
m 

(10) 

4 Analysis of Active Disturbance Rejection Control 
Schemes 

As shown in Fig. 4, the ADRC consists of three main elements, represented by 
tracking differentiator (TD), extended state observer (ESO) and linear state error 
feed-back controller (LSEFC) [62, 63]. Indicated in the figure, the task of TD is 
to quickly supply both original reference signal and its differentiation version as 
reference input to ADRC structure. The objective of ESO is to estimate the extended 
state which represent the lumped uncertainties of the system (external disturbances 
and internal uncertainty). The LSEFC performs the linear combination of the state 
error to realize the effective control [64]. 

Fig. 4 Structure of ADRC



448 A. F. Hasan et al.

4.1 Tracking Differentiator (TD) 

The tracking differentiator, in principle, is an estimator, which is model-independent. 
The differentiation dynamic of a certain signal v(s) can be approximated by a linear 
operator which is expressed by s 

τ s+1 v(s). Due to presence of the factor 1/τ , this  
approximation is immune to the noise corrupting the reference signal v(t). The  
objective of TD is to solve the problem of tracking dynamic differentiation such 
that to the estimate the elements of input reference signal v(t), represented by v1, v2, 
…, and vn , and their derivatives up to the order (n − 1) [65]. 

In this study, a second order nonlinear differentiator has been proposed. The 
dynamics of TD can be described as [66, 67]:

{
v̇1 = v2 

v̇2 = f han(v1 − v, v2, r, h) 
(11) 

where r and h are the parameters of differentiator and h is the sampling period. The 
function f han(v1 − v, v2, r, h) is described by 

f han(v1 − v, v2, r, h) =
{−r.sign(a), a > d 

−r. a d , a ≤ d 
(12) 

a =
{
v2 + ao−d 

2 sign(y), |y| > do 
v2 + y h , |y| ≤ do 

(13) 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

d = rh  
do = dh  

ao =
√
d2 + 8r |y| 

y = v1 − v + hv2 

(14) 

4.2 Extended State Observer 

4.2.1 Fractional Order Extended State Observer (FOESO) 

Fractional calculus has a 300-year history as an extension of conventional calculus. It 
has been discovered that the fractional order system theory may accurately describe 
the behavior of many physical systems [68–82]. In fact, real-world processes are 
almost always fractional order systems [83–107]. Additionally, fractional order 
controllers have been applied to increase the performance and resilience of closed 
loop control systems [108–118]. In the control structure of ADRC, there is a core part,
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represented by ESO. This part is responsible for estimating the lumped uncertainties 
(parametric and non-parametric uncertainty). To establish the structure of ESO, the 
state variables of the system has been extended or expanded such that the new state 
or augmented state has to represent the lumped uncertainties to be estimated by ESO. 
This constitutes the basic idea of ESO. Therefore, the estimation process does not 
rely on the model which generates the uncertainty, and the uncertainty of the system 
can be estimated or observed without the need of direct measurement. 

In this study, fractional calculus is applied in ADRC by considering the following 
system [119, 120]: 

y2α + a2 yα + a1y = w + bu 

where w represents the system uncertainty. If there is uncertainty within the input 
matrix b, the above equation can be written as 

y(2α) = −a2 y
(α) − a1y + w + (b0 + Δb)u 

The above dynamic equation can be expanded into the following state space form 
by taking the second-order position loop as the control object,

{
ζ (α) = Aζ + Bu + Eh(t) 

y = Cζ 
(15) 

where the total uncertainties are assigned by g(.) = h(t), or  g(.) = −a2 y(α) − a1y + 
w+Δb. This uncertainty function g(.) involves the external and internal disturbances 
of the system and this is assigned to the expanded state variables ζ3 (α) = g(.). The  
extended state variable becomes 

ζ = 

⎡ 

⎣ 
ζ1 

ζ2 

ζ3 

⎤ 

⎦, A = 

⎡ 

⎣ 
0 1  0  
0 0 1  
0 0 0  

⎤ 

⎦, B = 

⎡ 

⎣ 
0 
b0 
0 

⎤ 

⎦, E = 

⎡ 

⎣ 
0 
0 
1 

⎤ 

⎦, C = [
1 0  0

]

One can propose the following structure of fractional-order extended state observer 
according to the extended state variable of the system: 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

ζ
Ʌ

1 
(α) = ζ

Ʌ

2 + β1

(
ζ1 − ζ

Ʌ

1

)

ζ
Ʌ

2 
(α) = ζ

Ʌ

3 + b0u + β2

(
ζ1 − ζ

Ʌ

1

)

ζ
Ʌ

3 
(α) = β3

(
ζ1 − ζ

Ʌ

1

)
(16) 

The variables ζ
Ʌ

1, ζ
Ʌ

2, ζ
Ʌ

3 represent, respectively, the estimates of the actual states 
of ζ1, ζ2, ζ3. The gain coefficients of the extended state observer are represented
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by the parameters β1, β2, β3. If the estimation errors are defined by e1 = ζ1 − ζ
Ʌ

1, 
e2 = ζ2 − ζ

Ʌ

2 and e3 = ζ3 − ζ
Ʌ

3, the dynamic of estimation error can be obtained 
based on Eq. (16), 

⎡ 

⎣ 
e1 (α) 

e2 (α) 

e3 (α) 

⎤ 

⎦ = 

⎡ 

⎣ 
−β1 1 0  
−β2 0 1  
−β3 0 0  

⎤ 

⎦ 

⎡ 

⎣ 
e1 
e2 
e3 

⎤ 

⎦ + 

⎡ 

⎣ 
0 
0 
1 

⎤ 

⎦h(t) (17) 

The mapping of fractional-order system to the integer-order system of w-plane is 
used based on the mapping condition w = s(α). 

To conduct the stability analysis of observer dynamic, the classical root-locus 
method can be used, 

⎡ 

⎣ 
e1 
e2 
e3 

⎤ 

⎦w = 

⎡ 

⎣ 
−β1 1 0  
−β2 0 1  
−β3 0 0  

⎤ 

⎦ 

⎡ 

⎣ 
e1 
e2 
e3 

⎤ 

⎦ + 

⎡ 

⎣ 
0 
0 
1 

⎤ 

⎦h(t) (18) 

In order to tune the parameters of linear FOESO, the bandwidth tuning method of 
integer-order ESO can be used for this purpose. The idea of observer bandwidth ωo 

was firstly proposed by Gao Zhiqiang. One can assign the poles of characteristic 
polynomial for error dynamics at the same multiple roots. According to Eq. (18), the 
characteristic equation of the ESO can be given by 

s3α + β2s
2α + β2s

α + β3 = (sα + w0)
3 (19) 

The gains of observer can be parameterized as [β1, β2, β3] =
[
3wo, 3w2 

o, w3 
o

]
. The  

process of parameter tuning of fractional-order ESO can be simplified if these gains 
are chosen to be uniquely related to the observer bandwidth ωo. 

4.2.2 Nonlinear Extended State Observer (NESO) 

If the observation states of system states ζi in Eq. (15) are defined by ζ
Ʌ

i , i = 
1, 2, . . . ,  n + 1, and the observation errors are described by e = ζ

Ʌ

1 − ζ1, then, 
the structure of nonlinear ESO becomes [121], 

⎧ 
⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎩ 

e = ζ
Ʌ

1 − ζ1 
ζ̇
Ʌ

1 = ζ
Ʌ

2 − c1e 
ζ̇
Ʌ

2 = ζ
Ʌ

3 − c2 f al(e, α1, δ) + b0u 
ζ̇
Ʌ

3 = −c3 f al(e, α2, δ) 

(20)
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where c1, c2 and c3 represent the gains of observer. The power function f al(.) is 
a continuous and has linear characteristics near the origin. This description of this 
function can be expressed as follows: 

f al  =
{
eδα−1 |e| ≤ δ 
|e|α sgn(e) |e| > δ  

(21) 

where, α is control parameter and δ is the threshold between smooth and non-
smooth intervals. In the interval, where |e| < δ, the function f al  is linear and 
the high-frequency fluctuations, due to high gains in sign function, can be consid-
erably prevented at this region. The other part of the function f al, |e| > δ, has 
non-smooth characteristics, where the control parameter α can be adjusted within 
the range (0 < α  <  1). 

The f al  function, described by Eq. (21), can be replaced by some trigonometric 
continuous functions to effectively reduce the chattering problem. One replacement 
is to use the nonlinear hyperbolic tangent function tanh( f al(e, β,  c)), which is much 
smoother than f al  function [122], 

tanh( f al(e, β,  c)) = βtanh(ce) (22) 

where β and c are the design parameters to be adjusted, and e is the input estimation 
error. The super-twisting extended observer (STESO) can be expressed as Eq. (23) 

⎧ 
⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎩ 

e = ζ
Ʌ

1 − ζ1 
ζ̇
Ʌ

1 = ζ
Ʌ

2 − k1|e| 2 
3 sign(e) 

ζ̇
Ʌ

2 = ζ
Ʌ

3 − k2|e| 1 
3 sign(e) + b0u 

ζ̇
Ʌ

3 = −tanh( f al(e, k3, c)) 

(23) 

Remark 1 The nonlinear function g(.), which represents the extended state and the 
lumped uncertainty in the expanded system, has to be continuously differentiable 
and bounded. However, such assumption is reasonable in most real systems. If this 
nonlinear characteristic g(.) represents, for example, the friction in the system, then, 
this value of friction is always bounded. Generally speaking, the system disturbances 
and uncertainties in most practical applications cannot be infinite. 

4.3 Linear State Error Feedback (LSEF) 

The block of state error feedback receives the errors between the reference input, or 
the output of TD, and the output of ESO is defined by [123, 124],
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{
e1 = v1 − ζ

Ʌ

1 

e2 = v2 − ζ
Ʌ

2 
(24) 

Based on Eq. (24), the LSEF will generate the control signal uo, which combines the 
error signal and its differential as follows: 

uo = kpe1 + kde2 (25) 

One can establish the feedback control law according to the following equation 

u = 
uo − ζ

Ʌ

3 

b0 
(26) 

5 Proposed Control System 

According to dynamic characteristics of Tricopter model, there are four channels 
of motion, represented by motions in z-channel (attitude), y-channel, x-channel and 
the yaw channel (angle) [125]. Therefore, one can represent the double closed-loop 
control scheme as shown in Fig. 5. 

If Ux and Uy are considered as the orientations of the total thrust force U1, where 
U1 is responsible for the motion of UAV in both x and y directions. Then, ϕd and θd 
can be found from Eqs. (27) and (28): 

ϕd = arcsin
(
(Uxsinψd − Uycosψd )/U1

)
(27) 

θd = arcsin
(
(U xcosψd + Uysinψd )/cosϕdU1

)
(28)

Fig. 5 Control scheme 
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Fig. 6 ADRC based on FOESO scheme 

In each channel, the controller is designed in the same manner. For example, 
Fig. 6 shows the schematic representation of designed controller based on ADRC 
in the attitude z-channel. This applies to all motion control in the other channels 
of Tricopter. In this paper, Tunicate Swarm Algorithm will be applied to found the 
optimal values of the design parameters in such a way an optimal performance of 
the closed-system dynamic could be reached. 

5.1 Tunicate Swarm Algorithm 

The Tunicate Swarm Algorithm (TSA) is a bio-inspired optimization algorithm. This 
metaheuristic algorithm mimics the jet-propulsive motion and swarm behaviors of 
tunicates during their navigation for foraging in order to survive at ocean depths. The 
tunicates are cylindrical-shaped with bright bio-luminescence. They live at depth of 
500–800 m and grow up to a few millimeters in size. The tunicate is closed at one 
end and opened at the other end, which produces jet propulsion of water via atrial 
syphons. This jet propulsion helps these animals to move and mitigate around the 
ocean [126, 127]. 

In order to develop the mathematical model that represents and mimics the behav-
iors of jet propulsion, the tunicate has to satisfy the three conditions: collision-
avoidance between candidate solutions, proceeding and stepping towards best solu-
tion, and sticking near best solution. The flowchart which depicts the step of TSA 
is indicated in Fig. 7 depicts the steps of process flow chart of TSA for parameter 
tuning.
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Fig. 7 Flowchart of the 
TSA algorithm [24] 

5.1.1 Prevent Collisions Between Candidate Solutions 

In order to prevent collision between candidate solutions (tunicates), one has to 
determine the vector 

−→
A which is applied to calculate the position of new search 

agent 

−→
A = 

−→
G 
−→
M 

(29) 

−→
G = c2 + c3 − −→F (30) 

−→
F = 2 × c1 (31)
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where, 
−→
F represents the advection of water flow in the ocean, 

−→
G denotes the gravity 

force. The variables ci , i = 1, 2, 3, represents random real numbers lying in the 
range [0,1]. Next, one has to calculate the social force 

−→
M between the search agents 

based on the following equation 

−→
M = [Pmin + c1 × Pmax − Pmin] (32) 

where Pmin and Pmax denotes the initial speed and subordinate speed, respectively, 
which are set to Pmin = 1 and Pmax . 

5.1.2 Step More Toward the Location of the Best Solution 

After ensuring successful conflict-avoidance with neighbors, the search agents 
proceed towards the finest neighbors: 

−→
PD  =

|||
−→
FS  − rand  × −→P p(x)

||| (33) 

where the rand-function is used to generate random real number in the range [0, 1],−→
PD  represents the total distance between the food source and the search agent, 

−→
FS  

denotes the position of food source, 
−→
P p(x) denotes the positions of tunicates, and 

x indicates to current iteration. 

5.1.3 Stick Close to the Best Solution 

The position of search agent could be established as the leading search agent,

→Pp(x) =
{−→
FS  + →A × −→

PD, i f  rand  ≥ 0.5−→
FS  − →A × −→

PD, i f  rand  < 0.5 
(34) 

To update the positions of all tunicates with respect to positions of the first two 
tunicates, the following update equation is used: 

−→
P p(x + 1) = 

−→
P p(x) + −→P p(x + 1) 

2 + c1 
(35) 

where the updated position of the tunicates is denoted by 
−→
P p(x + 1).
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6 Results and Discussion 

This section conducted a comparison study among three schemes of ADRC. The first 
scheme considered the case of optimal ADRC based on FOESO, the second scheme 
considered the case of optimal ADRC based on NESO, while the last control structure 
addressed the case of optimal ADRC based on STESO. The performances of these 
proposed control schemes have evaluated according to computer simulations, which 
has been implemented in MATLAB programming format. The Ode45 has been used 
as the numerical solver to obtain the simulated results. Table 1 listed the system 
parameters of UAV (Tricopter) [128]. 

The desired inputs (xd , yd , zd , ψd ) is assumed to be determined from the Eq. (36): 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

xd = 0.5cos( pi 2 t) 
yd = 0.5sin( pi 2 t) 
zd = 2 − cos( pi 2 t) 

ψd = 0 

(36) 

The optimization algorithm based on TSA results in optimal ADRC algorithm based 
on FOESO, optimal ADRC algorithm based on NESO and optimal ADRC algorithm 
based on STESO. In order to evaluate the performance of proposed controllers under 
optimization algorithm, the Root Mean Square Error (RMSE) has been adopted 
as index of performance evaluation and it has been included as the cost function 
within the algorithm of optimizer. The minimization of cost function was the basis of 
optimization search and problem. Table 2 lists the optimal values of design parameters 
for each element of ADRC for various schemes based on TSA.

In this chapter, there are three scenarios have to be considered: the first scenario 
focuses on disturbance-free and uncertainty-free and cases, the second scenario takes 
into account the variation in parameters of Tricopter system of about 5% over their

Table 1 The parameters of Tricopter system 

Description of parameter Symbol Value (unit) 

Mass of tricopter m 0.85 kg 

Moment of inertia for pitch Iy 0.0480 kg.m2 

Moment of inertia for roll Ix 0.0430 kg.m2 

Moment of inertia for yaw Iz 0.0770 kg.m2 

Arm length l 0.180 m 

Rotational moment of inertia for motor IM 1.97 × 10–6 kg.m2 

Ground acceleration g 9.81 m/s2 

Aerodynamic moment constant kt 2.88 × 10–7 N.m.s2 

Aerodynamic force constant k f 1.970 × 10–6 N.s2 
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Table 2 The optimized design parameters of ADRC based on FOESO, NESO and STESO using 
TSA for optimization 

ϕ θ ψ x y z 

TD Rh – – 1021.7 1114.1 1250.3 1121.9 

h – – 0.001 0.001 0.001 0.001 

LSEF kp 55.05 55.05 12.46 4.84 4.84 25.46 

kd 11.5 14.86 7.128 3.23 3.23 13.37 

b0 11.416 11.207 11.9 0.581 0.581 0.98 

FOESO wo 76.6005 76.6005 58.70 91.5337 91.5337 99.2650 

α 0.9930 0.9930 0.9860 0.9992 0.9992 0.9974 

NESO c1 497.506 497.3798 297.38 599.1240 743.3354 78.8029 

c2 255.066 214.3201 233.72 684.5629 491.4868 634.5752 

c3 306.648 133.6726 133.6726 700.9868 689.4817 449.0615 

α1 0.5047 0.4730 0.573 0.9388 0.7900 0.1985 

α2 0.4529 0.1608 0.278 0.9680 0.9412 0.2389 

δ 93.114 174.7876 76.79 1046.5 606.7838 0.8114 

STESO k1 16.3004 34.9866 26.400 27.2567 27.2567 104.7019 

k2 190.5999 310.0170 270.600 160.4990 162.4990 46.9838 

k3 440.9333 79.1049 320.94 131.1760 131.1760 457.1791 

c 66.9175 28.6446 46.92 3.1141 3.1141 536.1739

nominal value, while the third scenario considers disturbance application on the 
Tricopter system. 

Figures 8, 9, 10, 11 and 12 show the response for each controlled variable for 
the uncertainty-free and disturbance-free case based on ADRC with fractional order 
state observer, nonlinear state observer and super twisting state observer. The control 
effort due to optimal ADRCs based on FOESO, NESO and STESO is indicated in 
Figs. 13, 14, 15 and 16. Figures 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30 
and 31 show the estimation errors of the controlled variable and their rate of change 
and the estimation of the system dynamics for the uncertainty-free and disturbance-
free case based on the proposed observers. The simulation results of 2D and 3D 
position tracking for the designed controllers are shown in Fig. 32. Table 3 reports 
numerically the evaluation of performances for proposed controllers. The RMSE, 
ISE and ITAE have been chosen as the indices for performance evaluation. It can 
be noticed from these figures that the ADRC algorithm based on FOESO achieves 
high motion precision as compared to ADRC algorithm based on NESO and STESO 
and that’s because of the ADRC algorithm based on FOESO’s superiority in the 
estimation process. Where the FOESO can estimate the controlled variable, the rate 
of change of the controlled variable and dynamics system much better than the NESO 
and STESO.

In the second scenario, the above simulation is repeated in the presence of uncer-
tainty. The uncertainty has been represented by the uncertainty in parameters of
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Fig. 8 The responses of x-axis due to ADRC algorithm based on FOESO, NESO and STESO 

Fig. 9 The responses of y-axis due to ADRC algorithm based on FOESO, NESO and STESO

system equal to 5% over their nominal values. Figures 33, 34 and 35 show the 
response for each controlled variable, for the controlled system based on ADRC 
using FOESO, NESO and STESO. The control signals generated by ADRC due to 
using proposed observers are depicted in Figs. 36, 37, 38 and 39. The simulation 
results of 2D position tracking for the designed controllers are shown in Fig. 40.

In the last scenario, the disturbance due to wind gust is taken into account and the 
performances of optimal ADRC based on FOESO, NESO and STESO are evaluated 
based on computer simulation. The behavior of applied disturbance is described in
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Fig. 10 The responses of z-axis due to ADRC algorithm based on FOESO, NESO and STESO 

Fig. 11 The responses of ϕ signal due to ADRC algorithm based on FOESO, NESO and STESO

Eq. (37). The response of controlled variables based on optimal controllers in the 
presence of wind disturbance has been illustrated in Figs. 41, 42 and 43. Figures 44, 
45, 46, 47 and 48 shows the control effort and 2D position tracking for the designed 
controllers under the action of disturbance. The previous figures show that the ADRC 
based on FOESO has a good dynamic performance under the applied disturbance 
and a perceived failure in the performance of ADRC based on NESO and STESO 
algorithms.
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Fig. 12 The responses of θ signal due to ADRC algorithm based on FOESO, NESO and STESO 

Fig. 13 Shows the control effort (U1) due to both optimal ADRC based on FOESO, NESO and 
STESO

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎩ 

Dϕ = 0.2sin(0.4t) 
Dθ = 0.2cos(0.5t) 
Dψ = 0.2cos(0.7t) 
DX = 0.2cos(0.4t) 
DY = 0.2sin(0.5t) 
DZ = 0.2sin(0.7t) 

(37)



Fractional Order Extended State Observer Enhances the Performance … 461

Fig. 14 Shows the control effort (U2) due to both optimal ADRC based on FOESO, NESO and 
STESO 

Fig. 15 Shows the control effort (U3) due to both optimal ADRC based on FOESO, NESO and 
STESO

7 Conclusion 

In this chapter, the ADRC algorithm based FOESO, NESO and STESO have been 
developed to control the Tricopter system. In order to improve the performance of 
proposed versions of ADRC, their design parameters has been optimally tuned based 
on Tunicate Swarm Algorithm. A comparison study in performance has been made 
between the optimal ADRC based FOESO and the other schemes of ADRC, repre-
sented by optimal ADRC based on NESO and optimal ADRC based on STESO.
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Fig. 16 Shows the control effort (U4) due to both optimal ADRC based on FOESO, NESO and 
STESO 

Fig. 17 The estimation errors of ϕ signal due to FOESO, NESO and STESO

The evaluation of controlled Tricopter based on the three control schemes have been 
verified via numerical simulation within the environment of MATLAB programming 
format. The simulated results showed that the optimal ADRC based on FOESO has 
better dynamic performance than that based on optimal ADRC based on NESO and 
optimal ADRC based on STESO in terms of tracking error and transient character-
istics. In order to extend this study for future work, other optimization techniques, 
like Butterfly Optimization Algorithm, Grey-Wolf Optimization [129], Social Spider
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Fig. 18 The estimation errors of the rate of change of ϕ signal due to FOESO, NESO and STESO 

Fig. 19 The estimation errors of gϕ due to FOESO, NESO and STESO

Optimization [27], Whale Optimization Algorithm [130, 131], and Particle Swarm 
Optimization can be applied to tune the design parameters of ADRC schemes to 
show their effects on performance of these control schemes [132].
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Fig. 20 The estimation errors of θ signal due to FOESO, NESO and STESO 

Fig. 21 The estimation errors of the rate of change of θ signal due to FOESO, NESO and STESO
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Fig. 22 The estimation errors of gθ due to FOESO, NESO and STESO 

Fig. 23 The estimation errors of z signal due to FOESO, NESO and STESO
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Fig. 24 The estimation errors of the rate of change of z signal due to FOESO, NESO and STESO 

Fig. 25 The estimation errors of gz due to FOESO, NESO and STESO
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Fig. 26 The estimation errors of x signal due to FOESO, NESO and STESO 

Fig. 27 The estimation errors of the rate of change of x signal due to FOESO, NESO and STESO
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Fig. 28 The estimation errors of gx due to FOESO, NESO and STESO 

Fig. 29 The estimation errors of y signal due to FOESO, NESO and STESO
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Fig. 30 The estimation errors of the rate of change of y signal due to FOESO, NESO and STESO 

Fig. 31 The estimation errors of gy due to FOESO, NESO and STESO
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A. 2D 

B.  3D. 

Fig. 32 Desired trajectory and actual Tricopter trajectory due to ADRC algorithm based on FOESO, 
NESO and STESO 

Table 3 The parameters of transient responses due to controlled system using ADRC based on 
FOESO, NESO and STESO under uncertainty-free and disturbance-free case 

ADRC based on FOESO ADRC based on STESO ADRC based on NESO 

ISE ITAE RMSE ISE ITAE RMSE ISE ITAE RMSE 

ϕ 0.036 356.8 0.0302 10.1 13,547 0.502 0.486 355.2 0.110 

θ 6.058 461.22 0.389 10.22 5976.9 0.505 16.39 503.7 0.640 

ψ 9 e−7 0.022 1.5 e−4 2.8 e−6 0.158 2.6 e−4 7.4 e−5 0.264 0.0014 

x 122.2 1261.9 1.74 123.6 1483.1 1.758 143.26 2424.27 1.893 

y 0.2822 1162.5 0.084 8.354 12236.2 0.457 1.025 1941.61 0.160 

z 310.3 1093.3 2.785 350.8 5887 2.961 859.8 2688.2 4.63
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Fig. 33 The responses of x-axis due to ADRC algorithm based FOESO, NESO and STESO in the 
uncertainty case 

Fig. 34 The responses of y-axis due to ADRC algorithm based FOESO, NESO and STESO in the 
uncertainty case
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Fig. 35 The responses of z-axis due to ADRC algorithm based FOESO, NESO and STESO in the 
uncertainty case 

Fig. 36 Shows the control effort (U1) due to ADRC algorithm based FOESO, NESO and STESO 
in the uncertainty case
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Fig. 37 Shows the control effort (U2) due to ADRC algorithm based FOESO, NESO and STESO 
in the uncertainty case 

Fig. 38 Shows the control effort (U3) due to ADRC algorithm based FOESO, NESO and STESO 
in the uncertainty case
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Fig. 39 Shows the control effort (U4) due to ADRC algorithm based FOESO, NESO and STESO 
in the uncertainty case 

Fig. 40 Desired trajectory and actual Tricopter trajectory due to ADRC algorithm based on FOESO, 
NESO and STESO in the uncertainty case
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Fig. 41 The responses of x-axis due to ADRC algorithm based FOESO, NESO and STESO in the 
disturbance case 

Fig. 42 The responses of y-axis due to ADRC algorithm based FOESO, NESO and STESO in the 
disturbance case
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Fig. 43 The responses of z-axis due to ADRC algorithm based FOESO, NESO and STESO in the 
disturbance case 

Fig. 44 Shows the control effort (U1) due to ADRC algorithm based FOESO, NESO and STESO 
in the disturbance case
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Fig. 45 Shows the control effort (U2) due to ADRC algorithm based FOESO, NESO and STESO 
in the disturbance case 

Fig. 46 Shows the control effort (U3) due to ADRC algorithm based FOESO, NESO and STESO 
in the disturbance case
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Fig. 47 Shows the control effort (U4) due to ADRC algorithm based FOESO, NESO and STESO 
in the disturbance case 

Fig. 48 Desired trajectory and actual Tricopter trajectory due to ADRC algorithm based on FOESO, 
NESO and STESO in the disturbance case
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Robust Adaptive Sliding Mode 
Controllers Design for a Non-holonomic 
Mobile Robot 

Shibly Ahmad Al-Samarrai, Yasir Khudhair Al-Nadawi, 
Taif Ghadban Hama, and Taha Adel Al-Gadery 

Abstract This chapter considers the design of robust adaptive sliding mode 
controllers (ASMCs) for mobile robot trajectory tracking as an example of a nonholo-
nomic mechanical system. Unlike the classical SMC, the ASMC does not need to 
know the bounds on the system parameters variation and on the disturbances. The 
mobile platform mathematical model has been derived here, with considering the 
existence of one holonomic and two nonholonomic constraints in addition to the 
uncertainty in the system model. The input–output dynamic model was obtained 
using partial feedback linearization method which was considered uncertain, and 
subjected to friction torques on the wheels. With variable sliding mode control gain 
which is adapted according to two adaptation laws, the platform will be enforced to 
follow the desired trajectory utilizing the proposed controllers. The first is based on 
the classical sliding mode control (ACSMC), where two control laws were derived 
with two adapted gain parameters, while the second control approach is based on 
the unity sliding mode control (AUSMC) where only one control gain adaptation 
is needed. Theoretical analysis confirms that the closed-loop control system vari-
ables will enter a positively invariant set in a finite time. The size of the steady-state 
error represented by the positively invariant set is found function to a boundary layer 
whose value can be adjusted by a suitable selection of the adaptation law parameters. 
The performance of the two adaptive controllers and the classical SMC were verified 
and compared by implementing in MATLAB. Simulations illustrate the ability of the
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proposed ASMCs in forcing the mobile platform to track efficiently the desired trajec-
tory for various path shapes. Finally, in spite the simplicity of designing AUSMC 
where only one gain needed to be adapted, the CASMC showed better performance 
as compared to the unity sliding mode controller in terms of the transient and tracking 
error. Moreover, both controllers induced chattering with small amplitude especially 
when an approximation was used. 

Keywords Mobile robot · Non-linear control · Sliding mode control · Adaptive 
control 

Nomenclature 

Q System’s configuration space 
n Dimension of configuration space 
SMC Sliding Mode Control 
ACSMC Adaptive Classical Sliding Mode Control 
AUSMC Adaptive Unity Sliding Mode Control 
VSS Variable Structure Systems 
L(r, ṙ , t) Euler Lagrange equation 
q, q̇, q̈ Position, velocity, and acceleration vector of mobile platform 
q System Dynamic configuration 
r The radius of the mobile platform wheel 
S Sine 
2b Distance between the two wheels 
v(q, q̇, t) Velocity of particles 
Po Point in the middle of the axis that connects the two wheels 
T(q, q̇, t) Kinetic energy 
Pc The point on the platform chassis 
U(q, t) Potential Energy 
d Distance between Po and Pc 

C Integral constant 
C Cosine 
ρ Disk radius 
vprime 
x Linear velocity for Po on the x-axis 
mc Chassis mass 
vprime 
y Linear velocity for Po on the y-axis 
mw Wheels mass 
vprime 
w1 The linear velocity of the first wheel 
xo, yo, zo Inertial ( reference) frame 
vprime 
w2 The linear velocity of the second wheel 
x1, y1, z1 Attached frame to the platform on the point Po 

A(q) Non-holonomic matrix 
x2, y2, z2 Attached frame to the platform on the point Pc
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N (q) Kernel space matrix 
ϕ Chassis rotation about the z-axis 
M( ̈q) Positive-definite matrix( mass and inertia) 
θ1 The left wheel rotation angle 
D(q, q ') Carioles matrix 
θ2 The right wheel rotation angle 
G(q) Potential energy matrix 
w Rotation velocity 
λ Lagrange multiplier 
δ(e, u) Perturbation term 
Vmx The linear velocity of the left wheel on the x-axis 
Vw1y The linear velocity of the left wheel on the y-axis 
Vw2x The linear velocity of the right wheel on the x-axis 
Vw2y The linear velocity of the right wheel on the y-axis 
Wx1 Rotation velocity for the left wheel on the x-axis 
Wy1 Rotation velocity for the left wheel on the y-axis 
Wz1 Rotation velocity for the left wheel on the z-axis 
Wx2 Rotation velocity for the right wheel on the x-axis 
Wy2 Rotation velocity for the right wheel on the y-axis 
Wz2 Rotation velocity for the right wheel on the z-axis 

1 Introduction 

A mobile robot is a controlled machine that can move in its environment and/or 
interact with it. The continuously increasing popularity of mobile robots and their 
wide range of applications in different fields such as exploration, transportation 
etc. have earned mobile robotics a rapidly growing interest in modern literature. 
In this chapter, two sliding mode-based adaptive control schemes are proposed for 
the lateral movement tracking problem of a non-holonomic differential drive mobile 
robot. But, before stating the problem statements and the motivation behind this 
work, the following three subjects in mechanics and control theory should be briefly 
introduced: 

• Holonomic and Non-holonomic Constraints 

In mechanical literature, the constraints of dynamics are often seen as restrictions 
on the position and velocity of a system [1]. There are two types of constraints or 
restrictions; holonomic and nonholonomic constraints. 

Nonholonomic systems are present in a great variety of environments like robotics, 
wheeled vehicle, satellite dynamics, manipulation devices, and locomotion systems 
[2]. A Nonholonomic system is a mechanical system with Nonholonomic constraints. 
A constraint is a condition imposed on the possible motions of a system. A penny is 
an example when rolling without slipping over the floor. The point of contact with
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the surface has a zero linear velocity, otherwise, the penny would slip. The robotic 
manipulator with various links is another example. For the robot manipulator each 
link can be thought of is a rigid body which has the ability to move arbitrarily as 
long as it maintains contact with the other links imposed by the joints. When only 
the configuration variables exist in the constraint’s expression, they named as Holo-
nomic, as in the case with the robotic manipulator. When it is not possible to express 
the constraints without involving the velocities of the system, those constraints are 
Nonholonomic, i.e. can not express in terms of configuration variables only. This is 
the case with the rolling penny for example [2]. 

The study of mechanical systems was traditionally carried out from two points 
of view. The Classical Mechanics forms the first point of view which focuses on 
more theoretically oriented problems such as the role of dynamics, the analysis 
of symmetry and related subjects like reduction. In the second point of view, the 
discipline of Nonlinear Control Theory tries to answer more practically oriented 
questions such as the accessibility and controllability, the motion and trajectory 
planning, the motions with the least amount of time or energy spent by the system 
(optimal control), also how to follow a desired trajectory (trajectory tracking), and the 
stability of the system. Of course, both viewpoints are complementary and mutually 
interacted. 

• Robust Control 

Robust control is an aspect of modern control theory which mainly concern with the 
uncertainties of a controller design. The methods for robust control are designated 
to work efficiently where there are uncertain perturbations within some sets. Robust 
methods aim to get good stability and good performance and achieved the objective 
of the controller with the existence of limited modelling errors. The design of tradi-
tional control methods based on the frequency domain approach was considerably 
robust although the robustness of the earlier introduced state-space methods was 
questionable [3], prompting the need for their improvement. This marked the initia-
tion of the robust control theory which started in the 80s and 90s and is still in use 
now. The robust control obligations, unlike the adaptive control obligations, are static 
and do not adapt to variation measurements. The design of the controller enables it to 
work with the assumption that some variables may not be known or bounded [4, 5]. 
Informally, a designed controller for any class of parameters is considered robust if 
it can efficiently perform well on another class of parameters. In the early 1970s and 
1980s, the beginning of the modern theory of robust control was observed, but later, 
several techniques were developed for handling the uncertainty of bounded systems 
[6, 7]. 

• Sliding Mode Control 

One type of robust control approaches for the Variable Structure Systems (VSS) 
on differential equations with a discontinuous control input was introduced in the 
Soviet Union in the 1950s after the efforts of Filippov [8] and Popovski [9]. Over these 
years, the VSS has been continuously exploited for non-continuous dynamic systems 
control or for accepting non-continuous inputs [10, 11]. The control parameters of
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VSS can vary, allowing the maintenance of certain conditions in the phase space. 
The closed loop system on a considered hypersurface evolves in a sliding mode, 
and in this condition, the sensitivity of the system to outer constraints as well as 
changes in system parameters is reduced [12]. The efficiency of this control system 
has been proven in tracking control and stabilization control problems [12, 13] but  
has often attracted much criticism as a result of the chattering phenomenon due to the 
non-continuous control type. There are suggestions for improvements, as evidenced 
in the equivalent control [13, 14] where the equivalent control law can be designed 
as a continuous function [15], as well as the generalized control [12, 16]. Other 
approaches include controls with higher orders of structure and sliding mode [17]. 

The most cited English text on SMC was reported by Itkis (1976) [18]. The 
major significance of the SMC theory was completed in 1980 and later cited in a 
monograph published in 1981 in the Russian language, and later translated to the 
English language [14] by Utkin. There are several structures in these systems, with 
rules for real-time switching of structures to achieve good system performance. The 
major concept of the variable structure control with the sliding mode is first applied 
to CT (continuous time) systems. Briefly, the state is first driven to a sliding subspace 
by the control and enforces it to remain there. This way of motion is referred to as 
a reduced-order sliding mode. A suitable design confers several beneficial features 
such as minimizing disturbances, reducing desired dynamics and optimal behaviour, 
as well as robust stability to the sliding motion. 

One of the most famous applications for Nonholonomic mechanical systems 
is the mobile platform. This system contains both holonomic and Nonholonomic 
constraints. these constraints, together with several factors such as the type of nonlin-
earities in such systems, the disturbances, the presence of non-smoothness situations 
like friction, and the MIMO problem, add difficulty to the lateral movement tracking 
control problem for the mobile platform. Furthermore, the range of uncertainties in 
the model and the external disturbances usually lead to a conservativeness problem 
in the control design, especially when assigning the gains for the controller with VSS 
controllers which could lead to higher levels of chattering and reduces the life span 
of the actuators in the system. 

The importance of the mobile platform robots, together with the control problems 
mentioned above, drives the motivation behind this chapter to design robust sliding 
mode control for the mobile platform, with minimum control gain and attenuated 
chattering. 

The contribution of this chapter can be summarized by two points: The use of 
a new modelling approach in which the mathematical model of the mobile robot 
was driven by eliminating the Lagrange multiplier using the Pfaffian matrix and then 
using partial feedback control to reduce the system model into one that satisfies 
the matching conditions and more suited for the application of sliding mode based 
controller. And the proposition of two adaptive control algorithm schemes. The first 
one is the ACSMC approach and the second one is the AUSMC approach. With 
the adaptation capability, the parametric uncertainty and input disturbance bounds 
need not to be known in advance since the adaptation laws are designed to esti-
mate the switching gains to compensate for the effect of the lumped perturbations
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in both approaches. The AUSMC approach was more suited for the MIMO systems; 
furthermore, the number of control design parameters was fewer in the AUSMC 
which gave it a simplicity advantage over the ACSMC approach. The two controllers 
were applied to a mobile robot platform path-tracking problem under the presence 
of model parameter uncertainties and disturbance input due to friction torques. The 
performance of both controllers is validated in simulation and compared with clas-
sical sliding mode controllers under various desired routes. The results demonstrate 
comparable results in terms of the achieved tracking error. 

The organization of this chapter is as follows: Sect. 2 presents the state of the art 
on Nonholonomic differential drive mobile robot control. In Sect. 3, the derivation of 
the Nonholonomic mobile robot mathematical model is presented. Section 4, focused 
on the controller design aspect, as well as the coupling and de-coupling problems, 
chattering problems and present ways of eliminating them. Additionally, present the 
control system design using the Adaptive Classical SMC (ACSMC) and the Adaptive 
Unity SMC (AUSMC), which is based on the Unity SMC (USMC) for the mobile 
platform. The closed loop system analysis is also presented to show that both stability 
and robustness of the system are guaranteed in the presence of system parametric 
uncertainty and the disturbance inputs due to the existence of friction torque. The 
validity of the proposed approach is confirmed by simulation under various reference 
inputs in Sect. 5. Finally, the chapter ends with the conclusions. 

2 Related Work 

In the following, a brief review of the state of the arts on Nonholonomic differential 
drive mobile robot control. 

In [19], a robust (min–max) H∞ as a linear control approach was proposed. This 
control technique has been applied to achieve trajectory tracking for Nonholonomic 
two-wheeled mobile robots in the presence of system parameter uncertainty and 
input disturbance. In their design, the authors considered the kinematic models of 
the system to design a robust H∞ controller and considers that the mobile system has 
3 spaces (D.O.F). Then, the controller was designed using the linearized model under 
the assumption of nominal initial conditions. The main drawback of this approach 
is the conservativeness problems that may arise when estimating the bounds of the 
perturbation term in the model. 

A four-wheeled mobile robot trajectory tracking controller was developed by 
[20] based on kinematics. In this article, a mathematical model for a mobile platform 
was developed and a backstepping controller was proposed to control the platform 
while considering the non-holonomic constraints. The proposed controller solved 
the tracking problem; However, the parametric uncertainty and external disturbance 
were not considered in the controller design. 

In [21], a robust control system based on ASMC was proposed for achieving 
path-tracking control of a non-holonomic mobile manipulator mounted on a wheeled 
chassis with parametric uncertainties and disturbances. A kinematic controller was
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designed with 6 DOF, (4 for the platform and 2 for the two link manipulators). 
The effectiveness of the proposed controller was verified via simulation; However, 
the article neglected the effect of the coupling problems that may associate with 
multi-input systems. 

A novel modelling approach for wheeled mobile platforms with differential 
chassis has been proposed by [22]. This method included the effects of friction 
forces in the model which increased the complexity of the model but achieved more 
accurate results. 

A hierarchy sliding mode controller for underactuated systems was proposed in 
[23]. The aim is to force a differential-drive mobile robot to track a certain trajectory 
in the presence of friction and uncertainties. The simulations results showed the 
effectiveness of the proposed approach, but the high levels of switching were a 
drawback. 

A novel sliding mode controller was proposed for trajectory tracking of a 
differential-drive mobile robot was proposed in [24]. The sliding surface uses a 
Proportional-Integral form for trajectory tracking while for velocity tracking another 
sliding surface uses the Proportional-Integral-Derivative (PID) form. The chattering 
problems were mitigated by the proposed sliding surface function design. 

To ensure the robust and accurate tracking of a planned path, a robust flatness-
based feedback controller was proposed in [25]. The path is planned using a 
decoupling planning approach. 

The non-singular fast terminal sliding mode controller was proposed in [26] to  
design a novel controller for the tracking problem of a differential drive mobile robot. 
In this work, the tracking error was driven to zero in a finite time. Moreover, inside 
the region of interest, the obstacle avoidance algorithm was incorporated to avoid 
collision. 

In [27], a novel flexible lateral control scheme was proposed. To evaluate the 
centroid slip angle and yaw rate, this scheme used cubature Kalman algorithm; addi-
tionally, a preview angle-enhanced sliding mode controller with fuzzy compensation 
was utilized to improve the tracking accuracy and robustness. While the proposed 
approach achieved high tracking accuracy and stability, the use of the Kalman 
algorithm and the fuzzy compensation added to the complexity of the approach. 

In [28], a robust tracking controller was proposed using Lyapunov redesign for the 
Nonholonomic mobile robot. In this work, a modified Kanayama transformation was 
used to transform the system model into a form in which the matching condition is 
satisfied. While the proposed approach achieved accuracy and robustness, the bounds 
on perturbation should be known in advance which could lead to conservativeness 
issues. 

In [29, 30], intelligent approaches were proposed for mobile platform lateral 
movement tracking problem. While these approaches achieved the desired objectives, 
these algorithms were relatively complex compared with the previous approaches 
since they considered the formation control of multiple mobile robot agents, this by 
itself is more difficult than controlling a single robot.
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3 Mathematical Model of Mobile Platform 

In this section, the mathematical model for the mobile platform is derived via the 
Euler–Lagrange equations. The homogenous transformation matrix method is used to 
obtain the holonomic and non-holonomic constraints, and their effect is represented in 
the model with Lagrange multiplier. By eliminating the Lagrange multiplier from the 
model, a reduced-order model is obtained with four differentiable DOFs equations. 

3.1 Analytical Mechanics 

In analytical mechanics, the motions along a generalized set of coordinates are 
described in terms of system’s configuration space and denoted as Q [31]. It represents 
a collection of variables with values uniquely specified by the 3-D position coordi-
nates of each physical point of the mechanism. A generalized set of coordinates 
known as the number of degrees of freedom of a system is the basic requirement for 
the determination of the location of all the points in the mechanism. Fewer variables 
may not be enough to determine these locations [31]. 

3.2 The Euler–Lagrange Equation 

The principle of Least Action is expressed in the form of a function L(q, q̇, t) referred 
to as the Lagrangian, which it is defined as the difference between the kinetic energy 
and its potential energy. For example, for a particle of mass m with position r , the  
Lagrangian L can be represented as: 

L(r, ṙ , t) = 
m 

2 
|ṙ |2 − u(r, t) (3.1) 

where m 2 |ṙ |2 is the kinetic energy of m and u(r, t) is the potential energy. This implies 
the conservation of energy. The Lagrangian function of a simple mechanical system 
of N particles is constructed by executing the following steps [32]: 

1. Defining the generalized coordinates: This requires an instant configuration 
variable that describe N -particles at a time (q1(t), . . . ,  qn(t)). 

2. Construction of each particle’s position vector ri (q) and its related velocity in 
Cartesian coordinates vi (q, q̇, t) fori = 1, . . . ,  N . 

3. Construction of the kinetic and potential energies of the system T (q, q̇, t) and 
U (q, t) respectively. 

4. Combination of the kinetic and potential energies to obtain the Lagrangian 
L(q, q̇, t).
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The Euler–Lagrange equation is obtained from the Lagrangian for each general-
ized coordinate q 

L(q, q̇, t) = T (q, q̇, t) − U (q, t) (3.2) 

From this Lagrangian L(q, q̇, t), the Euler–Lagrange equation is given as [33]; 

d 

dt

(
∂ L 
∂ ̇q j

)
− 

∂ L 
∂q j 

= 0, j = 1, . . . ,  n (3.3) 

3.3 Constraints in Mechanical Systems 

Generally speaking, the motion can be restricted with kinematic constraints, which 
directions in which system can take. The function of a mechanical system is guided 
by a correct application of these constraints to meet the system’s operational require-
ments. The constraint is determined by the velocity-dependent coordinates and 
orientation of the position. Several constraint-dependent positions and orientations 
called holonomic, while constraints that depend on velocity are referred to as non-
holonomic [34]. Systemic motions are vulnerable to constraints which may come 
from the mechanical structure itself or from the manner the system is controlled or 
actuated [34]. 

Constraints, whether unilateral (one sided) or bilateral (two sided), can be grouped 
into two groups as follows: 

3.3.1 Holonomic Constraint 

Holonomic constraints are only dependent on the present position of the material, 
and can be presented either through the amendment of the configuration space (done 
by forcing the holonomic constraints) or through a presentation of the holonomic 
constraint as a linear non-holonomic constraint (via extending the constraint mani-
fold tangent bundle to the span for tangent vector to the motion manifold on the 
configuration space). The distribution (span for tangent vector to the motion mani-
fold on the configuration space) on smooth manifold M is known as a smooth vector 
sub-bundle of the tangent bundle T M  of M , therefore, the original or holonomic 
constraint manifold is an integral aspect of this span for tangent vector to motion 
manifold. Assume D to be a tangent vector of motion manifold, and Q as the linear 
non-holonomic constraint; a system motion t → q(t) is dynamically allowed if its 
velocity q̇(t) at time t is represented in Dq (t). Should D be integrable, then, the 
system is holonomic where each integral manifold Mof  D  represents a holonomic 
constraint [35]. If all the constraints in a system are holonomic, the system is referred 
to as a holonomic system.
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hi (q) = 0 i = 1, 2, . . . ,  k < n (3.4) 

where n is the dimension of the configuration space Q. 
Holonomic constraints aim at reserving the achievable system configurations to 

a (n − k) dimensional smooth sub-manifold of Q. Holonomic constraints can be 
directly worked with, via the implicit function theorem that made it possible to 
solve Eq. (3.4) in terms of (n − k) generalized coordinates in order to reduce the 
remaining k variables emanating from the problem. One limitation of this approach, 
it may generate algebraic singularities. The system configuration can be accurately 
specified by defining the (n − k) new coordinates on the limited submanifold which 
marked the actual systemic degree of freedom. 

3.3.2 Non-holonomic Constraints 

Non-holonomic mechanics are found in systemic motions that are prone to noninte-
grable constraints. Non integrable constraints are constraints on velocities, such as 
those found in rolling and skating motions. Nonholonomic mechanics are not easily 
fitted into classical mechanics due to their non variational nature [36]. 

There are two forms of nonholonomic systems, the first form is those with dynamic 
nonholonomic constraints. These are constraints which can be represented by Euler– 
Lagrange equations such as angular momentum, or the more common momentum 
maps. These constraints are internally generated (not introduced from an external 
source); they may result from the equations of motion and are sometimes more 
ideal to be handled as conservation laws [31]. The second form is those that are 
introduced by kinematics (known as kinematic nonholonomic constraints), such as 
rolling constraints [32]. Kinematic constraints can be presented in terms of general-
ized coordinates and velocities (Ai (q, q̇) = 0, i = 1, . . . ,  k < n). They restrict the 
permitted systemic motions via a limitation of the generalized velocities obtainable 
at a given configuration. Usually such constraints are represented in mechanics in 
the Pfaffian form (i.e. linear in the generalized velocities) [32] 

aT 
i (q) ̇q = 0, i = 1, . . . ,  k < n 

or in a compact matrix form 

aT (q) ̇q = 0 (3.5) 

The vectors ai : Q → Rn are considered smooth and linearly independent. 
The holonomic constraints (3.4) indicate the presence of kinematic constraints. It 

can be represented as: 

∂hi 
∂q 

q̇ = 0, i = 1, . . . ,  k. (3.6)
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Fig. 1 Unicycle 
configuration 

However, this is not always true kinematic constraints (Eq. 3.5) which it may not 
always be integrable (i.e. cannot be represented as in Eq. (3.4)). The nonholonomic 
constraints, when compared to the holonomic constraints, completely restricts the 
mobility of the system in a different manner. This can be better explained by assuming 
a single Pfaffian constraint aT ( ̇q)q = 0. 

Constraint (3.6) can be integrated as h(q) = c, if it is holonomic; where 
∂h 
∂q = at (q) and c are the integration constants. The system motion will therefore 
be restricted to a specified surface level of h based on the initial condition through 
the value of c = h(q(0)). Now, let constraint (3.6) be considered as nonholonomic; 
even though the instantaneous system mobility is restricted to (n − 1)-dimensional 
space, still, it can reach any configuration in Q. The number of differentiable degrees 
of freedom will consequently be reduced to n − 1 though there will be no reduction 
in the generalized coordinates number. Generally, it can be said that the access to 
the complete configuration space of any mechanical system with k nonholonomic 
constraints and n generalized coordinates is preserved even when the generalized 
velocities are restricted to (n − k)-dimensional subspace. 

Let us take the simplified kinematic model of a unicycle as a typical example of 
a nonholonomic system. Here, the unicycle configuration is expressed by the planar 
coordinates (x, y) of the wheel’s contact point with the ground, the configuration 
q = (x, y, θ  ), and by the wheel’s orientation with respect to the x-axis represented 
by angle θ. The wheel is subjected to a rolling-without-slipping constraint, written 
as; 

ẋ sin(θ ) − ẏ cos(θ ) = 0 

3.4 Differential Drive Mobile Robot Description 

Mobile platforms are platforms that can automatically move from place to place 
without any human or external assistance. Unlike industrial robots, mobile platforms
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are designed to freely move within a predefined work space to achieve a designated 
target. The mobility of mobile platforms made them ideal for use in both structured 
and unstructured scenarios. 

Wheeled mobile robot (WMR) drives are classified into differential, tricycle, 
omni directional, synchro, Ackerman steering, and skid steering drives [37] The  
differential drive is made up of two independently driven fixed powered wheels 
mounted on either side (L and R) of the robot platform. The balance and stability 
of the wheels are maintained by one or two passive castor wheels. The differential 
drive is the simplest form of mechanical drives because its operation does not require 
the rotation of a driven axis. The robot is moved straight forward or backward by a 
simultaneous rotation of the wheels. Moving one of the wheels at a faster rate than 
the other makes the robot to follow a curved path along the arc of an instantaneous 
circle, but moving both wheels at an equal velocity but in opposite directions makes 
the robot to turn around the midpoint of the two driving wheels. These movements 
are depicted in Fig. 2. This form of WMR clearly cannot turn on the spot [37]. 

Fig. 2 The possible movements of a differential drive, a curved path, b straight path, c circular 
path, d obstacle-free maneuvering when moving from an initial to a final pose, and e maneuvering 
when moving from an initial to a final pose in the presence of obstacles
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Fig. 3 Differential-drive mobile robot configration 

The mobile platform considered in this study is a differential drive mobile robot 
as defined in [37]. In the dynamic control systems, the two-wheeled systems are 
the commonest but challenging case study due to the presence of nonholonomic 
constraints, as well as their related stability problems. A mobile platform is a famous 
and common application for nonholonomic mechanical systems. It is comprised 
of two wheels driven by two DC motor and rigid cart. As presented in Fig. 3, 2b 
represents the distance between the two wheels, d is the distance between po which 
is located in the middle of the axis that connects the two wheels, and pc is the point 
on the platform. Point po is essential when computing nonholonomic constraints. 

3.5 Mathematical Model of a Differential-Drive Mobile 
Platform 

3.5.1 Kinematic Equation 

Platform kinematics implies dealing with robotic configurations in their workspace, 
the relationship between their geometric parameters and dimensions, as well as the 
constraints assumed in their paths. Kinematic equations are mainly developed based 
on the dimensions and geometrical structure of the working platform. Mobile plat-
forms may have one or more wheels that may or may not have motion constraints
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[37]. Kinematic studies are basically required for studying the stability features, 
dynamics, and control of the working platform. Therefore, kinematic equations can 
be referred to as equations that mathematically represent the motion of the system 
(position and velocity) without regard to the forces that oppose the motion. 

In this section, the kinematic equations of the chassis and wheels of a mobile plat-
form are presented. These equations are computed using homogenous transformation 
matrices under the following assumptions [37]: 

• The deformation due to the gravity effects is negligible. 
• The mobile chassis is assumed to have uniform material properties. 
• The wheels are assumed to move in a pure rolling motion with non slipping. 

The coordinates shown in Fig. 3 were used; X0, Y0, Z0 is the inertial reference frame. 
The kinematic equation was computed based on these coordinates. The frame x1y1z1 
was attached to the chassis positioned on the axis between the wheels. The frame 
x2 y2z2 was attached to the chassis at point pc. Angle ϕ is a representation of the 
chassis rotation about z0 and (x, y) represents the distance between the centers of 
x0, y0, z0 and of x1y1z1, and r is the mobile wheel’s radius. As a result, the system 
configurational variables are described as [x, y, ϕ, θ1, θ2], were  ϕ is the platform’s 
rotational angle (chassis) measured from the inertial x-axis, θ1 and θ2 represents the 
angle of rotation of the first and second wheels, respectively. The chassis dynamics is 
nonlinear and it was coupled with the wheel dynamics, while the body of the chassis 
was taken to be symmetric, requiring no slip condition. 

Homogeneous Transformation Matrices 

This is one of the ways of finding the kinematic equations of homogenous matrix 
systems ∈ R4×4. Square matrix comprise of the rotating part that represents the 
rotation movement of the system, and is represented by first 3 × 3 square matrix. 
The last column in this matrix represents the system’s linear motion [38]. The linear 
and angular velocity for the chassis and the wheels are presented below as follows: 

1. Chassis: The linear velocity of chassis at point (Po) is given by 

vxpo = ẋ 
vypo = ẏ

}
(3.7) 

While the angular velocity of chassis is; 

ω = ϕ̇ (3.8) 

which rotates around the z-direction. 
2. Wheels: Firstly, the linear velocity, with respect to the inertial frame, of the 

wheels are obtained as:
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vw1c = 

⎡ 

⎢⎢⎣ 

bC(ϕ) ̇ϕ + ẋ 
bS(ϕ) ̇ϕ + ẏ 

0 
0 

⎤ 

⎥⎥⎦ and vw2c = 

⎡ 

⎢⎢⎣ 

−bC(ϕ) ̇ϕ + ẋ 
−bS(ϕ) ̇ϕ + ẏ 

0 
0 

⎤ 

⎥⎥⎦ 

where vw1c and vw2c are the velocity of the first and the second wheels centers 
respectively. Also S(ϕ) and C(ϕ) refer to sin(ϕ) and cos(ϕ) respectively. 

Secondly, the wheels angular velocity are obtained as follows; 

Sw1 = 

⎡ 

⎣ 0 −ϕ̇ Cϕ θ̇1 
ϕ̇ 0 Sϕ θ̇1 

−Cϕ θ̇1 −Sϕ θ̇1 0 

⎤ 

⎦ and Sw2 = 

⎡ 

⎣ 0 −ϕ̇ Cϕ θ̇2 
ϕ̇ 0 Sϕ θ̇2 

−Cϕ θ̇2 −Sϕ θ̇2 0 

⎤ 

⎦ 

where S(ω) is a 3 × 3 skew symmetric matrix from which the angular velocity is 
computed with the aid of the general form of S(ω), which it is given by; 

S(ω) = 

⎡ 

⎣ 
0 −ωz ωy 

ωz 0 −ωx 

−ωy ωx 0 

⎤ 

⎦ 

The calculations details are given in Appendix A. 

Nonholonomic Constraints Equations 

Two type of nonholonomic constraints imposed on the mobile platform; Lateral and 
no-slip constraints. These two types are derives here as in the following items: 

• The lateral constraint: the platform motion has constraints at each instant from 
moving in the lateral direction, i.e., the instantaneous platform lateral velocity 
is equal to zero. Therefore, we need to derive the wheels velocity in the lateral 
direction, and then equating it to zero. At po the velocity in the tangential and 
lateral velocity are obtained as follows; 

vpo =
[
vxo  
vyo

]
=
[
ẋ 
ẏ

]
=
[
Cϕ −Sϕ 
Sϕ Cϕ

][
v́xo  
v́yo

]
⇒ v́x,y =

[
v́ẋ 
v́ẏ

]
=
[

Cϕ Sϕ 
−Sϕ Cϕ

][
ẋ 
ẏ

]

The lateral velocity v́yo from above is; 

v́ẏ = −Sϕ ̇x + Cϕ ̇y 

Accordingly, the lateral nonholonomic constraints, as can be seen from Fig. 4, is  
obtained by equation v́ẏ to zero, which represent the first noholonomic constraint;
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Fig. 4 Illustration of lateral nonholonomic constraints 

−Sϕ ̇x + Cϕ ̇y = 0 (3.9) 

• The no-slipping constraint: two no-slipping constraints at the wheels of the 
mobile platform are imposed. These constraints are derived by making the longi-
tudinal velocity of the wheel center, which computed according to the platform 
longitudinal velocity, equal to the wheel velocity which computed based on wheel 
angular velocity. With the aid of Fig. 5, the wheel velocity in the inertial frame, 
a tangential v́wt1c and normal velocity components with respect to the wheel, is 
obtained as follows;

v́w1c =
[

Cϕ Sϕ 
−Sϕ Cϕ

]
vw1c =

[
Cϕ Sϕ 
−Sϕ Cϕ

][
ẋ + bCϕ ϕ̇ 
ẏ + bSϕ ϕ̇

]

⇒ v́wt1c = ẋCϕ + ẏSϕ + b ϕ̇
(
S2 ϕ + C2 ϕ

) = ẋCϕ + ẏSϕ + b ϕ̇ 

but with respect to the wheel angular velocity, v́wt1c is given by 

v́wt1c = r θ̇1
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Fig. 5 Illustration of the 
no-Slipping condition

therefore, the no-slipping condition on the first wheel becomes; 

ẋCϕ + ẏSϕ + b ϕ̇ = r θ̇ 1 (3.10) 

In a similar way, for the second wheel, the no-slipping condition is obtained as: 

ẋCϕ + ẏSϕ − b ϕ̇ = r θ̇2 (3.11) 

From the above no-slipping constraints, the second noholonomic constraint is 
obtained by summing Eqs. (3.10) and (3.11); 

ẋCϕ + ẏSϕ − (r/2) ̇θ1 − (r/2) ̇θ2 = 0 (3.12) 

Collecting the nonholonomic constraints in Eqs. (3.9) and (3.12) in a matrix form, 
the Nonholonomic constraint matrix is obtained as; 

A(q) ̇q =
[− sin ϕ cos ϕ 0 0  

cos ϕ sin ϕ −r/2 −r/2

]⎡ 

⎢⎢⎣ 

ẋ 
ẏ 
θ̇1 

θ̇2 

⎤ 

⎥⎥⎦ (3.13) 

where q̇ =
[
ẋ ẏ θ̇1 θ̇2

]T 
are the differentiable DOF for the platform. The 

nonholonomic constraint is non integrable constraint, and Eq. (3.13) is it’s Pfaffian 
form.
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Holonomic Constraint Equation 

There is one holonomic constraint imposed to the motion of the mobile platform. It 
can be obtained by subtracting Eq. (3.11) from Eq. (3.10); 

ϕ̇ = r
(
θ̇1 − θ̇1

)
/2b (3.14) 

By integrating both sides; 

ϕ =
( r 

2b

)
(θ1 − θ2) + ϕ(0) (3.15) 

where ϕ(0) is the initial chassis rotational angle. So ϕ can be expressed in terms of 
θ1 and θ2, hence the number of degrees of freedom to express the system is reduced 

to 4, i.e., q =
[
x y  θ1 θ2

]T 
. 

3.5.2 Dynamic Model of the Platform 

This section is devoted to obtaining the platform dynamical model with holonomic 
and nonholonomic constraints. The Lagrange method was used to mathematically 
represent the system, where the difference between the kinetic and potential energy 
is represented by the Lagrangian L . 

L(q, q̇) = T (q, q̇) − U (q) (3.16) 

T (q, q̇) represents the kinetic energy, while U (q) is the potential energy of the 
platform. Based on deriving the Lagrangian for the mobile platform in Appendix B, 
and by using Euler–Lagrange equation, the dynamical model is obtained as; 

M(q) ̈q + D(q, q̇) ̇q + G(q) = A(q)T λ + E(q)u (3.17) 

where M(q) is the inertia matrix, D(q, q̇) is the carioles matrix, G(q) is the potential 

energy, A(q) is the Pfaffian matrix, λ is the Lagrangian multiplier vector, u =
[
u1 
u2

]

is the control torque vector, and finally E(q) is matrix given by; 

E(q) = 

⎡ 

⎢⎢⎣ 

0 0  
0 0  
1 0  
0 1  

⎤ 

⎥⎥⎦ 

The calculations for the above matrices and components are found in detail in 
Appendix B. Additionally, the carioles matrix and the potential energy are equal to
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zero for the mobile platform, hence Eq. (3.17) becomes; 

M(q) ̈q = A(q)T λ + E(q)u (3.18) 

In order to make the Lagrangian multiplier vector λ disappear in Eq. (3.18), a 
multiplication by a matrix N (q) is needed, which has the following property; 

A(q)N (q) = 0 

i.e., the row vectors of matrix N (q) lie in the kernal space of matrix A(q). 
Accordingly, N (q) takes the following form (please refer to Appendix B); 

N (q)T =
[
r/2 cos ϕ r/2 sin  ϕ 1 0  
r/2 cos ϕ r/2 sin  ϕ 0 1

]
(3.19) 

As a result, multiplying Eq. (3.18) by  N (q)T , yield; 

N (q)T M(q) ̈q = N (q)T A(q)T λ + N (q)T E(q)u 

= ( A(q)N (q))T λ + N (q)T E(q)u = N (q)T E(q)u

}
(3.20) 

where N (q)T E(q) = I2×2. To this end, it is needed to define the following coordinate 
transformation; 

q̇ = N (q)ρ (3.21) 

where ρ ∈ R2, is a new coordinate for the kernal space of A(q), i. e.,  

A(q) ̇q = 0 = A(q)N (q)ρ 

The total number of states that describe the dynamics of the mobile platform is 
six, where there are four states (q ∈ R4) in addition to the two states due to ρ vector. 
In a state vector form, the mobile platform state vector is given by; 

x
Ʌ =

[
x
Ʌ

1 

x
Ʌ

2

]
=
[
q 
ρ

]
= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

x 
y 
θ1 

θ2 

ρ1 

ρ2 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

x1 
x2 
x3 
x4 
x5 
x6 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

(3.22) 

and the state vector derivative is;
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ẋ
Ʌ =

[
ẋ
Ʌ

1 

ẋ
Ʌ

2

]
=
[
q̇ 
ρ̇

]
= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

ẋ1 
ẋ2 
ẋ3 
ẋ4 
ẋ5 
ẋ6 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

(3.23) 

where from Eq. (3.23), q̇ is given by; 

q̇ = ẋ
Ʌ

1 = 

⎡ 

⎢⎢⎣ 

ẋ1 
ẋ2 
ẋ3 
ẋ4 

⎤ 

⎥⎥⎦ = N (q)

[
x5 
x6

]
(3.24) 

while ρ̇ is derived from Eqs. (3.21) and (3.20) as follows;  

q̈ = 
d 

dt  
(N (q)ρ) = Ṅ (q)ρ + N (q) ̇ρ 

Substituting q̈ in Eq. (3.20), yield; 

N (q)T M(q)
(
Ṅ (q)ρ + N (q) ̇ρ

) = u 

Then by solving for ρ̇: 

ρ̇ = ẋ
Ʌ

2 =
[

ρ̇1 

ρ̇2

]
=
[
ẋ5 
ẋ6

]
=
[
N (q)T M(q)N (q)

]−1(−N (q)T M(q) Ṅ (q)ρ + u
)

= −
[
N (q)T M(q)N (q)

]−1[
N (q)T M(q) Ṅ (q)

][ x5 
x6

]
+
[
N (q)T M(q)N (q)

]−1 
u (3.25) 

Eventually, the proposed mobile platform dynamical model is given by; 

ẋ
Ʌ = 

⎧⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎩ 

N (q)

[
x5 
x6

]

−
[
N (q)T M(q)N (q)

]−1[
N (q)T M(q) Ṅ (q)

][ x5 
x6

]
+
[
N (q)T M(q)N (q)

]−1 
(u + T f ) 

(3.26) 

where: u represents the actuating torques applied to the platform wheels, T f is fric-
tional torques affecting the mobile platform at the wheels and M(q) represents the 
mass and inertia matrix (see Appendix B).



Robust Adaptive SlidingModeControllersDesign for aNon-holonomic… 509

4 Sliding Mode Control Design 

In this section, the concept of SMC was presented, followed by an illustration of 
the attendant features of performance specification and robustness. After that the 
ASMC and AUSMC approaches will be introduced. The major disadvantage of this 
approach (i.e. the chattering behavior) and how to overcome it will be discussed. 
Finally, a robust controller that will achieve trajectory tracking using both ASMC 
and AUSMC approaches for the nonholonomic mechanical system is designed. 

4.1 Sliding Mode Control (SMC) 

The development of any control system comes with typical differences between the 
real plant and mathematical model (which the controller will be designed based 
on this model). These differences may be attributed to the unmodeled dynamics, 
changes in the system parameters, or complex plant behavior approximation by 
a straightforward model [39]. Engineers must ensure the resulting controller has 
a practical applicability to producing the intended performance levels irrespective 
of the discrepancies. This has increased the interest in effective control methods 
development that can address this issue. A major approach to the design of robust 
controllers is the SMC methodology. 

An essential aspect of the SMC is that its control action is discontinuous in 
nature. Each feedback channels primarily works as a switch between two signifi-
cantly different systems in a way that a new type of motion of system that is, known 
as a sliding mode, is established in the manifold. This specific feature is believed to 
enhance the system performance in terms of its insensitivity to parameter changes, 
as well as a complete annulling of disturbances. 

The SMC is a specialized form of variable structure control where the control 
systems are designed to drive the state of the system and constrain it to be within the 
neighborhood of the sliding manifold. This approach has two major merits, firstly, 
the system’s dynamic behavior can be designed by the special selection of its sliding 
variable; secondly, the closed loop system response is completely insensitive to a 
specific class of uncertainty. This invariance feature ascertained the appropriateness 
of this method for robust control. In addition, performance specification directly 
makes the SMC attractive from the design point of view. 

In designing a sliding mode controller, there are two aspects: first, it involves 
selecting the sliding variable to meet the design specifications; second, the control 
law selection which will enhance the attractiveness of the sliding manifold to the 
system state. 

The main benefits of the classic SMC include its convergence with respect to 
finite time, compensated dynamics with reduced order, and robustness [40]. There 
are different methodologies of the SMC approach, and these methodologies are
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classified according to the type of function which represents the sliding variable. 
This work focuses on the adaptive conventional ASMC and adaptive unity AUSMC. 

4.2 Conventional SMC 

The major aspect of traditional SMC theory had been concluded, but as stated later 
by Utkin [41]. The two-step approach towards the design of the SMC involves the 
sliding manifold design, and the design of the discontinuous controllers to ensure 
the sliding modes. 

The major benefits of the SMC include a reduced order of sliding equations, 
an exact compensation of the insensitivity bounded with uncertainties, and a 
convergence to the sliding manifold at a finite time. 

Meanwhile, its major drawbacks include insensitivity to only matched uncertain-
ties, chattering, and an underperformance of the closed-loop with the existence of 
disturbing dynamics, noise, or discretization. 

Assume a single linear input/single output dynamic system (affine nonlinear 
system) expressed as follows: 

ẋ(t) = f (x, t) + g(x, t)u(x, t) (4.1) 

where x ∈ Rn is the state vector, u ∈ R is the control input, f (x, t) and g(x, t) are 
the vector fields. 

There is a restriction in selecting the sliding variable, which it must have a relative 
degree one with respect to control. That is for a selected sliding variable s(x), the  
control input u must appears after the first differentiation of s(x), i.e., 

ṡ = ṡ(t, x, u) (4.2) 

Now let the control variable u(x, t) to have undergone a discontinuity motion on 
the sliding surface (s(x) = 0); 

u(x, t) =
{
u+, (x, t) s(x) <  0 
u−, (x, t) s(x) >  0 

(4.3) 

Definition 4.1 ([42]) Equations 4.2 and 4.3 defined the system called a variable 
structure system. If the convergence condition ṡ(x)s(x) <  0 is satisfied by the 
control variable u(x, t), it will further satisfy the control and said to be in a sliding 
mode. 

An ideal sliding mode is achieved when s(x) = 0 and ṡ(x) = 0. Furthermore, a 
sliding mode is real when only the convergence criteria is verified, i.e. ṡ(x)s(x) <  0 
[43]. This is depicted in Fig. 6, and the motion is therefore said to be in a real sliding 
mode.
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Fig. 6 Oscillations around 
the switching surface (s = 0) 

4.2.1 Conditions for Sliding Mode Stability 

The sliding mode existence conditions can be derived by following the stability anal-
ysis in nonlinear systems, and in trying to establish a Lyapunov function. Similarly, it 
should be remembered that the motion’s right hand side equation is non-continuous, 
and is not defined in the points where the signum functions is equal to zero [43]. 

To this end let the candidate Lyapunov function be selected as a positive definite 
function of the sliding variable s: 

V (s) = 
1 

2 
s2 (4.4) 

And V̇ (s) is obtained as: 

V̇ (s) = s ṡ (4.5) 

Therefore, the sliding manifold (s = 0) is attractive iff V̇ (s) < 0, ∀s /= 0 [44]. 
This means that: 

s ṡ < 0 (4.6) 

is the stability condition which ensure that the state directed towards the sliding 
manifold and maintained at this location for all future time (Fig. 7). Condition (4.6) 
is also considered as the stability condition for the SMC system.

Remark 4.1 The stability condition in inequality (4.6) is derived for a system with 
one control input and consequently one sliding variable. In the case of multi-input 
control system the stability condition (sliding condition) is derived below via unit 
sliding mode. 

Remark 4.2 The sliding manifold for the case of n-input control system is the 
intersection of n-hypersurfaces, where each hypersurface defined by si = 0, i = 
1, 2, . . . ,  n. For  n = 2 the sliding manifold is depicted in Fig. 8.



512 S. A. Al-Samarrai et al.

Fig. 7 Sliding manifold

Fig. 8 Two-dimensional 
sliding mode 

4.2.2 Reaching Phase and Sliding Phase 

There are two parts of the state trajectory modes, one is the reaching phase, which is 
the point from the primary (initial) state to the meeting point with the sliding surface, 
and the other is the sliding phase, which is the point from the point of meeting with 
the sliding surface back to the initial point. Both phases are depicted in Fig. 9 in terms 
of a second-order system, where the convergence condition ṡ(x)s(x) < 0 during the 
reaching phase and sliding phase is satisfied [43]. 

Within the sliding phase, the closed loop system is a linear state function, will 
have a similar behavior to a linear system with a reduced or free order. For an n

Fig. 9 Illustration of 
reaching and sliding modes 
for second-order system 
example 
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system order the system dynamics will be reduced to (n − m) system order where 
m represents the number of control input u. 

4.3 Unit Sliding Mode Control 

In this section, designing a non-continuous control complying sliding mode in 
selected manifolds is introduced without the need for individually selecting each 
control component as a non-continuous function. This way comprises of designing 
the control dependent on a Lyapunov function chosen for a nominal system. The 
control will be found in a way that the Lyapunov function will have negative time 
derivative along the system trajectories, with disturbances caused by uncertainties 
inherent in the environment and in the plant model. This approach is based on the 
evidence presented by Gutman and Leitmann (1970) [45, 46]. The design concept 
for an affine system may be explained as: 

ẋ = f (x, t) + B(x, t)u + h(x, t) (4.7) 

where x ∈ Rn and u ∈ Rm are the state and control vectors respectively, f (x, t) 
and h(x, t) are the state-dependent vectors, and B(x, t) ∈ Rn×m is the control input 
matrix. The vector h(x, t) is the perturbation term whose effect on the control process 
must be eliminated. The equation 

ẋ = f (x, t) (4.8) 

depicts a presumed asymptomatically stable open-loop nominal system with a defined 
Lyapunov function [39]. 

V (x) >  0 

Wo = 
dV  

dt

||||
h=0,u=0 

= grad(V )T f (x, t) < 0, 

grad(V )T =
[

∂ V 
∂ x1 

· · ·  
∂ V 
∂xn

]
(4.9) 

Let the perturbation vector h(x, t), satisfies the matching condition. 

h(x, t) ∈ span(B(x, t)) (4.10) 

then there exist a vector γ (x, t) ∈ Rm, such that 

h(x, t) = B(x, t)γ (x, t) (4.11)
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γ (x, t) may be regarded as an unknown vector with a known upper bound γo(x, t); 
such that

∥γ (x, t)∥ < γo(x, t) (4.12) 

The V̇ (x) along the perturbed system trajectories (Eq. 4.7) can be calculated as 

W = dV  /dt  = Wo + grad(V )T B(u + γ ) (4.13) 

Control u is selected based on the upper limit of the unknown disturbance as 

u = −ψ(x, t) 
BT grad(V )

∥BT grad(V )∥ (4.14) 

with a scalar function ψ(x, t) > γo(x, t). Since ψ(x, t) represent the (USMC) gain, 
and

∥BT grad(V )T ∥2 = (grad(V )T B)(BT grad(V ) 

then Eq. (4.13) becomes 

W = Wo − ψ(x, t)∥BT grad(V )∥ +  grad(V )T Bγ (x, t) 
< W◦ − ∥BT grad(V )∥[ψ(x, t) − γ◦(x, t)] 
< Wo − ∥BT grad(V )∥(ψ(x, t) − γ (x, t)) < 0 

In the USMC, s(x) = BT grad(V ) is the variable which will have a negative 
time derivative, suggesting the asymptomatic stability of the perturbed system with 
control. 

For the system with control, two basic features should be considered; 

1. The control law (Eq. 4.14) in  (n − m) dimensional manifold s(x) = 
BT grad(V ) = 0 undergoes discontinuities, and beyond this manifold, it is a 
continuous state function. This distinguished the control law as given in Eq. (4.14) 
from all the control inputs in the SMC where each control component has 
individual sliding variable. 

2. Because of the enforcement of the sliding motion (SM) at the sliding mani-
fold s(x) = 0, the disturbance h(x, t) is rejected. The disturbance (Eq. 4.11) is  
rejected, control u should then be equal to −γ (x, t) and this is not always the case 
when s(x) = BT grad(V ) /= 0, i.e., the state outside the sliding manifold. This 
implies that a sliding mode exists in the manifold s = 0, and the corresponding 
value of the equivalent control equal to −γ (x, t). 

The norm of control with the gain ψ(x, t) = 1 for any value of the state vector is 
given by;
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∥u∥ψ(x,t)=1 = ∥ BT grad(v)

∥BT grad(v)∥∥

This provides an explanation of the term “Unit control” for the control (Eq. 4.14). 

4.4 ASMC 

The application of the SMC is mainly faced with the problem of two inter-related 
incidents: these are chattering and high activity of control action. The chattering 
amplitude is proportional to the discontinuous control magnitude. These problems 
are solved simultaneously if there is a reduction in the magnitude to a lowest level 
determined by the conditions necessary for SM to exist. An adaptation method is 
mentioned here for achieving the minimum possible control value based on two 
recently developed approaches [47]. Meanwhile, its design demands the under-
standing of the bounds on the uncertainties which could be conservatively estimated. 
In other words, the bound is often overestimated and usually result in an excessive 
gain. The chattering phenomenon, a well-known problem of SMC (see [48] for its 
analysis), is important and could cause damage to the systems and the actuators. 
Chattering can be minimized by using the boundary layer approach. In this case, 
many ways have suggested adequate controller gains tuning [49]. Another way of 
minimizing chattering phenomenon is by using a higher order SMC [50–55]. In both 
control approaches, there is a need to know the bound on the uncertainties. Being 
that the non-requirement of the uncertainties bound is the main objective, another 
way involves the use of ASMC with the aim of ensuring obtain as small as possible 
control gain but still enough to annul the perturbations and uncertainties. 

In this section, the adaptation method to find the discontinuous control gain k(t) 
that will offer a minimal discontinuity value which will result in chattering effect 
reduction. Gain dynamics is mainly dependent on the tracking error; since the sliding 
mode is not established, the control gain keeps increasing and, in this situation, until 
the state hits the boundary layer for the sliding manifold. After that, k(t) will decrease 
until it reaches a certain minimal value. The adaptation law for the k(t) is presented 
blow. 

4.4.1 The ASMC Law 

In this section, an approach ensures the presence of only a real SM is presented as 
follows; Let ASMC be assumed as follow 

u(t, s) = −K (t) sign(s(x(t), t)) (4.15) 

with the gain coefficient K (t) satisfies [47]
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K̇ =
{

α|s(x(t), t)| sign(|s(x(t), t)| −  ε) if K > μ  
0 if  K ≤ μ 

(4.16) 

where s(x(t), t) is the sliding variable with α >  0, ε >  0 and a positive small 
value of μ, which it is incorporated to maintain K positive value. Once there is 
an establishment of a SM with respect to s(t, x(t)), the suggested gain adaptation 
law (4.16) declines the gain K while |s(x(t), t)| < ε. Similarly, gain K will be 
maintained at the least level that will allow the stabilization of a given accuracy of 
s. That means an adequate gain is allowed to obtained with respect to the magnitude 
of the uncertainties and perturbations based on this adaptation law. 

Eventually, the state will be maintained in a positively invariant set as can be seen 
in the following; First, the sliding variable dynamic from Eqs. (4.1) and (4.2) is given  
by 

ṡ = 
∂s 

∂x 
ẋ(t) = 

∂s 

∂x 
{ f (x, t) + g(x, t)u(x, t)} = Ψ(x, t) + ┌(x, t)u (4.17) 

where Ψ(x, t) = ∂s 
∂ x f (x, t), and ┌(x, t) = ∂s 

∂ x g(x, t). Both functions Ψ(x, t) and
┌(x, t) are supposed assumed bounded for x ∈ Rn and all t ≥ 0.

Ψ(x, t) ≤ ΨM , 0 < ┌(x, t) ≤ ┌M 

Theorem 4.1 ( [56]) Given the nonlinear uncertain system (4.1) with the sliding 
variable s(t, x(t)) dynamics (4.17) controlled by (4.15) and (4.16), then a finite time 
tF exist such that a real sliding mode is established for all t > tF , i.e., 

|s(x(t), t)| < δs 

for all t > tF with 

δs =
/

ε2 + Ψ2 
M 

α┌m 

Proof [56]. 

Remark 4.3 According to the above theorem, the state is eventually converged in a 
finite time to the following positively invariant set 

⎧⎨ 

⎩x ∈ Rn

|||||||s(x(t), t)| <
/

ε2 + Ψ2 
M 

α┌m 

⎫⎬ 

⎭ (4.18) 

Moreover, since the selection of the ensures the asymptotic convergence to the 
origin, so by using the ASMC, the state convergences to a positively invariant set 
function to δ [56].
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4.5 The Chattering Problem 

Chattering is an incident of oscillations with a finite frequency and amplitude that 
appears in many sliding mode implementations. A high-frequency switching of the 
SM controller which excites the unmolded dynamics in a closed loop is the cause of 
these oscillations. The unmolded dynamics may result from actuators and sensors 
which were ignored during the fundamental process of modeling due to their signif-
icantly faster dynamics compared to that of the main system. Meanwhile, there 
is a need to consider all system dynamics in an ideal sliding mode system since 
all its dynamics are infinitely fast. Interestingly, the control of chattering doesn’t 
usually require intensive modeling of the complete system components, but instead, 
an SMC can first be designed under idealized presumptions that there is no unmolded 
dynamic. In the next design step, potential chattering can be avoided using any of 
the methods presented below. Finding a solution to the chattering phenomenon is 
essential, especially when exploiting the advantages of an SMC in a real-life system. 
Note that switching in itself as a major component of the continuous-time SMC, isn’t 
referred to as chattering due to that, ideally, switching is an intended process with its 
frequency tending to infinity, but chattering is an unwanted system oscillation with 
finite frequency, which is caused by imperfections in the system [42]. 

• Signum function approximation 

An obvious reason for making the control function smooth or continuous, the non-
continuous function sign(σ ) is approximated to some continuous smooth functions. 
It could, for instance, be replaced with a sigmoid function 

sign(σ ) ≈ σ 
|σ | + ε 

(4.19) 

where lim 
ε→0 

σ 
|σ |+ε = sign(σ ) and ∈ represents positive scalar of a small value. It can 

point-wise be observed that for σ /= 0, ε value should be chosen to trade-off the 
criteria for maintaining an ideal system performance and ensure a smooth control 
action.

Fig. 10 The chattering 
phenomena 
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• Boundary-Layer Approximation 

A boundary layer approximation of discontinuous control can be used as an additional 
approximation function for the reduction of the chattering phenomenon [48, 57] 
around the sliding surface. The idea of this approach is illustrated by using continuous 
functions like hyperbolic tangent (tan), saturation (sat), or inverse tangent (arctan) 
functions rather than using discontinuous functions in an SMC law to annul unwanted 
chattering effects. The sat  function and the arctan function are defined in Eqs. (4.20) 
and (4.21) respectively; 

sat(σ, ε) =
{
sign(σ ) if|σ | > ε  

σ 
ε

if|σ | ≤ ε 
(4.20) 

arctan(σ, ρ) = 
2 

π 
tan−1 (ρσ ), ρ ≥ 1 (4.21) 

where ∈> 0, ρ ≥ 1 that defines the width of the boundary layer. 

4.6 Coupling and Decoupling 

Coupling is a big challenge in control theory in the case of multi–input–multi–output 
which is the case of our application in this work. Mechanical systems often consist 
of a set of second-order differential equations in the case of multi-input, where the 
number of controllers is greater than one. Actually, these controllers (u1, . . . ,  un) 
may appear together in every channel and this creates the coupling situation. In 
case the control matrix B (or g(x) for nonlinear systems) is certain, the problem 
is solved and the system will be under a decoupling situation, but the challenge of 
coupling appears if B (or g(x)) is uncertain. There are many methods for solving this 
problem, and these methods have been proven mathematically. These are the control 
hierarchy, the unity siding mode control approach, and the component-wise method 
as illustrated in [41]. The drawbacks of this method are that the obtained value of 
control gain is high, and the chattering problem arises again. 

4.7 Control Design of Nonholonomic Mobile Robot 

4.7.1 Partial Feedback Linearization 

Feedback linearization is an approach for the transformation of nonlinear systems 
to their equivalent linear systems [44] When an input/output linearization map is 
made, the state equation is partially linearized by introducing the concepts of rela-
tive degree and zero dynamics with a minimum phase system. The desired system
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output yd dynamics may not contain all the state variables, where the linearized feed-
back control has made some of the system state to be unobservable from the output 
function. When designing the tracking control (the objective of this chapter), we 
should ensure that the state variable which is not observable by yd is well-behaved 
and bounded Relative degree is the order of differential equation until the control 
element u is achieved in the result. In this work, we have designed a trajectory 
tracking controller, and our objective is to enforce the output function, the point 
pc on the mobile platform, to follow a certain desired trajectory with guaranteed 
minimum-phase property [58]. 

As a first step the location of the point (pc) is obtained as follows; 

T ◦ 
PC = 

⎡ 

⎢⎢⎣ 

cos ϕ − sin ϕ 0 x 
sin ϕ cos ϕ 0 y 
0 O 1 0  
0 0 0  1  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

1 0 0  d 
0 1  0  0  
0 O 1 0  
0 0 0  1  

⎤ 

⎥⎥⎦ = T ◦ 
PoT 

po 
PC 

= 

⎡ 

⎢⎢⎣ 

cos ϕ − sin ϕ 0 x + d cos ϕ 
sin ϕ cos ϕ 0 y + d sin ϕ 
0 O 1 0  
0 0 0 1  

⎤ 

⎥⎥⎦ 

⇒ P0 
pc = 

⎡ 

⎢⎢⎣ 

cos ϕ − sin ϕ 0 x + d cos ϕ 
sin ϕ cos ϕ 0 y + d sin ϕ 
0 O 1 0  
0 0 0 1  

⎤ 

⎥⎥⎦

||||||||

0 
0 
0 
1

||||||||
= 

⎡ 

⎢⎢⎣ 

x + d cos ϕ 
y + d sin ϕ 

0 
1 

⎤ 

⎥⎥⎦ 

where T ◦PC is the homogeneous transformation matrix. From P0 
pc the required outputs 

are 

y1 = p0 pcx = x + d cos(ϕ) 
y2 = p0 pcy = y + d sin(ϕ)

}
(4.22) 

And the time derivative of outputs y1 and y2 are; 

ẏ1 = ẋ − d sin(ϕ) ∗ ϕ̇ 

= [ (r/2) cos ϕ − cd sin ϕ (r/2) cos ϕ + cd sin ϕ
][ x5 

x6

]
⎫⎪⎬ 

⎪⎭ (4.23) 

ẏ2 = ẏ + d cos(ϕ) ∗ ϕ̇ 

= [ (r/2) sin ϕ + cd cos ϕ (r/2) sin ϕ − cd cos ϕ
][ x5 

x6

]
⎫⎪⎬ 

⎪⎭ (4.24) 

where ẋ , ẏ and ϕ̇ are (see Eqs. 3.14 and 3.24)
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ẋ = [ (r/2) cos ϕ (r/2) cos ϕ
][ x5 

x6

]

ẏ = [ (r/2) sin ϕ (r/2) sin ϕ
][ x5 

x6

]

ϕ̇ = c
(
θ̇1 − θ̇2

) = [ c −c
][ x5 

x6

]

⎫⎪⎪⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎪⎪⎭ 

(4.25) 

Finally, ÿ1 and ÿ2 are obtained as 

ÿ1 = fy1(x) + gy1(x)u 
ÿ2 = fy2(x) + gy2(x)u

}
(4.26) 

where; 

fy1(x) =
[−(r/2) sin(ϕ) ̇ϕ − cd cos(ϕ) ̇ϕ −(r/2) sin(ϕ) ̇ϕ + cd cos(ϕ) ̇ϕ

][ x5 
x6

]

+ [ (r/2) cos(ϕ) − cdsin(ϕ) r/2 cos(ϕ) + cdsin(ϕ)
]

∗
[[

N T (q)M(q)N (q)
]−1
[

− N T (q)M(q) Ṅ (q)
[ x5 
x6

]]]

fy2(x) =
[
(r/2) cos(ϕ) ̇ϕ (r/2) cos(ϕ) ̇ϕ

][ x5 
x6

]
− d sin(ϕ) ϕ̇2 

+ [ ( r 
2

)
sin(ϕ) + cdcos(ϕ)

(
r 
2

)
sin(ϕ) − cdcos(ϕ)

]

∗
[[

N T (q)M(q)N (q)
]−1
[

− N T (q)M(q) Ṅ (q)
[ x5 
x6

]]]

gy1(x) =
[
(r/2) cos(ϕ) − cd sin(ϕ) r 2 cos(ϕ) + cd sin(ϕ)

][
N T (q)M(q)N (q)

]−1 

gy2(x) =
[
(r/2) cos(ϕ) + cd sin(ϕ) r 2 sin(ϕ) − cd cos(ϕ)

][
N T (q)M(q)N (q)

]−1 

Now define the error functions e1 = y1 − y1d and e2 = y2 − y2d . Where y1d and 
y2d represent the desired position for y1 and y2 respectively. Accordingly; 

ė1 =
[
(r/2) cos ϕ − cd sin ϕ (r/2) cos ϕ + cd sin ϕ

][ x5 
x6

]
− ẏ1d 

ė2 =
[
(r/2) sin ϕ + cd cos ϕ (r/2) sin ϕ − cd cos ϕ

][ x5 
x6

]
− ẏ2d 

⎫⎪⎪⎬ 

⎪⎪⎭ 
(4.27) 

and ë1 and ë2 from Eqs. (4.26) and (4.27) are  

ë1 = F1(x) + G1(x)u 
ë2 = F2(x) + G2(x)u

}
(4.28)



Robust Adaptive SlidingModeControllersDesign for aNon-holonomic… 521

where: F1(x) = fy1(x) − ÿ1d , F2(x) = fy2(x) − ÿ2d , G1(x) = gy1(x) and G2(x) = 
gy2(x). Eventually, (4.28) in a vector form is given by; 

ë =
[
ë1 
ë2

]
=
[
F1(x) 
F2(x)

]
+
[
G1(x) 
G2(x)

]
u = F(x) + G(x)u (4.29) 

The error function dynamics can also be putted considering the uncertainty in the 
system model as 

ë = Fo(x) + Go(x)u + δ(x, u) (4.30) 

where Fo(x) and Go(x) are the nominal F(x) and G(x) i.e., considering the nominal 
parameters value, while δ(x, u) is the perturbation term. Mathematically δ(x, u) is 
the difference between the right-hand side of Eq. (4.29) and Fo(x) + Go(x)u, i.e., 

δ(x, u) = Fy(x) + Gy(x)u + Fr −
(
Fyo(x) + Gyo(x)u

)
= ΔF(x) + ΔG(x)u + Fr (4.31) 

where 

Fr = −N T ∗ [Fv ∗
[
x5 
x6

]
+ Fs ∗ sign

[
x5 
x6

]
] 

Here Fv and Fs are viscous and Coulomb friction coefficients matrices respectively, 

while the sign

[
x5 
x6

]
function is defined by; 

sign

[
x5 
x6

]
=
[
sign(x5) 
sign(x6)

]

In the next section, a robust nonlinear controller utilizing the ASMC theory is 
designed to make the mobile platform follow the desired trajectory in spite of system 
dynamic model uncertainty (the perturbation terms δ(x, u)). 

4.7.2 Sliding Variables Selection and Nominal Control Design 

The selection of the sliding variables is the first step in the SMC design. In this work, 

the switching function vector s = [ s1 s2 ]T is derived as follows; 

s =
[
s1 
s2

]
=
[
ė1 
ė2

]
+ Ʌ

[
e1 
e2

]
= ė + Ʌe (4.32) 

where
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Ʌ =
[

λ1 0 
0 λ2

]
, λ1, λ2 > 0 

Also, ṡ is obtained as; 

ṡ =
[
ṡ1 
ṡ2

]
=
[
ë1 
ë2

]
+ Ʌ

[
ė1 
ė2

]
= ë + Ʌė 

= Fo(x) + Go(x)u + δ(x, u) + Ʌė (4.33) 

Let the control input vector be given as 

u = G−1 
o (x)(uo + us), |Go(x)| /= 0∀x (4.34) 

where uo is the nominal control vector, while us is the discontinuous control vector 
term. Accordingly ṡ becomes; 

ṡ = Fo(x) + uo + us + δ(x, u) + Ʌė 

The nominal control uo is selected here as 

uo = −Fo(x) − Ʌė (4.35) 

So ṡ in terms of discontinuous control vector becomes 

ṡ = us + δ(x, u) (4.36) 

Next, the discontinuous control us was designed based on the classical ASMC and 
then according to the AUSMC. For both design approaches, the designed discontin-
uous controller will cancel the effect of δ(x, u), and hence the total control u enforces 
the output y to follow the desired trajectory. 

4.7.3 Classical ACSMC Law with a Friction Force 

The adaptation law suggested in this study tunes the parameter of control gain of the 
first and second discontinuous controller functions (k1, k2), which will attenuate the 
chattering effect. The ASMC uses three conditions for limiting the adaptive gain at 
the minimum required value with respect to uncertainty and perturbation magnitude 
(Eq. 4.31). As mentioned in Sect. 4.4.1, the discontinuous control term and the 
adaptation law are given here as follows;
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usi = −ki (t)sign(si )i = 1, 2 
μ̇i (t) = ηi ∗ |si | ∗ sign(|si | − εi ) 

ki (t) = 

⎛ 

⎝ μi i f  Kimin  < μi < Kimax  

Kimin i f  μi ≤ Kimin  

Kimax i f  μi ≥ Kimax  

⎞ 

⎠ 

⎫⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎭ 

(4.37) 

where εi is a small positive constant, ηi > 0, εi > 0, and Kmin is the minimum 
possible value of K (t), while Kmax is the maximum possible value of K (t). 

To this end, the steady-state error for the error functions can be estimated according 
to Remark 4.3 by the following inequalities; 

|ei | ≤ 
δsi  

λi 
= 

1 

λi

(
ε2 + Ψ2 

M 

α┌m

)1/2 

So, 

|e| ≤
(

1 

λ2 
1 

+ 
1 

λ2 
2

)1/2(
ε2 + Ψ2 

M 

α┌m

)1/4 

(4.38) 

4.7.4 Design of Adaptive Unity Sliding Mode Control (AUSMC) 

The adaptive method was applied here to aid in the reduction of the chattering 
phenomena by tuning the gain control associated with the bounded perturbation. The 
presence of a boundary layer helps to reduce the chattering phenomena. To design a 
USMC, a sort of linearization is recommended and that to design a linear controller 
for the nominal part of the system. This is done via rewriting the error dynamics in 
terms of a new state variable z = [z1z2z3z4]T . The error system dynamics, which 
are described in Eq. (4.28) are rewritten as; 

ż1 = z3 
ż2 = z4 
ż3 = F1(x) + G1(x)u 

ż4 = F2(x) + G2(x)u 

⎫⎪⎪⎪⎬ 

⎪⎪⎪⎭ 
(4.39) 

where z1 = e1 = y1 − yd1, z2 = e2 = y2 − yd2, and F1(x), F2(x), G1(x) and G2(x) 
are as defined in the previous section. In a matrix form, Eq. (4.39) can be written as; 

ż = F
Ʌ

(x) + G
Ʌ

(x)u (4.40) 

where
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F
Ʌ

(x) = 

⎡ 

⎣ 
z3 
z4 

F(x) 

⎤ 

⎦ = Az +
[
02×1 

F(x)

]
, and G

Ʌ

(x) =
[
02×2 

G(x)

]

and F(x) and G(x) are given in Eq. (4.29), while A is a 4 × 4 matrix given by; 

A = 

⎡ 

⎢⎢⎣ 

0 0 1 0  
0 0 0 1  
0 0 0 0  
0 0 0 0  

⎤ 

⎥⎥⎦ 

Additionally, the error dynamics (Eq. 4.40) can also be given in terms of nominal 
and perturbation terms as follows; 

ż = F
Ʌ

o(x) + G
Ʌ

o(x)u + Dδ (4.41) 

where 

F
Ʌ

o(x) = Az +
[
02×1 

Fo(x)

]
, G
Ʌ

o(x) =
[

02×2 

Go(x)

]
and D =

[
02×2 

I2×2

]

Here I2×2 refers to a 2 × 2 identity matrix, while 0l×p is the zero matrices of size 
×p. To this end, let the controlu = G−1 

o (x)(uo + us), where uo is nominal control 
and us is the discontinuous unity control. Then Eq. (4.41) becomes; 

ż = F
Ʌ

o(x) + G
Ʌ

o(x)G
−1 
o (x)(uo + us) + Dδ 

= Az +
[
02×1 

Fo(x)

]
+ B(uo + us) + Dδ 

⎫⎪⎬ 

⎪⎭ (4.42) 

where B =
[
02×2 

I2×2

]
= D. This shows that the matching condition is satisfied. 

Now let the nominal control term uo be selected as; 

uo = −Fo(x) − Kz (4.43) 

Then the Eq. (4.42) becomes as below 

ż = (A − BK  )z + B(us + δ) (4.44) 

where K is the gain of a linear state feedback term, which is selected such that the 
matrix (A − BK  ) is Hurwitz. 

In the next step in USMC design, the following Lyapunov function V (z) is 
candidate;
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V = zT Pz (4.45) 

Since the matrix (A − BK  ) is Hurwitz, the matrix P is a positive definite matrix. 
The matrix P it is obtained by solving the following Lyapunov equation [59]; 

P(A − BK  ) + (A − BK  )T P = −I4×4 

From Eq. (4.45), the time derivative of V is: 

V̇ = żT pz + zT pż 

Since żT pz = ( pz)T ż, (pz)T ż = zT pż and p is a symmetric positive definite 
matrix, then 

V̇ = zT pż + zT pż = 2zT pż = ∇V T ż (4.46) 

where 

∇V T = 2zT p 

V̇ = ∇V T ż = ∇V T {(A − BK  )z + B(us + δ)} 
= ∇V T (A − BK  )z + ∇V T B(us + δ) 
= −∥z∥2 2 + ∇V T B(us + δ) (4.47) 

where 

∇V T (A − BK  )z = 2zT P(A − BK  )z = −zT I z  = −∥z∥2 2 ≤ 0 

Hence V̇ will satisfy the following inequality; 

V̇ = −∥z∥2 + ∇V T B(us + δ) < ∇V T B(us + δ) (4.48) 

Consider the following discontinuous unity control vector 

us = −γ 
S

∥S∥ (4.49) 

where S = BT∇V is the sliding vector. Substitute the selected us (Eq. 4.49) in the  
inequality (4.48) yield 

V̇ < ∇V T B

(
−γ 

S

∥S∥ + δ
)

= ST
(

−γ 
S

∥S∥ + δ
)

≤ −γ ∥S∥ + ∥S∥∥δ∥ = −∥S∥(γ − ∥δ∥) 

⎫⎪⎬ 

⎪⎭ (4.50)
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In classical USMC design, the control gain γ is selected such that the inequality 
(4.50) is satisfied i.e.,−γ ∥S∥+∥S∥∥δ∥ < 0. However, the chattering is again induced 
due to the discontinuity in control law and with large amplitude if γ is selected as a 
large value. Additionally determining γ required a known bound on system model 
uncertainty. As mentioned in this work, the ASMC can be used to calculate the 
discontinuous control gain γ without knowing the bound on system uncertainty. As 
a result, the chattering is attenuated since γ will be near the minimum value required 
to induce sliding mode motion. 

In this work the gain γ is determined according to the following proposed 
adaptation law; 

η̇ = ξ ∗ max(V (z, t), β)  ∗ sign(V (z, t) − ε) (4.51) 

where ξ and ε are positive constants. As for the case of ASMC, in the previous 
subsection, the gain γ is determined according to the following rules; 

γ = 

⎛ 

⎝ 
η if ┌min < η  < ┌max

┌min if η ≤ ┌min

┌max if η ≥ ┌max 

⎞ 

⎠ (4.52) 

where ┌max and ┌min are the maximum and minimum gain values, respectively. 
Eventually, the proposed control law for the mobile platform is given by 

u = G−1 
o (x)

(
−Fo(x) − Kz  + −γ 

S

∥S∥
)

(4.53) 

Additionally, the use of the proposed ASMC for the unit SMC will induce a 
positively invariant as stated in Theorem 4.1 [56] given by 

⎧⎨ 

⎩x ∈ Rn

||||||V <
/

ε2 + Ψ2 
V M  

ξ┌Vm  

⎫⎬ 

⎭ (4.54) 

For the unit SMC case, ΨV M  and ┌Vm  are determined from Eqs. (4.40) and (4.46) 
as follows; 

V̇ = ∇V T ż = ∇V T F
Ʌ

(x) + ∇V T G
Ʌ

(x)u = ΨV + ┌V u (4.55) 

where ΨV = ∇V T F
Ʌ

(x), and ┌V = ∇V T G
Ʌ

(x). Both functions ΨV and ┌V are 
supposed assumed bounded for x ∈ Rn and all t ≥ 0.

ΨV ≤ ΨV M  , 0 < ┌Vm  ≤ ┌V ≤ ┌V M  

So, after a finite time, the error state will stay within the following set;
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|e| ≤ 1 

λmin(P)

(
ε2 + Ψ2 

V M  

ξ┌Vm

)1/4 

(4.56) 

5 Simulation Results 

This section introduces the simulation results for the mobile platform dynamical 
system, using two control systems which were designed based on the ASMC. The 
mobile platform dynamics are described by the nonlinear model given in Eq. (3.26), 
while the proposed controller; ACSMS and AUSMC are as given in Sect. 4.7. The  
task of the derived controllers is to enforce the platform trajectory, through the point 
Pc, to follow three different trajectory shapes. The desired shapes are the infinity 
shape, the circular shape, and the fixed point shape. They are given by; 

• Infinity shape: 

xd = y1d = a ∗ sin(t) 
yd = y2d = a ∗ sin(t) ∗ cos(t)

}
(5.1) 

• Circular shape: 

xd = y1d = 5 ∗ cos(t) 
yd = y2d = 5 ∗ sin(t)

}
(5.2) 

• Fixed point shape: 

xd = y1d = 5 
yd = y2d = 6

}
(5.3) 

Finally, Table 1 presents the nominal mobile platform parameters, while Table 2 
gives the parameters with 100% uncertainty and also the external friction torques.

5.1 Simulation Results Based on ACSMC 

This section presents the simulation results for the mobile platform trajectory tracking 
control system based on the ACSMC proposed in Sect. 4. The mobile platform 
parameters which were used in the simulations are presented in Table 2, while the 
proposed control parameters which were derived in Eqs. (4.37) and (4.38) with 
signum approximation function in Eq. (4.19) are given in Table 3. Three different 
desired trajectories are used in the present work to demonstrate the ability of the 
designed controller in forcing the mobile platform to follow them through Pc which
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Table 1 The mobile platform nominal parameters [58] 

Parameter Description Values units 

ra The radius of each driving wheel 0.075 m 

b Distance between the driving wheels and the axis of symmetry 0.171 m 

d Distance between point p◦ and point pc on the plat form surface 0.4 m 

Ixx The moment for the inertia of chassis in—x-direction 0 Kg m2 

Iyy The moment for the inertia of wheels in—y-direction 0.139 Kg m2 

Izzc Moment of inertia of chassis in—z-direction 6.609 Kg m2 

Izzw Moment of inertia of wheels in—z-direction 0.010 Kg m2 

mc Chassis mass 94 Kg 

mw Wheel mass 5 Kg 

Table 2 Mobile platform parameter with 100%; uncertainty and friction coefficients 

Parameter Definition Value Unit 

mc The maximum chassis mass value 188 Kg 

Izzc The maximum moment of inertia of chassis in—z-direction 13,218 Kg m2 

FV 1 The viscous friction coefficient of the first wheel friction 
torque 

25 Nm/rd/s 

FV 2 The viscous friction coefficient of the second wheel friction 
torque 

15 Nm/rd/s 

FS1 The Coulomb friction coefficient of the first wheel friction 
torque 

55 Nm 

FS2 The Coulomb friction coefficient of the second wheel friction 
torque 

70 Nm

is the selected point on the platform. The desired trajectories are the infinity shape, 
the circular and the fixed point.

• Infinity trajectory shape 

The simulation results for the mobile robot with an infinity shape for the desired 
trajectory are presented here. The ability of the proposed controller to robustly forcing 
Pc to follow the infinity shape in presence of frictional torques on its wheels and the 
uncertainty in model parameters is demonstrated in Fig. 12. The mobile robot tracked 
the desired trajectory under the ACSMC in less than 2 s. with an ultimate bound on |e| 
of around 0.04, as can be seen in Fig. 13. The evolution of the adaptive gains during 
the simulation are shown in Fig. 14. From which it can be seen that the adaptive 
gains, k1 and k2, start to increase, from their initial values, to meet the set demand on 
s (ε = 0.04) in the adaptation law until they reach the minimum values that satisfy 
the demand (at k1 ∼= 180 and k2 ∼= 160) after approximately 400 s. In addition, it 
can be seen from Fig. 15 that the chattering problem was avoided by the use of the 
signum approximation function in Eq. (4.19).
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Table 3 Control adaptation law parameter and control gain 

Parameter Definition Value Units 

η1 A positive number in the adaptation law for first control signal gain 
Eq. (4.37) 

20 

η2 A positive number in the adaptation law for second control signal 
gain Eq. (4.37) 

15 

ε1 Small Positive number In the adaptation law for the first control 
signal gain Eq. (4.37) 

0.05 

ε2 Small Positive number In the adaptation law for the second control 
signal gain Eq. (4.37) 

0.05 

ε Small Positive number In the approximation law for first and second 
control signal gain Eq. (4.19) 

0.1 

k1min The minimum value for the first control signal with signum 
approximation function 

10 N m  

k1max Maximum value for first control signal with signum approximation 
function 

750 N m  

k2min The minimum value for the second control signal with signum 
approximation function 

10 N m  

k2max The maximum value for the second control signal with signum 
approximation function 

1000 N m  

k1◦ The initial value for first gain with signum approximation function 50 N m  

k2◦ The initial value for first gain with signum approximation function 100 N m  

Fig. 11 The block diagram for the sliding mode control with adaptive control gain

• Circular trajectory shape 

The simulation results for the mobile robot with a circular shape for the desired 
trajectory (Eq. 5.2) are presented here. The platform trajectory is plotted in Fig. 16, 
while Fig. 17 show the tracking errors. In this figure, a similar performance to the 
previous case is shown in which the mobile robot tracked the desired in less than 2 s.
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Fig. 12 Trajectory tracking 
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Fig. 13 Tracking errors

with an ultimate bound on |e| of around 0.03. The evolution of the adaptive gains 
during the simulation are clarified in Fig. 18. from which it is clear that the adaptive 
gains, k1 increased, at first, to 230 then start to gradually decay till it reaches around 
195 after 400 s. while k1 increase from the initial value to 145 after approximately 
800 s. Finally, Fig. 19 shows the control torques.
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Fig. 16 Trajectory tracking 
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• The fixed point trajectory 

Figures 20, 21 and 22 show the simulation results for a fixed point trajectory. The 
results show again the ability of the ACSMC in directing the platform to converge 
to the desired trajectory and then remain close to it. 
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5.2 Simulation Results Based on AUSMC 

This simulation results for the mobile platform trajectory tracking control system 
are presented in this section based on the AUSMC proposed in Sect. 4. The design 
parameters for the AUSMC in Eq. (4.53) with signum approximation function in 
Eq. (4.19) are given in Table 4 with the P and K matrices given by: 

Table 4 Control adaptation law parameter and control gain for the AUSMC approach 

Parameter Definition Value Units 

ξ A positive number in the adaptation law Eq. (4.51) 10 

β A positive number in the adaptation law Eq. (4.51) 0.2 

ε A Small Positive number in the adaptation law Eq. (4.19) 0.001 

ε A Positive number in the approximation law Eq. (4.51) 0.1 

kmin The Minimum value of k 10 N m  

kmax The maximum value of k 750 N m  

k◦ The Initial value of k 70 N m



536 S. A. Al-Samarrai et al.

Fig. 23 Trajectory tracking 

P = 

⎡ 

⎢⎢⎣ 

1.3917 0 0.0250 0 
0 1.6128 0 0.0263 

0.0250 0 0.0583 0 
0 0.0263 0 0.0752 

⎤ 

⎥⎥⎦ 

K =
[
20 0 9 0 
0 19  0  7

]

Additionally, the system parameters, as for the ACSMC, are given in Table 4. 
Again, the control system simulations considered three desired trajectories. These 
are; the infinity shape, the circular shape, and the fixed point. 

• Infinity trajectory shape 

The simulation results for the mobile robot with an infinity shape for the desired 
trajectory in Eq. (5.1) are  given in Figs.  23, 24, 25 and 26. It can be noted from 
Figs. 23 and 24 that the mobile robot successfully tracks the desired trajectory with 
an ultimate bound on |e| of around 0.06 which agrees with Eq. (4.56).

The evolution of the adaptive gains during the simulation is shown in Fig. 25. 
From which the adaptive gain k starts to increase, from its initial values, at a constant 
rate until V drops below ε after around 120 s. then V start to oscillate around ε. 
While k continues to increase, the magnitude of this oscillation gradually decays 
until k reaches around 280 after 600 s. In addition, it can be seen from Fig. 26 that 
the chattering problem was avoided by the use of the signum approximation function 
in Eq. (4.19). 

• Circular trajectory shape 

The AUSMC is tested again, but now with a circular shape (Eq. 5.2) as the desired 
trajectory. Figures 27, 28, 29 and 30 show the simulation results. The platform trajec-
tory is plotted in Fig. 27 while the error functions are plotted in Fig. 28. It can be 
seen that within less than 10 s. the mobile robot tracks the desired trajectory. The 
ultimate bound on |e| was less than 0.04.
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Fig. 24 Tracking errors 

Fig. 25 Adaptive gains
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Fig. 26 Control torques

Fig. 27 Trajectory tracking

The evolution of the adaptive gain during the simulation can be seen in Fig. 29. 
From which it can be seen that the adaptive gain, k start to increase until it reaches 
around 420 after 200 s. 

• Fixed point trajectory 

Figures 31, 32 and 33 show the simulation results for a fixed point trajectory. The 
results show again the robustness of the proposed approach in tracking the desired 
trajectory.
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Fig. 28 Tracking errors 

Fig. 29 Adaptive gains
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Fig. 30 Control torques

Fig. 31 Trajectory tracking

5.3 Performance Comparison 

For comparison purposes, Figs. 34 and 35 show the simulation results for the mobile 
robot with parameter values from Tables 1 and 2 for a circular trajectory shape in 
Eq. (5.2) using three different control algorithms:

• A classic SMC: 

u = G−1 
o (x)(uo + us) 

uo = −Fo(x) − Ʌė 
usi  = −ki sign(si ) 

(5.4)
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Fig. 32 Tracking errors 

Fig. 33 Adaptive gains
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Fig. 34 Control signals 

Fig. 35 Tracking errors
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with k1 = 300 and k1 = 150. 
• ACSMC with design parameter in Table 3. 
• AUSMC with design parameters in Table 4. 

From the results, it can be seen that all three algorithms achieved comparable 
results in terms of the tracking errors. The classic SMC seems to have faster conver-
gence and smaller error but this is the trade-off with the conservativeness problem in 
selecting the control gain values. Overall, the AUSMC is superior to the other two 
in terms of simplicity and the number of design parameters. 

5.4 Future Work 

In the future, the following directions are considered: 

1. An adaptive second order SMC can be applied for the error function model and 
the comparison can be made with the two adaptive SMCs proposed in this work. 

2. The high order sliding mode control for non-holonomic mechanical systems can 
also be used to design a robust finite time stable control system. 

3. A perturbation estimator based on the SMC theory can be used in order to estimate 
the perturbations which subjected to the platform and then use it to cancel the 
perturbation effect. This control type will reduce the discontinuous control gain 
and hence reduce the chattering in system response. 

6 Conclusions 

In this work, two adaptive controllers have been proposed for the mobile platform 
where the bound on model uncertainty, which is the main requirement for designing 
a classical sliding mode control, was not required here. The first controller was based 
on the classical SMC, while the second controller was proposed based on the USMC. 
The obtained controllers in addition to a CSMC are applied to the derived uncertain 
model for the mobile platform, which also subjected to the friction torques on the 
wheels. The results obtained via simulations for the proposed controllers reveal the 
robustness and ability of the proposed controllers in forcing the mobile platform to 
track the trajectory for various path shapes. Additionally, the following points can 
be deduced. 

1. In spite that the ACSMC and the AUSMC can be applied for nonholonomic 
mechanical systems, a pioneering feature of the AUSMC is that it required only 
one control gain and consequently one adaptation law. This will greatly simplify 
the selection of the adaptation law parameters. 

2. The control system performance when using the ACSMC method is better than 
the performance when using the AUSMC method, where the time required for 
the platform to reach the desired path is much smaller for the ACSMC. This
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result because the adaption process is performed for two control gains which 
added more flexibility, while for AUSMC the adaptation is performed for only 
one control gain. Accordingly, the ACSMC is adapted efficiently for eliminating 
the system model uncertainty and making the outputs track the desired path. 

3. The chattering was induced in mobile platform system response when applying 
the proposed controllers. However, by using the adapted gain in the SMC law, 
the chattering amplitude is reduced as can be seen when compared with the fixed 
gain value in classical sliding mode control. Additionally, further reduction was 
obtained by approximating the signum function. 

Appendix A 

• Computing the kinematic equation of mobile platform 

• Computing velocities by homogenous transformation matrices 

The homogenous transformation matrix is a square matrix ∈ R4×4 that consists of 
a rotation part which represents the rotation movement of the system (represented 
by the first 3 × 3 square matrix) and the fourth column in this matrix represents the 
linear motion of the system as illustrated below:

(
R L  
0 1

)

Chassis linear velocity at point P0 (Referring to the internal reference frame 
(x0, y0)): 

T◦ 
Pcirc = 

⎡ 

⎢⎢⎣ 

Cϕ −Sϕ 0 x  
Sϕ Cϕ 0 y  
0 0 1  0  
0 0 0  1  

⎤ 

⎥⎥⎦ = T◦ 

1 

Ṫ
◦ 

1 = 

⎡ 

⎢⎢⎣ 

−Sϕ ϕ̇ −Cϕ ϕ̇ 0 ẋ 
Cϕ ϕ̇ −Sϕ ϕ̇ 0 ẏ 
0 0 0  0  
0 0 0  0  

⎤ 

⎥⎥⎦ 

Velocity at Ṗ
◦ 

1 = Ṫ ◦ 

1 P
1 = 

⎡ 

⎢⎢⎣ 

−Sϕ ϕ̇ −Cϕ ϕ̇ 0 ẋ 
Cϕ ϕ̇ −Sϕ ϕ̇ 0 ẏ 
0 0 0  0  
0 0 0  0  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

0 
0 
0 
1 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

ẋ 
ẏ 
0 
0 

⎤ 

⎥⎥⎦
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Vxp◦ = ẋ (A.1) 

Vyp◦ = ẏ (A.2) 

Vp◦ : velocity at P0(the mid-point between the two wheels). 

• Kinematic equations of two wheels: 

For the kinematic analysis of two wheels, the following coordinates for the wheels 
were defined as follows: 

The coordinate of the first wheel as xw1yw1zw1 which is achieved by translating 
by (−b) through y1 and then rotating by θ1 about yw1. 

The coordinate of the second wheel as xw2yw2zw2 which is achieved by translating 
by (b) through y1 and then rotating by θ2 about yw2. 

• Wheels linear velocity: 

Ṗw 
Pw1,2,c = Ṫ Pw 

P◦ 

Vw1,2 = Ṗ◦ 
2,1 = Ṫ ◦ 

2,w1 P
2,w1 
2,1 

T ◦ 
w1 = T ◦ 

2w1 

= 

⎡ 

⎢⎢⎣ 

Cϕ −Sϕ 0 x 
Sϕ Cϕ 0 y 
0 0 1  0  
0 0 0  1  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

1 0 0  0  
0 1  0  −b 
0 0 1  0  
0 0 0  1  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

Cθ1 0 Sθ1 0 
0 1  0  0  

−Sθ1 0 Cθ1 0 
0 0  0  1  

⎤ 

⎥⎥⎦ 

= 

⎡ 

⎢⎢⎣ 

Cϕ −Sϕ 0 x + bSϕ 
Sϕ Cϕ 0 y − bCϕ 
0 0 1 0  
0 0 0 1  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

Cθ1 0 Sθ1 0 
0 1  0  0  

−Sθ1 0 Cθ1 0 
0 0  0  1  

⎤ 

⎥⎥⎦ 

= 

⎡ 

⎢⎢⎣ 

CϕCθ1 −Sϕ Cϕ Sθ1 bSϕ + x 
SϕCθ1 Cϕ Sϕ Sθ1 −bCϕ + y 
−Sθ1 0 Cθ1 0 
0 0 0 1  

⎤ 

⎥⎥⎦ 

vw1c = Ṫ ◦ 

2_1 P
w 
wc = Ṫ ◦ 

2 P
w1 

= 

⎡ 

⎢⎢⎣ 

−SϕCθ ϕ̇ − Cϕ Sθ θ̇ −Cϕ ϕ̇ −Sϕ Sθ ϕ̇ + CϕCθ θ̇ bCϕ ϕ̇ + ẋ 
CϕCθ ϕ̇ − SϕSθ θ̇ −Sϕ ϕ̇ CϕSθ ϕ̇ + SϕCθ θ̇ bSϕ ϕ̇ + ẏ 

−Cθ θ̇ 0 −Sθ θ̇ 0 
0 0 0 0  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

0 
0 
0 
1 

⎤ 

⎥⎥⎦
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= 

⎡ 

⎢⎢⎣ 

bCϕ ϕ̇ + ẋ 
bSϕ ϕ̇ + ẏ 

0 
0 

⎤ 

⎥⎥⎦ 

Vw1x = bCϕ ϕ̇ + ẋ 
Vw1y = bSϕ ϕ̇ + ẏ

}
(A.3) 

T ◦ 
w2 = T ◦ 

2w2 

= 

⎡ 

⎢⎢⎣ 

Cϕ −Sϕ 0 x 
Sϕ Cϕ 0 y 
0 0 1  0  
0 0 0  1  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

1 0 0  0  
0 1  0  b 
0 0 1 0  
0 0 0  1  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

Cθ2 0 Sθ2 0 
0 1  0  0  

−Sθ2 0 Cθ2 0 
0 0  0  1  

⎤ 

⎥⎥⎦ = 

Vw2 = Ṫ ◦ 

2w2 P
w2 = 

⎡ 

⎢⎢⎣ 

−SϕCθ2 ϕ̇ − Cϕ Sθ2 θ̇2 −Cϕ ϕ̇ −SϕSθ2 ϕ̇ + CϕCθ2 θ̇2 −bCϕ ϕ̇ + ẋ 
CϕCθ2 ϕ̇ − SϕSθ2 θ̇2 −Sϕ ϕ̇ CϕSθ2 ϕ̇ + SϕCθ2 θ̇2 −bSϕ ϕ̇ + ẏ 

−Cθ2 θ̇2 0 −Sθ2 θ̇2 0 
0 0 0 0  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

0 
0 
0 
1 

⎤ 

⎥⎥⎦ 

= 

⎡ 

⎢⎢⎣ 

−bCϕ ϕ̇ + ẋ 
−bSϕ ϕ̇ + ẏ 

0 
0 

⎤ 

⎥⎥⎦ 

Vw1x = bCϕ ϕ̇ + ẋ 
Vw1y = bSϕϕ + ẏ

}
(A.4) 

• Angular Velocity: 

Angular velocity has been evaluated by using the Homogenous transformation 
method depending on the SQ matrix and its rule as shown bellow: 

S(ω) = Ṙ◦ 

1 R
◦−1 
1 

• Angular Velocity of chassis: 

S(ω) = Ṙ◦ 

1 R
◦−1 
1 = 

⎡ 

⎣−Sϕ ϕ̇ −Cϕ ϕ̇ 0 
Cϕ ϕ̇ −Sϕ ϕ̇ 0 
0 0 0  

⎤ 

⎦ 

⎡ 

⎣ 
Cϕ Sϕ 0 
−Sϕ Cϕ 0 
0 0  1  

⎤ 

⎦
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⎡ 

⎣−SϕCϕ ϕ̇ − CϕSϕ ϕ̇ −(Sϕ2 + Cϕ2) ̇ϕ 0 
(Cϕ2 + Sϕ2) ̇ϕ (SϕCϕ − SϕCϕ)  ̇ϕ 0 

0 0 0  

⎤ 

⎦ 

S(ω) = 

⎡ 

⎣ 
0 −ϕ̇ 0 
ϕ̇ 0 0  
0 0  0  

⎤ 

⎦ 

∴ w = ϕ̇k (A.5) 

• Angular velocity of wheels: 

S(ω) = Ṙ◦ 
2 R

◦−1 
2 = ṘRt 

since the matrix(R) is an orthogonal rotation matrix: 

R
◦ 

2 = 

⎡ 

⎣ 
Cϕ −Sϕ 0 
Sϕ Cϕ 0 
0 0 1  

⎤ 

⎦ 

⎡ 

⎣ 
Cθ 0 Sθ 
0 1  0  

−Sθ 0 Cθ 

⎤ 

⎦ 

= [Col1 Col2 Col3
]

where: 

Col1 = 

⎡ 

⎢⎣ 
−SϕCθ 2Cϕ ϕ̇ − Cϕ2 Sθ Cθ θ̇ + CϕSϕ ϕ̇ − CϕSϕSθ 2 ϕ̇ + Cϕ2 SθCθ θ̇ 
Cθ 2Cϕ2 ϕ̇ + Sϕ2 ϕ̇ + CϕSϕCθ Sθ θ̇ + Cϕ2 Sθ 2 ϕ̇ − SϕCϕSθ Cθ θ̇ 

−CϕCθ 2 θ̇ − Sθ 2Cϕ ̇θ 

⎤ 

⎥⎦ 

Col2 = 

⎡ 

⎣−Cϕ2 ϕ̇ − Cϕ2Cθ 2 ϕ̇ + SϕCϕ Sθ Cθ θ̇ − Sϕ2Cθ 2 ϕ̇ − SϕCϕSθCθ θ̇ 
CϕSϕ ϕ̇ − SϕCϕCθ 2 ϕ̇ − Sϕ2SθCθ θ̇ − CϕSϕSθ 2 ϕ̇ + Sϕ2Cθ Sθ θ̇ 

CϕCθ 2 θ̇ + CϕSθ 2 θ̇ 

⎤ 

⎦ 

Col3 = 

⎡ 

⎣ 
SϕCθSθ ϕ̇ + CϕSθ 2 θ̇ − SϕCθ Sθ ϕ̇ + CϕCθ 2 θ̇ 

−CϕSθCθ ϕ̇ + Sϕ Sθ 2 θ̇ + CϕSθCθ ϕ̇ + SϕCθ 2 θ̇ 
−CθSθ θ̇ + Cθ Sθ θ̇ 

⎤ 

⎦ 

S(w1) = 

⎡ 

⎣ 0 −ϕ̇ Cϕ θ̇1 
ϕ̇ 0 Sϕ θ̇1 

−Cϕ θ̇1 −Sϕ θ̇1 0 

⎤ 

⎦ 

wx1 = −Sϕ θ̇1 
wy1 = Cϕ θ̇1 
wz1 = ϕ̇ 

⎫⎬ 

⎭ (A.6)
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S(w2) = 

⎡ 

⎣ 0 −ϕ̇ Cϕ θ̇2 
ϕ̇ 0 Sϕ θ̇2 

−Cϕ θ̇2 −Sϕ θ̇2 0 

⎤ 

⎦ 

wx2 = −Sϕ θ̇2 
wy2 = Cϕ θ̇2 
wz2 = ϕ̇ 

⎫⎬ 

⎭ (A.7) 

(S) and (C) represent sin and cosine functions respectively. 

Appendix B 

The dynamic model of the n-dimensional platform with H holonomic constraints 
and k non-holonomic constraints was driven in this section. The Lagrange method 
was used to represent the system mathematically. The Lagrangian L is defined as the 
difference between the system kinetic and potential energy: 

L(q, q̇) = T (q, q̇) − u(q) = 1/2 q̇ t M(q) ̇q − u(q) (B.1) 

where T (q, q̇) is the kinetic energy and u(q) is potential energy. 
The Euler Lagrange equation of motion is 

L = L = 
d 

dt  
( 
∂ L 
∂ ̇qi 

) − 
∂ L 
∂qi 

; where q̇ = 

⎡ 

⎢⎢⎣ 

ẋ 
ẏ 
θ̇1 

θ̇2 

⎤ 

⎥⎥⎦i = 1, 2 . . . ,  n 

Computing kinetic energy 

T = TW + TC 
TW = TW 1 + TW 2 

TC = 1 2 mv2 c + 1 2 Izcwzc 
2 

⎫⎬ 

⎭ (B.2) 

Since T , TW , TC are total kinetic energy, wheels and chassis kinetic energy 
respectively 

TW 1 = 
1 

2 
mwa( ẋ2 1 + ˙y2 1 ) + 

1 

2 
Iy1 θ̇ 2 1 + 

1 

2 
Iz1 ϕ̇

2 

TW 2 = 
1 

2 
mw2( ẋ2 2 + ẏ2 2 ) + 

1 

2 
Iy2 θ̇ 2 2 + 

1 

2 
Iz2 ϕ̇

2
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T = 
1 

2 
mv2 c + 

1 

2 
Izc ϕ̇2 + 

1 

2 
mw( ẋ2 1 + ẏ2 1 ) + 

1 

2 
(Iy1 θ̇ 2 1 ) + 

1 

2 
Iz1 ϕ̇

2 

+ 
1 

2 
mw( ẋ2 2 + ẏ2 2 ) + 

1 

2 
Iy2 θ̇ 2 2 + 

1 

2 
Iz2( ̇ϕ2 ) 

= 
1 

2 
mc( ẋ2 + ẏ2) + 

1 

2 
Izc ϕ̇2 + 

1 

2 
mw( ẋ2_2b cos(ϕ) ̇ϕ ̇x + b2 (cos(ϕ))2 ϕ̇2 

+ ẏ2 − 2bsin(ϕ) ̇ϕ ̇y + b2 (sin(ϕ))2 ϕ̇2 + ẋ2 + 2b cos(ϕ) ̇ϕ ̇x + b2 (cos(ϕ))2 ϕ̇2 

+ ẏ2 + 2bsin(ϕ)ẏ + b2 (sin(ϕ))2 ϕ̇2) + 
1 

2 
(Iy1θ̇

2 
1) + 

1 

2 
Iz1 ϕ̇

2 + 
1 

2 
Iy2θ̇

2 
2 + 

1 

2 
Iz2( ̇ϕ2 ) 
(B.3) 

T = 
1 

2 
mc( ẋ2 + ẏ2) + 

1 

2 
Izc ϕ̇2 + 

1 

2 
mw(2 ẋ2 + 2 Ẏ2 + 2b2 ϕ̇2

[
(cos(ϕ))2 + (sin(ϕ))2

]

+ 
1 

2 
(Iy1θ̇

2 
1) + 

1 

2 
Iz1 ϕ̇

2 + 
1 

2 
Iy2θ̇

2 
2 + 

1 

2 
Iz2( ̇ϕ2 ) 

T = 
1 

2 
mC( ẋ2 + ẏ2) + 

1 

2 
Izc ϕ̇2 + 

1 

2 
mw(2 ẋ2 + 2 Ẏ2 + 2b2 ϕ̇2) 

+ 
1 

2 
Iy1θ̇

2 
1 + 

1 

2 
Iz1 ϕ̇

2 + 
1 

2 
Iy2θ̇

2 
2 + 

1 

2 
Iz2 ϕ̇

2 (B.4) 

where mc, mw, Iy , Iz represent chassis mass, wheels mass, the moment of inertia 
about the y axis and z axis respectively, 

By applying Eq. (3.13) (holonomic constraint) on Eq. (B.4): 

T = 
1 

2 
mc( ̇x2 + ẏ2 ) + 

1 

2 
Izcc

2 ( ̇θ1 − θ̇2) 
2 + mw( ̇x2 + ẏ2 + b2 c2 ( ̇θ1 − θ̇2) 

2 
) 

+ 
1 

2 
Iya θ̇ 2 1 + 

1 

2 
IZac

2 ( ̇θ1 − θ̇2) 
2 + 

1 

2 
Iyb θ̇ 2 2 + 

1 

2 
Izbc

2 ( ̇θ1 − θ̇2) 
2 

(B.5) 

L(q, q̇) = T (q, q̇) − u(q) = 
1 

2 
( ̇qt)M(q) ̇q − u(q) 

L = 
d 

dt  
( 
∂ L 
∂ q̇i  

) − 
∂ L 
∂qi  

; 

where: 

q̇ = 

⎡ 

⎢⎢⎣ 

ẋ 
ẏ 
θ̇1 

θ̇2 

⎤ 

⎥⎥⎦i = 1, 2, . . . ,  n 

L = M(q) ̈q + D(q, q̇) + G(q) = A(q)tλ + E(q)U (B.6)
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where L is the lagrangian equation, M(q) is the mass and inertia positive definite 
matrix, and D(q, qcicr ) is the carioles matrix. 

M(q) ̈q = 

⎡ 

⎢⎢⎣ 

m11 m12 m13 m14 

m21 m22 m23 m24 

m31 m32 m33 m34 

m41 m42 m43 m44 

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

ẍ 
ÿ 
θ̈1 

θ̈2 

⎤ 

⎥⎥⎦ 

m11 = 
d 

dt

(
∂ L 
∂ ˙̇ ix

)
= (mc + 2mw) 

m12 = 
d 

dt  
( 
∂ L 
∂ ẏi  

) − 
∂ L 
∂yi 

= 0; 

m13 = 
d 

dt

(
∂ L 
∂ ẋ i

)
− 

∂ L 
∂xi  

= 0 

m14 = 0 

m21 = 
d 

dt

(
∂ L 
∂ ẏi

)
− 

∂ L 
∂yi 

= 0 

m22 = 
d 

dt

(
∂ L 
∂ ẏi

)
− 

∂ L 
∂ yi 

= (mc + 2mw) 

m23 = 
d 

dt

(
∂ L 
∂ ẏi

)
− 

∂ L 
∂yi 

= 0 

m42 = 
d 

dt

(
∂ L 
∂ ẏi

)
− 

∂ L 
∂yi 

= 0 

m31 = 
d 

dt

(
∂ L 
∂ θ̇ i

)
− 

∂ L 
∂θ i 

= 0 

m32 = 
d 

dt

(
∂ L 
∂ θ̇ i

)
− 

∂ L 
∂θ i 

= 0 

m33 = 
d 

dt

(
∂ L 
∂ θ̇ i

)
− 

∂ L 
∂θ i 

= Izzcc2 + +2mwb
2 c2 + Izzwc2 + Izwc2 + I '

yy  

m34 = 
d 

dt

(
∂ L 
∂ θ̇1

)
− 

∂ L 
∂θ1 

= −I zcc
2 − 2mW b

2 c2 − IZ AW  c
2 + Izbwc2 

m41 = 
d 

dt  
( 

∂ L 
∂ θ̇2 

) − 
∂ L 
∂θ2 

= 0
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m42 = 
d 

dt 
( 
∂L 

∂ θ̇2 
) − 

∂L 

∂θ2 
= 0 

m43 = 
d 

dt

(
∂L 

∂ θ̇2

)
− 

∂L 

∂θ2 
== −I zcc

2 − 2mW b
2 c2 − IZ AW  c

2 + Izbwc2 

m44 = 
d 

dt

(
∂L 

∂ θ̇2

)
− 

∂L 

∂θ2 
= IzcC2 + 2mW b

2 c2 + Izawc2 + Izbwc2 + Iya 

Since M(q) positive definite symmetric matrix, D(q, q̇) ̇q = 0. G(q) = 0 since 
the potential energy is (zero) (horizontal motion) where G(q) is potential forces 
matrix. 

It cab be noticed that the nonholonomic constraint matrix A(q) ̇q Eq. (3.12) is not 
full rank. its dimension (m ×n) since m = n −k = 2, n = 4; So, the matrix A(q) has 
a kernel space A(q) /= [0]. Where n, k are the system configuration after holonomic 
constraint, the nonholonomic constrain number and m is the number of columns for 
the null space matrix respectively. 

Let  kernel  A(q) =
[
a b  c  d  
e f  g h

]
, so N (q)A(q)t = 0

[
a b  c  d  
e f  g h

]⎡ 

⎢⎢⎣ 

− sin ϕ cos ϕ 
cos ϕ sin ϕ 
0 −r/2 
0 −r/2 

⎤ 

⎥⎥⎦ =
[
0 0  
0 0

]
(B.7) 

since kernel space of A(q) is orthogonal on A(q), first raw: 

−a sin ϕ + b cos ϕ = 0; let a = (r/2) cos ϕ 

Therefore: 

b = r sin ϕ cos ϕ/2(cos ϕ) = (r/2) sin ϕ 

r/2(cos ϕ)2 + r/2(sin ϕ)2 − r/2 × C − r/2 × d = 0 

let d = 0, then: 

r/2((cos ϕ)2 + r/2((sin ϕ)2 − r/2 × C 

= r/2((cos ϕ)2+(sin ϕ)2 ) − r/2 × C 

T hen  C  = 1
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Second raw: 

Let  e  = r/2 cos ω, f = r/2 sin  ω 

= e cos ϕ + f sin ϕ − r × g − r × h 

r/2(cos ϕ)2 + r/2(sin ϕ)2 − r/2 × g − r/2 × h = 0; 

let g = 0, then 

r/2(cos ϕ)2 + r/2(sin ϕ)2 − r/2 × h = r/2(cos ϕ2 + sin ϕ2 ) − r/2 × h 

Then h = 1 

kernel  A(q) =
[
r/2 cos ϕ r/2 sin  ϕ 1 0  
r/2 cos ϕ r/2 sin  ϕ 0 1

]
= N (q)T (B.8) 

Consider a matrix N (q) which columns form the basis for the kernel space of 
A(q). So  N (q)T A(q) = 0. E(q) is an n × m matrix which maps the m = n − k 
external inputs u into forces /torques that perform work on q, λε Rm is the vector of 
unknown Lagrange multiplier and the term A(q)T λ represent the vector of constrain 
forces 

= N (q)T [M(q)q◦ + D(q, q◦) + G(q) = A(q)T λ + E(q)U ] 

Multiply by N (q)T is needed in order to cancel the unknown Lagrange multiplier 
vector λ since N (q)T multiply by A(q)T equal to zero. 

Our system has 4 (D.O.F) and because of the presence of non-holonomic 
constraints, the number of (the state in control theory) is equal to (6 = n + k) 
as demonstrated below. 

Change of variables: Since 

A(q) ̇q = 0, A(q)N (q)ρ = 0 

Therefore 

q̇ = N (q)ρ 

where ρ is a vector ∈ Rm, N (q) ∈ R(n×m) 

q̇ = N (q)ρ (kinematic velocity) (B.9) 

q̈ = Ṅ (q)ρ + N (q) ̇ρ (B.10)
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So, the Eq. (B6) become as below: 

N (q)T [M(q)
(
Ṅ (q)ρ + N (q) ̇ρ

]+ D(q, q̇) + G(q) = A(q)t λ + E(q)U (B.11) 

E(q) = 

⎡ 

⎢⎢⎣ 

0 0  
0 0  
1 0  
0 1  

⎤ 

⎥⎥⎦ 

N (q)T A(q)T λ = 0 

N (q)T E(q) =
[
r/2 cos ϕ r/2 sin  ϕ 1 0  
r/2 cos ϕ r/2 sin  ϕ 0 1

]⎡ 

⎢⎢⎣ 

0 0  
0 0  
1 0  
0 1  

⎤ 

⎥⎥⎦ =
[
1 0  
0 1

]

Then Eq. (B.9): 

ρ◦ = [N (q)t M(q)N (q))]−1[−N (q)t (M(q)N◦(q)ρ − N (q)t D(q, q◦)) + [
[
1 0  

0 1

]
][ u1 
u2 

]] (Differintiable velocity) 

(B.12)⎡ 

⎢⎣ 
N (q)ρ 

[
(
N (q)T M(q)N (q)

)−1][−N (q)T (M(q) Ṅ (q)ρ − N (q)T D(q, q̇)] +
[
1 0  

0 1

][
u1 
u2

]
⎤ 

⎥⎦ 

Let: 

q̇ = 

⎡ 

⎢⎢⎣ 

ẋ 
ẏ 
θ̇1 

θ̇2 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

ẋ1 
ẋ2 
ẋ3 
ẋ4 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

r/2 cos ϕ r/2 cos ϕ 
r/2 sin  ϕ r/2 sin  ϕ 

1 0  
0 1  

⎤ 

⎥⎥⎦
[
x5 
x6

]
(B.13) 

ρ̇ =
[

ρ̇1 

ρ̇2

]
=
[
ẋ5 
ẋ6

]

=
[

f1(q, ρ) 
f2(q, ρ) + g(q, ρ)u

]

where 

f1(q, ρ) = N (q)
[
x5 x6

]T 
, 

f2(q, ρ) = −[N T (q)M(q)N (q)
]−1 

N T (q)M(q) Ṅ (q)ρ and 

g(q, ρ) = [N T (q)M(q)N (q)
]−1 

N T (q)E(q)
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as it can be seen above the effect of non-holonomic constraints it was 
appeared by multiplying the dynamic equation by the kernel space of the 
non-holonomic constraint matrix to cancel the term which contains the 
unknown lagrange multi  plier  (λ) and this has caused change of variable and elim-

inate the number of differentiable velocity space from 4 to 2 =
[
ẋ5 
ẋ6

]
and this caused 

elimination the number of system state from (8 to 6) as note there are 6 state to 

represent the Mobil plat form first four state [ q̇] are kinematic velocity and

[
ẋ5 
ẋ6

]

are the dynamic or differentiable velocity so the system can be considered as fully 
actuated although it has 4(D.O.F) and two input (torque) if the system was looked at 
from this point and change the system from under actuator to full actuator if looked 
at in the since of number of differentiable velocity which equal to the input torque 
and this achieved because of nonholonomic constraints. 
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Algorithmic Design of Block 
Backstepping Motion and Stabilization 
Control for Segway Mobile Robot 

Amjad J. Humaidi, Mustafa R. Hameed, Alaq F. Hasan, 
Abdulkareem Sh. Mahdi Al-Obaidi, Ahmad Taher Azar, 
Ibraheem Kasim Ibraheem, Ayad Q. Al-Dujaili, Ammar K. Al Mhdawi, 
and Farah Ayad Abdulmajeed 

Abstract This chapter presents a novel control algorithm based on block backstep-
ping control approach for trajectory tracking and balancing of Segway Mobile Robot 
system. Two versions of block backstepping control design have been presented. The 
first control algorithmic design is established for nonlinear model of SMR, while the
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other design is devoted for linearized model. The control design objective of under-
actuated SMR is to keep the inverted pendulum at the up-right position and to make 
the cart follow desired trajectory. Stability analysis based on zero dynamic criteria 
and Lyapunov theorem has been conducted such that global asymptotic stability 
(GAS) for the controlled SMR can be ensured. Moreover, a modification in block 
backstepping control design for nonlinear model has been added by introducing 
the integral action in the developed control laws. According to this Integral-based 
block backstepping control, the robustness and dynamic performance of controlled 
SMR has been investigated via numerical simulation. Based on numerical simula-
tion, the results that the proposed block backstepping controllers could successfully 
stabilize both linearized and nonlinear underactuated systems for both regulation 
and tracking problems. However, the design of linear backstepping controller could 
keep controlled system stable with maximum initial condition of 0.523 rad, while 
the nonlinear control design could keep controlled system stable with maximum 
initial condition of 1.22 rad. Furthermore, the effect of integral action could improve 
both tracking performance and robust characteristics. The nonlinear block backstep-
ping controller showed better performance in terms of dynamic behavior and error 
accuracy than the linear version for both regulation and tracking scenarios. 

Keywords Block backstepping control · Segway robot · Stability analysis · Zero 
dynamic 

Nomenclature 

ci The i-th design constant with positive real values. 
de The error in the distance between the desired and actual values—m, 
D The separated distance between the wheels’ contact patches—m 
e The error between desired and actual signals. 
Ei The actuating control signal for SMR system—V . 
F The applied force to the cart—N 
g The acceleration of gravity—m/s2 

h The distance between wheel center and the pendulum’s center of gravity 
and—m, 

Ip The chassis’s inertia—kg · m2 

Ipdel Inertia due to rotation of chassis—kg · m2 

Iw The wheel Inertia −kg · m2 

K Kinetic energy—Joule, 
ke The constant of Back emf,
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k f The frictional constant, 
ki The controller’s design parameters, 
km The motor’s constant—N · m/A, 
Mp The chassis’s mass—kg, 
Mw The wheel’s mass—kg, 
R The resistance of armature coil of DC motor—�, 
r The radius of cart’s wheel—m, 
T The generated torque due to actuating motors—N · m, 
Vp The potential energy—Joule, 
V (.) The Lyapunov function (L.F.), 
Xc The linear displacement of SMR—m, 
z1 The regulated variable in the block backstepping control design, 
α The stabilization function, 
δd The error of heading angle, 
λi The design constant of arbitrary positive-real value, 
ϕ The angle of SMR rotation—rad, 
θ The angular position of pendulum w.r.t vertical axis—rad. 

1 Introduction 

There are many controls design approaches which have addressed the control of linear 
mechanical systems [1–10]. These controllers will work properly within specified 
operating range [11–15]. Due to inherited nonlinearities like saturation, Coulomb 
friction, hysteresis and dead-zones, the linearized models could not provide exact 
solution to the control problem. Such severe nonlinearities lead to discontinuous and 
non-smooth representation of state variables. In addition, faithful linear approxima-
tions of these nonlinearities are impossible to obtain. Therefore, in order to satisfy 
acceptable performances of system that include these nonlinearities, it is necessary 
to use nonlinear control design instead of linear design version [16–20]. Numerous 
significant advancements in the design of nonlinear systems for various practical 
applications have taken place over the last few decades [21–29]. 

The backstepping control methodology is one of the most important types in 
nonlinear control design of nonlinear system [11, 30–34]. In this control approach, 
a recursive algorithm based on Lyapunov theorem has been applied. It uses the 
powerful feedback linearization in the control design of complex nonlinear systems. 
This control algorithmic technique is the most commonly control design method in 
control of nonlinear models. Recently, this nonlinear control design showed highly 
effectiveness in solution of both regulation and tracking problems in control of many 
nonlinear systems [35–40]. Breaking the complete controlled system into lower-
order subsystems is the main key of this control design method. Each lower-order 
subsystem becomes a minor design problem to be solved sequentially [41–48].
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The backstepping control strategy could solve the problem of cancelling-out all 
nonlinearities of the system, which was commonly carried out by feedback lineariza-
tion technique. This control methodology focuses on cancellation of unwanted 
nonlinearities and keep the useful ones to be utilized throughout the design. However, 
a prerequisition of this control method is to transform or re-represent the system 
model into controllable canonical form. The characteristic feature of backstepping 
control is that it could tackle the mismatched uncertainties, which is a critical problem 
in most control design approaches. It has been shown that this control algorithm could 
effectively stabilize nonlinear delayed systems subjected to uncertainties and pertur-
bation. Moreover, the control method has the ability to improve the dynamic perfor-
mance by appropriate choice of design parameters. The pre-requisition of strictly 
feedback form of the dynamic system to be controlled, is the main drawback of this 
control approach. Added to this drawback, the presence of un-avoided phenomenon, 
named as “explosion of complexity”, which is another weak point of this algorithmic 
control design [49–51]. 

The researchers Koditschek [52], Sussmann and Sonntag [53], Tsinias [54], 
Byrnes and IsidoriIn [55] were the pioneers in introducing and developing the concept 
of integrator backstepping control method in the years 1987 to 1989. Moreover, Suss-
mann and Kokotovic presented in a “literature of integrator backstepping” the idea of 
“Feedback from Positive Real (FPR) transfer functions” [56]. However, the pioneers 
in the field of back-stepping control design are Kokotovic and his colleagues. In 
1991, the lecture presented by Bode, at the conference “IEEE Conference on Deci-
sion and Control”, has been devoted to advances in this control field. After that, 
Kokotovic published this work a year later [57]. In 1992, Kanellakopoulos et al. 
proposed an efficient mathematical toolkit for developing and implementing the 
control algorithm based on bacstepping control laws for many nonlinear systems 
and for various applications [58]. He then proposed the concept of combining the 
backstepping control laws with integral action, which has signficantly enhanced the 
steady-state and dynamic charcteristics of controlled system dynamics based on this 
control hybridization [59]. 

Many researches and textbooks on the backstepping control approach have 
appeared during these years. In the field of backstepping control, one of the most 
famous references is the book entitled “Adaptive and nonlinear backstepping Design” 
which had been authored by Kritic and issued in 1995. This reference has attracted 
the intention of most researchers who are interesting in this trend of control design. 
In this work, the structure of simplified approaches has been presented for control 
purposes and parameter’s adaptation. Moreover, the modular approach has been 
developed and used in the design based on full-state feedback control and output 
feedback control (observer-based backstepping control) [60]. 

Fossen and Berge introduced the concept of vectorial backstepping control in 
1997. This modification in backstepping control approach had considerably simpli-
fied the analysis and control design by simply taking the benefits of structural proper-
ties of nonlinear Multi-Input Multi-Output dynamic system in control design [61]. In 
1999, a progress report on the advanced in backstepping control had been presented 
by Kokotovic at the IFAC World Congress, which took place in Beijing [62].
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Because there are many mechanical systems in real-world applications that are not 
fully actuated or underactuated, like underwater robots, rotary inverted pendulum, 
free-flying space robots, parallel robots, Quadcopters, and surface vessels, it neces-
sitated the development of control design to tackle such types of dynamic systems 
to meet the control objectives [63, 64]. The new advances in field of backstepping 
control was the development of what is so called “block backstepping control”. This 
technique was developed by Rudra in 2013, to solve the control problem of dynamic 
systems which have non-strictly feedback form. This control approach had been 
applied to many applications with underactuated systems, like Pendubot, Vertical 
Take-Off and Landing aircraft (VTOL), Acrobat, Inertia Wheel Pendulum (IWP), 
underactuated Surface Vessels (USV). In this control technique, the non-strictly feed-
back dynamic equations are transformed into a block of strictly feedback form by an 
appropriate choice of regulated variables such that the global asymptotic stability of 
controlled underactuated system is guranteed [65, 66]. 

The motivation behind this study was that the model of underactuated system, 
represented by the Segway Mobile Robot (SMR), is high complexity and it is not 
strictly feedback form. As such, the presence of unknown uncertainites and distur-
bances may lead to instability problems. Therefore, the block backstepping control 
design has been presented to solve this problem. However, the block backstepping 
control design of this underactuated system is a challenging problem and hence the 
aim of this work is to develop the control algorithm based on block backstepping 
control methodology. 

Therefore, the main contribution of this study is to develop a novel block-
backstepping design for solving the control problem of non-strict under-actuated 
systems and dealing with unknown disturbances. One can summarize the contribution 
of the work as follows: 

• The zero-dynamics concept has been introduced to transform the non-strict form 
system into a reduced-order strict feedback form, 

• Stability analysis based on zero dynamic analysis and Lyapunov theorem has 
been conducted to ensure global asymptotic stability (GAS) for both nonlinear 
and linearized model of controlled SMR. 

• The control laws have been developed to establish block-backstepping control 
algorithm to cope with unknown uncertainties and disturbances. 

• The integral action has been fuzed with control laws of nonlinear block backstep-
ping controller to enhance both dynamic performance and robust chateristics of 
proposed controller. 

This chapter is arranged in the following order: Sect. 2 introduces the related works. 
Section 3 presents the dynamic modeling of the under-actuated system, represented 
by SRM system. In Sect. 4. a novel block-backstepping design algorithms are devel-
oped for both linear and linearized model of SMR system. The simulated results are 
presented in Sect. 5. In Sect. 6, conclusions based on the simulated results are drawn.
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2 Related Works 

In recent years, robotics researchers that are familiar with tractor robots have 
attempted to concentrate their efforts on a number of the robots’ features, such as 
path tracking, stabilization, steering control, dynamics modeling, and traction [67– 
77]. The application of a Segway-like mobile robot has attracted many researchers’ 
interests in control and stabilization. In what follows, many related and recent works 
are briefly interviewed, which highlight different control schemes for this type of 
robotic system: 

Music et al. in [78] presented the design of a networked controller based on a 
model predictive approach to remotely control a two-wheeled inverted pendulum 
robot using W-LAN communication. The controller is responsible for keeping the 
pendulum at the upright position in the presence of uncertainties and delays due to 
incorporating wireless communication in the control loop. The proposed networked 
control scheme employs model predictive techniques and deliberately extends delays 
in order to make them constant and deterministic. 

Key et al. in [79] presented a robust control design for a two-wheeled inverted 
pendulum mobile robot moving on uniform slopes. For stabilizing the body posture 
of the mobile robot on slopes, a 2-degree-of-freedom (DOF) model, obtained by 
restricting the spinning motion in a 3-DOF motion dynamic equation, was used. In 
order to design a robust controller guaranteeing the stability of the robot driving on 
slopes, a sliding mode control was proposed based on the theory of variable structure 
systems and design a sliding surface using the theory of linear quadratic regulation 
(LQR). 

Nawawi et al. in [80] designed a robust controller for a two-wheel inverted 
pendulum system based on proportional integral sliding mode control (PISMC). The 
objective of the controller is to achieve robust stabilization of the inverted pendulum 
and to reject the applied disturbance. 

Mansour et al. in [81] proposed control architecture based on a predictive approach 
for a non-holonomic Two-Wheeled Inverted Pendulum Mobile Robot. The control 
structure consists of two loops. The first-speed inner loop is based on the state 
feedback technique to ensure the stability of the inverted structure of the robot. The 
second loop is devoted to assisting the robot’s navigation along the desired trajectory. 
This study utilized image-based techniques for obstacle recognition and avoidance. 

Villacrés et al. in [82] conducted the design and real-time implementation of 
three control schemes to stabilize the two-wheeled inverted pendulum. The proposed 
control strategies are the proportional-Integral-Derivative (PID) control, Linear-
Quadratic Regulator (LQR) control, and Sliding Mode Control. The study made a 
comparison in performance in terms of trajectory tracking error, rejection of applied 
disturbance, and robustness against uncertainties in model parameters. 

Goher and Fadlallah in [83] developed two control designs based on PID controller 
and fuzzy logic control (FLC) for stabilizing five degrees of freedom (DOF) two-
wheeled robot.
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Odry et al. in [84] presented a design of a cascade control structure based on 
fuzzy logic (FL) control to stabilize of under-actuated two-wheeled mobile pendulum 
system. The design can perform trajectory tracking and reduce body oscillation by 
applying three FL controllers. Particle Swarm Optimization (PSO) has been applied 
for tuning the elements of FL controllers to improve the dynamic performance of 
both mobile and pendulum. The proposed controller could eliminate the vibration in 
motion and limit the energy consumption of actuating power. 

Feriyonika and Hidayat in [85] addressed the optimality of states and power 
consumption for the Two-Wheeled Balancing Robot utilizing a Linear Quadratic 
Regulator (LQR). In order to estimate noise-corrupted states, the Kalman filter has 
been applied to eliminate the noise in the measure states, which are acquired from the 
Accelero-Gyro sensor. The proposed controller has been verified and assessed based 
on an experimental setup, and the results showed the effectiveness of the controller 
in terms of stability and disturbance rejection capability. 

Isdaryani et al. in [86] developed Model Reference Adaptive Control (MRAC) 
to stabilize and control a two-wheeled robot system subjected to uncertainty and 
external disturbance. The study conducted a stability analysis of a controlled system 
based on the Lyapunov theorem to deduce the adaptive laws for estimating uncer-
tainties. The convergence of both tracking and estimation errors has been proved 
experimentally. 

Nabil in [87] applied an intelligent controller based on Supervised Feed-Forward 
Neural Networks (SFFNN) to stabilize a two-wheel inverted pendulum in a real-time 
environment. The control design is firstly initiated by using state-feedback control to 
stabilize the nonlinear system. Then, the real-time measurements of system states and 
motor control signals from the state-feedback control phase have been used to train 
the SFFNN structure based on backpropagation Levenberg–Marquardt optimization. 

Kharola in [88] has designed a fuzzy logic controller to stabilize the robot chassis 
during the motion of a two-wheeled robot (SMR). The controller is designed to stabi-
lize the system such as to achieve desired transient parameters like peak overshoot, 
steady-state error, and rise time. 

Zhou et al. in [89] presented a robust controller based on optimal integral sliding 
mode control (SMC) for following a planar motion of a two-wheeled inverted 
pendulum subjected to an input delay. The control objective is to keep the pendulum 
stabilized in the upright position during the mobile motion. The optimal SMC has 
been designed based on LQR to stabilize the inverted pendulum while tracking the 
motion of the mobile robot. 

3 Mathematical Model of Segway Mobile Robot System 

Figure 1 shows the configuration design of Segway Mobile Robot. The system 
consists of three rigid parts: The wheels, chassis and inverted pendulum. In order 
to move the robot directly, the robot is supported by two separate motors such that
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Fig. 1 The configuration of 
Segway mobile robot system 
[35] 

they actuate each wheel on the same axle. According to Fig. 1, TL and TR repre-
sent the torque generated by left and right DC motors, respectively. FL (FR) denotes 
the reaction force between the chassis and the left (right) wheel. The angles θ and 
ϕ denote the pendulum angular position and the cart rotational angle, respectively. 
The parameters Xc and h represent displacement of chassis motion and the distance 
between the center of gravity of pendulum mass and the wheel, respectively [90]. 

The dynamic equations of motion have been developed based on Newton–Euler 
formulation. The total dynamic analysis of SMR model can be decomposed into 
four separate sub-dynamic systems. These subsystems include dynamic of DC motor, 
dynamic of the robot wheel, dynamic of robot chassis, dynamic of inverted pendulum. 
The total dynamic model of SMR is the sum-up of all these sub-dynamic systems. 

3.1 Dynamic Model of DC Motor 

The DC motor is responsible for actuating the robot wheels such as to move the robot 
chassis at desired trajectory and in the time to balancing the inverted pendulum in 
the up-right position. In Fig. 2, the circuit diagram of DC motor is indicated, where 
L and R represent the inductance and resistance of armature coil, respectively. The 
variables Ve and Va denotes the back emf voltage and the terminal voltage applied 
to Dc motor, IR represnts the inertia of motor armature. The variables τm and τa 
represent the developed motor torque and the load friction torque, respectively, and 
the coefficient k f denotes frictional constant.

The current i is generated through the coil of motor armature when a voltage 
is applied to the terminals of motor. According to this current, a torque τ m will be 
produced which is directly related to the current flowing into motor windings:
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Fig. 2 The circuit diagram 
of actuating DC motor 
attached to SMR wheel [91]

τm = km · i (1) 

where km denotes the torque constant of the motor. A back emf voltage will be 
generated upon the rotation of armature winding, which is proportional to the velocity 
of motor shaft and expressed by the following equation: 

Ve = keω (2) 

where, ω and ke represents the speed of motor shaft and the back-emf constant, 
respectively. Using Kirchhoff’s voltage law based on Fig. 2, the following equation 
can be obtained 

Ve = Va − Ri − L 
di  

dt  
(3) 

Using Newton’s 1st law of motion, the torque generated by motor is equal to sum 
of load torques exerted on the shaft of motor, 

IR ω̇ = τm − τa − k f ω (4) 

If the motor friction and inductance of armature coil are neglected, one can obtain 
the following formulas: 

i = −keω 
R 

+ 
Va 

R 
(5) 

ω̇ = 
kmi 

IR 
− 

τa 

IR 
(6) 

The final dynamic model of DC motor can be obtained using Eq. (5) and Eq. (6), 

ω̇ = −  
kmkeω 
IR R 

+ 
km Va 

IR R 
− 

τa 

IR 
(7)
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3.2 Dynamic Model of Wheel 

Figure 3 shows the diagram of robot wheel. The forces F , Fg and Fp represents 
the reaction force between the chassis and the wheel, the friction force between the 
ground and the wheel, the normal force of the wheel on the ground, respectively. On 
the hand, the variables θw, Mw and T [35]. In the analysis of wheel dynamics, two 
motions have been detected: rotational motion and translation motion [92]. 

The following equation of linear motion has been obtained by applying Newton’s 
2nd law of linear motion [33]: 

Mw ẍ = Fg − F (8) 

On the other hand, applying Newton’s first law of inertia, the following equations 
can be deduced, 

Iw · θ̈w = T − Fg · r (9) 

where, r and Iw represent the radius of wheel and rotational inertia of the wheel, 
respectively. The developed torque of motor can be expressed as; 

τm = IR · ω̇ + τa (10) 

One can rewrite Eq. (7) as,  

IR · ω̇ = −  
kmke θ̇w 

R 
+ 

km Va 

R 
− τa (11) 

Letting T = τm , using Eqs. (9) and (10), one can express Eq. (9) as follows: 

Fg = −  
kmke θ̇w 
R · r + 

km Va 

R · r − 
Iw · θ̈w 

r 
(12)

Fig. 3 Diagram of free 
wheel [91] 
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One can express the dynamic motions of left and right wheels as follows: 

Mw ẍL = −  
kmke θ̇L 
Rr 

+ 
km VaL  

Rr 
− 

Iw θ̈L 
r 

− FL (13) 

Mw ẍR = −  
kmke θ̇R 
Rr 

+ 
km VaR  

Rr
− 

Iw θ̈R 
r 

− FR (14) 

where, VaL  and VaR  denotes the voltage applied on the terminal of left DC motor, 
and the terminal of right DC motor, respectively. Equations (13) and (14) can be 
rewritten based on linear transformation, 

Mw ẍL = −  
kmke ẋL 
Rr2 

+ 
km VaL  

Rr 
− 

Iw ẍL 
r2 

− FL (15) 

Mw ẍR = −  
kmke ẋR 
Rr2 

+ 
km VaR  

Rr
− 

Iw ẍR 
r2 

− FR (16) 

One can combine Eqs. (15) and (16) into Eq. (17) by utilizing the expression 
xc = (xR + xL )/2, 

2

(
Mw + 

Iw 
r2

)
ẍc = −  

2kmke ẋc 
Rr2 

+ 
km(VaR  + VaL  ) 

Rr
− (FR + FL ) (17) 

3.3 Dynamic Analysis of Inverted Pendulum 

Figure 4 describes the schematic diagram of Inverted pendulum attached at the surface 
of robot chassis. In the horizontal direction, the sum of forces is established based 
on Newton’s 2nd law of motion [34],

Mp ẍc = Mph θ̇ 2 sinθ − Mph θ̈ cosθ + (FR + FL ) (18) 

The total of forces perpendicular to the pendulum, as defined by Newton’s second 
law of motion, is is expressed as 

Mp ẍccosθ = (FPR  + FPL  )sinθ + (FR + FL )cosθ − Mpgsinθ − Mph θ̈ (19) 

where, Mp is the chassis mass, and the left and right reaction forces between the 
chassis and the wheel are represented by the variables FPL  and FPR , respectively. 
The sum of moments around mass center pendulum is expressed as; 

Ip θ̈ = −(FR + FL )hcosθ − (FPR  + FPL  )hsinθ − (TR + TL ) (20)
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Fig. 4 Schematic diagram 
of Inverted pendulum 
analysis [91]

If E1 is expressed as E1 = VaR+VaL , then the following equation can be deduced: 

−(M p ẍccosθ)  = (
Ip + Mph

2) · θ̈ − 
2kmke ẋc 

Rr 
+ Mpghsinθ + 

km 
R 

E1 (21) 

km 
Rr 

E1 =
(
2Mw + 

2Iw 
r2 

+ Mp

)
· ẍc + 

2kmke ẋc 
Rr2 

+ Mph θ̈cosθ − Mph θ̇ 2 sinθ (22) 

According to Fig. 4, the moment of inertia due to rotation of robot chassis can be 
expressed in terms of the reaction forces generated by the wheels 

ϕ̈ Ipdel = 
D(FL − FR) 

2 
(23) 

where, D denotes the distance between the wheels’ contact patches, Ipdel represents 
the rotational inertia of chassis. The equation for heading control is described by, 

FL − FR = 
km · VaR  

Rr 
− 

km · VaL  

Rr 
(24) 

Let E2 = VaR  − VaL , then Eq. (23) becomes 

ϕ̈ = −  
km D 

2Rr Ipdel 
· E2 (25)
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In order to express the dynamic equation in state variable form, one has to assign 
each physical quantity by corresponding state variables such as the following state 
vector is obtained:

[
q1 p1 q2 p2 q3 p3

] = [
xc ẋc θ θ̇ ϕ  ̇ϕ

]

Accordingly, the following state variable representation will be obtained 

q̇1 = p1 

ṗ1 =−2kmke
(
b + Mphrcosq2

)
Rr2w 

p1 + 
M2 

pgh
2sinq2cosq2 
w 

+ 
km

(
b + Mphrcosq2

)
Rrw 

E1 + 
Mphp2 2bsinq2 

w 

q̇2 = p2 (26) 

ṗ2 =2kmke
(
ar + Mphcosq2

)
Rr2w 

p1 − 
M2 

ph
2 p2 2sinq2cosq2 

w 

− 
km

(
ar + Mphcosq2

)
Rrw 

E1 − 
Mpghasinq2 

w 

q̇3 = p3 

ṗ3 = −  
km D 

2Rr Ipdel 
E2 

where, a = 2Mw + 2Iw/r2 + Mp, b = Ip + Mph2, w = ab − M2 
ph

2cos2x3 

4 Block Backstepping Control Design of Segway Mobile 
Robot 

The block backstepping control design of SMR system has to perform two main 
goals. The stabilization of pendulum at up-right position is the first objective of 
proposed controller, while trajectory tracking control of the robot cart is the other 
objective. Designing controllers that will ensure both goals is the main topic of this 
section. Firstly, the block backstepping control algorithm will be developed for the 
linearized model of SMR system. In this case, the controller is called as “linear 
blockstepping controller”. Secondly, the block backstepping control algorithm will 
be designed to the nonlinear system of SMR and the controller is named as “nonlinear 
block backstepping controller”.
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4.1 Block Back-Stepping for Linearized Model 

To start the control design based on block backstepping control scheme, one has 
to linearize the nonlinear system described by Eq. (26) about the equilibrium point 
(q, p) = (0, 0). the resultant model is given by, 

q̇1 = p1 

ṗ1 = −  
2kmke

(
b − Mphr

)
Rr2β 

p1 + 
M2 

pgh
2 

β 
q2 + 

km
(
b − Mphr

)
Rrβ 

E1 

q̇2 = p2 (27) 

ṗ2 = 
2kmke

(
ar − Mph

)
Rr2β 

p1 − 
km

(
ar − Mph

)
Rrβ 

E1 + 
Mphga 

β 
q2 

q̇3 = p3 

ṗ3 = −  
km D 

2Rr Ipdel 
E2 

where, β = ab − M2 
ph

2. 
The block backstepping-based algorithm is applied to the linearized model such 

as to fulfill the required control objectives within zone of stabilization surrounding 
the equilibrium point. There two scenarios will be adopted to achieve the algorithmic 
block backstepping design technique [93]; 

Scenario I 

Step 1: The algorithm is started by introducing the regulated variable z1, which is 
defined by: 

z1 = q1 − q1d (28) 

where, q1d is the reference displacement. The time-derivative of z1 is given by, 

ż1 = p1 − q̇1d (29) 

In order to realize the desired value of virtual input, p2, for the first sub-system, 
one can define the following suitable stabilizing function; 

α1 = −c1z1 + q̇1d (30)
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where, the design constant c1 has a positive real value. In light of this, the appropriate 
state variable error can be expressed as; 

z2 = p1 − α1 (31) 

Step 2: Taking the time-derivative of error z2 to have: 

ż2 = ṗ1 − α̇1 

ż2 = ψ1 E1 + φ1 + c1 ż1 (32) 

where, 

ψ1 = 
km

(
b − Mphr

)
Rrβ 

φ1 = −  
2kmke

(
b − Mphr

)
Rr2β 

p1 + 
M2 

pgh
2 

β 
q2 − q̈1d 

One can express the desired dynamics of z2 by the following dynamic equation; 

ż2d = −z1 − c2z2 (33) 

For solving the control signal, Eq. (33) is substituted into Eq. (32) to obtain the linear 
control law, which responsible for satisfying the desired behaviors of state variables 
z1 and z2, 

E1 = ψ−1 
1

(−φ1 −
(
1 − c2 1

)
z1 − (c1 + c2)z2

)
(34) 

where, the design constant c2 has a positive real value. 

Step 3: The regulated variable z3 can be introduced and defined by 

z3 = q3 − q3d (35) 

Taking the time derivative of z3, 

ż3 = p3 − q̇3d (36) 

where, p3 represents the virtual control variable. One can choose the stabilizing 
function to be 

α2 = −c3z3 + q̇3d (37)
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where, c3 is a design parameter with real positive value. The variable for error state 
is selected as 

z4 = p3 − α2 (38) 

Step 4: Taking the time-derivative of Eq. (38), one can have 

ż4 = ṗ3 − α̇2 (39) 

ż4 = ψ2 E2 + φ2 + c3 ż3 (40) 

where, 
ψ2 = −  km D 2Rr Ipdel 

, φ2 = −q̈3d 
One can express the desired dynamics of z4 using 

ż4d = −z3 − c4z4 (41) 

For solving the control signal, Eq. (41) is substituted into Eq. (40) to obtain the linear 
control law, which responsible for satisfying the desired behaviors of state variables 
z1 and z2, 

E2 = ψ−1 
2

(−φ2 −
(
1 − c2 3

)
z3 − (c3 + c4)z4

)
(42) 

where, the design constant c4 has positive-real value. The stability of controlled 
system will be analyzed by firstly selecting an appropriate Lyapunov function (L. F.) 

V = 
1 

2 
z2 1 + 

1 

2 
z2 2 + 

1 

2 
z2 3 + 

1 

2 
z2 4 (43) 

Taking the time derivative of Eq. (43), the following equation is deduced: 

V̇ = −c1 · z2 1 − c2 · z2 2 − c3 · z2 3 − c4·z2 4 (44) 

According to Eq. (44), V̇ < 0 (negative definite), then in light of Lyapunov 
stability theorem the error states variables, represented by z1, z2, z3, and z4, will 
eventually converge to zero. In order to ensure globally asymptotic convergence of 
equilibrium states, the criteria of zero dynamic have to be applied. After simple 
calculation, the zero dynamics of the system can be represented by the following 
state equation,

[
q̇2 
ṗ2

]
=

[
0 1  
a1 0

][
q2 
p2

]
+

[
0 
γ

]
(45) 

where,
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a1 = Mpgh 

b − Mphr 
, γ  = −

(
ar − Mph

)
q̈1d 

b − Mphr 

According to Eq. (45), It is evident that the matrix is not Hurwitz, which means 
that the system is unstable. This means that the states q2 and p2 cannot converge to 
zero. To solve the problem of unacceptable phenomenon, redesigning of regulated 
variables has to be conducted. 

Scenario II 

Step 1: Firstly, one has to define the regulated variable z1 as 

z1 = e + k2(M1ė + M2 p2) + k1q2 (46) 

where the error and its derivative are expressed by, 

e = q1 − q1d (47) 

ė = p1 − q̇1d (48) 

M1 = ar − Mph, M2 = b − Mphr 

where, q1d denotes the desired path of cart, k1 and k2 are design parameters of real 
value, and e is the difference between the actual and desired cart’s displacement. The 
addition of variables p2 and ė is intended to eliminating the unwanted phenomenon. 
The derivative of z1 is then calculated as, 

ż1 = ė + k2(M1ë + M2 ṗ2) + k1 p2 (49) 

After simple calculations, Eq. (49) results in 

ż1 = ė − k2 M1 q̈1d + k2
(
Mpgh 

β

(
M1 Mph + M2a

))
q2 + k1 p2 (50) 

For the first subsystem, one can realize the desired value of the virtual input by 
defining an appropriate stabilizing function. By using this stabilization function, the 
original state model of the system can be converted into a strict feedback form. To 
serve this purpose, the following stabilizing function has been chosen, 

α1 = −k1 p2 + k2 M1 q̈1d − k2
(
Mpgh 

β

(
M2a + M1 Mph

))
q2 − c1z1 − λ1χ1 (51) 

where, the design constants c1 and λ1 have positive-real value. One firstly has to 
define the integral action of regulated variable z1,
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χ1 =
∫ t 

0 
z1dt (52) 

Defining z2 to be the error in state variable, 

z2 = ė − α1 (53) 

The time derivative of variable z1 can be expressed as, 

ż1 = z2 − c1z1 − λ1χ1 (54) 

Step 2: Then, the time-derivative of z2 is taken 

ż2 = ë − α̇1 (55) 

ż2 = ψ1 E1 + φ1 + c1 ż1 + λ1z1 (56) 

where, 

ψ1 = 
km 
Rrβ 

(M2 − k1 M1) 

φ1 = −  
2 km ke 
R r2 β 

(M2 − k1 M1) p1 + 
Mp g h 

β

(
Mp h + k1 a

)
q2 

− q̈1d − k2 M1 
... 
q 1d + 

k2 Mp g h 

β

(
Mp M1 h + M2 a

)
p2 

. 

One can define the following desired dynamics of z2 

ż2d = −z1 − c2z2 (57) 

To satisfy the desired dynamics of z1 and z2, the linear control law has to be 
derived by substituting Eq. (57) into Eq. (56) 

E1 = ψ−1 
1

(−φ1 −
(
1 − c2 1 + λ1

)
z1 + λ1c1χ1 − (c1 + c2)z2

)
(58) 

where, ψ1 is invertible and the design constant c2 has positive-real value. 

Step 3: One can define the first regulated variable z3 as 

z3 = q3 − q3d (59) 

Then, the time derivative of z3 is taken 

ż3 = p3 − q̇3d (60)
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The stabilizing function is chosen by assigning the state p3 as the virtual control 
variable 

α2 = −c3z3 + q̇3d (61) 

where, the design constant c3 has a positive-real value. Accordingly, the error state 
variable is established 

z4 = p3 − α2 (62) 

Step 4: Then, the time-derivative of z4 is taken as 

ż4 = ṗ3 − α̇2 (63) 

ż4 = ψ2 E2 + φ2 + c3 ż3 (64) 

where, 

ψ2 = −  
km D 

2Rr Ipdel 
, φ2 = −q̈3d 

The desired dynamics of z4 can be expressed as 

ż4d = −z3 − c4z4 (65) 

To satisfy the desired dynamics of z3 and z4, one has to use Eq. (65) and Eq. (64) 
to yield the control law for the linearized model 

E2 = ψ−1 
2

(−φ2 −
(
1 − c2 3

)
z3 − (c3 + c4)z4

)
(66) 

where,c4 represents design constant of positive-real value and ψ2 is invertible. In 
order to analyze the stability of controlled system, the following L. F. has to be 
chosen: 

V = 
1 

2 
z2 1 + 

1 

2 
z2 2 + 

1 

2 
z2 3 + 

1 

2 
z2 4 + 

1 

2 
λ1χ 2 1 (67) 

After simple manipulation, the time derivative of Eq. (67) becomes 

V̇ = −c1z
2 
1 − c2z2 2 − c3z2 3 − c4z2 4 ≤ 0 (68) 

According to Eq. (68), the inequality V (t) ≤ V (0) is satisfied. Hence, it can be 
concluded that the states z1, z2, z3, z4, and χ1 are bounded, and consequently the 
boundness of ż1, ż2, ż3 and ż4 are proved. Taking the second time-derivative of L. F.,
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one can obtain 

V̈ = −2c1z1 ż1 − 2c2z2 ż2 − 2c3z3 ż3 − 2c4z4 ż4 (69) 

It is clear that V̈ is bounded since all variables constituting Eq. (69) are bounded; 
that is, the variables z1, z2, z3, z4, ż1, ż2, ż3 and ż4 are bounded. Based on Barbalat’s 
Lemma, one can show that if t → ∞, all the variables z1, z2, z3 and z4 eventually 
converge to zero. 

By using simple calculations, one can obtain the following zero dynamics of the 
system:

[
q̇2 
ṗ2

]
=

[
0 1  
a1 a2

][
q2 
p2

]
+

[
0 
γ

]
(70) 

where, 

γ = M1 

M2 − k1M1 
(−q̈1d − k2 M1 q̈1d ), a1 = 

Mphg 

M2 − k1M1 
, 

a2 = 
MpghM1k2 
M2 − k1 M1 

If a1 and a2 have values less than zero, the system described Eq. (70) has Hurwitz 
matrix and the stability can be guaranteed and consequently the states q2 and p2 will 
converge to zero as t → ∞. To reach this end, the constants k1 and k2 have to be 
selected so that the following inequalities have to be satisfied; 

k1 > 
M2 

M1 
, k2 > 0 

According to above argument, one can conclude that the proposed control law 
could ensure global stabilization of controlled SMR system based on Block Back-
stepping Design. Figure 5 shows the realization of block-backstepping controller for 
linearize model of SMR system. 

Fig. 5 Closed-loop of SMR system
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4.2 Block Backstepping Design of Nonlinear Model 

In order to develop a block backstepping controller for linearized model of Eq. (27), 
stability analysis based on Lyapunov method has been applied. However, if one uses 
the same control laws, described by Eqs. (58) and (66), to the nonlinear system given 
by Eq. (26), then the controller performs well within the stabilization zone (around 
the equilibrium points). As such, a novel block backstepping controller has to be 
synthesized to cope with the nonlinear system and to fulfill the control objectives 
irrespective of how the solution is far from the equilibrium points. Therefore, this 
section addresses the extension of design conception applied for the case of linearized 
model. However, the steps of previous algorithm will be followed concerning the 
choice of regulated variables. In what follows, the steps for this new design procedure 
can be described and analyzed in details: 

Step 1: The regulated variable has been chosen according to the following equation 

z1 = e + k1q2 + k2(M1ė + M2 p2) (71) 

where, 

e = q1 − q1d (72) 

ė = p1 − q̇1d (73) 

M1 = ar + Mphcosq2, M2 = b + Mphrcosq2 

where, the design constants k1 and k2 have real values. The time-derivative of state 
variable z1 is calculated as: 

ż1 = ė + k1 p2 + k2
(
Ṁ1ė + M1ë + M2 ṗ2 + Ṁ2 p2

)
(74) 

Equation (74) can be arranged to be written as follows; 

ż1 =
(
1 + k2 Ṁ1

)
ė + (

k1 + k2 Ṁ2
)
p2 + k2

(
Mphp

2 
2rsinq2 − Mphgsinq2 − M1 q̈1d

)
(75) 

In this design procedure, the stabilizing function can be chosen as; 

α1 = −(
k1 + k2 Ṁ2

)
p2 − k2

(
Mphp

2 
2rsinq2 − Mphgsinq2 − M1 q̈1d

) − c1z1 − λ1χ1 

(76) 

where, the design constants c1 and λ1 have positive real-value. The regulated 
variable’s integral action is described as



578 A. J. Humaidi et al.

χ1 =
∫ t 

0 
z1dt (77) 

The following equation can be assigned to error variable z2: 

z2 =
(
1 + k2 Ṁ1

) · ė − α1 (78) 

Next, the time derivative of variable z3 is taken 

ż3 = z4 − c3z3 − λ2χ1 (79) 

Step 2: If time-derivative of z2 is taken, one can have 

ż2 =
(
1 + k2 Ṁ1

)
ë − α̇1 + k2 M̈1ė (80) 

After simple calculation and reshuffling, Eq. (80) becomes 

ż2 = φ1 + ψ1 E1 + λ1z1 + c1 ż1 (81) 

where, 

ψ1 = 
km 
Rrw

(
M2

(
1 + k2 Ṁ1

) − M1k1 − M1k2
(
Mphp2rsinq2 − Mphėsinq2 + Ṁ2

))
(82) 

φ1 =
(
1 + k2 Ṁ1

)(−q̈1d − 
2 km ke M2 

R r2 w 
p1 + 

M2 
p g h

2 sin q2 cos q2 
w

+ 
Mp h p2 2 b sin q2 

w

)

− k2 Mp h p2 2 ė cos q2 

+ k2
(
2 Mp h r  p3 2 cos q2 − Ṁ1 q̈1d − M1 

... 
q 1d − Mp h g p2 cos q2

)

+ (
k1 + k2

(
Ṁ2 + Mp h p2 r sin q2 − Mp h ė sin q2

))
(
2 km ke M1 

R r2 w 
p1 − 

M2 
p h

2 p2 2 sin q2 cos q2 
w

− 
Mp h g a sin q2 

w

)
(83) 

M̈1 = −Mph ṗ2sinq2 − Mphp
2 
2cosq2 

M̈2 = −Mphr ṗ2sinq2 − Mphr p
2 
2cosq2 

The desired dynamics of z2 is expressed as follows; 

ż2d = −z1 − c2z2 (84) 

Solving for nonlinear controller E1 in terms of desired dynamics of z3 and z4 to 
have,
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E1 = ψ−1 
1

(−φ1 −
(
1 − c2 1 + λ1

)
z1 − (c1 + c2)z2 + λ1c1χ1

)
(85) 

where, the design constant c2 has positive-real value. 

Step 3: Introducing a new regulated variable z3 defined by 

z3 = q3 − q3d (86) 

Taking the time derivative of z3 as 

ż3 = p3 − q̇3d (87) 

One may choose the following stabilizing function 

α2 = −c3z3 + q̇3d (88) 

where, the design constant c3 has positive-real value. If the virtual control variable 
is assigned to the state variable p3, and the error state variable z4 can be defined as 

z4 = p3 − α2 (89) 

Step 4: Again, taking the time-derivative of state variable z4 as, 

ż4 = ṗ3 − α̇2 (90) 

ż4 = ψ2 E2 + φ2 + c3 ż3 (91) 

where, 

ψ2 = −  
km D 

2Rr Ipdel 
, φ2 = −q̈3d 

One can express the desired dynamics of state variable z4 as, 

ż4d = −z3 − c4z4 (92) 

Solving for the control signal E2 in terms of desired dynamics of z3 and z4, 

E2 = ψ−1 
2

(−φ2 −
(
1 − c2 3

)
z3 − (c3 + c4)z4

)
(93) 

where, the design constant c4 has positive real value.
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4.3 Analysis Based on Zero Dynamics 

The stability of transformed variables z1 and z2 may not be guaranteed by applying the 
control input of Eq. (85). Also, the nonlinear dynamic equations of the system can be 
reduced into a reduced-order state model in terms of z1 and z2 by utilizing state trans-
formation equations, Eq. (71) and Eq. (78). Consequently, such state transformation 
leads to internal dynamics of second order [94]. 

Considering the variable z1 as the system output and second differentiable, one 
can have 

z̈1 = ż2 − c1 ż1 − λ2z1 (94) 

One can rewrite Eq. (94) as follows: 

z̈1 = ψ E1 + λ2z1 + c1 ż1 + φ − c1 ż1 − λ2z1 (95) 

or, 

z̈1 = ψ E1 + φ (96) 

Setting z1 = 0, then from Eq. (71), one can get; 

z1 = e + k1q2 + k2(M1ė + M2 p2) = 0 (97) 

or, 

e = −k1q2 − k2(M1ė + M2 p2) (98) 

According to Eq. (75), and since z1 = 0 and its derivative ż1 = 0, the following 
expression can be deduced 

ė = −
(
k1 + k2 Ṁ2

)
(
1 + k2 Ṁ1

) p2 − k2(
1 + k2 Ṁ1

)(
Mphp

2 
2rsinq2 − Mphgsinq2 − M1 q̈1d

)
(99) 

Since z̈1 = 0, one can have 

z̈1 = ψ E1 + φ = 0 (100) 

or, 

E1 = −ψ−1 φ (101)
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Based on Eq.  (101), one can have the following dynamics using E1 as the input 
of the subsystem 

q̇2 = p2 

ṗ2 = f2 + g2 E1 ⇒ f2 − g2
(
ψ−1 φ

) = F(q2, p2)|z1 = 0 (102) 

Referring to the expressions of ψ , φ, q2 and p2 in Eqs. (81), (83), (98), and(99), 
respectively, it is clear that the parameter k plays a vital role in these expressions. To 
ensure desired characteristics of internal stability, it is evident that Eqs. (82), (83), 
(98), (99), and the zero dynamics in Eq. (102) are relying uniquely on the parameter 
k. 

4.4 Stability Analysis 

Lemma 1 

For the nonlinear Segway robotic system, the trajectory tracking of prescribed 
reference trajectory is well-performed by applying the control input described 
in Eqs. (85) and (93). If the state variables are started with initial conditions 
[q1(0)p1(0)q2(0)p2(0)q3(0)p3(0)], then under the control input described by 
Eqs. (85) and (93), global asymptotic stability are guaranteed such that the tracking 
errors [e(t) ̇e(t)q2(t)p2(t)z3(t)ż3(t)] convergence to their corresponding equilibrium 
points as t → ∞. 

Proof 

One can decompose the proof of Lemma 1 into three stages. The first stage has 
to show how the control law could guarantee the asymptotic stability of controlled 
system described by Eqs. (76), (81), (91), and (93). In the second stage, one has to 
show how the state variables of nonlinear dynamic model, represented by Eq. (26), 
have to converge to zero as t → ∞. In the last stage, globally asymptotic convergence 
to zero has to be proved. 

The stability analysis is initialized by appropriate choice of L. F. 

V = 
1 

2 
z2 1 + 

1 

2 
z2 2 + 

1 

2 
z2 3 + 

1 

2 
z2 4 + 

1 

2 
λ2χ 2 1 (103) 

Taking the time derivative of above L.F. along the solutions of dynamic system, 
described by Eqs. (77), (79), (80), (87), and Eq. (91), one can obtain; 

V̇ = −c1z
2 
1 − c2z2 2 − c3z2 3 − c4z2 4 ≤ 0 (104)
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Based on Eq. (104), the inequality V (t) ≤ V (0) is satisfied, and this indicates 
that the state variables χ1,z1, z2, z3 and z4 are bounded, and hence the boundenss of 
ż1, ż2 ż3, ż4 are ensured. Taking the second derivative of L.F., one can have 

V̈ = −2c1z1 ż1 − 2c2z2 ż2 − 2c3z3 ż3 − 2c4z4 ż4 (105) 

According to above equation, the second derivative of L.F. ( V̈ ) is bounded due 
to due to boundness of state variables z1, z2 z3, z4, ż1, ż2, ż3 and ż4. One can utilize 
Barbalat’s Lemma to show the convergence of states z1, z2, z3 and z4 to zero as 
t → ∞. Since the zero-convergence of state z1 was proven, the behavior of zero 
dynamics of Eq. (102) indicates the asymptotic convergence of states q2 and p2. 

Based on Eq.  (71), one can conclude 

lim 
t→∞e = lim 

t→∞[−k1q2 − k2(M1ė + M2 p2)] =  0 (106) 

Using Eq. (76) and Eq. (78), the following reasoning can be reached 

lim 
t→∞

(
1 + k2 Ṁ1

)
ė = lim 

t→∞α = 0 (107) 

The zero-convergence proof of states q2 and p2 leads to the fact; 

e + k2
(
ar + Mph

)
ė → 0 (108) 

Due to the orthogonally of q1 and p1 and taking the limits of e and ė as t → ∞  
gives 

lim 
t→∞e = lim 

t→∞[q1 − q1d ] = 0 (109) 

lim 
t→∞ė = lim 

t→∞[p1 − q̇1d ] = 0 (110) 

The zero-convergence of z1 leads to zero-convergence of Eq. (108). Accordingly, 
the states q1 and p1 of Eqs. (109) and (110) will converge asymptotically to the 
desired reference trajectory. Also, the zero-convergence of z3, which has previously 
proved, results in ż3 = 0. In addition, based on Eqs. (86) and (87), the states q3 
and p3 will converge asymptotically to the desired reference trajectories. Therefore, 
the global stabilization of the SMR system has been guaranteed by applying the 
proposed control law.
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5 Simulation and Results 

This part is devoted to MATLAB modeling of controlled SMR system based on a 
block backstepping control approach. The effectiveness and dynamic behaviors of 
the backstepping controller for the robotic system is verified via numerical simula-
tion based on MATLAB programming format. The numerical simulation has been 
implemented using M-files coded with MATLAB instructions and applied the 4th-
order Runge–Kutta as numerical solver. In addition, a step size of 0.01 s has been 
chosen as a suitable sampling time to keep reasonable plot resolution of behaviors 
and to guarantee the stability of numerical solution for controlled SMR system. The 
performances of controlled SMR system based on linear and nonlinear block back-
stepping controllers has been assessed and a comparison study has been conducted. 
Also, the effect of excluding and including the integral action on performance of 
block backstepping controller for nonlinear SMR system has been considered. Table 
1 gives of values of parameters describing the SMR system. 

Table 2 lists the setting of design parameters that have been used through the 
design of block backstepping control.

5.1 Regulator Path 

To start the numerical simulation of controlled system based on linear and nonlinear 
block backstepping controllers, the following initial conditions have to be used:

Table 1 The values of parameters for SMR system [95, 96] 

Descriptions of parameters Value 

The wheel’s mass (Mw) 0.025 (kg) 
The chassis’s mass (Mp) 0.525 (kg) 
The resistance of armature coil of DC motor (R) 2.66 (ohm) 
The acceleration of gravity (g) 9.81 (m/sec2) 
The distance between the pendulum’s center of gravity and wheel center (h) 0.055 (m) 
The chassis Inertia (Ip) 0.0103 (kg · m2) 
Inertia due to rotation of chassis (Ipdel ) 0.00018 (kg · m2) 
The radius of cart’s wheel (r) 0.031 (m) 
The constant of Back emf (ke) 0.006 

The wheel Inertia (Iw) 0.000012 (kg · m2) 
Maximum volt of DC motor 12 (volt) 
The motor’s constant (km ) 0.00498 

The separated distance between the wheels’ contact patches (D) 0.2 (m) 
Maximum volt of control input (Emax ) 24 (volt) 
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Table 2 The setting values of design constants in the design of block back-stepping control 

The setting values of design constants 
for nonlinear controller 

Value The setting values of design constants 
for nonlinear controller 

Value 

c1 5.00 c1 5.00 

c2 5.00 c2 5.00 

c3 1.00 c3 1.00 

c4 1.00 c4 1.00 

k1 −0.10 k1 −0.11 

k2 1.10 k2 1.00 

λ2 10.00 λ1 1.00

[q1(0)p1(0)q2(0)p2(0)q3(0)p3(0)]
T = [0, 0, 0.523, 0, 0, 0]T . 

In the first scenario of linearized model the open-loop test has been conducted 
as shown in Figs. 6a, b. It is evident from the figure that the pendulum cannot be 
balanced at the upright position and the cart cannot track the reference path.

In the second scenario of linearized model and the scenario of nonlinear model 
the cart of Segway Mobile Robot has been commanded with step-input orientation 
of 1 rad height as shown Fig. 7. In response to this step input orientation, the cart will 
react with linear motion to balance the pendulum at the upright position such that 
the cart will settles at zero equilibrium point. The responses of linear positions and 
velocities for the cart are depicted in Fig. 7a, b. The behaviors of angular position 
and velocity of the pendulum part for controlled SMR system, based on linear and 
nonlinear block backstepping controllers, are shown in Fig. 7c, d. Moreover, the 
dynamic responses of the cart angular position and angular velocities under I rad 
step input are shown in Fig. 7e, f. According to the figure, it has been reported that 
the responses of linear motion of the cart and the angular position of the pendulum 
reach their steady-states in 8 and 7 s, respectively. On the other hand, the velocity 
responses of cart linear motion and pendulum angular positions reach their steady-
states in 9 and 8 s, respectively. In addition, the control laws E1 and E2, which 
developed by the proposed controllers and described by Eqs. (58), (66), (85) and (93), 
are also simulated in the Fig. 7g, h, respectively. The figure shows that the control 
laws for both linear and nonlinear controllers could successfully give good balancing 
of pendulum and give good orientation tracking performance of the cart. Referring 
to behaviors of control laws, one can conclude that their maximum excursions does 
not exceed the 9-V of supplied battery devoted for actuating motors in both channels 
of motions. This indicates reasonable and feasible control actions are developed by 
linear and nonlinear controllers. Table 3 gives the performance report resulting from 
both control strategies.



Algorithmic Design of Block Backstepping Motion … 585

Fig. 6 Responses of the 
linear controller in Eq. (34) 
with q2(0) = 0.532rad(30◦ 

)

(a) Angular Position of the Cart. 

(b)  Angular position of Pendulum. 

5.2 Tracking Path 

In this part, the cart has been conducted to follow desired trajectory of sinusoidal 
waveform as shown in Fig. 8. The behaviors of linear motion for the cart are illustrated 
in Fig. 8a, b based on both proposed controllers. In addition, the behaviors of angular 
motions for the pendulum are shown in Fig. 8c, d. The figure indicates that the 
developed control laws described by Eqs. (58), (66), (85) and (93) could show both 
excellent tracking performance of the cart and good upright stabilizing of pendulum 
for both nonlinear and linearized model of SMR system. The behavior of control 
signals is depicted in Fig. 8e. It is evident from the figure that the maximum voltages 
developed by both controllers do not exceed the supply voltage (9 V.). However, such
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Fig. 7 The behaviors of 
various states and control 
inputs for SMR system under 
rotational step input of the 
Cart

(a) Linear Positions of the Cart 

(b) Linear velocities of the Cart. 

(c) The angular positions of pendulum. 
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Fig. 7 (continued)

(d) The angular velocities of pendulum. 

(e) Step response of cart rotational angular position ( 3). 

(f) Responses of cart rotational angular velocity ( 3). 
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Fig. 7 (continued)

(g) The response of actuating control input ( 1). 

(h) The response of actuating control input ( 2). 

satisfactory performance is assessed only for specified selected initial conditions, 
where both controllers showed equivalent performance. In other words, the linear 
block back-stepping controller may fail to give such performance when the initial 
conditions are set at large values.

. 
Table 4 reports the dynamic performances of both controllers (LBBS and 

NLBBS).
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Fig. 8 The behaviors of 
various states and control 
inputs for SMR system under 
sinusoidal desired trajectory

(a) Behavior of linear Cart position. 

(b) The behaviors of Cart linear velocities. 

(c) Responses of Pendulum angular positions. 
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(d) Responses of Pendulum angular velocities 

(e)  The response of actuating control input ( 1). 

(f) The dynamic errors between the desired and actual positions of cart. 

Fig. 8 (continued)



Algorithmic Design of Block Backstepping Motion … 591

Table 3 Performance report of proposed controllers for the SMR system 

Controller Type State Variable RMSE Settling Time (sec) Max peak 

LBBS q1 0.008017 8 −0.033 (m) 
q2 0.105084 8 0.523 (rad) 
q3 0.1938 4 0.05 (rad) 

NLBBS q1 0.008616 8 0.04 (m) 
q2 0.09346 7 0.523 (rad) 
q3 0.1938 4 0.05 (rad)

Table 4 The dynamic performance of controlled SMR system using LBBS and NLBBS 

Type of Controller State variables Max peak RMSE 

Linear Backstepping Controller (LBBS) q1 −0.04 (m) 0.004621 

q2 0.523 (rad) 0.057288 

Nonlinear Backstepping Controller (NLBBS) q1 −0.043 (m) 0.005247 

q2 0.523 (rad) 0.053073 

5.3 Performance Assessment Under Large Initial Conditions 

In this part, the performances of proposed controllers with control laws, described 
by Eqs. (58) and (85), have been assessed under large deviated initial states. In the 
present case, the initial value of the state q2(0) concerning the pendulum has been 
set to a value q2(0) = 1.22 rad as defined by the initial state vector below 

[0, 0, 1.22, 0, 0, 0]T = [q1(0), p1(0), q2(0), p2(0), q3(0), p3(0)]T 

According to above state vector, one can notice that the initial state of pendulum 
angular position q2(0) = 1.22 is far away from zero equilibrium state q2(0) = 
0. The responses of various states of SMR system based on linear and nonlinear 
block backstepping controllers as shown in Fig. 9. The figure shows that the linear 
block back-stepping controller fails to keep the stability of balancing and tracking as 
indicated in Fig. 9a, b. The controlled system shows unstable characteristics in terms 
of tracking and balancing. On the other hand, the figure shows that the nonlinear 
block backstepping controller could keep the desired performance in the presence 
of this large initial condition; as with this controller the states of controlled system 
could successfully been brought to the equilibrium point and stability of controlled 
system has been ensured as shown in Fig. 9c, d.

Table 5 gives the numeric characteristics of controlled SMR system based on 
nonlinear block backstepping controller with large initial deviation of pendulum 
angular position q2 = 1.22rad.
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(a) Linear position of Cart based on LBBS controller. 

(b) The angular position of Pendulum based on LBBS controller. 

(c) Linear position of Cart based on NLBBS controller. 

Fig. 9 The dynamic performances both linear and nonlinear block backstepping controllers (with 
large initial condition of pendulum angle)
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(d) The angular position of Pendulum based on NLBBS controller. 

(e)  Actuating control input 1 

Fig. 9 (continued)

Table 5 Performance report 
of nonlinear block 
backstepping controller for 
SMR system 

State Variables RMSE Settling Time (sec) Max peak 

q1 0.023425 9 0.11(m) 
q2 0.22475 8 1.22(rad)
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5.4 Simulation Results Based on Integral Action 
and Disturbance Effects 

Figures 10 and 11 shows the effect of including the integral action in the design of 
nonlinear block backstepping controller on dynamic and robustness characteristics 
under load and load-free cases. In both figures, the initial condition q2(0) = 0.523 
has been considered, while the other initial values for other states are set to zeros. In 
Fig. 10, the effect of excluding and including the integral part in the control design 
of nonlinear controller has been investigated in the no-load case. The figure clearly 
shows how the inclusion of an integral component in the control design could reduce 
the maximum peak of pendulum angular position and cart linear position to lower 
levels. During the time period (10–10.5) seconds, 0.5 N height disturbance has been 
applied at the gravity center of pendulum mass, and the centers of right and left 
wheels. According to Fig. 11, the inclusion of integral term in the control design 
could improve the robustness characteristics of the controlled SMR system based on 
nonlinear block backstepping controller. Table 6 reports numerically the performance 
of nonlinear controller in the presence of integral action in terms of steady-state and 
transient characteristics.

5.5 Simulation Results for Circle Path 

Figure 12 shows the tracking performance of linear and nonlinear block backstepping 
controllers, represented by control laws Eqs. (58), (66), (85), and (93), for desired 
trajectories: Xr = cost, Yr = sint

In this scenario, the initial conditions for state variables are given by initial vector: 

[q1(0)p1(0)q2(0)p2(0)q3(0) p3(0)]T = [1.4, 0, 0.523, 0, 0, 0]T . 

Also, this scenario considered the case of disturbance application with height 0.5 
N during the time period (10–10.5) seconds at the center of gravity of pendulum, 
and at the centers of left and right wheels. According to Fig. 12, the results showed 
that the nonlinear block backstepping controller could give well trajectory tracking 
performance and the nonlinear controller could satisfy the control objectives with 
minimum errors of both steady-state and transient behavior. As indicated in Fig. 12a, 
the response of cart linear position reaches the steady-state in 4 s in the case of 
nonlinear block backstepping controller, while it reaches the steady-state in 7 s in the 
case of linear version of controller. In Fig. 12b, it easy to deduce that the behavior of 
the pendulum angular reaches the equilibrium state in 4 s for the nonlinear controller, 
while it reaches the equilibrium point in 7 s for the linear controller. In Fig. 12c, the 
responses of rotational angles for cart chassis for both controllers are shown. In 
Fig. 12d, e, the actuating signals of controller E1 and E2 are demonstated. As shown 
in Fig. 12d, the control law due to nonlinear controller, Eq. (85), is used to synthesize
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(a) The linear positions of Cartwith and without integral action. 

(b) The angular positions of Pendulum with and without integral action. 

Fig. 10 The dynamic performances of controlled SMR system based on nonlinear block backstep-
ping controller with and without integral action

the control signal for left and right actuating motors; i.e., E1 = VaR  + VaL . Also,  
one can see that the maximum voltage produced by the controller may reach to 
25 V, and this is reasonable voltage which can be produced by available batteries. 
Hence, one can conclude that the proposed nonlinear block backstepping controller 
is feasible and applicable in real world applications. However, a higher maximum 
voltage (62 V) has been observed in actuating signal associated with linear version 
of controller. This indicates that the nonlinear controller could save more energy than 
its counterpart. Figure 12f represents the trajectory path of controlled SMR system 
along above circular reference path. Figure 12g shows the behaviors of distance errors
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(a) The linear positions of Cart with and without integral action 
under load application. 

(b) The angular positions of Pendulum with and without integral action 
under load application.. 

Fig. 11 The effect of Integral action on dynamic and robustness characteristics of nonlinear block 
backstepping controller with load exertion

due to both proposed controllers. It is clear that from the figure that the nonlinear 
controller gives better dynamic performance than the linear version of controller. 
The error behavior of cart heading angle is shown in Fig. 12h. 

Table 7 reports the dynamic performances of both controllers (LBBS and 
NLBBS).
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Table 6 Performance of nonlinear block backstepping controller for SMR system 

Nonlinear block 
backstepping Controller 

State variables Max peak RMSE Steady-State error 

Integral action included 
(Disturbance free) 

q1 −0.05 0.008616 3.035 × 10−4 

q2 0.523 0.09346 1.15 × 10−4 

Integral action Excluded 
(Disturbance free) 

q1 0.04 0.010247 3.534 × 10−4 

q2 0.523 0.0934 1.6 × 10−4 

Integral action included 
(with Disturbance) 

q1 0.08 0.017502 1.34 × 10−4 

q2 0.523 0.130796 3.47 × 10−4 

Integral action Excluded 
(with Disturbance) 

q1 0.13 0.021668 4.977 × 10−4 

q2 0.523 0.12506 9.53 × 10−4

6 Conclusion 

This chapter presented and developed two versions of block backstepping control 
design; one for linearized model (linear block backstepping controller) and the other 
for nonlinear model (nonlinear block backstopping controller) for trajectory tracking 
and balancing of Segway Mobile Robot system. The control design objective for 
controlled underactuated SMR system is to keep the pendulum in an upright posture 
and to make the cart track desired trajectory (path). Based on the proposed control 
design, a stability analysis using Lyapunov theory and zero dynamic criterion has 
been conducted to ensure global asymptotic stability for the controlled SMR system. 
According to the observations of numerical results, the following concluded points 
can be drawn: Both linear and nonlinear controllers could perform good stabilizing 
performance when they are tested for cart-orientation scenario (regulation case). 
In case of tacking scenario with small initial states, the nonlinear controller gives 
better tracking and stabilization performances than linear controller. In addition, the 
both controllers give reasonable control signals which make them applicable in real-
world applications. In case of tacking scenario with large initial states, the linear 
controller shows unstable characteristics; on the contrary of nonlinear controller 
which could keep good tracking and stabilizing performance with this large initial 
condition. In case of including the integral action in control design of nonlinear 
controller, the results showed that the integral could bound the maximum excursions 
of pendulum angular position and cart linear position to lower limits. Moreover, the 
addition of integral part could improve the dynamic and robustness characteristics of 
nonlinear controller to large extent. In the case of circular-path tracking, the nonlinear 
controller shows better performance than linear controller in terms of dynamic errors 
and accuracy. 

In order to extend the present study for future work, the following suggestions 
can be pursued. In this, the design of block backstepping controllers has been 
conducted based on state feedback control approach. If one or more state is not 
measured, then one may introduce the observer to propose “Observer-based block
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Fig. 12 Responses of the 
system for path trajectory

(a) The linear positionof chassis. 

(b) The angular position of pendulum. 

(c) The behavior of rotational angular position. 
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Fig. 12 (continued)

(d) The behavior of Control input 1. 

(e) The behavior of Control input 2. 

(f) Desired and actualtrajectoryof cart. 
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Fig. 12 (continued)

(g) The error in distance. 

(g) The heading angular error of cart. 

Table 7 Numerical reports 
of performances for LBBS 
and NLBBS controllers 

Type of Controller Output RMSE Max peak 

LBBS controller q1 0.0559 0.19 

q2 0.1059 0.47 

de 0.0561 – 

NLBBS controller q1 0.0552 0.16 

q2 0.05774 0.34 

de 0.05555 –
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backstepping Control” [97–99]. In addition, to show the effectiveness of block back-
stepping controller to other under-actuated systems, one may suggest other under-
actuated system like ships, airplanes, quad-copter, and parallel robots [100–103]. 
Moreover, one other critical problem in control design based on block backstep-
ping control approach is how to choose the design parameters. The try-and-error 
procedure is conventionally used for this purpose. One may suggest modern opti-
mization methods like Particle Swarm Optimization (PSO), Ant Colony Optimization 
(ACO), Butterfly Optimization Algorithm (BOA), Grey-Wolf Optimization (GWO), 
and Whale-Optimization Algorithm (WOA) to tune the design parameters of block 
backstepping control design [104–106]. 
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Abstract The control of quadrotor has been recognized for its difficulty due to the 
significance of the maneuverability, presence of nonlinearity and strong coupling of 
variables. The quadrotor features a sophisticated dynamic model with six degrees 
of freedom, making it naturally unstable. As a result, it is necessary to ensure the 
system stability around the intended reference state, or to adjust it, regardless the 
presence of internal or external disturbances. Moreover, it will be interesting to 
investigate the development of an efficient robust non-model-based control approach. 
The online Extremum Seeking (ES) optimization algorithm is a non-model approach 
that minimizes a cost function. It can iteratively modify controller parameters based 
on the change of a selected cost function to reach a local minimum. On the other 
hand, Proportional-Integral-Derivative (PID) controller is well known for its simple 
structure, good performance, and configuration even without a precise model of the 
controlled system. Though, it requires efficient tuning for better performance during 
processing. For this purpose, ES is developed in this chapter to automate the tuning 
of the PID controller. Furthermore, the ES tuned PI-D controller is compared to a 
different tuned PID controller that uses particle swarm optimization (PSO) to predict 
the PID parameters. The simulation results show that the ES-PID controller provides 
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value as compared to the PSO-PID controller. 

Keywords Quadrotor · Proportional-Integral-Derivative (PID) control ·
Extremum Seeking (ES) · Particle Swarm Optimization (PSO)

S. M. Raafat (B) · A. N. Muhsen 
University of Technology-Iraq, Baghdad, Iraq 
e-mail: Safanah.m.raafat@uotechnology.edu.iq 

A. A. A. Alawsai 
University of Wasit, Wasit, Iraq 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
A. T. Azar et al. (eds.), Mobile Robot: Motion Control and Path Planning, 
Studies in Computational Intelligence 1090, 
https://doi.org/10.1007/978-3-031-26564-8_17 

609

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-26564-8_17&domain=pdf
http://orcid.org/0000-0003-1600-8587
mailto:Safanah.m.raafat@uotechnology.edu.iq
https://doi.org/10.1007/978-3-031-26564-8_17


610 S. M. Raafat et al.

1 Introduction 

The quadrotor is considered as one of the most recent advanced technologies that 
has become a part of the available tools for everyday human use, and is still being 
under research. Unmanned Aerial Vehicles (UAV)s are aircraft that flies without 
a pilot, under radio control from a ground station, or independently according to 
pre-programmed flight plans [1]. 

Recently, many applications based on UAV have been developed for hazardous 
environments, catastrophes, and rescue [2–4]. Quadrotor has been extensively 
utilized in agriculture [5, 6], and useful jobs like waitress quadcopter for serving 
[7]. Many quadrotor entertainment applications have been illustrated in [8]. Addi-
tionally, many studies on the multi-agent systems and formation control can be found 
in [9, 10]. 

The quadrotor has four arms and four rotors. Each two of these rotors are fixed 
on the end of opposite arms and rotate clockwise, whereas the other two rotors are 
also fixed on the other two arms but rotate counterclockwise. Since the quadrotor is 
an under-actuated system, the controller design is a difficult challenging task. 

Various types of controllers were developed by many researchers to investigate 
controller design and development. The PID controller is widely used due to its 
simplicity and ease of application implementation [11, 12]. Meanwhile, the opti-
mization of the PID controllers’ parameters, which is a time-consuming operation, 
is usually included in the usual PID tuning method. A lot of systematic tuning tech-
niques have been established to address some problems [13–16]. A large number of 
these methods needs previous familiarity of the plant, where the employed model of 
the system has a significant importance in developing the auto-tuning task [17]. 

There are various advantages of using a system model with a definite interpre-
tation, like transfer function or a state transition matrix. Consequently, a controller-
settings can be directly evaluated through a calculation; as in [18], where the Linear 
Quadratic Regulator (LQR) feedback control coefficients are directly calculated 
using the identified open-loop system equation. Another method is based on the anal-
ysis of the frequency response plots of the systems using the plant’s specified interpre-
tation, where PID controller is required to be designed with the appropriate amplitude 
and phase characteristics [19]. However, in many cases, an accurate system model 
cannot be easily obtained and requires complicated procedures. As a result, a basic 
approximated model can be helpful for determining the parameters of the controller. 
Nevertheless, when the optimal parameters are implemented for a real-world system, 
the desired result is rarely achieved. On the other hand, some researchers examined 
tuning the control parameters without using a model for the system; this strategy may 
be summarized as determining the best control parameters by weighing a sequence 
of practicable experiments outcomes equivalent to various system configurations 
[20]. This approach is a good choice for systems that have a complicated identifi-
cation procedure in order to avoid excessive impractical oscillations at numerous 
points during the open-loop operation. One good use of this concept is relay feed-
back tuning [21]. Most systems will oscillate when briefly replacing the feedback
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controller with a relay. Hence, a point on the Nyquist plot can be attained, and the 
designer can determine the best PID parameters for the corresponding gain and phase 
margins. This strategy has also been used in the cascade controller system [22]. 

Considering these issues, this chapter aims to develop an auto-tuning technique 
of PID controllers that are used to control a quadrotor system, based on extremum 
seeking (ES) algorithm. With the implementation of a discrete form of ES algorithm, 
we propose a strategy for improving the performance of a PID controlled system. ES, 
in particular, will minimize a performance index (or a cost function) while improving 
the PID controller’s performance [23]. The non-model-based approach of ES tech-
nique can iteratively modify the PID control parameters until the result of the cost 
function hits a local minimum or maximum. The features of step response perfor-
mance afford suitable measures for controller design [24]. And since the technique of 
optimal parameters seeking is based on altering the controller parameters and gath-
ering the reaction performance, it is not possible to have unstable parameter values 
for the control of the quadrotor. 

The remaining of the chapter presents some related works in Sect. 2, illustration 
of the quadrotor concepts of motion in Sect. 3, description of the PI-D control design 
strategy in Sect. 4, and the application of the (ES) algorithm for tuning of the PI-D 
controller in Sect. 5. For comparison with another optimization technique, PSO has 
been introduced in Sect. 6, Simulation results are provided in Sect. 7, and finally 
some important comments are concluded in Sect. 8. 

2 Related Works 

Recently, there are several studies that dealt with quadrotor controller design. In 2017 
Islam et al. [25], considered the control and dynamics of a quadrotor using Model 
Predictive Control (MPC) method. Thua and Gavrilova [26], presented the design 
of a quadrotor using L1 adaptive controller design, where the control parameters are 
analytically determined through instinctively chosen performance and robustness 
metrics established by the designer. Okyere et al. [27], provided an examination and 
overall performance of an LQR control algorithm for quadrotor. Consequently, an 
adaptive state feedback control based on Classical Multiple Model Adaptive Control 
was developed in [28]. Daniali [29], employed a Nonlinear Model Predictive Control 
(NMPC) to work out the path following issue for UAVs. A hybrid control system had 
been designed in [30] to expand the disturbances rejection ability and body jerk recital 
for a quadrotor model by exploiting an active force control (AFC). The developed 
intelligent control method incorporated a PID controller and an intelligent active 
force control (IAFC) component resulting in a robust PID-IAFC system. A robust 
observer-based nonlinear controller had been established in [31] for quadrotors with 
consideration of systems’ uncertainties and exterior disturbances. The tracking errors 
are limited by using two dissimilar nonlinear disturbance observers that had been 
constructed to manage the uncertainties in the system.
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On the other hand, many applications of extremum seeking control (ESC) have 
been well recognized, as in the followings: to create control of maximum friction 
between the tire and the road during emergency braking for Anti-lock brake systems 
(ABS) [32]. In [33], ESC had been utilized to maneuver autonomous vehicle in 
order to find a radiation source, and in [34, 35] for vehicle planar control. In a 
thermoacoustic combustion chamber, ESC had also been employed to decrease ther-
moacoustic instabilities. The ESC algorithm is used to identify the best gain and 
time delay parameters in the actuation of the process [36]. In [37], ESC is used 
to maximize the biomass production rate for a bioprocess in order to optimize the 
steady-state operation. ESC has been extensively utilized for maximum power point 
tracking (MPPT) technique; in photovoltaic systems [38] under various solar irra-
diation and temperature conditions. Also, in [39], a multivariable gradient-based 
ES design to abstract maximum power from Photovoltaic PV modules. The devel-
oped multivariable design improves the flexibility of tuning the parameters of the 
controller, and includes the effects of interactions between PV modules. It has been 
also implemented for wind energy systems to modify the angular velocity of wind 
turbines under a variety of wind speeds [40]. 

3 Mathematical Model of Quadrotor Dynamic 

Figure 1 depicts the quadrotor’s free body diagram with the coordinates. The angular 
speeds of the four electric motors control the motion of the quadrotor. The basic 
inputs of the thrust Uthrust, roll  Uroll, pitch Upitch, and yaw t Uyaw are generated by 
the combination of thrust and torque mi (i = 1, 2, 3, 4). The quadrotor is subjected 
to two reference frames: the earth-fixed frame {OE X EYE ZE} and the body-fixed 
frame {OB X BYB Z B}. These two frames can be used to control (x, y, z) location, 
attitude (pitch θ, roll  φ and yaw ψ), and the motion. 

Fig. 1 Quadrotor degrees of 
freedom. Boday and earth 
inertial frame [41]
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The mathematical model of the quadrotor system is developed based on the 
following assumptions [42, 43]: 

1. The distribution of mass of quadrotors is symmetrical. 
2. Propellers are inflexible. 
3. The thrust and drag forces generated by the quadrotor propulsion system 

(propellers-rotors) are proportionate to the square of the rotor speed. 
4. The quadrotor system does not flip in the planned flight missions, and the total 

lifting force U1 is always positive. 

Roll and Pitch angles: −  
π 
2 

< θ, φ < 
π 
2 

(1) 

Yaw angle: −  π < ψ < π (2) 

Thrust force:U1 > 0 (3)  

5. The angular movements of quadrotors are expected to be small, therefore Euler 
angles and the angular velocities time derivative are the same. 

The model of quadrotor’s six DoF dynamics can be presented as [44]: 
The inertial frame linear accelerations: 

ẍ = 
U thrust  

m

(
cψ sθ cφ + sψ sφ

) − 
ax 
m 

ẋ (4) 

ÿ = 
Uthrust  

m 
(sψsθ cφ − cψsφ) − 

ay 
m 

ẏ (5) 

z̈ = 
U thrust  

m 
(cφ cθ − gm) − 

az 

m 
ż (6) 

The Angular acceleration in body frame: 

φ̈ = 
I y y  − I zz  

I xx  
θ̇ ψ̇ + 

U pi t ch 
I xx  

(7) 

θ̈ = 
I zz  − I xx  

I y y  
φ̇ ψ̇ + 

U rol l  
I y y  

(8) 

ψ̈ = 
I xx  − I y y  

I zz  
θ̇ φ̇ + 

U yaw 
I zz  

(9) 

C = cos, S = sin, m is the system mass. 
Meanwhile, the thrust T Bi  is given by:
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T Bi  = k 
4E

i=1 

ωi 
2 = k(ω1 

2 + ω2 
2 + ω3 

2 + ω4 
2 ) (10) 

where k is the constant of friction and ωi is the angular velocity of the motors, i = 
1,4. 

The rates of roll, pitch and yaw are related to the angular velocity vector as in the 
following: 

⎡ 

⎣ 
φ̇ 
θ̇ 
ψ̇ 

⎤ 

⎦ = 

⎡ 

⎣ 
1 sφ tθ cφ tθ 
0 cφ −sφ 
0 sφ/cθ cφ/cθ 

⎤ 

⎦ 

⎡ 

⎣ 
p 
q 
r 

⎤ 

⎦ (11) 

where t = tan and p,q,r are the angular velocities. 

4 Applied Control Strategy 

As can be observed in Eqs. (4)–(9), the dynamic behavior of the quadrotor is under-
actuated and strongly coupled, since the translational motion hangs on the change of 
attitude angles. Accordingly, the control system can be divided into the outer-loop 
for translation controller and inner-loop for attitude controller that are cascaded in a 
close-loop feedback circuit, as shown in Fig. 2. 

4.1 Position Controller 

The part of control contains the control laws for positioning the quadrotor as shown 
in Fig. 3. The path command r(t), which is the state (x, y, z), as well as the output 
y(t) from the entire block, are the inputs to this system. This controller’s output is 
the attitude command, which is passed to the attitude controller.

Fig. 2 Attitude and position control loops [45] 
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Fig. 3 Block diagram of the ES-PID quadrotor-controlled system, including the position controller, 
altitude controller, and ESC 

As the system response is fed to the cost function, the performance of the system is 
will reduce to a single number. The ES algorithm adjustso1 (for position controller) 
and o2 (for attitude controller) in order to minimize the cost function. where o1 
and o2 represent two sets of gains of [K P , KI , KD] for each controller. 

The error is determined using the PID control principles, which is then used to 
optimize the quadrotor’s position controller. This controller is known as a lower-level 
controller, and it is responsible for quadrotor navigation in the x, y, and z coordinates. 
The non-Holonomic constraint subsystem uses the output from this controller to 
compute the desired rotational angles. 

4.2 Non-holonomic Constraints 

A non-holonomic system is a system with at minimal one non-holonomic constraint, 
i.e. a constraint imposed on its velocities ( f ( ̇x, ẏ, . . .  ) = 0) that cannot be integrated 
and thus transformed into a constraint forced on coordinates ( f (x, y, . . .) = 0). 
Nonholonomy’s origins can be classified into: (1) The bodies of motion that are in 
contact with one another and roll/move without slippage. (2) Moment conservation 
in a multi-body system is related to under-actuated control. 

It is assumed that there is no side slippage in the UAV model since the engine thrust 
is always aligned with the longitudinal direction of the body. Holonomic constraints 
are readily dealt with since they may be solved by integrating the constraint equation 
and then clearing one of the coordinates as a function of the others, thus lowering 
the system order and releasing the constraint. For non-holonomic constraints, such 
a technique is impossible [46].
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This part receives the output from the position subsystem and calculates the desired 
rotation angles. This subsystem’s output is subsequently supplied into the quadrotor’s 
higher-level controller for attitude stabilization. 

4.3 Attitude Controller 

For attitude stabilization and quadrotor control, it is necessary to employ effective 
control laws. The altitude command from the position controller is the controller 
input. This subsystem is made up of three sub-blocks, each of which implements an 
ES-PI-D controller using the control rules for three different angles of rotation. In 
addition to altitude, each of these sub-blocks offers a corrected value of rotational 
angles (roll, pitch, and yaw). These are the outputs of this block, which are then 
forwarded to the quadrotor dynamics block for further processing. The quadrotor 
controller is completed in this block. Following that, quadrotor dynamics are used 
to move and follow the specified path. 

On the other hand, it worth to mention here that the standard PID controller may 
cause problems. If the preferred input is a step function, the derivative output will be 
an impulsive signal, which could cause the motors to overheat and push the system 
out of the controlled region. To avoid this issue, a redesigned PI-D controller has been 
implemented. The error signal is the input signal for the integral and proportional 
lines in Fig. 4, while the derivative term is determined directly from sensor data [45]. 

In order to apply the designated controller for the quadrotor system, it is required 
to control the six single-input and single-output signals (φ, θ and ψ) (heading), in 
addition to the movement in the x, y, z directions. The implemented PI-D controller 
is applied as follows:

Fig. 4 Block diagram for PI-D controller [47] 
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u(t) = K pe(t) + Ki 

t{

0 

e(τ )dτ + Kd 
d 

dt  
φ(t) (12) 

where e denotes the error between the desired reference input and the measured 
output while φ is the state measured from the output. 

The active vertical net force Fnet can be obtained by using the Fnet = mgy 
relationship, where (m) is the quadrotor’s mass and (gy) is the vertical acceleration. 
Then, the net force can be divided into two different vertical forces: 

(1) the upward thrust force (Fthrust  ), and 
(2) the downward gravitational force (mg) so 

Fnet = Fthrust  − mg (13) 

where g is the gravity of earth. And by rearranging leads to 

Fthrust  = Fnet + mg (14) 

The desired suited thrust force, Uthrust , can be calculated by [45]: 

Uthrust  = K Pzez + KIz

{
ez − KDz żmeas + mg (15) 

where, K Pz , KIz , and Kdz  are the gains of the altitude PI-D controller, and ez is the 
error due to altitude. 

The following equations are used to calculate the control signals: 

Roll Control 

The torque Uroll  that rotates the quadrotor around the x-axis is as follows: 

Uroll  = K pφeφ + KI φ

{
eφ − KDφ φ̇meas (16) 

where: K pφ , KI φ and KDφ are the gains of the roll angle PI-D controller; eφ is roll 
angle error. 

Pitch Control 

The torque Upitch that rotates the quadrotor around the y-axis is as follows:  

Upitch = K pθ eθ + KI θ

{
eθ − KDθ θ̇meas (17) 

where: K pθ , KI θ and KDθ are the gains of the pitch angle PI-D controller; eθ is pitch 
angle error.
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Yaw Control 

The torque Uyaw that rotates the quadrotor around the z-axis is as follows:  

Uyaw = K pψeψ + KI ψ

{
eψ − KDψ ψ̇meas (18) 

where: K pψ , KI ψ and KDψ are the gains of the yaw angle PI-D controller; eψ is 
pitch angle error. 

Equations (10) and (11) can be used to compute the correct angular velocities of 
rotors ωi using PI-D values from Eqs. (15)–(18) 

⎡ 

⎢⎢ 
⎣ 

ω1 
2 

ω2 
2 

ω3 
2 

ω4 
2 

⎤ 

⎥⎥ 
⎦ = 

⎡ 

⎢⎢⎢ 
⎣ 

1 
4kt 

0 −1 
2kt L 

−1 
4b 

1 
4kt 

−1 
2kt L

0 1 
4b 

1 
4kt 

0 1 
2kt L 

−1 
4b 

1 
4kt 

1 
2kt L 

0 1 
4b 

⎤ 

⎥⎥⎥ 
⎦ 

⎡ 

⎢⎢ 
⎣ 

Uthrust  

Upitch 

Uroll  

Uyaw 

⎤ 

⎥⎥ 
⎦ (19) 

where L is the distance from the center of quadrotor to the motor, and kt is the thrust 
factor. 

As the quadrotor has 6DOF and only four actuators, it is difficult to control each of 
these DOFs directly. Therefore, the control Eqs. (15)–(18) are employed to control 4 
DOF (z, φ, θ , ψ) directly. While, the roll (φ) and pitch (θ ) angles cause the quadrotor 
moves towards the required x and y directions. Thus, the desired x and y are going to 
be applied first to resolve the desired Roll and pitch angles, and to control positions 
in x and y directions indirectly. 

In the meantime, the equations that are exploited to determine the desired roll and 
pitch angles are usually evolved in terms of favored x and y accelerations [48]. 

Define the position error as: 

Pe = Pdes  − P (20) 

where the vector Pdes  = [xdes, ydes  , zdes] is the position desired vector. 

By replacing P̈ with ¨Pdes  in Eq. (21), where P̈ = 

⎡ 

⎣ 
ẍ 
ÿ 
z̈ 

⎤ 

⎦ 

⎡ 

⎣ 
ẍ 
ÿ 
z̈ 

⎤ 

⎦ = 
R(o) 
m 

TB − 

⎡ 

⎣ 
0 
0 
g 

⎤ 

⎦ + |D 

m 
(21) 

we obtain: 

RT ( ¨Pdes  + gze
) = 

TBze 
m 

(22)
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Then we got: 

⎡ 

⎣ 
cψcθ

cψcθ
−sθ 

sφcψsθ−sφsψ cφcψ + sφsθ sψ cθ sφ 
sφsψ + cφcψsθ cψcφsθ − cψsφ cθ cφ 

⎤ 

⎦ 

⎡ 

⎣ 
ẍdes  
ÿdes  

z̈des  + g 

⎤ 

⎦ = 
1 

m 

⎡ 

⎣ 
0 
0 
TB 

⎤ 

⎦ (23) 

The following equations are acquired: 

ẍdescψcθ + ÿdescψcθ − (z̈des  + g)sθ = 0 (24)  

ẍdes(sφcψsθ−sφsψ ) + ÿdes
(
cφcψ + sφsθ sψ

) + (z̈des  + g)cθ sφ = 0 (25) 

ẍdes(sφsψ + cφcψsθ ) + ÿdes
(
cψcφsθ − cψsφ

) + (z̈des  + g)cθ cφ = 
TB 

m 
(26) 

In consequence of the fact that cθ is non-zero, divide both sides of Eq. (24) by  cθ 
and then the desired pitch attitude can be computed as: 

θdes  = tan−1

(
ẍdescψ − ÿdessψ 

z̈des  + g

)
(27) 

Equation (26) multiplied by sθ , subtracted from (Eq. (25), multiplied by cφ) yields 

1 

m 
TBsφ = ẍdessψ − ÿdescψ (28) 

Utilizing Eq. (22), the following relationship will have: 

[ 1 
m 
TBze] 

T|
1 

m 
TBze

|
= [  ¨pdes  + gze]T [ ¨Pdes  + gze] (29) 

which is equivalent to: 

ẍ2 des  + ÿ2 des  + (z̈des  + g)2 =
(
1 

m 
TB

)2 

(30) 

Combining Eq. (30) with Eq. (28) gives the roll attitude expression: 

φdes  = sin−1 

⎛ 

⎝ ẍdessψ − ÿdescψ /
ẍ2 des  + ÿdes  + (z̈des  + g)2 

⎞ 

⎠ (31) 

In regard to the earth-fixed reference frame, the non-holonomic constraints 
between the roll, pitch and yaw angles, and the linear accelerations, that related the
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objective control with the control variables are provided by Eqs. (27) and (31). The 
angles (φ, θ ) in Eqs. (27) and (31) depend on the yaw angle and on the movements 
along (x, y) axes with their dynamics. 

where yaw is the desired yaw attitude ψ = 0, the zero value constraints the net 
aerodynamic torque, and thus the angular acceleration about the yaw axis, and make 
it equal exactly zero. 

Thus, for the preferred acceleration through preferred x, y, and z directions, the 
following equations have been used [46]: 

ẍdes  = 
K Pxex + KIx

{
ex − KDx ẋmeas 

m 
(32) 

ÿdes  = 
K Pyey + KIy

{
ey − KDy ẏmeas 

m 
(33) 

z̈des  = 
K Pzez + KIz

{
ez − KDz żmeas 

m 
(34) 

A translational movement in (x, y, and z) directions as well as rotation over (roll, 
pitch, and yaw) axes has been accomplished by controlling the velocity and, as a 
result, the thrust of each rotor. Because the quadrotors are under-actuated, signif-
icant coupling between rotary and translational movements occurs. Consequently, 
controlling the quadrotor’s trajectory tracking or position is a difficult challenge. 

5 Extremum Seeking (ES) Control 

Extremum Seeking (ES) is a highly effective real-time optimization technique. 
Although the first ES-based power transmission mechanism was invented in 1922 
[49], understanding the behavior of ES plants from a system theory perspective often 
necessitates the use of modern technologies. The study [50] in 2000 provided the 
first rigorous stability analysis of extremum searching, shedding new light on ES 
through the use of averaging theory. 

Different kinds of extremum searching algorithms [51] extensions to discrete 
time [52], and semi-global stability results [53] have all been developed since then. 
Numerous applications, such as engine calibration [54], drag reduction [55], and 
plasma management in tokamaks [56, 57], have lately been proposed as a result of 
these theoretical discoveries. 

Extremum searching is a non-model based, real-time optimization approach that 
develops a gradient estimate using zero-mean perturbations. The state variable is 
then shifted closer to the extremum using the gradient estimate. Some applications, 
as tracking can benefit from the predictability associated with periodic perturbations, 
e.g. a vehicle is navigated by a periodic extremum seeking algorithm, so it can 
become a predictable target. Meanwhile biological systems, as bacterial chemotaxis, 
are rarely use periodicity in locating optima. Furthermore, if the system is complex,



Extremum Seeking Based PID Control of Quadrotor System 621

the orthogonality prerequisites for the members of the periodic perturbation vector 
can be difficult to meet. Thus, exploring the application of stochastic perturbations 
inside the ES architecture is valuable. 

5.1 Auto-Tuning of PI-D Controller Based on Extremum 
Seeking Algorithm 

ES minimizes a cost function that measures the PI-D controller’s performance, iter-
atively altering the cost function’s arguments (the PI-D parameters) until the output 

hits a minimizer of J
(−→

ϑ
)
, which is not necessarily a global point. ES is used to 

adjust a controller’s PI-D parameters in order to optimize the response map in the 
smallest period of time. Even though it can be utilized with a typical PI-D controller, 
the derivative term affects the measured output of the plant and does not affect the 
reference signal. Because the derivative output will be an impulse signal when the 
input is a step signal, so, it keeps the system in the controlled region because it 
prevents motors reaching to saturation mode. 

The cost function is derived based on error signal of the closed-loop system. It 
is usually used by ES algorithm to improve the controller parameters. The input 
of cost function is modified frequently by a non-model-based strategy of the ES 
algorithm until the output of cost function reaches maximum or local minimum. ES 
algorithm perform these requirements by disturbing the input variables of system 
to create an online estimation of the output gradient as a function of inputs. Then, 
these gradient data are used to frequently change the input parameters toward the 
output’s minimum [58]. 

The cost function J
(−→

ϑ
)
that is used to measure the efficiency of a given PI-D 

controller, is rated during the application of the ES-PI-D tuning experiment. The 
integral square error (ISE) cost function is used in this study [59]: 

J
(−→

ϑ
)

= 1 

t f − t0 

t f{

t0 

e(t, −→ϑ )  
2 
dt (35) 

where the error e
(
t, −→ϑ

)
= r (t) − y(t, ϑ)  represents the difference between the 

reference signal and the output signal that belongs to the closed-loop system and 
includes the effect of PI-D parameters. The error is taken into account by the cost 

function J
(−→

ϑ
)
described in Eq. (35) across the time span [t0, t f ]. 

By choosing t0 to reach the moment T peak at which the closed-loop system’s step 

response hits the first peak, the cost function J
(−→

ϑ
)
effectively sets zero weighting 

on the initial transient component of the response. As a result, the controller is
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Fig. 5 The block diagram of the applied ES-PID Quadrotor controlled system 

configured to reduce error beyond Tpeak while ignoring initial transient restrictions. 
For the simulations, t f was set to the simulation duration. 

The PI-D controller is built depending on Eq. 12, where K , Ti , and Td are given 
by: 

−→
ϑ /\ [K P , KI , KD]T (36) 

Figure 5 shows the performed closed-loop controlled system and the controller is 
parameterized as [60] 

Cr (s) = K
(
1 + 

1 

Ti1s

)
(37) 

Cy(s) = K
(
1 + 

1 

Ti2s 
+ Tds

)
(38) 

where r is the reference signal, y is the output signal and u, is the control signal. The 
y-signal is regulated to the r signal by the 2DOF controller, Cr and Cy . 

The implementation of the extremum seeking algorithm can be described as 
follows [60]: 

ζ (6) = −hζ (6 − 1) + J
(−→

ϑ (6 − 1)
)

(39) 

ϑ
/\

i (6 + 1) = ϑ
/\

i (6) − γi αi cos(ωi 6)[J
(−→

ϑ (6)
)

− (1 + h)ζ (6)] (40) 

where ζ (6) it is a scalar, i is the subscript of ith  entry of a relevant vector, αi is the 
perturbation amplitude while 6 is the iteration number and γi is the adaptation gain. 
The input parameters ϑ

/\

i (6) are perturbed by the signal αi cos(ωi 6). The output from
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the cost function J
(−→

ϑ (6)
)
is filtered by high pass filter, demodulated, and then, 

filtered by low-pass filter to get new input parameters. 
The values of α affect the Convergence and stability of the system. This, in turn, 

affects cost function J
(−→

ϑ
)
shape to reach the minimum. The modulation frequency 

ωi is selected in a way that ωi = ai π , where a must be rational, by satisfies 0 < 
a < 1 to guarantee Nyquist criterion satisfied. Moreover, the high-pass filter (HPF) 
(z − 1)/(z + h) is designed with 0 < h < 1 with a cut-off frequency lower than the 
modulation frequency ωi . 

The PI-D controller parameters ϑ (k) are updated by ES algorithm while mini-

mizing the cost function J
(−→

ϑ
)
. The ES algorithm utilizes the cost function value 

J
(−→

ϑ (6)
)
so that the new controller parameter 

−→
ϑ (6) is calculated. The structure of 

proposed PID control system consists of 2DOF controllers for each parameter (x, y, 
z, roll, pitch, and yaw) in both feedback and feedforward at the reference signal, as 
shown in Fig. 5. 

5.2 Stability Analysis 

Extremum seeking control was subjected to some early stability analyses, such as 
in [61]. In [50], the first significant study of ESC stability analysis for generalized 
non-linear dynamics was reported, and it will be briefly described in the following 
form: 

ẋ = f (x, u) (41) 

y = h(x) (42) 

it is assumed that there is a smooth control law: 

u = α(x, ϑ) (43) 

The control law u can be described as a function of ϑ , where it can be assumed 
to act just like a static state feedback law. Consequently, Eq. (41) can be written as: 

ẋ = f (x, α(x, ϑ)) (44) 

and is parametrized by ϑ . 
The following assumptions are made about the existence and stability of an 

equilibrium point [50]: 

Assumption 1 There exists a smooth function l: R → Rm such that.
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f (x, α(x, ϑ)) = 0 if and only ifx = l(ϑ) (45) 

Assumption 2 For each ϑ ∈ R, the equilibrium x = l(ϑ) of the system ẋ = 
f (x, α(x, ϑ))  is locally exponentially stable with decay and overshoot constants 
uniform in ϑ . 

The function composition (h ◦ l)(ϑ) = h(l(ϑ)) represents the system’s steady-state 
static map and is the subject of this assumption, which is required for the static map 
to have a maximum. 

Assumption 3 There exists ϑ∗ ∈ R such that: 

∂ 
∂ϑ 

(h ◦ l)(ϑ∗) = 0 (46) 

∂2 

∂ϑ2 (h ◦ l)
(
ϑ∗) < 0 (47) 

The standard Band Pass Filter (BPF) filter technique is known to be locally stable 
under these assumptions, with a minimal perturbation signal frequency, pertur-
bation signal amplitude, and integrator gain (i.e., exponentially converges to the 
neighborhood of the optimal point). 

The equilibrium point for the system in Eq. (41) is computed, and the Jacobian of 
the reduced system is determined to be Hurwitz at the equilibrium. This indicates that 
the reduced system is locally stable (exponentially converges to the neighborhood 
of the optimal point). 

The boundary layer model is then subjected to a singular perturbation, and expo-
nential convergence will be obtained. Then, by using Lyapunov’s Theorem [62], 
overall system stability can be determined by combining the reduced system’s 
stability with the system’s boundary layer stability. That will only guarantee the 
system convergence to near the optimum if it is begun in a sufficiently small neigh-
borhood of it and the region of attraction is unknown. Furthermore, it does not 
guarantee that the maximum of the static map is unique; it just assures that there 
is a ϑ∗, which signifies a maximum. Accordingly, the next critical step in the ESC 
stability investigation is considered, where the first non-local stability analysis of 
extremum seeking control for the traditional BPF method, as well as various ESC 
variations like without pass filters and without a high pass filter, have been examined 
[63]. Accordingly, an additional assumption is introduced to ensure the maximum 
of the static map at ϑ∗. 

Assumption 4 There exists ϑ∗ ∈ R such that: 

∂ 
∂ϑ 

(h ◦ l)(ϑ∗) = 0, 
∂2 

∂θ 2 
(h ◦ l)

(
ϑ∗) < 0 (48)
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∂ 
∂ϑ 

(h ◦ l)
(
ϑ∗ + ϑ/\

)
< 0∀ϑ/\ /= 0 (49) 

It’s worth noting that Eq. (49) is an important condition for the unique maximum 
and one crucial point ( ∂ 

∂ϑ (h ◦ l)(ϑ∗) = 0 only when ϑ = ϑ∗). 

6 Particle Swarm Optimization Algorithm 

Particle Swarm Optimization (PSO) incorporates aspects inspired by natural swarm 
social behavior and linkages with evolutionary computation. PSO has been widely 
used in difficult optimization domains and is a popular area of research, providing 
an alternative to more established evolutionary computation approaches that can be 
used in many applications. It is an offline population that is based on the artificial 
intelligence (AI) optimization technique that Kennedy and R. Eberhart first proposed 
[64]. It is a heuristic approach that can be used to solve nonlinear and noncontiguous 
problems with continuous variables. To perform optimization, the algorithm was 
simplified and observed. The PSO algorithm is capable of searching a huge variety 
of available solutions. Metaheuristics like PSO, on the other hand, do not guarantee 
that the best solution will be identified. 

The particles fly in a multidimensional search space of a problem in the PSO 
algorithm, starting with a random value to start the population. Every particle, based 
on its own experience, evaluates the cost function at its current position (x) to identify 
the optimum position (Pbest), after which the particle can estimate its velocity (V) 
using the search space. The global best solution (Gbest) for each generation will be 
discovered by modifying the flying experience of each particle about surrounding 
particles [65] . After all, particles have been transferred, the new iteration begins. 

The position and velocity of a particle are computed as follows: 

xq+1 = xq + 6 ∗ V q+1 q = 1, 2, . . .  n (50) 

V q+1 = wP ∗ V q + c1 ∗ rand  ∗ (
Pbest − xq

) + c2 ∗ rand  ∗ (
Gbest − xq

)
(51) 

where xq , xq+1, V q and V q+1: are respectively the current position, modified posi-
tion, current velocity, and modified velocity. c1, c2, rand, wP , Pbest , Gbest and 6: 
are respectively two positive constants, randomly generated numbers within [0,1] 
range, inertia weight, particle best-known position, swarm best-known position and 
constant equals 1 which make the addition possible between position and velocity. 

The Algorithm 

1. Within the search space, input the starting random velocities and locations of the 
population array particles in D-dimensions. 

2. Begin looping.
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3. For each particle, determine the needed cost function. 
4. Update the particle cost analysis. If the current value is greater than the previous 

one, it is kept; otherwise, it is moved on. 
5. Using the P for each particle and the overall generation, determine the best success 

inside the search space. 
6. Based on Eqs. (52) and (53), update the velocity and position of the particle. 

I SE  = 
∞{

0 

e(t)2 dt (52) 

I T  SE  = 
∞{

0 

te(t)2 dt (53) 

7. In case the criterion is met (which is either sufficiently good fitness or reaches a 
maximum number of iterations), then exit the loop. Otherwise go to step 2. 

8. End loop. 

7 Simulation Results 

The simulation of the proposed approach to control the quadrotor and tune the PI-D 
controller as well as the obtained results will be presented in this Section. MATLAB/ 
Simulink has been implemented for this purpose. 

By using the quadrotor dynamics as described in Eqs. (4, 5, 6, 27 and 31), a 
Simulink model has been developed, as shown in Fig. 6, to simulate the attitude 
stabilization and position tracking of a quadrotor using different paths. In addition 
to utilizing ES to auto-tuning the PID parameters. In the followings, each block will 
be described. 

Fig. 6 Developed control system model for the quadrotor using Simulink
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Fig. 7 Position control subsystem of x-axis 

7.1 Position Control 

The “position controller” subsystem presents the control law (U1), as described in 
Eq. (13). The inputs of this block are the state inputs and path command for three 
axes (x, y, z), and the outputs are the altitude command that is then fed to the attitude 
controller. Figure 7 shows the entire position control for x-axis. Similarly, the subsys-
tems for (y and z) axes are developed. It can be seen that the controller computes the 
feedback error by using Eq. (10). 

These PI-D control laws, are used to improve the quadrotor position controller, 
and they are considered as the lower-level of control, that is utilized for steering of 
the quadrotor in x, y, and z axes. The controller output is then returned back into the 
non-Holonomic constraint subsystem to compute the desired rotational angles. 

7.2 Non-Holonomic Constraint 

The second block of Fig. 7 is the “Non-Holonomic Constraint” subsystem that imple-
ments the position output and computes the desired rotation angles. The subsystem is 
built by using Eqs. (27) and (31). The controller output is then input to the higher-level 
controller for quadrotor attitude stabilization. 

Attitude controller 

The third subsystem is the “attitude controller” which implements the remaining 
control laws for stabilization of the attitude. The subsystem consists of three sub-
blocks, for three angles of rotation, each subsystem implements an ES-PI-D controller 
Eqs. (27) and (31). Each of these blocks generates an adjusted value of roll, pitch, 
and yaw, as well as altitude. All these values represented the controller outputs that 
are sent to the quadrotor dynamics subsystem for further processing. Figure 8 shows
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the roll angle with ES-PID controller. The subsystems for (pitch and yaw) angles are 
analogous to the subsystem of the roll-angle, so its diagram has been crossed. 

The main quadrotors’ parameters that are utilized in the simulation environment 
are presented in Table 1. While the selecting parameters for ES tuning described in 
Table 2. 

All simulations have used the values of (10, 13, and 6) m as the desired posi-
tion for x, y, and z coordinates. The quadrotor was driven to the desired location 
using the previously discussed PI-D controller, and the controller’s driving error and

e² ʃ e² ES 
J(ϑ ) 

Kp 

Ki 

Kd 

+Phi 
Desired 

Phi

-

PI 
Controller 

PID 
Controller 

U2 

mass 

Fig. 8 Attitude Control Subsystem for 2DOF controller with ES of roll angle 

Table 1 The quadrotor 
simulation parameters 

Name of parameter Value and unit 

Time of simulation 20 s 

Mass (m) 0.8 kg 

Gravity (g) 9.81(m/s2) 

Length of the rods (L) 0.25 m 

Propellers drag coefficient (b) 3.13 ∗ 10−5 

Inertia matrix (I) [5 ∗ 10−35 ∗ 10−310 ∗ 10−3] 

Table 2 The ES-PID control 
parameters [66] 

Name of parameter Value and unit 

Adaptation gain (γi ) [2 1 2] 

Perturbation amplitude (αi ) [0.4 0.001 0.58] 

[to  t  f  ] [020]s 

Modulation frequency (ωi ) [aπa2πa3π ] 
Scalar (a) 0.009 
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response time were compared. Additionally, disturbance and uncertainty, two turbu-
lence elements that might impact the behavior of quadrotors (or most systems), have 
been taken into account. 

Firstly, the improvement of the PI-D controller has been investigated when 
combined with ES. Three cases have been taken into consideration. These are: 
displacement results, disturbance rejection performance, and effect of the system 
uncertainty. 

7.3 Displacement Simulation Results 

The quadrotor displacement has been simulated and comparison has been established 
between the results using only PI-D controllers and that with ES-PI-D controllers. 
The results are shown in Figs. 9, 10 and 11. 

a) Step response using PI-D and ES-

PI-D controllers 

b) The reduction of cost function (J (ϑ)) 

with time 

c) ES auto tuned parameters for PI-D Controller 

Fig. 9 Quadrotor displacement in the x-axis using PI-D and ES-PI-D controllers
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a) Step response using PI-D and ES-

PI-D controllers 

b) The reduction of cost function 

ϑ with time 

Fig. 10 Quadrotor displacement in the y-axis using PI-D and ES-PI-D controllers 

a) Step response using PI-D and ES-

PI-D controller  
b) The reduction of cost function 

  ϑ   with time 

Fig. 11 Quadrotor displacement in the z-axis using PI-D and ES-PI-D controllers 

As can be noticed in Figs. 9a, 10a and 11a, each of the implemented controllers 
steer the quadrotor from initial position x, y, z = [0, 0, 0] to the target of [6, 10, 13]. 
Nevertheless, the application of the ES-PI-D controller can provide more accurate 
results than using only PI-D controller. In addition, the ES-PI-D control is uniformly 
raised until reaching the final steady state, which is about 10.05 m (i.e., steady state 
error equals to 0.05 m) within 9 s, whereas the results when using PI-D controller is 
more varying and takes about 12 s to reach steady state of 10.08 m (i.e., steady state 
error about 0.08 m). Consequently, Figs. 9b, 10b and 11b show that the controller 
didn’t achieve a minimum cost function. This is an inherent drawback of ES, the
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algorithm never achieves the true global optimum. Figure 12c, illustrates the tuning 
and correction of the parameters (K p, Ki , Kd ) of the PI-D controllers via ES until 
reaching steady state conditions.

According to Fig. 12a, that shows the ES-PI-D control’s reaction, the angle of roll 
oscillates consistently for around 4.7 s before becoming stable at the desired angle. 
The pitch angle is oscillating until it stabilizes at the appropriate angle, which takes 
around 4.6 s, according to Fig. 12b. Figure 12c also shows that the psi angle remains 
at zero after a brief amount of time, roughly 0.2 s. The control signals in Fig. 13a–d 
have responses that are not at all consistent with the behaviours of the parameter.

Similarly, Fig. 14 shows the results when using sinusoidal reference signals for 
the x, y and z directions. It can be seen that by using both of the controllers the 
quadrotor tracks the desired position of (sin2t). However, it can be noticed that 
ES-PI-D controlled quadrotor performs more accurately than when using only PI-
D control. Accordingly, the ES-PI-D controller has better angle tracking capability 
than a traditional PI-D controller. The ES-PI-D displays higher oscillation inhibition, 
less tracking error, and more significant anticipated angle tracking performance, 
demonstrating improved resilience and stability. While, in Fig. 15, it is clear how the 
control signal is changing with response for the desired displacements.

7.4 Disturbance Rejection Performance of the Controllers 

The robustness of the proposed control approach is tested in this part against a sudden 
disturbance effect at time 10 s. The test includes applying both PI-D and ES PI-D 
controllers. The results are presented in Fig. 16.

From the simulation results in Fig. 16, it can be seen that the influence of distur-
bance starts from the 10th second. Each of the controllers has overcome the distur-
bance effect and drives the quadrotor to target. Meanwhile, it can be seen that ES-
PI-D is faster than PI-D in attenuating the disturbance effects, as in Fig. 17a, b. In 
Fig. 17c, both of the ES-PI-D and the PI-D controlled systems are starting to elim-
inate the disturbance effect from about 10th second and reach the desired value in 
the 17th second. It can be summarized that the ES-PI-D controller performs better 
in disturbance rejection than PI-D only controller.

7.5 Robustness Against system’s Uncertainties 

Uncertainty is a challenging issue to the design of a robust controller for a system, 
especially when there is a limited information on the type and features of the possible 
uncertainties. For the system under study, the mass can be considered as a combina-
tion of a nominal value and a certain amount of uncertainty. Accordingly, a signifi-
cantly large values of variations within (20-90%) of the nominal value of the 0.8 kg
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(a) 

(b) 

(c)  

Fig. 12 Simulation results for a quadrotor rotation for ES-PI-D control. (a) φ, (b)  θ , (c)  ψ
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(a) U1 (b) U2 

(c) U3 (d) U4 

Fig. 13 The simulated control signals

mass has been considered here. The results shown in Fig. 17 illustrates the effects of 
including the uncertainties while applying the previously designed PI-D and ES-PI-D 
controllers. 

It can be clearly shown from Fig. 17 that both of controllers can derive the 
quadrotor to the desired position. Nevertheless, it is clear that ES- PI-D controller 
provides better performance as compared with ordinary PI-D controller. Table 3 
presents a description of the main differences between PI-D, and the ES-PI-D 
controller in terms of steady-State error Ess and settling time Ts.

7.6 PID tuning using PSO 

A comparison of the proposed ES method with that utilizing PSO algorithm for auto-
tuning PID controller is made by using the same quadcopter system. The simulation 
results are shown in Fig. 18.

As can be seen from Fig. 18, the PID-PSO model is also successfully tuned (K p, 
Ki , Kd ) of PI-D controller, but the simulation takes a longer time to reach steady state 
performance, where it took 8.25 s in the x-direction, about 10 s in y and z-direction. 
Nevertheless, although the PSO algorithm has the power to make auto-tune for PID 
controller parameters, it has a slow rate of convergence to the optimal solution with
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Fig. 14 The resulted 
performance of the quadrotor 
using PI-D and ES-PI-D 
controllers; a x displacement 
b y displacement c z 
displacement

(a) The resulted x displacement 

(b) The resulted y displacement 

(c) The resulted z displacement 
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Fig. 15 The control signals U2 and U3

a) The resulted x displacement b) The resulted y displacement 

c) The resulted z displacement 

Fig. 16 Simulation Results of the Quadrotor Controlled System Under Disturbance Effects, Using 
PI-D and ES-PI-D controllers
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a) The resulted x displacement b) The resulted y displacement 

c) The resulted z displacement 

Fig. 17 The performance of the Quadrotor in presence of uncertainty in the mass, under PI-D and 
ES-PI-D controllers: a x-axis, b y-axis, c z-axis

Table 3 Comparison in presence of parameter uncertainty between the ES-PI-D and PI-D 
controllers 

PI-D ES-PI-D 

Ess (m) Ts (s) Ess (m) Ts (s) 

x 0.06 8 0.02 7 

y 0.02 8 0.02 7 

z 0.2 10 0.02 7

offline tuning as compared with the ES algorithm that can effectively optimize the 
parameters online. 

Table 4 illustrates the differences between the three applied controllers; PI-D, PID-
PSO, and the ES PI-D, in terms of overshoot, steady state error, and settling time.
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Fig. 18 Simulation results 
for quadrotor displacement 
auto-tuned by PSO algorithm 
in a x-direction, b 
y-direction, and c z-direction

(a) 

(b) 

(c) 
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Table 4 The Comparison of the slandered results and disturbance rejection results between PI-D, 
PID-PSO, and ES-PI-D 

Normal operation Operation in presence of 
disturban 

x y z x y z 

PI-D Overshoot value (m) 0 0.2 0.7 0.2 0.2 0.6 

SteadyState error(m) 0.08 0.1 0.02 0.06 0.06 0.02 

Setting time(s) 12 11 16 11 10 18 

PID-PSO Overshoot value (m) 0 0.2 0.6 0.1 0.1 0.4 

SteadyState error(m) 0.08 0.09 0.02 0.06 0.06 0.02 

Settling time (s) 12 11 15 9 9.2 16 

ES-PI-D Overshoot value (m) 0 0 0 0 0 0 

SteadyState error(m) 0.05 0.05 0.02 0.02 0.02 0.02 

Settling time(s) 9 9 10 7.6 7.6 12 

It can be clearly noticed the effect of using the ES in improving the performance of 
the quadrotor-controlled system. 

8 Conclusion 

In this chapter, the design of a stable quadrotor control system has been presented, 
where the parameters of PI-D controller can be tuned in real-time operation via 
ES optimization algorithm. Stability, robustness, and improved performance have 
been observed. The simulation results showed that the developed ES-PI-D controller 
is considerably more effective than only PI-D controller at transient and steady-
state performance, even in presence of uncertainty and disturbances. This is due 
to the effect of the ES cost function that is related to the square error. where, faster 
reduction of total error can be achieved. As a comparison with the implementation of 
another efficient optimization algorithm, PSO algorithm has been utilized to tune PID 
controller as well. It has been shown that ES approach has achieved better stability and 
performance results as compared with PSO method. Further study will investigate 
including constraints in the ES optimization problem. In addition, another nonlinear 
controller as the sliding mode controller will be combined with the ES algorithm to 
further improve the performance and stability of the controlled system.
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Wireless Sensor Network for Robot 
Navigation 

Ekhlas Kadum Hamza, Kawther Dawood Salman, and Shahad Nafea Jaafar 

Abstract In smart factories and industrial automation, mobile robots were majorly 
used. Various mobile robot types collaborate in the workplace to execute various 
difficult tasks. In addition, Wireless Sensor Networks (WSNs) offer a virtual layer 
through which computational systems could access information regarding the phys-
ical world. Also, mobile robots have long played an important part in WSNs, and 
great research efforts were gone into figuring out how to use them to improve system 
performance over the last few decades. Depending on the tasks which mobile robots 
do in WSNs, they are categorized into 3 categories: Collection, in which mobile 
robots gather the data from sensor nodes; Delivery, in which mobile robots send 
things like energy to the sensor nodes; and Combination, in which the mobile robots 
gather and deliver at the same time. In this work, we’ll look at a few major ideas 
for dealing with problems by integrating approaches from other fields. The study 
introduces a wireless network paradigm for data exchange between nodes of the 
mobile robot. It can be utilized for applications such as control and monitoring. 
Communication hardware and sensors are installed in each one of the nodes. Nodes 
are collecting data from the sensors and relay it to a central server. Which could 
be a host computer that was connected to a cloud network. It’s called a WSN. The 
primary aim is to discover a solution for reducing robot node computation power 
and energy consumption. 
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1 Introduction 

Smart technologies are critical for long-term economic growth. They turn offices, 
residences, cities, and even factories into self-contained, autonomous systems 
without the need for human involvement [1, 2]. When wireless sensors and actu-
ators, the latest technological developments (large random-access memory chips, 
high-power processors, grid computing, and digital signal processing) are combined 
to open the door to a new generation of inexpensive actuators and sensors capable of 
high-grade temporal and spatial resolution. The world’s economy is being boosted 
by the latest automation trends and the expanding use of modern technologies [3, 4]. 

WSNs, which often offer significant field coverage, are becoming common for 
applications like precision agriculture, area monitoring, and wildlife conservation. 
Also, WSNs could be quickly deployed to handle unforeseen circumstances like 
man-made or natural disasters. WSNs are an interesting addition to mobile robots. 
Mobile robotics and WSNs have been combined for various uses. By providing 
mobile robots with environmental data, a WSN could increase their sensory capabil-
ities. The mobile robots could use such information for a variety of tasks, including 
navigation, mapping, localization, and mission planning. Additionally, mobile robots 
might improve WSN applications by setting up, swapping out, and collecting data 
from sensor nodes, offering sensor node locations, and offering gateway services to 
sensor networks. 

In such modernization, the WSN and the Internet of Things (IoT) play critical roles 
[5, 6]. IoT is an area of engineering that focuses on providing thousands of minia-
ture, physically connected objects that can work together for achieving a common 
purpose. Because of the widespread use of such small networked devices, the Internet 
of Things has gained a lot of traction. These are intelligent yet simple devices that 
could communicate and sense wirelessly [7, 8]. As depicted in (Fig. 1), a WSN may 
be defined as a set of sensor and routing nodes that can be used in the environ-
ment to anticipate physical factors like temperature, wind, and various others. Those 
networks take data from small nodes, process it, and after that send it to operators. 
Sensor networks have been utilized in a range of control systems, such as home 
automation, environmental monitoring, biological and chemical assault detections, 
smart grid deployments, surveillance, and much more, as shown in (Fig. 2). Data 
collecting, catastrophe avoidance, offshore exploration, pollution monitoring, and 
tactical surveillance are all areas [9] where WSN plays an important part in the oil 
industry and aquaculture [10, 11].

WSNs are frequently used in remote areas in which human involvement for post-
deployment maintenance isn’t possible. As a result, attempts are being conducted to 
improve their durability and effectiveness [12]. Various obstacles to WSN deploy-
ment exist, including long-distance deployment and power consumption. Those limi-
tations are no longer barriers to large-scale remote deployments because of appli-
cations developed and automation trends. WSN uses a star topology to reduce the 
possibility of network failure through the connection of all of the systems to one 
central node. Ad-hoc networks, on the other hand, have a mesh topology with every
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Fig. 1 Architecture of WSN 

Fig. 2 Application of WSN
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one of the nodes being human-driven [13–15]. WSN applications, at the same time, 
make daily life more comfortable and easier, like healthcare applications that increase 
longevity and health. In addition to WSN, the Internet of Things has played a signif-
icant role in human life. The digital age and IoT are critical in reducing physical 
and social obstacles and presenting individuals with mobility and ease, leading to 
enhanced and equitable opportunities and information access [16–18]. As demon-
strated in (Fig. 2), IoT has various applications in climate, agribusiness, education, 
clinical care, finance, and transportation. 

One of the Robot Sensor Network applications in health care is the remote moni-
toring of physiological data. Inside a hospital, doctors and patients are monitored 
and tracked, along with pharmaceutical administration and assistance to the elderly. 
The two domains that have led to the merging of Mobile (Tele-) Robotics and WSNs 
are robotics and wireless sensor networks (WSNs). Researchers of WSNs began 
exploring ways to make the network’s energy use more effective while also doing 
certain additional tasks in the monitored field. WSN researchers have therefore exam-
ined including static actuators and/or mobile robots in the network [18]. This path 
arose from the requirement for more resource-rich nodes to fulfill a variety of func-
tions while extending the WSN’s lifetime. Robotics researchers, have shifted their 
focus from single-robot applications to multi-robot applications, and are looking for 
approaches for the efficient coordination of several robots while also increasing their 
knowledge of this area. As a result, researchers in the area of robotics had consid-
ered incorporating networking and multi-media sensing abilities into mobile robots, 
resulting in the creation of Network Robot Systems (NRIs). This line of inquiry 
investigated the placement of stationary sensors as well in the area so that mobile 
robots could interface with them and get extra-sensory data about their surroundings. 
Despite their initial differences, those two paths finally converged to create a system 
that integrates WSN and NRS in addition to human users for teleoperation activities 
[15]. As in Wireless Sensor and Actuator/Actuator Networks (WSAN), this model 
could be generalized to incorporate static actuators. The interactions among sensors, 
base stations, and mobile robots, on the other hand, must be kept to a minimum 
to reduce the level of interaction complexity. One of the major issues in WSRNT 
is coordinating decision-making among various components of such a complex 
system. The Decision-making process could be classified into 3 classes: teleopera-
tion, hybrid and autonomous. Autonomous decision-making represents a distributed 
method that relies on the networks to determine which robots will be responding 
to which sensor requests. Since a human operator controls the robot’s behavior, 
teleoperation decision-making is a more centralized technique. Instead of passively 
monitoring the environment, teleoperation allows operators to interact with it [10]. 
The hybrid technique aims to efficiently combine autonomous decision-making. 

Interest in mobile robots has increased recently. Generally speaking, such robots 
are finding more and more uses. It is a difficult and occasionally risky task for 
humans. Examples of this include radiation following nuclear power plant failure, 
air monitoring, and widespread land pollution. Multiple measurements must be taken 
in various areas for getting a precise map of the level of pollution. This task is carried
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out over a long period, which implies that the findings may not reflect the true value 
in the event of extremely dynamic processes like the spread of contaminations or 
radioactive particles in the air. Utilizing networked mobile robots with sensors for 
data collecting is the solution to this issue. The flying or mobile robots could be 
arranged in a grid-like pattern. Large (and various) areas could be covered in this 
way. The cost of implementation is one of the key elements in developing this system. 
Low-power, small mobile robots that are controlled by a primary robot should be 
used to accomplish this. The most computationally intensive tasks are carried out 
on the cloud. This gives someone network access to robotic resources. Particularly 
presenting a model for robot communications within the platform. The study provides 
a WSN extension for establishing communications between the platform server and 
the robot over IEEE 802.15.4, rather than IEEE 802.11 (Wi-Fi). It’s concentrated 
on networked sensor development and configuration regarding robot control and 
monitoring. A survey of several works reveals a range of communication protocols 
and networks. The majority of attempts are concentrated on issues with network 
delay, packet loss, and address channel limits associated with packet rates. It might 
be inferred that there is still no perfect solution. 

1.1 The Robotic Map Problem 

The challenge with robotic mapping is building a spatial model of the robot’s 
surroundings. Robots frequently utilize maps for navigation [7]. 

Robots need sensors to be able to perceive the outside world to obtain a map. 
For this purpose, sensors including cameras, range finders using sonar, laser, and 
IR technologies, radar, touch sensors, GPS, and compasses are frequently used. 
All of such sensors, on the other hand, are prone to mistakes, which is sometimes 
referred to as measurement noise. More crucially, most robot sensors have strict range 
restrictions. For instance, light and sound can’t pass through the walls. Due to such 
range restrictions, a robot must navigate its surroundings for creating a map. When 
constructing maps, the motion instructions (controls) used throughout environment 
exploration provide crucial information regarding the locations where various sensor 
data were gathered. Controls by themselves are not sufficient to establish a robot’s 
pose (orientation and location from its environment’s point of view) because robot 
mobility is also susceptible to errors. 

The high dimensionality of the entities which are being mapped presents a chal-
lenging component of the robot mapping problem. Consider how many numbers it 
might take for describing an environment similar to home for the reader to grasp the 
problem’s multidimensionality. A few dozen numbers can be sufficient if one limits 
oneself to the description of significant topological structures like doors, rooms, 
corridors, and intersections. As a standard depiction of robotic maps, a thorough 2D 
floor layout sometimes calls for thousands of integers. Yet, it might be simple to 
need millions of numbers to create a detailed D visual map of a building (or of the
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ocean floor). Each of these figures can be viewed from a statistical perspective as 
a dimension of the underlying estimate problem. As a result, the mapping problem 
may have a very high dimension. 

The correspondence problem, sometimes referred to as the data association 
problem, is the third and maybe most challenging problem with robotic mapping. 
Also, the correspondence problem is the challenge of establishing whether sensor 
readings made at various times in the past correspond to the same real-world phys-
ical object. where a robot is attempting to map a large cyclic environment. The robot 
must determine its location on the map it had previously constructed before ending 
the cycle. This problem is made more difficult by the possibility that the robot’s 
accumulated pose error will be unboundedly large at cycle closing. Due to the expo-
nential growth of potential hypotheses over time, the correspondence problem is 
challenging. After a lengthy period during which the correspondence problem was 
mostly overlooked by the robot mapping community, the majority of scientific work 
on the problem has occurred in the last five years. 

The environment changes with time. A few changes might occur gradually, such 
as how a tree’s look varies with the seasons or the structural modifications that most 
office buildings experience over time. Others, like changing the door’s state or finding 
furniture pieces, such as chairs, are quicker. The movement of other environmental 
agents like people or cars could occur even more quickly. The dynamic nature of robot 
settings poses a significant challenge since it gives another explanation for sensor 
results that appear to be inconsistent. To see, picture a robot standing in front of a 
door that was formerly open but is now closed. Two possibilities can account for such 
a finding: either the robot is not where it thinks it is, or the door status has changed. 
Unfortunately, very few mapping algorithms are capable of learning accurate maps 
of dynamic environments. The dominant paradigm is based on the premise that the 
world is static and that the robot is the only time-variant variable (and everything 
else that moves is just noise). As a result, the majority of approaches are only used 
within brief time frames when the surrounding settings are static. Robots having 
to choose their way while mapping presents a fifth and final challenge. Robotic 
exploration is the term used to describe the process of causing a robot to move 
to create a map. While completely described settings have optimal robot motion 
reasonably well established, exploring robots must deal with incomplete and partial 
models. Any effective exploration approach must therefore be able to account for 
potential surprises and eventualities that could happen throughout map acquisition. 
Because of this, exploration is a difficult planning problem that is frequently tackled 
using simple heuristics. The predicted gain in map information, the energy and time 
required to obtain such information, the potential loss of pose information along 
the way, and other factors must all be traded off when deciding where to proceed. 
Another requirement that excludes many present methods is that the underlying map 
estimating technology should be able to produce maps in real time.
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1.2 Objective of Chapter 

Robotics in WSNs can be utilized for solving problems as well as increasing perfor-
mance, including data mulling, node distribution, sensor failure response, and data 
aggregation. Nodes attached to mobile robots are often utilized to help investigate 
the impacts of node mobility in sensor networks. A full-coverage network is made 
up of partial ones for reducing sensor overuse. Due to various constraints, a full-
coverage network isn’t ideal for real-world problems. The properties of probabilistic 
or partial coverage issues have been explored in this work, and they are put into 
comparison with problems of full coverage. In addition, this study will help in the 
overview of unresolved coverage issues. Relevant models depending on partial and 
probabilistic coverage problems, like network, detection, and deployment models, 
are also summarized. Through deploying, selecting or scheduling, and regulating 
sensors and other focus on the use of MEs for collecting and/or relaying data, this 
study examines 3 major aims: the way for the maximization of the network lifetime, 
the way for maximizing coverage quality, and the way for minimizing the number of 
sensors for the problems of the coverage with uncertain characteristics. Unlike them, 
this study compiles previous research under new taxonomy, which is: Collection, 
Delivery, and Combination, which encompasses a variety of functions carried out 
via MEs in WSNs. 

The other parts of this study are provided as follows: Sect. 2 is presenting a 
previous study on Wireless Sensor Networks (WSNs). Section 3 provides a brief 
description of some types of wireless networks, summarizes the differences between 
them, and in the Sect. 4, explains the Li-Fi architecture. The components of Li-Fi are 
explained in Sect. 5, while Sect. 6 shows its operation. Li-Fi technology advantages 
and a review of Li-Fi features over Wi-Fi are provided in Sect. 7, respectively. In 
Sect. 8, problems with Li-Fi are explained. Finally, conclusions are drawn in Sect. 9 
and the sources in Sect. 10. 

2 Related Work 

There is no precise and comprehensive definition of the Smart Grid but a large number 
of definitions that complemental 1 present suggested solutions regarding work that 
has been undertaken by many authors, as well as limitations and contributions of their 
work. The purpose was to identify research gaps in this field so that other academics 
may benefit. Researchers will be able to devise solutions and new approaches to 
address the research gaps, which will aid in the completion of the missing piece. 

A mobile robot’s motion is controlled by a method described using data obtained 
from WSNs and a sensor node that is attached to the robot that manages its naviga-
tion. With the use of WSN, this node connects with another node that is connected to 
a PC. The PC receives the robot’s motion and position as well as information about 
other nodes in the surroundings. To enable the WSN to track the robot’s location, it
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periodically sends beacons. A trilateration technique is used to determine the robot’s 
position. This implies that a minimum of three WSN nodes should be aware of both 
their positions and the distances between them and the robot. This distance is calcu-
lated using RSSI (Radio Signal Strength Indicator). A new approach to the navigation 
problem is put out. It is suggested that a distributed planning framework be used to 
determine suitable courses for mobile robots while considering “obstacles” observed 
via WSN. Put differently, the wireless sensor network creates a roadmap to direct 
robots throughout the environment. Sensors need to have laser rangefinders that can 
map out their sensing region and detect obstacles. A map of the monitored region 
is created by combining the local maps. Roadmaps for the robot are then produced 
using this map. The environment needs to be equipped with landmarks, referred to as 
relay points, to merge the local maps produced via sensors. The local maps are later 
pieced together using such relay points. A WSN-based indoor navigation system 
for mobile autonomous robots is provided. In addition, this system is built upon a 
sensor network that has already been set up, with no less than three nodes in each 
room having known locations. Those nodes relay their positions to the robot through 
communication. The robot can after that use RSSI for determining its position. WSNs 
are used to address localization problems as well. Using an 806 Anais system deter-
mines the localization regarding a moving target traveling through a WSN-covered 
area. In this case, a mobile robot that is connected to the WSN through a sensor node 
becomes a mobile sensor node. All of the sensor network’s static nodes are thought 
to have known positions. Trilateration is used to pinpoint the robot’s position as it 
moves across the WSN depending on the static nodes’ positions and RSSI measure-
ments between mobile and static nodes. Using mobile robots in conjunction with 
WSN to gather or aggregate data from sensor nodes is another option. presents a 
system that utilizes mobile robots to gather data from sensor nodes. In the case when 
monitored locations are spread apart and information needs to be integrated, this 
solution becomes intriguing. In this case, it would be more interesting (for example, 
about energy savings) to utilize a mobile robot that could gather data from one area 
and after that go to the next area to gather the data rather than installing nodes to 
link the two locations. According to, a mobile node that moves within a WSN could 
also be utilized to localize the nodes regarding a deployed network. In this study, a 
mobile robot with a sensor node moves randomly inside a WSN. Periodically, the 
robot broadcasts beacons indicating its location, which are picked up by nodes in 
the area. The sensor nodes can determine the robot’s distance with the use of such 
beacons, and they may then utilize that information for creating and maintaining their 
position estimates. An alternate approach for mapping a WSN is provided. In this 
instance, several sensor nodes with cameras are placed on the surroundings without 
any intercommunication between the nodes. A mobile robot that can navigate around 
the environment and communicate its position to the nodes is outfitted with a sensor 
node and a well-known landmark that the cameras can identify. The nodes can calcu-
late the distance between them and the robot with the use of the landmark, and they 
can calculate their positions utilizing the robot’s position data. Typically, solutions 
for the combination of WSN and mobile robotics are created to address particular 
issues in particular contexts. WSN-based navigation algorithms often depend on the
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fact that all network nodes’ positions are known or may be inferred. To identify 
node or robot positions, localization systems frequently use RSSI readings, which 
are unreliable in dynamic situations. 

As stated in Table 1, this section presents a comparison of past ideas and research 
linked to WSNs for Robots. 

Table 1 Presents a comparison of past ideas and research linked to WSNs for Robots 

Authors Years Research concepts 

Sharma et al. [19] 2020 They developed relay node architectures and load balancing for WSN 
to increase network lifetime metrics. They created an IoT-based WSN 
to give coal miners premature warnings regarding natural disasters 

Arslan et al. [20] 2020 They created a computer vision-based method for weed and 
non-image classification. Wireless sensor nodes use image 
processing for detecting weed images and collecting data on 
temperature, light, moisture, and humidity 

Haque et al. [21] 2020 Discussed the assess the vibration or earthquake measurement, they 
devised a computer-based monitoring system. WSNs are utilized for 
sensing structural damage and locating its exact location. Also, they 
suggested a network architecture analysis system based on topology. 
Their system has been an energy-saving one that turned off nodes 
when there was no traffic identified 

Majid et al. [1] 2022 The Authorsfocuses on research solutions and new techniques to 
automate Industry 4.0, they analyzed over 130 articles from 2014 
until 2021 and covers several aspects of Industry 4.0, from the 
designing phase to security needs, from the deployment stage to the 
classification of the network, the difficulties, challenges, and future 
directions 

Kim et al. [5] 2022 The Authors proposes a novel method for multiple-robot localization 
in wireless sensor networks. The proposed method is theoretically 
based on the finite memory estimation and utilizes relative distance 
and angle measurements between robots. Thus, the proposed method 
is referred to as distributed finite memory estimation from relative 
measurements (DFMERM). Due to the finite memory structure, the 
DFMERM has inherent robustness against computational and 
modeling errors. Moreover, the novel distributed localization method 
using relative measurements shows the robustness against missing 
measurements. Robust DFMERM localization performance is 
experimentally demonstrated using multiple mobile robots under the 
harsh conditions 

Majid et al. [22] 2022 The authors investigated Industry 4.0 automation options and novel 
approaches, covering numerous areas of Industry 4.0, from the 
planning process to security concerns, from the deployment stage to 
network classification, as well as challenges, difficulties, and 
prospects, based on an analysis of 130 publications published 
between 2014 and 2021

(continued)
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Table 1 (continued)

Authors Years Research concepts

Majid et al. [23] 2022 Explained a WSNs, the authors suggested a unique approach for 
multiple-robot localization. This approach uses relative distance and 
angle readings between the robots and is conceptually based on a nite 
memory estimate. As a result, distributed nite memory estimation 
from relative measurements (DFMERM) was coined. DFMERM 
offers inherent robustness towards computational and modeling 
errors because of its nite memory structure. Furthermore, the 
innovative distributed localization approach based on relative 
measures demonstrates robustness in the face of missing 
measurements. Multiple mobile robots are used to demonstrate 
robust DFMERM localization ability under extreme situations 

3 Applications and History of Wireless Sensor Networks 

WSNs are made up of numerous sensor nodes that may connect over wireless chan-
nels to send data to the base station (BS) [27]. Wildlife [28], volcano [29, 30], envi-
ronmental [31], structure monitoring [32], and water [33, 34], along with health care 
and fire detection [35, 36], have all been proposed as applications for such networks. 
Those networks can collect data about the surroundings (for example, temperature 
or light readings) and send it to BS. The advantage is that such sensors could be 
dispersed in areas where human monitoring can be excessively dangerous or expen-
sive. Sensor Networks have been first developed in the 1980s, yet comparable systems 
date back to Cold War and as far back as 1949 with SOSUS (i.e. Sound Surveillance 
System) [37]. In addition, SOSUS can be defined as one of the ocean-floor acoustic 
sensor systems that were originally designed to track Soviet submarines. SOSUS 
began development in 1949 and was first used for tracking an American submarine 
in 1961. In June of the following year, it made its 1st successful Soviet submarine 
detection [16]. With applications like SOSUS and networks of air defense radars, 
defense applications represent one of the primary drivers for sensor network devel-
opment and research. The components of the technology regarding a Distributed 
Sensor Network (DSN) have been detected at a DNS workshop in 1978 [19], which 
launched modern sensor network research. With their DSNs initiative in the late 
1970s and early 1980s, Defense Advanced Research Projects Agency (DARPA) was 
another driving force behind this early research [20]. DARPA launched the Sensor 
Information Technology (SensIT) program to enhance the usage of WSNs more 
recently [24]. WSN applications that have been developed and deployed in practice 
come from a wide range of sectors and are as varied as they are numerous. The field 
of environmental monitoring was one of the most common and attractive pathways 
for scholars. Everything from ice and glacier monitoring [38] to fire detection [35] 
and volcano monitoring [31] has been covered. A WSN with mobile robots could 
be used for any monitoring application, like flood detection or pollution detection
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and warning systems. In reality, one such system, which is known as the ALERT 
system, is currently in use in the United States [39]. Various security and military 
applications, like border monitoring apps or combat applications of monitoring, can 
also be explored [30]. The majority of research had concentrated on the fixed WSNs. 

Where sensors are not allowed to move after being deployed in the field. 
Researchers recently began to include mobile sensor nodes in distributed sensing 
systems including habitat monitoring, surveillance, urban search and rescue, and 
wildfire detection. A mobile sensor node (such as a mobile robot) can change its 
position on its own depending on its mission. Robomote, for example, is a small, 
mobile robot created to investigate challenges in large-scale sensor networks and 
distributed robots. Some other examples of low-cost robots that have been utilized 
in the robotics and sensor networks are CotsBots MICAbot [37] represents a small, 
low-cost robot that explores large-scale networks. MICAbot is designed in the same 
way as the Robomote, but to improve the modularity, functionality, and structural 
stability of MICAbot without increasing costs. In WSNs, portability has been demon-
strated to improve network connectivity, energy efficiency, and reliability. The ability 
to collect data more efficiently is the most common feature of mobile robots. By 
complementing data collection with mobile bots, energy use can be reduced and 
evenly distributed across the network. Multihop forwarding can be reduced to a 
few hops or even one hop with mobile bots, and that means that sensors only have 
to transmit their data instead of the data of other sensors. Besides saving energy, 
lowering the forwarding of multiple stores in the network helps avoid switching 
effects, as the nodes that are nearest to the base station die sooner, and as a result, 
the network is disconnected sooner than might be anticipated. Mobile bots also have 
other advantages, such as enhancing connectivity in sparse WSNs. Allowing the 
offline network to be functioning as a normal fully connected network. Security 
measures within WSN can also be improved by botnets using methods such as key 
distribution [30]. Mobile bots will improve and strengthen monitoring at the applica-
tion layer. All of these benefits prompted researchers to focus their efforts on mobile 
botnets and take advantage of these benefits to enhance entire wireless networks. 
WSNs may be utilized to help solve various difficulties in robotics, and bots may be 
utilized for helping to solve problems in WSN wireless networks [22]. These issues 
include everything from WSN deployment to bot path planning. Data aggregation, 
data mules, and even localization can all be done by bots. Coordination between 
bots, as well as sensing by bots, can be improved by WSNs. Many new benefits 
and difficulties emerged as a result of this navigation, including cruise control and 
lane planning. Researchers have explored the use of several coordinated robots, yet 
a great deal of early research uses only a single, controlled robotic robot [35].
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4 Mobile Wireless Sensor Networks 

In this section, a brief MWSN taxonomy is provided, which includes differences 
between the WSNs and the MWSNs, and the benefits of the addition of mobility. 

A. MWSN Architectures 

Mobile sensor networks may be classified as flat, 2-tier, or 3-tier hierarchical 
architectures [5], as has been depicted in Fig. 3, and described below. 

A set of heterogeneous devices which interact in an ad hoc manner make up flat, 
or planar, network architecture. The gadgets can all communicate over the same 
network, whether they are stationary or mobile. Figure 1a depicts the flat architec-
ture of basic navigation systems [26]. A set of mobile nodes and a set of stationary 
nodes make up the two-tier architecture. The mobile nodes aid the network by acting 
as overlay networks or as data mules. Mobile devices with more powerful proces-
sors, better bandwidth, and wider communication ranges can be a part of the overlay 
network. Additionally, the density of the overlay network can be such that all of the 
nodes remain connected at all times or that the network disjoint. In the latter scenario, 
mobile entities can move into position for re-establishing the connectivity, making 
sure that network packets get to where they’re supposed to. This is how the voting 
system [17] operates. Figure 1b shows the 2-tier architecture in detail. In a three-tier 
design, data is passed from stationary sensor nodes to mobile devices, which after that 
send it to access points. This heterogeneous network has been intended for covering a 
large area and working with multiple applications at once. Consider a sensor network 
application that checks the availability of parking spaces in the parking garage for 
instance. Sensor network’s (1st tier) availability updates are broadcast to passing 
mobile devices (2nd tier), like cellphones or PDAs, which are compatible. Cell 
phones then transmit these available data to third-tier access points (cell towers), 
where they are uploaded into one centralized database server. The database is after 
that available to anyone who wants to find a parking space. Figure 1c shows  the

Fig. 3 a Flat, b 2-Tier, and c 3-Tier MWSN architectures 
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three-tier architecture. Mobile wireless sensors could be categorized at the node level 
according to their function inside the network: Mobile Embedded Sensor. The move-
ment of mobile embedded nodes isn’t under their control; instead, it is controlled 
by an external force, like in the case where they are tethered to an animal or ship-
ping container [20, 21], and are examples of common embedded sensors. Mobile 
Actuated Sensor. To move across a sensing zone, sensor nodes might additionally 
have the capacity to move. This kind of controlled mobility allows for more precise 
deployment specifications, increased coverage, and the targeting and monitoring of 
particular occurrences. Data Mule The sensors might or might not need to be mobile, 
yet they sometimes do to collect their data and send it to a base station (BS). Data 
mule is the term used to describe such mobile entities [16]. It is commonly believed 
that data mules can automatically recharge their power supply. Access Point. Mobile 
nodes could position themselves for maintaining network connectivity in sparse 
networks or in the case where a node disconnects from the network [27]. They act 
as network access points in this instance. 

4.1 Differences Between WSNs and MWSNs 

It’s crucial to comprehend how the typical presumptions about statically deployed 
WSNs change in the case where the mobile entities are added before concentrating 
on the mobility feature of WSNs. Localization. Node position could be established 
once throughout initialization in networks that have been statically deployed. Yet, 
when they move about the sensing region, mobile nodes should constantly obtain 
their position. This necessitates more time and effort in addition to the availability of 
a quick localization service. Dynamic Network Topology. Routing tables or recent 
route histories are frequently used in conventional WSN routing protocols [23] that 
define the way to send messages via the network so they would most possibly reach 
their destinations. Table data rapidly become obsolete in dynamic topologies, and 
it is costly in time, power, and bandwidth to continuously perform route discovery. 
Fortunately, routing in mobile ad hoc networks (MANET) is a topic of ongoing 
research, and MWSNs could learn from this work [32]. Power Consumption. The 
models of power consumption [20] for MWSNs and WSNs are very different. Wire-
less communication has a high energy cost for both types of networks and needs to 
be handled wisely. Mobile entities, on the other hand, need more power for mobility, 
hence they frequently have much greater energy reserves or can recharge themselves 
by plugging into the power grid. Network sink. Sensor data is sent to a base station 
in centralized WSN applications so that it can be handled in a resource-intensive 
manner. The cost of data aggregation and routing might be high. A few MWSNs 
have mobile BSs [19] that move around the sensing area to gather data or place 
themselves in such a way that the sensor nodes experience the fewest amount of 
transmission hops.
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5 Localizations in the MWSNs 

In this section, give a taxonomy of the MWSN localization techniques and survey 
a few works that are typical of MWSN localization. And a lot of such methods 
could be used with MWSNs. The algorithms, hardware, and signal modalities used 
by the localization techniques might be characterized along several dimensions in 
which MWSN localization is normally carried out. To start localization, several 
nodes coordinate. After that, at least one node emit a signal, and at least one receiver 
observe a few characteristics of the signal (such as arrival time, signal strength, phase, 
etc.). A localization algorithm is after that used to convert signal measurements into 
estimates of the position to determine the node’s location. It is frequently required for 
enlisting the aid of cooperating sensor nodes which were placed into the environment 
at predetermined locations for determining position. Infrastructure, anchor, and seed 
nodes are the names given to such devices. The satellites which orbit the earth, for 
instance, represent the infrastructure nodes for GPS. In the case when the positions of 
anchor nodes have been known in terms of some global coordinate system, absolute 
coordinates can be determined instead of the position estimate being relative to a 
group of the stationary anchor nodes at known positions in the local coordinate 
system (i.e., through using GPS) [22]. 

5.1 The Impacts of the Environment on Localization 

The environment significantly affects how well a localization technique works. There 
is therefore no single localization technique that will be accurate. For all circum-
stances, a survey on the localization for the mobile WSNs is available at 247. Several 
environmental elements are listed below, along with their impact on the aforemen-
tioned localization techniques. Since such factors have an immediate effect on the 
crystal oscillator in the transceiver, pressure, ambient temperature, and humidity can 
have an impact on the accuracy of the localization. It is well known that precipitation, 
especially air moisture, affects radio wave propagation, thus localization methods that 
rely on RF measurements may suffer in such circumstances [33]. The fact that GPS 
is unreliable indoors, in water, and even in overcast conditions is one of its main 
issues. This is because the line of sight to up to 4 satellites orbiting the earth is neces-
sary for the GPS receiver [14]. A significant effort is currently being made to provide 
precise localization techniques for indoor environments. The majority of propagation 
and measurement approaches suffer from multi-path effects [24], in which obstacles 
(such as furniture, people, walls, etc.) create signal reflections interfering with one 
another, making it difficult for indoor applications requiring the estimate of the node 
position. Additionally, many of the localization methods currently in use, which offer 
decent accuracy outside, are ineffective indoors.
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6 MWSN Applications with Localization 

Even though MWSNs remain in their infancy, several different applications were 
already created in which localization is crucial. The applications can be divided into 
four primary areas: environmental, commercial, military, and civil. Most, though, 
cross more than one of such categories. 

6.1 Commercial 

Anticipate a burst in commercial applications that need a certain form of position 
data as MWSNs gain in popularity.

. Service Industry. One such area is the service industry. For service robots that 
carry out activities like security and maintenance in office buildings, basic patient 
care in nursing homes, and food and concierge service in hotels and restaurants, 
businesses like Skilligent [35] are developing software protocols. A technique for 
position estimate is needed for each of such applications. A visual localization 
approach depending on pattern matching is utilized by Skilligent. When land-
marks and objects are put into the system either a priori or dynamically as needed 
during operation. By comparing video images with landmark information, the 
robot determines its location.

. Housekeeping. An automated vacuum cleaning robot for homes is iRobot Roomba 
[26]. The Roomba uses feedback from various bumper and optical sensors to map 
the room as it goes. The entire room may be covered thanks to the run-time position 
information provided by wheel encoders. The Roomba utilizes a self-docking 
station as well for the automatic recharge of its batteries. 248I. Amundson and X. 
Koutsoukos 

6.2 Environmental 

The MWSNs became one the valuable assets for environmental monitoring. This 
is partial because of their capability in being utilized in remote areas and for their 
capability of gathering the data of broad areas of interest.

. Wildlife Tracking. An early MWSN called ZebraNet [18] involved fitting zebras 
with small wireless sensors to follow their movement. Data was sent to mobile base 
stations via the peer-to-peer network as there was no cellphone service because 
of the area’s remoteness. The zebras have not been constrained to specific areas, 
and other than small devices that are attached to their bodies are left undisturbed. 
Without the usage of MWSNs, this kind of tracking wouldn’t be possible.

. Pollution Monitoring. A mobile system of air quality monitoring has been 
presented in [37]. Sensor nodes measuring specific pollutants in the air are fixed
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on vehicles, as they move along roadways, the sensors perform the sampling of 
the air, in addition to recording the concentrations of different pollutants along 
with the time and location. In the case where the sensors are in proximity of the 
access points, then, data are uploaded to a server and after that, they are published 
on the web. 

7 Robot Navigate 

The different types of environments where a robot can navigate are listed below. 

7.1 Structured Environments 

Quite a few very firm assumptions might be made regarding environmental charac-
teristics. A classic example is environments that could be reliably divided into purely 
navigable open spaces and obstacles. The majority of environments fall under this 
category, as would an engineered outdoor setting with only flat ground and positive 
obstacles. Also, the environment will be altered to support any assumptions made, 
which implies a high level of environmental engineering. 

7.2 Partially Structured Environments 

Pre-mapped terrain with potentially significant elevation changes, despite being 
locally smooth, could be assumed to have a few characteristics. Urban environments 
are the typical example; it is considered that there are specific appropriate places 
to handle problems that are simple to recognize, yet could be occupied by dynamic 
obstacles. 

The system has 3 key capabilities, which are: 

(i) Highly accurate tracking of the stated paths, 
(ii) Reliable detection of small obstacles, 
(iii) planning coverage patterns for the complete coverage of a specified area. 

It’s usually the case that an environment has been originally exaggeratedly 
created. on the other hand, continuous reformation for the enforcement of 
strong environmental assumptions doesn’t happen.
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Fig. 4 Different mobile robot applications 

7.3 Unstructured Environments 

There are no established presumptions regarding the environment that can be 
followed for navigation. There are often two types of scenarios in such situations: i. 
Like terrestrial vehicles, the robot roams the area at random [24]. The robot completes 
a task with a goal position. In this scenario, both a localization method and a map of the 
robot’s movement patterns are required. The “Robotic All-Terrain Lunar Explorer 
Rover” [15] is an impressive illustration of a mapping and positioning system. ii. 
“Mars Pathfinder” is made up of two parts: a drifter and a lander. The former is a 
mobile component that explores the environment, whereas the latter is a static compo-
nent that takes pictures of Mars’ surface using a stereo camera. Human operators at 
the earth control station choose goal points in 3D representations of previously taken 
photos of the landscape to establish the drifter mission path. Dead reckoning methods 
are used for determining the position; in any instance, no error may be presumed to 
have occurred (Fig. 4). 

8 Mobile Robot Navigation in Indoor Environments 

In indoor environments, mobile robots can have disturbances caused by revealing 
conditions and stationary obstacles. Under these conditions, the lower-level func-
tions of robust and real-time landmark processing and trajectory generation must 
be established so that the system can be easily applied to an autonomous mobile 
robot. Mobile robots have no external guiding systems [33]. The indoor environ-
ment at the center mostly consists of a few static obstacles as well as fast-fluctuating
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dynamic areas with many movable obstacles. It provides a typical indoor environ-
ment. Therefore, the system developed here can be applied to similar environments 
without much alteration. The goal of the robot may be reaching a prescribed desti-
nation or following as closely as possible finding and mapping an area for later use 
[37]. In some indoor environments, it is difficult to detect the movable area because 
of the complexity of environmental structures. However, when there is a plan to use 
mobile robots in artificially organized environments, the environmental conditions 
may be modified according to their complexity [28]. For mobile robots working in 
indoor environments, a simple landmark model that is indicated by a circle, square, 
or rectangle, and a practical localization algorithm that uses a single landmark in a 
single image, which runs in real-time scenarios [39] are usually employed. Naviga-
tion in the indoor environment can be achieved by goal-oriented techniques. A map 
of the environment is generally a-priori known and a route to a goal position can be 
pre-planned. Then, the navigation task of the mobile robot, during the route consists 
of, continuously, determining its location in the environment to verify the vehicle 
is on the planned path [22]. Generally, mobile robot navigation issues are separated 
from designing artificial landmarks. 

9 Mobile Robot Navigation in the Outdoor Environments 

For mobile robots used in various civic and military applications, like exploration, 
personal assistance, material delivery, and human–robot interaction, autonomous 
outdoor navigation capability is required [19]. Robot mobility can be enhanced 
and their application in various daily activities could increase with the help of 
such navigation systems which could perceive the environment with compatible 
sensors. Autonomous mobile robots are intelligent machines created to accomplish 
certain goals by making decisions, effectively allocating resources, and upholding 
their integrity [33]. In addition, mobile robots are frequently used to complete tasks 
requiring navigational knowledge, and they are anticipated to move precisely and 
smoothly by making use of their sensory capabilities. Self-localization algorithm for 
outdoor navigation has been suggested as a solution. Constructing the environment 
with recognizable objects in recognized locations is one approach. Another method 
of fixing the robot is to dead-reckon its position after integrating its trajectory infor-
mation. The final method is to compare active sensor readings to an established 
model of the environment or outside world [33]. It entails a fairly vast subject that 
was researched for a while. Navigation could be broken down into two issues in the 
context of mobile robotics: path planning and static and dynamic obstacle avoidance. 
Making the best choice for achieving a specific objective is the process of path plan-
ning. In the literature on mobile robots, several path-planning approaches were put 
forth. These path-planning algorithms could be evaluated using a variety of metrics. 
The majority of path-planning methods are created to operate in static environments 
with complete access to environmental information. For mobile autonomous robots, 
such as those used in manufacturing, mining, space missions, underwater research,
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and service robots, obstacle avoidance could be discussed. Mobile robot agents must 
be able to maneuver and engage with various settings. Autonomous robots can plot 
their paths and avoid obstacles [24]. The robot can avoid unexpected and dynamic 
obstacles in this way, including people strolling by it. The mobile robotics community 
has written extensively on this subject. 

10 Robot Navigations in Complex Environments 

The deployment of autonomous mobile robots in situations with many barriers 
presents several difficult navigational problems. In the case where the configuration 
of obstacles is unknown a priori, the control task becomes more challenging [25]. The 
most well-known techniques of controlling such systems have been based upon reac-
tive local navigation approaches tightly coupling actions of the robot with sensory 
data. The environmental transformation has led to the projection of fuzzy behavior 
systems. With the help of a multi-valve judgment network and a predilection-based 
fuzzy behavior system, mobile robot vehicles can plan their routes to avoid obsta-
cles effectively, allowing them to go through chaotic environments with relative 
ease. Preference logic is used to solve the hardest problem in the application of 
fuzzy-reactive-behavior-based navigation control systems, which is that of fusing or 
arbitrating personal behavior reactions [38]. In goal-directed robotic vehicle appli-
cations, the safe directing of autonomous ground vehicles (AGVs) in unstructured 
complex settings that are densely crowded with obstacles remains a significant diffi-
culty. As a result of the lack of secrecy and destruction present in open environments, 
navigation through a forest is a form of challenge that particularly interests the mili-
tary [37]. The target of this navigation challenge is to make sure that the robot not 
just gets to its destination without running into any obstacles, yet also does so at safe 
speeds which guarantee stability. Due to the possibility that a few of the navigational 
objectives may conflict with one another, the issue is extremely challenging. The 
navigation problem in a cluttered environment can be broken down into two cate-
gories: (1) Speed control; (2) Heading control. Two factors are used for speed control: 
(1) Overturning avoidance 2. Avoid the obstacles. The heading control carries out the 
following four traits: Avoid the obstacle on the front side, the obstacle on the right 
side, and the obstacle on the left side. (4) Target seeking. The goal-seeking behavior 
employs compass measurements to establish the direction of the goal, the overturning 
avoidance behavior uses a speedometer reading to estimate the robot’s speed, and the 
obstacle avoidance behaviors use range-finding sensors to determine distances to the 
nearest obstacles [37]. The primary problem with autonomous navigation for mobile 
robots is local obstacle avoidance. The majority of navigation approaches used in 
partially known environments combine local and global navigation techniques to 
identify a feasible, free path to the desired destination while avoiding obstacles [28]. 
Local navigation strategies are crucial for a mobile robot to accomplish its objectives 
whenever it has to cope with a partially or unknown environment [30].
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11 Research Methodology 

This section presents the suggested taxonomy, along with the characteristics of 
sensor nodes and MEs in various applications. They explore shared goals of current 
methods for the use of MEs in WSNs, as well as the numerous constraints they 
take into account. Those discussions will help in identifying the key similarities and 
distinctions among the various methods in the sections that follow. 

a. Planning Review 

The review has been organized around research questions as well as their aims. IoT 
and WSN analyses have been carried out to demonstrate their significance in everyday 
life. In this subject, the usage of appropriate and smart devices was examined, yet 
further research is needed. As a result, it’s critical to publish a systematic review 
article in this field, particularly for WSN and IoT, to demonstrate future directions. 
As a result, for the studies obtained from various repositories, created the search 
approach, search strings, quality assessment criteria, and inclusion/exclusion criteria. 

b. Localization and Mapping 

The mapping technique is closely linked to the localization stage related to mobile 
robots since it’s critical that an agent could estimate the relative pose while mapping 
the environment and keeping track of everything that’s around it. Such intuition gener-
ates a new problem, namely, mobile robots collecting data and charging batteries at 
the same time (Fig. 5) [33]. For many years, WSN localization was explored, and new 
abilities of mobility were discovered to make this localization simpler. As previously 
mentioned, SLAM 8 was widely utilized for mapping and localizing an area as well 
as the robots. Utilizing received signal strength indicators (RSSI) is another tech-
nique to work on localization. They utilize RSSI and SLAM by using robots that use 
an extended Kalman filter that has been customized to use RSSI distance estimates. 
Another alternative localization technique considers a robot’s movement instead of 
its precise position [35]. If you know a robot’s time traveled, speed, and angular 
rotation, you can determine the robot’s new location at any point in time. the sensor 
as well as robot localization. They localize the sensors only through interactions of 
the sensor to sensor through establishing a network with self-localizing reference 
nodes interspersed among numerous normal nodes. Self-localizing nodes can after 
that triangulate the other nodes to assist in their localization. The authors discuss 
robot localization in the same work. The robot sends a request for the localization 
service to the sensors, localized sensors transmit localization information back to 
the robot, which utilizes this information to determine its position while maintaining 
the travel direction and speed in mind. however, they concentrate on assessing error 
that is imposed by distance from Distributed Intelligent Network Devices (DIND). 
Authors discover the directional error of a maximum of 3.5° as well as the positional 
error of a maximum of 17 cm, yet just in the case where a robot is seen for over 75% 
of the time. The GPS may be utilized for the accurate location of specific robots for 
easy localization [22]. The issue concerning this method is that the GPS consumes
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Fig. 5 Utilizing me for the 
simultaneous collection of 
the data and charge the 
sensor nodes against 
conventional routing in the 
WSN 

a lot of energy, which could shorten a robot’s lifetime. Another option in the litera-
ture is using anchor nodes, however, this needs particular robots or sensors to know 
their position ahead of time. They employ trigonometry to localize some unlocalized 
sensor about a sensor that is already localized in the first method, which they call 
semi-localization. The second method is rigidlocalization, which involves locating 
an unlocalized sensor using two distinct localized sensors to ensure that the graph 
is rigid globally. Those authors were capable of demonstrating through simulation 
that in the case where inter-radio distance is sufficient, this technique is capable of 
accurately localizing nodes. This is only a summary of some of the work on the topic 
of localization [33]. 

Estimating the mobile robot’s orientation and position in its environment is 
referred to as localization [27]. As a necessary step before path planning, position 
estimate is a crucial task for mobile robots [33]. Numerous technologies, divided 
into absolute localization and relative localization, are employed in mobile robot 
localization. The robot’s pose is estimated via relative (local) localization, which 
makes use of internal sensors like inertial sensors, an encoder, and a digital compass 
[36]. By utilizing external sensors, absolute (global) localization enables a robot to 
locate itself from within its domain. Passive or active landmarks, navigation, satellite 
signals, and map matching are all utilized in the techniques. 

At high-level what every one of the interactions means and in the sections below, 
will be referring back to those interactions while discussing communications: 

I. Sensor-Sensor 

Those interactions have been found similar to the WSNs. A lot of problems 
concerning WSNs are still being researched and will continue to be problems with 
this system type. Routing, localization, QoS, and connectivity are examples of 
these. WSNs need efficient energy management to ensure the network’s overall 
longevity. The limited energy source exacerbates these problems, necessitating 
creative solutions, as stated in previous sections. 

II. Robot-Robot 

The dynamic nature of robot-to-robot interactions is one of the most significant 
difficulties. At one point, a robot may be connected to some other robot, but not
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the next. All of the challenges of WSNs are also found in MRNs, albeit with the 
increased mobility of the robots, solutions could be discovered in a variety of ways. 
MANETs are a similar network type that has been investigated for a long time. 

III. Sensor-Robot 

Sensor-to-robot coordination and communication were proven to extend network 
lifetime since robots have more abilities compared to sensors and could assume more 
responsibility from them, allowing sensors to save energy by not being required to 
forward as many packets as in strictly WSNs. Robots’ additional abilities in a network 
make tasks like connectivity and localization simpler than those in solely WSNs. 

IV. Base Station-WSRNT 

Because the differences are just nominal, the BS to the WSN and BS to MRN 
interactions are not included. A channel of communication between robots and human 
operators in the environment is required for teleoperation. A dedicated direct link 
from human operators to every one of the robots could be used in a small-scale 
system. Generally, inexpensive solutions are needed that allow a human operator to 
interface with mobile robots via an MRN. The majority of teleoperation problems in 
WSRNT will be comparable with issues in Internet-based teleoperation as a result 
of the use of MRNs combined with other variable delay communication routes to 
connect the operator to the MRN. There are two reasons for this. First, the link 
between the BS and WSRNT in the field might be made via the internet. Second, 
because of the noise problem in wireless communications, the connections inside 
WSRNT will be wireless and hence subject to variable delays, similar to internet-
based communications. 

V. Sensors-Based Localization 

Gyroscopes and other inertial sensors are frequently employed in localization. 
However, inertial sensors, which are frequently made of inexpensive MicroElec-
troMechanical Systems (MEMS), include errors, which reduce the localization 
accuracy [32]. By preventing breakdowns brought by excessive noise, this method 
improves the system’s performance and accuracy. Both beacon-based and signature-
based approaches for localization in sensor-based technology fall into these two 
categories. To estimate location by observing node neighbors, signature-based algo-
rithms [34] presuppose non-uniform distribution of nodes that are to be utilized as a 
signature. Beacon nodes must use GPS or manual configuration to determine their 
absolute positions in beacon-based approaches [35]. Utilizing distance and angle 
measurements from beacon nodes, succeeded by triangulation or multilateration, the 
other nodes’ locations are estimated. A key component of mobile systems, including 
entertainment robots, autonomous navigation, military robots, and service robots, 
is sensor-based localization [37]. By using wheel speed sensors, for example, dead 
reckoning-based odometry could be used in such contexts to locate mobile nodes. 
Also of significant interest are emergency sensor networks (ESN) in situations like 
wildfires, natural disasters (storms, hurricanes), and terrorist strikes [38]. In emer-
gency applications, the placement of sensor nodes is very localized, with the size of 
the node group depending on the intensity of the observed event at that location.
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The Collection, Delivery, and Combination, specified in the following way, are 
the 3 major tasks of MEs in WSNs that were extensively investigated:

. Collection: MEs obtain something from the sensor nodes.

. Delivery: MEs deliver something to the sensor nodes.

. Combination: MEs obtain something from the sensor nodes, then deliver it to 
them. The most prevalent MEs task in WSNs is the collection, which mostly 
indicates the sensory data collection as seen in (Fig. 6). In the monitoring of the 
habitat [24], for instance, a group of the nodes is fitted with at least one sensor, a 
receiver, and a transmitter. The sensory data from the nodes is collected by a ME. 
Various applications are also compatible with delivery. 

In sensor networks, localization can be defined as the process of defining the 
sensor’s location information in search space. Because of its impact on minimizing 
power consumption in the case when indicating the sensor node location, localiza-
tion is a significant activity in sensor networks [24]. Because of its work relativity, 
localization enhances both routing and clustering processes. Localization is used 
by various monitoring systems to detect sensor locations within search space. The

Fig. 6 Applications of MEs in WSNs 
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requirement for finding a sensor node in a system of sensor networks arose from the 
fact that a sensor node must detect its location and prepare for any further activities, 
particularly in the case when the routing algorithm or clustering algorithm requests 
location information. For determining the sensor locations, the localization procedure 
primarily employs an optimization-based method. 

Simultaneous Localization and Mapping (SLAM) represents the common name 
for the problem. The Extended Kalman Filter, FastSLAM [20], Smoothing, and 
GraphSLAM are just a few of the solutions that were investigated. For this specific 
scenario, an offline SLAM paired with an online localization system could be used 
to do continuous localization and mapping, as shown in prior research [32]. This 
method is appropriate for mapping topological and natural features. A few approaches 
were tested to include the artificial beacons, in which the RFID tags’ locations are 
approximated using the maximal likelihood path regarding a robot evaluated via 
FastSLAM algorithm and recursive Bayesian altering/Monte Carlo localization. To 
use the Trilateration approach for robot localization, there is a need for knowing the 
positions of at least three beacons. Because GPS signals may be absent or because the 
positions of noisy robots and beacons are not very exact, a SLAM must be utilized 
again. Because of the measurement inaccuracy, the circle interceptions frequently 
result in a series of points rather than a single point. To reduce the severity of the 
problem, two solutions must be considered:

. Apply probabilistic filters to the most possible region/points, like Histogram 
Filters (Grid Based), Kalman Filter, or other Particle Filters;

. Position beacons carefully. They must be set as high as feasible (to minimize 
interferences) and never on straight lines to ensure that they cover all the directions. 
GPS’s geometric dilution of precision (GDOP) works on the same principle. 
The Kalman Filter is preferable under linear and optimum conditions, yet in an 
agricultural setting, Particle Filters, Histogram Filters, or Extended Kalman filters 
might be more appropriate. The fundamental concept behind Histogram based is 
using statistics from the surrounding area to estimate the most likely location. It 
entails the discretization related to space into a grid map where each one of the 
cells is allocated a likelihood of containing the object [22]. The Particle Filters 
use the distribution of the particles with a likelihood of being close to a robot 
that is updated constantly as measurements have been taken. The distribution is 
uniformly initialized, and particles that have a lower likelihood are removed at 
each step. The estimates are based on the particle position centroid. 

c. Strategies and Solutions 

The major optimization goals of the coverage problems have been categorized as: 

1. Maximizing the quality of the coverage; 
2. Maximizing network lifetime; 
3. Maximizing the number of sensors. 

Basic techniques for various coverage goals, scheduling, deployment, and move-
ment are only a few of the options for achieving their goal. The sensors’ allocation
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to ensure coverage quality regarding the basic network is referred to as deployment. 
Scheduling is the process of selecting a subset of the sensors that are to be enabled for 
a specified period while other sensors are put to sleep. The term “selection strategy” 
indicates one time choice for a sub-set of sensors throughout a period. The move-
ment approach deals with sensor reallocation. Coverage Issues in WSNs: A Survey 
161 Deployment methods This original position could be used to calculate the initial 
position regarding each one of the sensors and sensors could then be accordingly 
deployed. However, there’s a chance that sensors will deviate from their designated 
position. A few deployment approach applications are discussed.

. Increasing the quality of the coverage; increasing the lifetime of the network; 
reducing the number of sensors. Limited sensors are used to collect as many ROI 
features as feasible [26].

. Increasing network lifetime: Individual sensor lifetime is determined by battery 
life, but WSN lifetime indicates the amount of time that installed sensors could 
provide appropriate coverage quality. The placement of sensors can considerably 
lengthen the network’s lifetime [22].

. Reducing the number of sensors: By deploying radar sensors, the authors of [38] 
consider barrier coverage in the bi-static radar networks. 

The latter, on the other hand, takes into consideration the cost differential between 
receiver and transmitter sensors. Strategies for selection or scheduling. can establish 
a deployment strategy if know the sensors’ initial positions. Utilize a network builder 
to distribute a large number of sensors in a random pattern to meet various coverage 
quality requirements. Sensors are set to function alternately for optimal usage of 
redundant sensors. This approach is utilized to extend the lifetime of a network 
and is simple to deploy. Adjustment or movement techniques. Sensors are currently 
integrated with mobility features. Those mobile components take advantage of move-
ment strategy. may alter the position of the components because they move. One of 
the primary issues in this regard is energy consumption, for which decreasing move-
ment distance becomes critical. It’s also crucial to modify sensor characteristics like 
angle, detecting range, and so on. The authors of [39] propose a three-stage optimiza-
tion strategy for deploying such sensors, including network connectivity restoration, 
pattern node selection, and coverage hole repair, to maximize the covered volume 
ratio while maintaining connectivity. 

The problem of area coverage with the rotatable directional sensors is tackled in 
[30]. Staged Rotation and Motion Control (SRMC) and Concurrent Rotation and 
Motion Control (CRMC) are two methods that have been proposed. 

12 Conclusions 

The addition of mobility increases the performance of WSNs in a variety of ways. 
There have already been certain survey articles in the domain of WSNs with MEs, and 
a lot of attempts have gone into network design considering the different properties
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of WSNs. Those surveys, on the other hand, primarily focus on data relay and/or data 
collection, which represents a sub-set of suggested taxonomy depending on ME tasks, 
Collection, Delivery, and Combination. A basic difficulty in robotics is safe naviga-
tion. It is a necessary prerequisite for industrial autonomous mobile robots, partic-
ularly in smart factories. Industrial mobile robots had become commonly utilized 
in numerous manufacturing areas, like electronics and automotive, as a result of the 
advancement of industrial automation. Industrial mobile robots must be capable to 
roam on the factory floor while avoiding equipment, walls, walking people, and other 
robots in a smart factory. With the rapid advancement of industrial automation, there 
is a growing demand for effective, simple, and integrated robot navigation systems 
for a variety of robots in smart factories. 

13 Future Directions 

Wireless sensor network robot has been considered as a prospective area as a result 
of the complementary natures of the WSNs and robotics. A system that integrates 
both may be utilized to replace human presence in areas that are too dangerous to 
send humans. The applications that potentially benefit from these implementations, 
like military operations or search and rescue, demand further research due to their 
complementary nature. The development of these networks will be pushed ahead 
by studies into energy-efficient real-time protocols and control mechanisms, which 
will lead to more extensive and useful applications. The migration of the Mobile 
Robot WSN system from TinyOS to embedded Linux OS, the implementation of a 
discovery algorithm to detect robots arriving and exiting the area, and the migration of 
the microserver architecture to embedded Linux OS, thereby removing the robotic 
framework overhead. Additionally, are looking into WSN routing algorithms that 
are better suited for dynamic topologies, such as in the scenario where several WSN 
nodes are mobile nodes. 
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