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Preface

Machine Learning (ML) has touched all corners of human life and indus-
try. Databased learning intelligence supports are the scalability of pres-
ent technology and architecture. The current ML and deep learning (DL) 
algorithms require huge consumption of data and power. The industry 
is looking for an efficient VLSI circuit that can meet the demands of the 
AI-ML-DL universe. ML can pioneer different sectors throughout design 
methodologies from RTL design, synthesis, and verification. One of the 
deepest challenges of chip design is the time-consuming iterative pro-
cess. Thanks to the learning model, time is considerably reduced. VLSI-
based solutions and innovation of AI-ML-DL applications are growing in 
demand. Internet of Things–based solutions address the various challenges 
in society that require chips. This new book covers the latest AI/ML tech-
niques, VLSI chip design, and systems to address societal challenges.
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1

Applications of VLSI Design in Artificial 
Intelligence and Machine Learning

Imran Ullah Khan, Nupur Mittal* and Mohd. Amir Ansari

Dept. of Electronics and Communication Engineering, Integral University, 
Lucknow, India

Abstract
In our advanced times, complementary metal-oxide semiconductor (CMOS) 
based organizations like semiconductor and gadgets face extreme scheduling of 
products and other different pressures. For resolving this issue, electronic design 
automation (EDA) must provide “design-based equivalent scaling” to continue the 
critical industry trajectory. For solving this problem machine learning techniques 
should be used both inside and “peripherally” in the design tools and flows. This 
article reviews machine learning opportunities, and physical implementation of 
IC will also be discussed. Cloud intelligence-enabled machine learning-based 
data analytics has surpassed the scalability of current computing technologies and 
architectures. The current methods based on deep learning are inefficient, require 
a lot of data and power consumption, and run on a data server with a long delay. 
With the advent of self-driving cars, unmanned aerial vehicles and robotics, there 
is a huge need to analyze only the necessary sensory data with low latency and low 
power consumption on edge devices. In this discussion, we will talk about effec-
tive AI calculations, for example, fast least squares, binary and tensor convolu-
tional neural organization techniques, and compare prototype accelerators created 
in field preogrammable gate array (FPGA) and CMOS-ASIC chips. Planning on 
future resistive random access memory (RRAM) gadgets will likewise be briefly 
depicted.

Keywords: VLSI, AI, ML, CAD & AVM

*Corresponding author: mittal@iul.ac.in



2 Machine Learning for VLSI Chip Design

1.1 Introduction

Rapid growth in IC technology is catching up with IC design capabili-
ties, mainly due to the significant advancement in artificial intelligence. 
The computational tasks assigned to very large-scale integration (VLSI) 
are time-consuming processes but when AI is implemented to perform 
the same computational tasks, the required time will be reduced. As tech-
nology advances rapidly, VLSI developers must observe and implement 
this growth to augment design tools. Improved design methods, features, 
and capabilities bring the promise of AI to VLSI design. Although arti-
ficial intelligence brings many features and methods, it still has certain 
limitations to bring solutions to various problems. As a result, the advent 
of machine learning (ML) opens up a slew of new possibilities for collab-
oration and particular sectors of VLSI and computer-based design. By 
using AI, chips are designed and implemented. It is seen as the premier 
application of artificial intelligence. Currently, computer-based design 
tools are commonly utilised in conjunction with information learned from 
introductory AI classes. Previously, chips were mostly hand-designed, the 
chip size was too large, and the performance was slow. Validating those 
chips based on hand-designed designs is a complex task. These complex-
ities lead to the development of automated tools. The automation tool 
has been upgraded for other tasks assigned to it. Researchers bring new 
design methods from time to time, such as memory combinations, new 
programs in computing tasks, etc., in the design process, which must 
be mechanised. For these objectives, companies such as Intel, IBM, and 
others have in-house computer- aided design (CAD) capabilities [1–4]. 
Cadence, Synopsys, Mentor Graphics, and a slew of other companies sell 
CAD software, which can be thought of as artificial intelligence applied 
to chip design. For identifying patterns, documents retrieved or gathered 
from clusters is sometimes required. Such patterns can be detected by con-
centrating on things like classifying diverse items, forecasting points of 
interest, input-output linkages based on their complexity, and deep neural 
networks with numerous other layers for each pattern, object, and speech 
recognition application. In the domains mentioned above, technology is 
of tremendous importance. DNNs must respond to new information by 
comparing it to previously proposed information or procedures. This 
has to be expanded to the most recent development level. If the system 
is non- stationary, the decision-making process must be tweaked in order 
to enhance the increasing efficiency, which is a result of machine learning 
[5, 6].
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In former times, huge computers made up of large-size vaccum tubes 
were used. Even though they were heralded as the world’s fastest com-
puters at the time, they were no match for current machines. With each 
passing second, modern computers become smaller, faster, cheaper, more 
powerful, and more efficient. But what is causing this shift? With the intro-
duction of Bardeen’s (1947–48) semiconductor transistor and Shockley’s 
(1949) bipolar transistor at Bell Labs, the entire computing field entered 
a new era of electronic downsizing. The development span of microelec-
tronics is shorter than the average human lifespan, but it has seen as many 
as four generations. Small-scale integration (SSI) was a term used in the 
early 1960s to describe low-density manufacturing procedures in which 
the number of transistors was restricted to roughly ten.

In the late 1960s, this gave way to Medium-Scale Integration (MSI), 
which allowed for the placement of roughly 100 transistors on a sin-
gle chip. The Transistor-Transistor Logic (TTL), which provided higher 
integration densities, outlasted other IC families’ Emitter-Coupled Logic 
(ECL) and established the foundation for integrated circuit uprising. Texas 
Instruments, Fairchild, Motorola, and National Semiconductor all trace 
their roots back to the establishment of this family. The development of 
transistor counts to roughly 1,000 per chip, known as large-scale integra-
tion, began in the early 1970s (LSI). On a single chip the number of tran-
sistors had surpassed 1,000 by the mid-1980s, ushering in the era of very 
high-scale integration (VLSI). Despite the fact that significant advances 
have been achieved and transistor counts have increased, TTL was van-
quished in the struggle against the MOS at this time, due to the same con-
cerns that put the vacuum tube out of commission: power consumption 
and the number of gates that could be placed on a single die. With the 
introduction of the microprocessors, Intel’s 4004 in 1972 and the 8080 in 
1974, the second period of the integrated circuit revolution began. Texas 
Instruments, Infineon, Alliance Semiconductors, Cadence, Synopsys, 
Cisco, Micron, National Semiconductor, STMicroelectronics, Qualcomm, 
Lucent, Mentor Graphics, Analog Devices, Intel, Philips, Motorola, and 
many others are among the firms that make semiconductors today. Many 
aspects of VLSI have been demonstrated and committed to, including 
programmable logic devices (PLDs), hardware languages, design tools, 
embedded systems, and so on. As an example, the creation of an artificial 
neural network necessitates the use of several neural hubs as well as various 
amplifiers stages. With an increase in the number of neural hubs, a larger 
area is required to position such nodes, and the number of neural node 
interdependencies in diverse layers appears to be modest. It complicates 
cell networking in a small chip zone; therefore big area specifications for 
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speakers and storage devices limit the device’s volume. Due to the device’s 
unpredictable nature, using a fuzzy logic chip with a large number of infor-
mation sources is impractical.

1.2 Artificial Intelligence

Artificial intelligence is a branch of computer emphasis on invention of 
technology that can engage in intelligent actions. Humans have been fas-
cinated by the ability to construct sentient robots since ancient times, 
and today, thanks to the introduction of computers and 50 years of scien-
tific research into machine intelligence development tools, that dream is 
becoming a reality. Researchers are developing computers that can think 
like humans, interpret speech, defeat human chess grandmasters, and per-
form a slew of other previously unimaginable tasks [2].

1.3 Artificial Intelligence & VLSI (AI and VLSI)

The field of expert systems functioning as design assistants is where artifi-
cial intelligence (AI) is thriving in silicon chip and printed circuit design 
schematics [3, 9]. However, AI is simply one facet of expert technology. 
VLSI designing is a difficult task. That complexity is also multi- dimensional. 
Self-design and the patterned origin of the construction process are two 
others. AI language aids in the resolution of such difficult issues. These 
language properties, when joined with intelligent systems, enable a critical 
first step in addressing extremely difficult issues, notably confirming the 
design’s validity [3].

1.4 Applications of AI

Uses of AI are developing quickly. These are being sought after in college 
research as well as in modern conditions like in industries. The field of 
VLSI design is adapting AI rapidly [7, 8, 11]. The first important appli-
cation is the expert system, an intelligent computer software that mimics 
the behaviour of a human by employing analytical techniques to a specific 
domain’s knowledge base. Expert systems in the professional field should 
be capable of resolving instant and reasonably challenging situations. Each 
difficulty should have one or even more solutions provided by an expert 
system. These alternatives should be reliable. Expert systems differ from 
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regular computer programs in several important ways. “Intelligence” is 
specifically written into the code of traditional computer programmes. The 
code subsequently fixes the issue by using a well-known algorithm to do 
so. The “intelligence” part of expert systems is distinct from the controlling 
or reasoning part. Modification and improvements to the learning can be 
made without affecting the control portion [4]. The key aspect of artificial 
intelligence’s knowledge-based techniques is that they ask human special-
ists what knowledge they use to solve certain tasks and then design multiple 
algorithms formats that can directly express that information. Researchers 
that have used this technology in a variety of VLSI applications have seen 
some advantages over simpler methods., such as those discussed in [4].

Making incremental improvements will be easier by using this method 
and it is easier for the system to describe what it is doing and why. For 
human experts it is easy to identify where the system’s knowledge is incor-
rect or incomplete and describe how to solve it. It is easier to interact with 
human professionals’ abilities.

In VLSI design these expert system are being used widely [7, 8, 10, 
12]. Design Automation Assistant (DAA) was one of the first expertise 
solutions for VLSI design. In VLSI, it is very crucial. Researchers from 
Carnegie-Mellon University and AT&T Bell Labs collaborated to cre-
ate it. The original DAA had rules describing several synthesis activities. 
Registers, operators, data routes, and control signals were used to represent 
production rules. Over the years, the DAA technology has been continu-
ally improved and expanded [3]. Its database contains over 500 rules that 
are utilised in the construction of various systems. NCR’s Design Advisor 
serves as a professional help. The design advisor’s job is to offer guidance in 
six areas for the creation of semi-custom CMOS devices using a library of 
functional blocks. Simulations, functions, timing, testability, design rules, 
and specification feasibility are all covered in the advisor.

1.5 Machine Learning

Advanced systems are being used and developed that are capable of learn-
ing and adapting without explicit instructions by analysing and drawing 
inferences from data patterns utilising specific algorithms models [13]. 
Machine learning also includes Artificial intelligence. Machine learning 
covers a vast area in medicine, email filtering, speech recognition, and 
computer vision. For many uses, developing traditional algo is not possi-
ble. The solution is machine learning [14–16]. The use of machine learning 
in biological datasets is on the rise.
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Computation analytics, which emphasizes the use of computers to gen-
erate predictions, is closely related to machine learning; however, not all 
algorithms are statistical learning. Unsupervised learning is the focus of 
data mining, which is a similar topic of research. Biological brains is also a 
very important application of machine learning [17, 18].

1.6 Applications of ML

1.6.1 Role of ML in Manufacturing Process

A manufacturer can gain actual benefits with the use of ML, such as 
increased efficiency and lower costs. Machine learning can be used to 
improve the industry sector. In the case of Google, the company reduced 
its data center electricity usage by 40% by using custom ML. Google also 
tried to reduce it manually but that improvement was not acheived. Many 
other companies adopted ML. Using machine learning to improve internal 
operational efficiency, more than 80% say it helps them reduce costs.

1.6.2 Reducing Maintenance Costs and Improving Reliability

Machine learning can be used to create optimized maintenance sched-
ules based on actual equipment usage. In the same way, customers will 
also benefit, since they can be offered personalized maintenance plans. 

Planning and Logistics

Production Scheduling

Automatic Control Loops

Manufacturing Processes

Unit Level Database

Plant Level Database

Cooperative Level
Database

Figure 1.1 Machine learning in process industries.
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Using machine learning to more accurately predict customer demand, a 
textile manufacturer was able to reduce inventory levels by 30%. By using 
ML, inventory levels and waste can also be reduced.

1.6.3 Enhancing New Design

With the help of ML, the consumer exactly knows the application of the 
product. If the product fails, anyone can know the reason behind it. These 
problems can be fed back to the team, which will remove all the problems 
with the help of machine learning. By using ML researchers can enhance 
their R&D capabilities. Figure 1.1 shows the hierarchical applications of 
data analytics and machine learning in process industries.

1.7 Role of ML in Mask Synthesis

Various resolution enhancement techniques (RET), such as optical prox-
imity correction (OPC), source mask co-optimization, and sub-resolution 
assist functions (SRAF), become necessary as technological nodes reach 
the limits of optical wavelengths. Machine learning will be used by various 
RETs to improve mask synthesis turnaround time.

Figure 1.2 provides a structured mask synthesize flow in which source pat-
terns (layout) are given and mask patterns are created after iterative optimiza-
tion techniques such as SRAF generation, OPC, mask rule check (MRC), and 
lithography compliance check (LCC) [19]. A sub-resolution help function is 
included in SRAF generation to make target pattern printing easier. The tar-
get pattern’s edge part is tailored for robust lithography in OPC. Mask man-
ufacturing rules should be reviewed following these optimization techniques 
in MRC to assure mask fabrication friendliness. In Figure 1.3 to correct 
for image imperfections brought on by diffraction or other process effects, 

Training Phase Testing Phase

Training layout Training layout

Edge
fragmentation

Edge
fragmentation

Feature extraction Feature extraction

Model testingModel training

Model-based OPC

Figure 1.2 Machine learning–based optical proximity correction flow [20].
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photolithography enhancement techniques like optical proximity correction 
(OPC) are frequently used. Due to the limits of light, OPC is mostly required 
in the production of semiconductor devices in order to maintain the edge 
placement integrity of the original design after processing into the etched 
image on the silicon wafer. Inconsistencies in the projected images, such as 
lines that are larger or thinner than intended, can be corrected by altering 
the pattern on the photomask used for imaging to test printability. LCC runs 
lithography simulation under such a series of process windows.

As illustrated in Figure 1.2, varied focus and dosage conditions are 
used to develop printed contours, such as minimal, inner, and outer con-
tours (b). Two metrics are presented to evaluate the methods; in particu-
lar, the spacing between the target pattern profile and the nominal profile 
is measured by Edge Placement Error (EPE), while the area between the 
inner and outer profiles is measured by Process Variation (PV) Band. 
Minimizing the EPE and PV bands is a common RET goal. The flow of 
machine learning–based optical proximity correction and how optical 
proximity correction is produced are depicted in Figures 1.2 and 1.3.

1.8 Applications in Physical Design
This part will incorporate a few critical utilizations of pattern matching 
and AI in physical design (counting physical verification).
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Figure 1.3 Optical proximity correction [21].
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1.8.1 Lithography Hotspot Detection

A hotspot has been located by hotspot detection problem on a given 
layout with quick turnaround time. Pattern images using complicated 
lithography models have been obtained using conventional lithography 
simulation [22]. In spite of the fact that it is exact, full-chip lithogra-
phy simulation is computationally costly and, in this way, we cannot give 
quick criticism to direct early physical design stages. Area of hotspot 
identification assumes a significant part in spanning the immense role 
among modeling and process aware physical design. A great deal of 
machine learning–based hotspot identification works. Machine learning 
methods build a relapse model in light of a bunch of preparing infor-
mation. This strategy can normally recognize a past obscure hotspot. Be 
that as it may, it might produce a false alarm, and the hotspot recog-
nized is not a genuine one. Step-by-step instructions to further develop 
the recognizing precision is the principal challenge while taking on 
machine learning methods. Numerous new methodologies use support 
vector machines (SVM) and artificial neural network (ANN) strategies 
to develop the hotspot discovery kernel. In [23], 2D distance change and 
histogram extraction on pixel-based design pictures for building SVM-
based hotspot recognition are examined.

1.8.2 Pattern Matching Approach

In hotspot identification, design matching-based techniques are also com-
monly used. [23] proposes a format diagram to represent pattern-related 
CD variety. Hotspots such as closed highlights, L-shaped pieces, and com-
plex examples can be observed using the result graphic. Range design 
[24] is proposed to condense process-subordinate particulars, and [25] is 
improved to accommodate new types of hotspot. A reach design is a 2-D 
format of square forms with additional string-based criteria. Each reach 
design is linked to a grading system that displays the potentially hazardous 
places based on the yield effect. The hotspot designs are saved in a pre-de-
fined library, and the location interaction searches for hotspots using string 
matching. Although this method is precise, developing a range pattern 
requires a grid-based format foundation, which can be time consuming 
when the number of grids is large. By extracting basic topological fea-
tures and showing them as design guidelines, Yu, Y. T. et al. [24] propose a 
DRC-based hotspot recognition. When in doubt, hotspot detection can be 
seen by looking at the process through a DRC engine. A matching-based 
hotspot characterization conspire is proposed in [27]. Data mining tech-
niques are used to group the hotspots into groups. Each bunch’s delegate 
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hotspot is then identified and saved in a hotspot library for future hotspot 
identification. [27] relies on a distance metric of several example tests, 
which is defined as a weighted integral across the region where a couple 
of hotspot designs contrast (XOR of examples). It is sensitive to little vari-
ations or movements. For hotspot grouping, [28] proposes an Improved 
Tangent Space (ITS) based measurement. It is a supplement to the widely 
used tangent space algorithms [29–31] in the field of computer vision. The 
L2 standard of the distinction of the comparing turning elements of the 
polygons is the ITS measurement, which characterises a distance metric 
of a couple of polygons [29, 30]. The turning capacity of a polygon cal-
culates the angle of the counter clockwise tangent as a component of the 
standardised circular length, which is calculated from a polygon’s reference 
point. The ITS-based measurement is simple to register and is forgiving 
of minor form variations or movements. The hotspot setup can achieve 
improved precision using ITS-based measurement.

1.9 Improving Analysis Correlation

Examination miscorrelation exists when two unique devices return various 
outcomes for a similar investigation task (parasitic extraction, static timing 
analysis (STA), and so forth) even as they apply something very similar to 
“laws of physics” to similar information. As delineated in Figure 1.4, better 
precision generally comes at the expense of more calculation. Hence, mis-
correlation between two examination reports is frequently the inescapable 
outcome of runtime effectiveness requirement. For instance, close down 
timing is excessively costly (device licenses, gradual examination speed, 
loops of timing window combination, query speed, number of corners, and 
so on) to be utilized inside close enhancement loop. Miscorrelation forces 
presentation of design protects groups as well as cynicism into the stream. 
For instance, if the place-and-route (P&R) instrument’s STA report verifies 
that an endpoint has positive most terrible arrangement slack, while the 
signoff STA apparatus establishes that a similar endpoint has negative most 
obviously awful slack, a cycle (ECO fixing step) will be required. Then again, 
assuming the P&R instrument applies cynicism to guard band its miscor-
relation to the sign off apparatus, this will cause unnecessary measuring, 
safeguarding or VT-swapping activities that cost region, power and design 
plan. Miscorrelation of timing examinations is especially unsafe: (i) timing 
conclusion can consume up to 60% of configuration time [32], and (ii) 
added guard bands do not just demolish power-speed-area compromises 
[33], but can likewise prompt non-convergence of the design signoff timer 
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relationship. Relationship to signoff timing is the most significant objective 
for ML in back-end plan. Further developed correlations can give “better 
exactness for free” that moves the expense precision trade off (for example 
accomplishing the ML impact in Figure 1.4) and optimize iterations, com-
pletion time, overdesign, and instrument license uses along the whole way 
to definite design signoff. These models further develop precision of delay 
and slew assessments alongside by the timer correlation, with the end goal 
that less invocation of signoff STA are required during gradual gate sizing 
estimation [34]. [32] applies profound figuring out how to demonstrate 
and address difference between various STA apparatuses as for flip-flop 
setup time, cell arc delay, wire delay, stage deferral, and way slack at tim-
ing endpoints. The methodology accomplishes significant (various stage 
delays) decreases in miscorrelation. Both a one-time preparing strategy 
utilizing artificial and genuine circuit topologies, as well as a incremental 
training stream during production utilization, are portrayed (Figure 1.4). 
A mix of electrical, functional and topological boundaries are utilized to 
foresee the incremental progress times and arc/path delays because of SI 
impacts. From this and different works, a clear “easy decision” is to utilize 
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Figure 1.4 Flow and results for machine learning of static timing analysis tool 
miscorrelation [32–35].
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Hybrid Surrogate Modelling (HSM) [32] to join anticipated values from 
various ML models into definite predictions. The profit from venture for 
new ML applications would be higher when x is bigger. Next Targets. [23] 
recognizes two close term augmentations in the domain of timer exam-
ination correlation. (1) PBA from GBA. Timing examination cynicism is 
decreased with path-based analysis (PBA), at the expense of essentially 
more prominent runtime than conventional graph-based analysis (GBA). 
In GBA, most exceedingly awful (resp. best) changes (for max (resp. min) 
delay analysis) are engendered at each pin along a timing path, prompting 
moderate appearance time estimates. PBA computes path explicit change 
and appearance times at each pin, decreasing cynicism that can com-
fortably surpass a phase delay. Figure 1.4 represents flow and results for 
machine learning of static timing analysis tool miscorrelation.

1.10 Role of ML in Data Path Placement

S. Ward et al. [12] suggested a programmed data path extraction in the 
accompanying new manner. Makes a decision about the various data path 
and afterward allots the positions to them to streamline it. This improve-
ment is continued in an overall approach to driving or putting the data 
alongside new position stream as shown in Figure 1.5 [12]. SVM and ANN 
techniques are consolidated at the underlying training stage to segregate 
and pass judgment on the data path. When both procedures are used, the 
result is a competent model that is treated as a reduced model at run time. 
In the SVM model, a fault tolerance is determined by the arrangement 
of working data paths. In any event, ANN will generate choices from the 
training data, similar to how people organise their neurons. Whether it is 
a data path or a non-data path, accuracy of assessment is crucial. SVM and 
ANN are both capable of achieving this. Distinguishing data path design 
from opaque design is further improved, which can be addressed in the 
preparation stage of data learning models. To recognise the unique case, 
certain edge thresholds are set while involving SVM and AVM assessments.

1.11 Role of ML on Route Ability Prediction

The work [36–41] materials the main calculated study on route capacity 
forecast in light of Convolutional Neural Network. Subconsciously, that 
is clearly a promising course; however, it isn’t all around concentrated 
beforehand. The method Route Net can just estimate general route ability 



Applications of VLSI Design in AI and ML 13

(Figure 1.5) in conditions of Design Rule Violation count thinking about 
macros [42]. Route Net accomplishes tantamount accuracy in contrast 
with that of worldwide routing; however, it is by and large significant 
degrees speedier really, assuming preparation period is regularly counted. 
Figure 1.5 shows general physical design flow to the best of our agreement; 
this is really the first route capacity predictor which incorporates both such 
extraordinary exactness and incredible speed. In anticipating DRC hotspot 
regions considering macros, it makes a huge improvement of half precision 
improvement versus worldwide routing. Moreover, Route Net remarkably 
outflanks SVM and calculated regression-centered expectation.

1.12 Conclusion

In this article, we have demonstrated the use of Artificial Intelligence in 
several aspects of the VLSI Logical and Physical Plan, such as assembly, 
miscorrelation, power inquiry, testing, mask synthesis, transition and con-
nection delay, and CAD tools. However, AI has several applications in the 
VLSI design stages. Furthermore, the use of AI systems to VLSI backend 
design is still in its early stages. In the SRAF era, for example, pixel-by-pixel 
assumptions are necessary, and only direct models are utilised, limiting 
the usage of more complex models due to high computational costs. In 
general, OPC is only sensible to embrace direct models. Such advancement 
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Figure 1.5 General physical design flow [36].
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concerns necessitate the creation of a new cover image in a specific for-
mat. It deserves more investigation. It is unclear whether a generic rep-
resentation of arrangement data exists or whether a customised integrate 
decision can be made. Furthermore, unlike domains with extensive AI 
assessment, such as image confirmation, where a large proportion of data 
is open, obtaining appropriate data in VLSI plan for planning powerful 
and exact models is often arduous and costly. As a result, it is critical to 
develop approaches to enhance showing precision while reducing the need 
for massive data so that AI may be widely adopted. These issues will be 
further looked into in the future.
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Design of an Accelerated Squarer 
Architecture Based on Yavadunam Sutra 

for Machine Learning
A.V. Ananthalakshmi*, P. Divyaparameswari and P. Kanimozhi

Department of ECE, Puducherry Technological University, Puducherry, India

Abstract
A novel acceleration strategy of a squarer architecture is proposed for machine 
learning so as to reduce the hardware complexity and thereby achieve supe-
rior performance. Complex mathematical operation can be greatly simplified 
by adopting Vedic mathematics. Efficient arithmetic operations are required to 
carry out real-time applications. Multipliers are frequently employed in signal 
processing. Hence multipliers can be designed using a squarer unit. Squaring 
Circuit offers a very good performance in terms of speed. Thus squaring mod-
ule becomes the fundamental operation in any arithmetic unit. The squaring 
operation is frequently employed in cryptography also. On the whole, squaring 
operation is widely encountered in multipliers. While designing multipliers, it is 
essential to reduce the hardware complexity with less power consumption. Vedic 
mathematics simplifies the design concepts and thus paves the way for high-speed 
applications. On comparing the various Vedic sutras, Yavadunam sutra is highly 
efficient from logic utilization and is found to be suitable for high-speed digital 
applications. Hence, a squaring architecture has been designed using Yavadunam 
sutra, an ancient sutra of Vedic mathematics without using a multiplier circuit. 
The proposed acceleration strategy employs only addition operations. The design 
is simulated and realized using Xilinx Isim Simulator.

Keywords: Squarer circuit, Vedic multiplier, Yavadunam sutra
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2.1 Introduction

Recently, deep learning algorithms gained popularity in contrast to the 
classical method. In mobile and edge devices, for classifying Histogram 
of Oriented Gradients (HOG) feature extractor is mainly used in Support 
Vector Machine (SVM) classifier, so as to achieve remarkable performance 
and thereby try to bring down the hardware complexity. One should 
achieve this by reducing the computational complexity without compro-
mising on accuracy. Area and power reduction plays a crucial role in VLSI 
system design. High-speed adders and multipliers are essential in the 
design of a high-performance system. To meet the demand in high-speed 
applications, the design of high-speed multipliers increases the hardware 
complexity as well as the power consumption. To overcome the above said 
drawback, Vedic mathematics finds its extensive use in the design of hard-
ware arithmetic units. Thus this work employs Vedic mathematics in the 
design of a squarer so as to achieve superior performance with reduced 
complexity.

The essential idea behind the Histogram of Object oriented Gradients 
Descriptor (HOD) is that the object appearance and shape of an image is 
identified using the intensity of gradient and edge direction. The gradient 
is computed using the following expression:

 = +g g gx y
2 2

 (2.1)

In order to compute the gradient, squaring operation is required. This 
work focuses on the implementation of high-performance squarer archi-
tecture by reducing the complexity without compromising on accuracy.

Several works were reported in the literature on the design of a squarer 
architecture. Vedic mathematics uses simple techniques and hence can 
be applied in the implementation of any mathematical operation [1]. 
An n-bit squarer using Vedic multipliers was proposed in [2] in which 
generation of partial products and its summation were done simultane-
ously to speed up the process. However, this has increased the hardware 
complexity. High-speed binary squaring architecture was proposed in 
[3, 4] which was based on Urdhva Tiryagbhyam Sutra (UTS) technique. 
This work also offers good performance at the cost of logic density. The 
squarer circuit based on peasant multiplication technique was introduced 
in [5] but this design has also increased the area. Vedic mathematics is 
applied in the design of a binary squarer and cube architecture so as to 
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minimize the power dissipation [6]. Yavadunam algorithm finds its use in 
the squarer architecture as it produces good performance [7]. Nikhilam 
Sutra rules [8] were employed in the design of a squaring unit. This archi-
tecture has improved the speed but at the cost of area. An 8-bit and a 
16-bit squarer circuit was proposed in [9] based on Antyayordashakepi 
Sutra and duplex technique. Both the designs offered good performance 
but at the cost of logic density. In [10] an efficient squarer was proposed 
based on Yavadunam algorithm for high-speed digital applications. All 
previously reported works had designed a 2-bit squaring circuits using 
which higher order bit multipliers were designed [11, 12]. In any hard-
ware implementation, delay, area and power consumption becomes the 
primary concern. High-speed arithmetic systems heavily depend on high-
speed adders and multipliers which in turn depend on squarer circuits 
[13–15]. [16–18] presents the high-speed multiplier architectures. From 
the literature survey it is inferred that an n-bit squaring circuit based on 
a Vedic multiplier requires more logic gates and thus results in more area. 
As Yavadunam sutra is highly efficient for high-speed digital applications, 
this work focuses on the design of a 4-bit squarer using a 3-bit squarer by 
employing Yavadunam sutra [19]. Design of an accelerated HOD/SVM 
for object recognition is proposed in [20] by reducing the computational 
operations just by using the addition operation. Hardware accelerator for 
machine learning was proposed in [21] with an aim to reduce the compu-
tational complexity. A power efficient hardware accelerator using FPGA 
was proposed in [22]. The hardware implementation of UCB algorithm 
was proposed in [23].

2.2 Methods and Methodology

Though Yavadunam sutra has been considered as the powerful squaring 
algorithms there is no efficient hardware architecture. Thus to begin with, 
an n-bit squaring circuit using Yavadunam sutra is designed where n = 4. 
However, it has resulted in more logic utilization. Hence a n-bit squar-
ing circuit is designed using an (n-1)-bit squaring circuit so as to achieve 
higher speed. However, the design of an n-bit squaring circuit based on 
(n-1)-bit squaring circuit not only achieves higher speed but has also con-
sumed less gates than an n-bit multiplier and thus resulted in less logic 
area. The objective of this work is to design an n-bit squarer using an (n-1)-
bit squarer and thereby to reduce the i. The main goal is to implement a 
squaring circuit that does not rely on an area-consuming multiplier.
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2.2.1 Design of an n-Bit Squaring Circuit Based on (n-1)-Bit 
Squaring Circuit Architecture

In the design of an n-bit squaring circuit based on (n-1)-bit squaring circuit 
where ‘n’ = 4, the numbers from 0 to 15 are considered. By keeping 8[1000] 
as the centre value, the numbers are divided into three cases as shown in 
Figure 2.1. The numbers below 8[1000] are treated as a single case, A < B. 
The numbers greater than 8[1000] are considered as the second case, i.e., 
A > B. In the third case, the centre value A = B is taken into account.

From Figure 2.1,
A è Four bit input,
B è Base (deficiency) of input, i.e., base value B = 1000 since the input is 
a 4-bit data.

2.2.1.1 Architecture for Case 1: A < B

Figure 2.2 shows the block diagram of an n-bit squaring circuit based on 
(n-1)-bit squaring circuit for case 1, i.e., A < B where ‘n’ = 4. A 4-bit input 
that must be squared meets the condition of being less than 8[1000]. ‘D’ 
represents A[(n-2) down to zero] where ‘n’ = 4. As a result, 4 – 2 = 2, and 
we must consider from 0th to 2nd bit of the input. The value of ‘D’ is sent to 
the 3-bit squaring circuit, which performs squaring operations and outputs 
as 6-bit labeled ‘M’. As we are squaring 4-bit numbers, we need 8-bit out-
put, so two zeros are placed before the value of ‘M’ and labeled as ‘X’, where 
‘X’ is the squared output of ‘A’.

INPUT (A)

CASE 1:
A < B

CASE 2:
A > B

CASE 3:
A = B

Figure 2.1 Block diagram for n-bit squaring circuit based on (n-1)-bit squaring circuit.
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2.2.1.1.1 (n-1) – Bit Squaring Architecture
(n-1)-bit squaring circuit is used in the design of an n-bit squarer circuit 
where ‘n’ = 4. Table 2.1 presents the truth table for (n-1)-bit squaring cir-
cuit. The (n-1)-bit squaring circuit has been designed only using the basic 
logic gates as represented in Figure 2.3.

INPUT (A)

A [3:0]

D [2:0]

M [5:0]

X [7:0]

D = A [(n-2) DOWN TO ZERO]

3 – BIT SQUARING CIRCUIT

M = D^2

X = 00 & M

Figure 2.2 Block diagram for n-bit squaring circuit based on (n-1)-bit squaring circuit for 
case 1: a < b.

Table 2.1 Truth table for (n-1) – bit squaring circuit.

N(3) N(2) N(1) S(6) S(5) S(4) S(3) S(2) S(1)

0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 1

0 1 0 0 0 0 1 0 0

0 1 1 0 0 1 0 0 1

1 0 0 0 1 0 0 0 0

1 0 1 0 1 1 0 0 1

1 1 0 1 0 0 1 0 0

1 1 1 1 1 0 0 0 1
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2.2.1.2 Architecture for Case 2: A > B

Figure 2.4 presents the block diagram for n-bit squaring circuit based on 
(n-1)-bit squaring circuit for case 2 where A > B with the assumption ‘n’ = 4.  
The input block receives the 4-bit number that we want to square. The 
input (A) is sent to a block called 2’s complement, which inverts the 4-bit 
input and then adds one, yielding ‘E’ as the output. As the input to the A < 
B block meets the first case’s criteria, the steps taken in case 1 are repeated 
here, and the result is labeled as ‘M’. The input ‘A’ is left shifted 4 times since 
‘n’ = 4. As a result, the input is shifted left by four times, and the output is 
labeled as ‘I’. One of two 8-bit ripple carry adder is used to combine the ‘M’ 
and ‘I’ outputs, which are labeled as ‘H’. Another is used to combine the ‘H’ 
and ‘I’ outputs into a single ‘Z’ output. To obtain an 8-bit output, the first 
eight bits of ‘Z’ are treated as the squared output of a 4-bit input (A).

Thus if A > B, then the squarer operation is implemented using adder, 
subtractor and shift elements alone.

2.2.1.3 Architecture for Case 3: A = B

Figure 2.5 presents the block diagram for n-bit squaring circuit based on 
(n-1)-bit squaring circuit case 3, i.e., A = B. In this case, the centre value 
8[1000] is used to calculate the squared output of 8 as 64. Simply shift the 
input, i.e., 8[1000], left three times to obtain the required output.

N1 1

N2 2

3N3

4

5

6

7

8

9

S1

S2

S3

S4

S5

S6

Figure 2.3 Architecture for 3 – bit squaring circuit.
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In Figure 2.5, if A = B, then the squarer operation is implemented using 
left shift operation.

2.3 Results and Discussion

In a 4-bit squaring circuit based on Vedic multiplier, a 2-bit multiplier is 
required which consists of a half adder whose simulated output is illustrated 

INPUT (A)

A [3:0]

2’S COMPLEMENT (E) SHIFT LEFT BY ‘N’ TIMES (I)

A < B (M)

E [3:0]

M [7:0]

I [7:0]

I [7:0]

H [7:0]

Z [7:0]

Y = Z [7:0]

RIPPLE CARRY ADDER (M + I = H)

RIPPLE CARRY ADDER (H + I = Z)

Figure 2.4 Block diagram for n-bit squaring circuit based on (n-1)-bit squaring circuit for 
a > b.

INPUT (A)

A [3:0]

Z [7:0]

SHIFT LEFT BY ‘N’ TIMES

Figure 2.5 Block diagram for n-bit squaring circuit based on (n-1)-bit squaring circuit for 
a = b.
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as shown in Figure 2.6. The binary inputs are 1 and 0 and the outputs are 1 
and 0, respectively.

The full adder functionality is shown in Figure 2.7. The inputs are 1, 1, 0 
and the outputs are 0 and 1 respectively.

The functional verification of a 4-bit ripple carry adder is shown in 
Figure 2.8. The inputs are 0001, 0000 and 1 and the 4-bit sum is 0010 and 
carry is 0.

The functional verification of a 2-bit multiplier is shown in Figure 2.9 
where ‘a’ and ‘b’ are inputs and produces output as ‘p’. The values of input ‘a’ 
and ‘b’ are 2 and 3 and produces output ‘p’ as 6, respectively.

Figure 2.6 Half adder output.

Figure 2.7 Full adder output.

Figure 2.8 4-bit ripple carry adder output.
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A 4-bit multiplier is needed in a 4-bit squaring circuit based on Vedic 
multiplier, whose output is shown below in Figure 2.10. The inputs to 4-bit 
multiplier are ‘a’ and ‘b’ and produces ‘p’ as output. The inputs ‘a’ and ‘b’ are 
5 and 5 and produce the value of ‘p’ as 25, respectively.

The output of an n-bit squaring circuit where ‘n’ = 4 based on Vedic 
multiplier is shown in Figure 2.11. The input is 15 and the squared output 
is 225.

The simulation result of an (n-1)-bit squaring circuit where ‘n’ = 4 is 
shown in Figure 2.12. The input is 3 and the squared output is 9.

Figure 2.9 2-bit multiplier output.

Figure 2.10 4-bit Vedic multiplier output.

Figure 2.11 n-bit squaring circuit based on Vedic multiplier output where ‘n’ = 4.

Figure 2.12 (n-1)-bit squaring circuit output where ‘n’ = 3.



28 Machine Learning for VLSI Chip Design

The simulation output of an n-bit squaring circuit based on a (n-1)-bit 
squaring circuit is shown in Figure 2.13, where ‘a’ is the input to be squared 
and ‘p’ is the squared output of ‘a’. Figure 2.13 shows that the input value of 
‘a’ is 15 and produces 225 as the squared output of ‘a’ respectively.

Table 2.2 presents a comparison between an n-bit squaring circuit based 
on Vedic multiplier and an n-bit squaring circuit based on (n-1)-bit squar-
ing circuit, where delay, area and logic utilization are compared. The logic 
utilization of an n-bit squaring circuit based on an (n-1)-bit squaring cir-
cuit is reduced by 18% where as the delay is retained.

 Table 2.3 compares the number of gates used in an n-bit squaring cir-
cuit based on Vedic multiplier and an n-bit squaring circuit based on a 
(n-1)-bit squaring circuit. From the results, it is inferred that logic com-
plexity of the latter is approximately half of that in the former.

 As the number of transistors used determines the size of an integrated 
circuit, the number of transistors required in an n-bit squaring circuit 
based on Vedic mathematics will be definitely more when compared to an 
n-bit squaring circuit based on an (n-1)-bit squaring circuit as the logic 
gates required is more in the former when compared to the latter.

Figure 2.13 n-bit squaring circuit based on (n-1)-bit squaring circuit output where ‘n’ = 4.

Table 2.2 Comparison between squaring circuit based on Vedic multiplier and 
squaring circuit based on 3-bit squaring circuit.

Performance 
parameters

Squaring circuit based 
on Vedic multiplier

Squaring circuit based on 
3-bit squaring circuit

Power 0.019W 0.018W

Delay 5.537ns 5.537ns

Logic Utilization 9 (56%) 6 (38%)
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2.4 Conclusion

The performance of any VLSI implementation heavily depends on power, 
area and speed. For more accuracy and to simplify the hardware implemen-
tation one can apply Vedic mathematics. The n-bit squaring circuit based 
on Vedic multiplier has the disadvantage of requiring more logic gates and 
thus occupying more space with a greater number of logic elements. The 
n-bit squaring circuit design, which is based on a (n-1)-bit squaring circuit 
has fewer logic gates, takes up less space, and employs fewer transistors, 
resulting in the reduction in the size of the integrated circuit. When com-
pared to a multiplier-based squaring circuit, this results in a 66% reduction 
in logic utilization, thus reducing the hardware complexity.

Table 2.3 Logic utilization for squaring circuit based on Vedic multiplier and 
squaring circuit based on 3-bit squaring circuit.

Logic utilization

Squaring circuit 
based on Vedic 
multiplier

Squaring circuit based on 
3-bit squaring circuit

4 – Bit RCA 3 -

8 – Bit RCA 1 2

Full Adder 30 16

Half Adder 4 -

Full Subractor 1 -

And Gate 80 36

Or Gate 29 17

XOR Gate 64 33 

Not Gate 16 2 

2 Bit Multiplier 4 - 

3 Bit Squaring Circuit - 1 
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Abstract
To test Integrated Chips, test pattern generation and fault simulation are vital. 
Testing verifies a circuit’s accuracy regarding gates and connections between 
them. The fundamental purpose of testing is to model the circuit’s various activ-
ities. Several Electronic Design Automation tools for fault identification and test 
pattern development are available to simulate circuits for structural testing. This 
chapter gives a brief idea of machine learning techniques: defect identification and 
test pattern generation at various abstraction levels.

Keywords: VLSI testing, Electronic Design Automation (EDA), machine learning

3.1 Introduction

With the emergence of complementary metal-oxide-semiconductor 
(CMOS) technology, a new circuit design paradigm with low power con-
sumption emerged. CMOS design techniques are frequently used for dig-
ital circuits with particularly large-scale integration (VLSI). Today’s IC 
chips have billions of transistors on a single die. In addition to design, 
testing for manufacturing flaws is an essential component in the pro-
duction cycle of digital IC chips since it affects dependability, cost, and 
delivery time. Effective testing is also essential to determine the chip’s 
yield and information on process variations. Various areas of fault mod-
elling, detection, diagnosis, fault simulation, built-in self-test, and  
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design-for-testability (DFT) have been extensively researched over the 
last three decades, resulting in fast test generation and fault-diagnostic 
algorithms testable designs. Several industrial tools for testing have been 
developed over the years. However, with the increasing sophistication of 
IC chips, the obstacles in testing, especially in diagnosis, have grown [1].

VLSI testing is an integral part of any design because it allows you to 
determine if there are any defects in the circuit. The accuracy of the cir-
cuit can be established through testing. Verification is another approach 
to testing a circuit’s behavior. The significant distinction between testing 
and verification is that testing considers a circuit, whilst verification con-
siders the design. The distinction between testing and verification is seen 
in Table 3.1.

The verification process is divided into two parts:

1.  Simulation-based verification
2.  Formal approaches

VLSI testing covers the full range of testing methods and structures 
integrated into a system-on-chip (SOC) to ensure manufactured devices’ 
quality during manufacturing tests. Test methods often comprise malfunc-
tion simulation and test generation to provide quality test patterns to each 
device. In addition, the test structures frequently use particular design for 
testability (DFT) techniques to test the digital logic sections of the device, 
such as scan design and built-in self-test (BIST). As the issue gets identi-
fied, the company’s testing costs for the final product will be reduced. The 
“Rule of Ten” is commonly used in the VLSI testing sector. It claims that as 

Table 3.1 Difference between testing and verification.

Testing Verification

Verifies the correctness of a 
manufactured hardware.

In this process verifies the correctness 
of a circuit.

Testing is a two-step process:
a) Test generation
b) Test application

They were performed by simulation 
or hardware emulation or formal 
methods.

Test application performed on every 
manufactured device.

They executed one prior 
manufacturing.

Responsible for the quality of the 
device.

Responsible for quality of design.
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the testing phase progresses from one step to the next (Chip level > Board 
level > System-level > System-level at the field), the expense of identifying 
a flaw increases by a factor of ten. VLSI testing at various abstraction levels 
is depicted in Figure 3.1.

3.2 The VLSI Testing Process

There are two methods of the testing process.

3.2.1 Off-Chip Testing

The chip test equipment provides an external toolkit for this type of testing. 
Automated Test Equipment (ATE) is an example of Off-chip testing.

3.2.2 On-Chip Testing

In this method, test equipment is added on-chip and embedded resources 
to detect any flaw or defect in the circuit. 

Equation 3.1 represents the testing formula that is followed in the indus-
try [2]

 
Y Number of acceptable parts

Total number of fabricated par
=

tts  
(3.1)

Y is the yield or the ratio of acceptance of the parts. In the initial phase, 
when the technology is new, the output is as low as 10%, but when the 
technology attains a certain level of maturity, it grows to a staggering 95%. 
Figure 3.2 represents VLSI testability and reliability.

Level of Testing

Circuit Level System Level Board Level

Figure 3.1 Stages of VLSI testing [1].
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In circuit-level testing is divided into two categories furthermore:

3.2.3 Combinational Circuit Testing

3.2.3.1 Fault Model

Fault Model (Stuck at model):

a. This method assumes selected wires (gate input or output) 
is stuck at logic 0 or 1.

b. It is a simplistic model and requires 2 n test input for n input 
circuit but for practical purposes in real life; it requires 
many test inputs.

3.2.3.2 Path Sensitizing

In this method, multi-wire testing is used in a circuit at the same time.

3.2.4 Sequential Circuit Testing

3.2.4.1 Scan Path Test

In this method, multiplexers are used to pass the FF inputs.

3.2.4.2 Built-In-Self Test (BIST)

In this method, a pseudorandom test vector is used in the feedback shift 
register.
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Design Manufacturing Wafer Chip
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FailYears

VLSI TESTABILITY AND RELIABILITY

Figure 3.2 Example of VLSI testability and reliability [3].
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3.2.4.3 Boundary Scan Test (BST)

In this tests interconnect (wire lines) on printed circuit boards or sub-
blocks inside an integrated circuit. Boundary scan is also widely used as a 
debugging method to watch integrated circuit pin states, measure voltage, 
or analyze sub-blocks inside an integrated circuit.

3.2.5 The Advantages of VLSI Testing

a) The complex testing process can be eliminated for PCB test-
ing to minimize human intervention. 

b) It eases the job of the test engineer and increases the effi-
ciency multifold.

c) Drastically reduces the time spent on complex testing. 
d) The coverage for all types of faults is expanded heavily.

Compared to IC design capability, integrated circuit technology is rap-
idly advancing. The VLSI computation process is a time-consuming and 
complex operation. VLSI developers must monitor and implement tech-
nology growth as it occurs daily and on a periodic basis to improve their 
design tools. Machine learning (ML) enters the VLSI field with improved 
design methodology, features, and capabilities [3].

ML has several features and methods, but it still has significant limits 
in solving problems. Consequently, ML opens up plenty of possibilities 
for collaboration in VLSI and computer-based design. Furthermore, the 
knowledge gathered by ML is used to design and implement computer 
chips. As a result, it is regarded as the first ML application. In recent years, 
knowledge gained from ML introduction classes has been used to handle 
and routinely employ computer-based design tools.

Previously, most chips were developed manually, resulting in excessively 
huge size and slow performance. Furthermore, verifying such hand-crafted 
chips is a complex and time-consuming operation. Because of these com-
plications, an automated tool was created. Furthermore, this automation 
tool has been upgraded to include new functionalities.

Chip designers introduce new design methods frequently, such as mem-
ory combing, novel techniques in computing tasks, etc., which must be con-
trolled in the design process. Many manufacturers, like Synopsys, Mentor 
Graphics, and Cadence, offer computer-aided design (CAD) tools that can 
be considered machine learning applications for chip design. AI (Artificial 
Intelligence) and ML revolutionize every enterprise with extremely sub-
stantial inputs due to technology advancement. Machine learning has 
made many essential modifications in the VLSI sector.
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So far, ML has assisted the VLSI sector by maximizing EDA tools, 
which helps reduce design time and manufacturing costs. Furthermore, 
machine learning in VLSI design aids EDA tools in finding an opti-
mal solution in case of scenarios by forecasting chip flaws, which saves 
money during manufacturing [4].

3.3 Machine Learning’s Advantages in VLSI Design

The benefits of ML in the VLSI field are as follows below.

3.3.1 Ease in the Verification Process

Machine learning in VLSI design and verification is critical as the amount of 
data created by complex devices continues to grow, ensuring smooth opera-
tion without compromising performance or cost. For RTL implementation, 
ML assists in formulating test cases and suggests better Design flows.

3.3.2 Time-Saving

Different regression methods are used in machine learning to reduce the 
complexity; therefore, verification time is reduced. 

3.3.3 3Ps (Power, Performance, Price)

Cadence and Synopsys are two EDA systems that continually incorporate 
machine learning techniques to improve design stimulation and redesign 
the three Ps.

Figure 3.3 presents the machine learning model in the VLSI testing field.
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Figure 3.3 Machine learning model for testing [2].
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3.4 Electronic Design Automation (EDA)

Electronic design automation (EDA) tools routinely are required to handle 
billions of entities at lower levels of abstraction. Furthermore, the number 
of components in a design increases with refinement and abstraction lev-
els. Therefore, these tools need to operate on voluminous data and complex 
models to accomplish various tasks that can be categorized as follows.

a) Estimate: Typically, we need to make estimates based on 
incomplete information or designer-provided hints. 

b) Infer dependencies: The given design data can be volu-
minous, and finding dependencies among various input 
parameters can be challenging. 

c) Transform: We need to refine design information based 
on optimality criteria and constraints. It can also involve 
transforming a design’s behavioural, structural, and phys-
ical views. The quality of results (QoR) in accomplishing 
the above tasks can often be improved by statistical data 
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analysis, learning from examples, and encapsulating the 
designer’s intelligence into an EDA tool. 

There have been tremendous advancements in ML tools and technology 
in recent times. These advancements were facilitated by novel mathemat-
ical formulations and powerful computing resources that allow massive 
data processing. Consequently, a plethora of freely available tools to imple-
ment ML techniques and algorithms are available to us. Therefore, ML 
techniques are now widely employed in VLSI design. These techniques 
have improved the designer’s productivity, tackled complex problems 
more efficiently, and provided alternative solutions. Figure 3.4 reports the 
ML application in the VLSI field.

VLSI design is a complex process. We decompose the design process 
into multiple steps, starting with system-level design and culminating in 
chip fabrication. We can apply ML and related techniques in design imple-
mentation, verification, testing, diagnosis, and validation stages. In this 
chapter, we discuss the applications of ML in the following steps:

a)  System-Level Design
b)  Logic Synthesis 
c)  Physical Design

3.4.1 System-Level Design 

There are many challenges in designing state-of-the-art systems consisting 
of heterogeneous components such as GPUs, CPUs, and hardware acceler-
ators. The difficulty arises due to the following reasons.

a)  There is no complete implementation detail of many com-
ponents at the system level. Therefore, we need to estimate 
the performance, power, and other attributes based on 
some abstract models. It is complex and error-prone. 

b)  We need to determine near-optimal system parameters for 
multiple objectives and constraints. Moreover, these con-
straints and objectives often depend on the application and 
change dynamically. 

c)  Due to an increase in the number and multitude of hetero-
geneous components, the design space or the solution space 
becomes big. 

d)  Traditional methods such as simulations are often too slow 
and expensive in exploring the design space for modern 
heterogeneous systems.
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The abovementioned challenges are tackled by ML, which is discussed 
in the section below. Some of these challenges can be efficiently tackled by 
ML, as explained in the following section.

In designing a new system, we often need to choose a particular sys-
tem configuration by estimating the system performance. For example, 
we need to select the CPU type, memory type, CPU frequency, memory 
size, bus type, and motherboard for a laptop. However, to make a choice, 
we need to predict the actual system performance. We can evaluate the 
system’s performance by creating a predictive model based on neural net-
works and linear regression. These models can accurately determine sys-
tem performance utilizing only a tiny portion of the design space and data 
from previously built systems.

We can also estimate heterogeneous systems’ performance and 
power with more detail by applying ML techniques. In particular, we 
can measure these attributes with many test applications running on 
real hardware with various configurations. Furthermore, these mea-
surements can train an ML model to produce the expected performance 
and power attributes for a system design parameter. After that, we can 
predict them for a new application running on various system configu-
rations. Finally, we measure these values for a single structure and feed 
them to the ML model. Using these inputs, ML can quickly produce the 
estimate for various configurations with accuracy comparable to cycle-
level simulators [5].

We also need to quickly estimate performance at the component level 
during design space exploration. For example, implementing hybrid mem-
ory architectures in scaled heterogeneous systems has advantages. We can 
combine nonvolatile memories (NVM) with the traditional DRAM to 
improve performance. To implement the hybrid memory architecture, we 
need to analyze the performance of various configurations. Traditionally, 
architectural-level memory simulators are used in these analyses. However, 
this approach suffers from long simulation time and inadequate design 
space exploration. 

A better technique is to build an ML model that predicts various figures 
of merit for a memory. Then, we can train the ML model by a small set 
of simulated memory configurations. These predictive models can quickly 
report latency, bandwidth, power consumption, and other attributes for a 
given memory configuration. 

In Sen and Imam [6], neural network, SVM, random forest (RF), and 
gradient boosting (GB) are tried for the ML model. It is reported that 
the SVM and RF methods yielded better accuracies compared with other 
models [6].
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3.4.2 Logic Synthesis and Physical Design 

Logic synthesis and physical design are the main tasks in the VLSI design 
flow. Due to computational complexity, we divide them into multiple steps. 
Some key steps are multi-level logic synthesis, budgeting, technology 
mapping, timing optimization, chip planning, placement, clock network 
synthesis, and routing. Nevertheless, each of these steps is still computa-
tionally difficult. Typically, EDA tools employ several heuristics to obtain 
a solution. Tool options and user-specified settings guide the heuristics. 
The QoR (Quality of Results) strongly depends on them. These steps are 
sequential. Therefore, the solution produced by a step impacts all subse-
quent tasks. A designer often adjusts the tool settings and inputs based on 
experience and intuition to achieve the desired QoR [7–10].

As explained in the following paragraphs, we can reduce design effort in 
these tasks and improve the QoR by employing ML tools and techniques.

One of the earliest attempts to reduce design effort using ML was 
Learning Apprentice for VLSI design (LEAP). LEAP acquires knowledge 
and learns rules by observing a designer and analyzing the problem-solv-
ing steps during their activities. Subsequently, it provides advice to the 
designer on design refinement and optimization. A designer can accept 
LEAP’s advice or ignore it and manually carry out transformations. When 
a designer ignores the advice, LEAP considers it a training sample and 
updates its rule.

An ML-based tool for logic synthesis and physical design, such as a 
design advisor, needs to consider implementing the following tasks [11–14].

a) Developing a training set consists of data points with a 
design problem and its corresponding solution. For exam-
ple, a data point can be an initial netlist, constraints, cost 
function, optimization settings, and the final netlist. We 
need to generate these data points for training or can 
acquire them from designers.

b) Reduced representations of the training set: The training 
data points typically contain many features. However, for 
efficient learning, we can reduce the dimensionality of the 
training set. For example, we can perform PCA and retain 
the most relevant input features. 

c) Learning to produce the optimum output: The training 
data points that we collect from the existing EDA tools are, 
typically, not the mathematical optimum. On the other 
hand, these tools give the best possible solution that could 
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be acceptable to the designers. Therefore, training data does 
not represent the ground truth of the problem. Moreover, 
data can be sparse and biased because some specific tools 
generate those results. We can employ statistical models 
such as Bayesian neural networks (BNNs) to tackle this 
problem. BNNs have weights and biases specified as dis-
tributions instead of scalar values. Therefore, it can tackle 
disturbances due to noisy or incomplete training sets.

d) Dynamic updates: We expect the ML-based design adviser 
to continue learning from the new design problems. We can 
use reinforcement learning to adjust the model dynamically.

3.4.3 Test, Diagnosis, and Validation

ML techniques also imply post-fabrication testing, diagnosis of failures, 
and validation of functionality. The ability of ML models to work efficiently 
on large data sets can be helpful in these applications [15, 16].

We can reduce the test cost by removing redundant tests. We can use 
ML to mine the test set and eliminate the redundant tests. We can con-
sider a test redundant if we can predict its output using other tests that 
we are not removing. For example, we can use a statistical learning meth-
odology based on decision trees to eliminate redundant tests. We should 
ensure maintaining product quality and limiting yield loss while removing 
difficulties.

We can also apply ML-based techniques to test analog/RF devices to 
reduce cost. However, it is challenging to maintain test errors in ML-based 
analog/RF device testing to an acceptable level. Therefore, we can adopt a 
two-tier test approach. For example, Stratigopoulos and Makris [17] devel-
oped a neural system-based framework that produces both the pass/fail 
labels and the confidence level in its prediction. If the confidence is low, 
traditional and more expensive specification testing is employed to reach 
a final decision. Thus, the cost advantage of ML-based analog/RF testing 
is leveraged. Note that the test quality is not sacrificed in the two-tier test 
approach [17]. We can employ a similar strategy for other verification 
problems where ML-induced errors are critical.

 ML-based strategies are used to diagnose manufacturing defects. These 
methods provide alternatives to the traditional exploring of the causal rela-
tionship [18]. It can reduce the runtime complexity of the conventional 
diagnosis methods, especially for volume diagnosis. Wang and Wei [19] 
reported that defect locations are found for most defective chips even with 
highly compressed output responses. 
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Note that the scan chain patterns are insufficient to determine the fail-
ing flip-flop in a scan chain. Therefore, diagnosis methodologies need to 
identify defective scan cell(s) on a faulty scan chain. Unsupervised ML 
techniques based on the Bayes theorem are used to tolerate noises [20].

Another problem that can utilize the capabilities of ML is post- silicon 
validation. Before production, we carry out post-silicon validation to 
ensure that the silicon functions as expected under on-field operating 
conditions. For this purpose, we need to identify a small set of traceable 
signals for debugging and state restoration. Unfortunately, traditional 
techniques such as simulation take high runtime in identifying traceable 
signs. Alternatively, we can employ ML-based techniques for efficient sig-
nal selection. For example, we can train an ML with a few simulations runs. 
Subsequently, we can use this model to identify beneficial trace signals 
instead of employing time-consuming simulations [21].

3.5 Verification 

We can employ techniques to improve and augment traditional verifica-
tion methodologies in the following ways:

a)  Traditional verification often makes certain assumptions 
to simplify its implementation. Consequently, it can leave 
some verification holes, or we sacrifice the QoR of a design. 
ML-based verifications can consider a larger verification 
domain. Thus, they can fill these holes and make validation 
more robust.

b)  Traditional verification can take more runtime in finding 
patterns in a design. However, ML-based verification can 
search efficiently and produce results faster.

c)  Traditional verification employs some abstract models for a 
circuit. ML can augment such models or replace them.

In the following section, we will discuss the application of ML in the 
Verification of VLSI chips. In simulation-based logic verification, we can use 
ML to quickly fill the coverage holes or reduce the runtime. Traditionally, 
we apply randomly generated test stimuli and observe their response. In 
addition, we often incorporate coverage-directed test generation (CDG) to 
improve coverage within a time limit. However, it is challenging to predict 
the constraints that can produce test stimuli with a high range. 
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ML techniques can generate the bias that directs CDG towards improved 
coverage. ML techniques are added to the feedback loop of CDG to pro-
duce new directives or preferences for obtaining stimuli that fill coverage 
holes. The ML model can also learn dynamically and screen stimuli before 
sending them for verification. For example, ANN can extract features of 
stimuli and select only critical ones for validation. Thus, we can filter out 
many stimuli and accelerate the overall verification process.

Some verification steps, such as signal integrity (SI) checks, take signif-
icant runtime. At advanced process nodes, SI effects are critical. It changes 
the delay and slew of signals due to the coupling capacitance and switching 
activity in the neighboring wires. We can employ ML techniques to esti-
mate the SI effects quickly [22]. 

First, we identify Applications of ML in VLSI Design parameters on 
which SI effects depend. Some of the parameters that impact SI effects are: 
nominal (without considering SI) delay and slew, clock period, resistance, 
coupling capacitance, toggle rate, the logical effort of the driver, and tem-
poral alignment of victim and aggressor signals. We can train an ML model 
such as ANN or SVM to predict SI-induced changes in delay and slew. 
Since ML models can capture dependency in a high-dimensional space, we 
can utilize them for easy verification. However, we should ensure that the 
errors produced by ML models are tolerable for our verification purpose.

Another approach to estimating SI effects is using anomaly detection 
(AD) techniques. AD techniques are popularly employed to detect anoma-
lies in financial transactions. However, we can train an ML model, such as 
a contractive autoencoder (CA), with the features of SI-free time-domain 
waveforms. Subsequently, we use the trained model to identify anomalies 
due to SI effects. We can use both unsupervised and semi-supervised AD 
techniques [23].

We can employ ML techniques to efficiently fix IR drop problems in an 
integrated circuit [24]. Traditionally, we carry out dynamic IR drop anal-
ysis at the end of design flows. Then, any IR drop problem is corrected 
by Engineering Change Order (ECO) based on the designer’s experience. 
Typically, we cannot identify and fix all the IR drop problems together. 
Consequently, we need to carry out dynamic IR drop analysis and ECO 
iteratively until we have corrected all the IR drop issues.

However, IR drop analysis takes significant runtime and the designer’s 
effort. We can reduce the iterations in IR drop signoff by employing ML 
to predict all the potential IR drop issues and fix them together. Firstly, 
by ML-based clustering techniques, we identify high IR drop regions. 
Subsequently, small regional ML-based models are built on local features. 
Using these regional models, IR drop problems are identified and fixed. 
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After correcting all the violations, a dynamic IR drop check is finally done 
for signoff. If some violations still exist, we repeat the process till all the IR 
drop issues are corrected.

We can use ML techniques in physical verification for problems such as 
lithographic hotspot detection [25]. For example, we can efficiently detect 
lithographic hotspots by defining signatures of hotspots and a hierarchi-
cally refined detection flow consisting of ML kernels, ANN, and SVM. We 
can also employ a dictionary learning approach with an online learning 
model to extract features from the layout [26].

Another area where we can apply ML techniques is the technology 
library models. Technology libraries form the bedrock of digital VLSI 
design. Traditionally, timing and other attributes of normal cells are mod-
elled in technology libraries as look-up tables. However, these attributes 
can be conveniently derived and compactly represented using ML tech-
niques. Furthermore, the ML-models can efficiently exploit the intrinsic 
degrees of variation in the data.

Using ML techniques, Shashank Ram and Saurabh [27] discussed the 
effects of multi-input switching (MIS). Traditionally, we ignore MIS effects 
in timing analysis. Instead, we employ a delay model that assumes only a 
single input switching (SIS) for a gate during a transition. For SIS, the side 
inputs are held constant to non-controlling values. However, ignoring MIS 
effects can lead to overestimating or underestimating a gate delay. We have 
examined the impact of MIS on the delay of different types of gates under 
varying conditions. We can model the MIS-effect by deriving a corrective 
quantity called MIS-SIS difference (MSD). We obtain MIS delay by adding 
MSD to the conventional SIS delay under varying conditions.

There are several benefits of adopting ML-based techniques for mod-
elling MIS effects. First, we can represent multi-dimensional data using a 
learning-based model compactly. It can capture the dependency of MIS 
effects on multiple input parameters and efficiently exploit them in compact 
representation. In contrast, traditional interpolation-based models have 
a large disk size and loading time, especially at advanced process nodes. 
Moreover, incorporating MIS effects in advanced delay models will require 
a drastic change in the delay calculator and is challenging. Therefore, we 
have modelled the MIS effect as an incremental corrective quantity over 
SIS delay. It fits easily with the existing design flows and delay calculators.

We have employed the ML-based MIS model to perform MIS-aware 
timing analysis. It involves reading MIS-aware timing libraries and recon-
structing the original ANN. Since the ANNs are compact, the time con-
sumed in the reconstruction of ANNs is insignificant. Subsequently, we 
compute the MSD for each relevant timing arc using the circuit conditions. 
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Using MSD, we adjust the SIS delay and generate the MIS-annotated tim-
ing reports. It is demonstrated that ML-based MIS modelling can improve 
the accuracy of timing analysis. For example, for some benchmark cir-
cuits, traditional SIS-based delay differs from the corresponding SPICE-
computed delay by 120%. However, the ML-based model produces delays 
with less than 3% errors. The runtime overhead of MIS-aware timing anal-
ysis is also negligible. Shashank Ram and Saurabh [27] can be extended 
to create a single composite MIS model for different process voltage tem-
perature (PVT) conditions. In the future, we expect that we can efficiently 
represent other complicated circuit and transistor-level empirical models 
using ML models.

3.6 Challenges

In the previous sections, we discussed various applications of ML tech-
niques in VLSI design. Nevertheless, some challenges are involved in 
adopting ML techniques in conventional design flows. ML techniques’ 
effectiveness in VLSI design depends on complex design data [33, 34]. 
Therefore, producing competitive results repeatedly on varying design 
data is challenging for many applications.

Moreover, training an ML model requires extracting voluminous data 
from a traditional or a detailed model. Sometimes it is challenging to gen-
erate such a training data set. Sometimes, these training data are far from 
the ground truth or contain many noises. Handling such a training set 
is challenging. ML-based design flows can disrupt the traditional design 
flows and be expensive to deploy.

Moreover, applying ML-based EDA tools may not produce expected 
results immediately. There is some non-determinism associated with 
ML-based applications. In the initial stages, there are not enough train-
ing data. Consequently, an ML-based EDA tool cannot guarantee accurate 
results. Therefore, adopting ML-based solutions in design flows is chal-
lenging for VLSI designers. Nevertheless, in the long run, ML-based tech-
niques could deliver rich dividends.

3.7 Conclusion

ML offers efficient solutions for many VLSI design problems [28–32]. It 
is particularly suitable for complex problems for which we have readily 
available data to learn from and predict. With technological advancement, 
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we expect that such design problems will increase. The advances in EDA 
tools will also help develop more efficient ML-specific hardware. The 
ML-specific hardware can accelerate the growth in ML technology. The 
advancement in ML technologies can further boost their applications 
in developing complex EDA tools. Thus, there is a synergic relationship 
between these two technologies. These technologies can benefit many 
other domains and applications in the long run.
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Abstract
Before the introduction of the Internet of Things (IoT), the involvement of man-
power was more involved in providing security to the home. Even with the right 
involvement of manpower, it is difficult to identify unusual events like fire acci-
dents, gas leakage, and motion or presence of an intruder. The Internet of Things 
is a technology in which all devices communicate with each other through the 
internet. This technology can be used in our home security systems in an effec-
tive manner. Many existing systems failed to meet some challenging issues like 
multi-sensing operations, delay in alerts and non-continuous monitoring due to 
power breakdowns. In this paper, we developed an IoT-based smart security alert 
system which is used to send alerts to the owner through SMS and email whenever 
there is an intruder or other harmful activities are taking place at the home. This 
system mainly consists of Raspberry Pi-3, Pi camera, power shifting circuit, gas 
sensor, fire sensor, IR sensor, Ultrasonic sensor, GSM module, Buzzer and mobile. 
In the proposed system, whenever any intruder is detected the system will capture 
an image and alert the user by sending SMS and email to the user. It also provides 
security regarding fire and smoke by sending SMS to the user. Our proposed sys-
tem is also equipped with a power shifter circuit which provides continuous sup-
ply to the circuit for continuous monitoring.

Keywords: Raspberry Pi-3, Pi camera, GSM module, Internet of Things, home 
security, mobile
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4.1 Introduction

Nowadays, safety and security are two of the most important things in 
our day-to-day life. This includes security to the home, which is one of 
the major problems [1]. For every homeowner there is anxiety about the 
security of their house whenever they are not at home. Due to an increase 
in burglary and other unusual activities at home, security becomes very 
important. So there is a necessity to build an efficient security system 
which effectively manages all the problems, giving the the owner peace of 
mind about their home security in all situations.

A system is considered to be best only when it performs well in all kinds 
of situations by protecting their parameters. According to a report [2] by 
India Today, a burglary or robbery or house break-in happens in India 
every three minutes. So, it is necessary to make our home safe and secure.

An IoT-based smart home security alert system is the solution which 
reduces burglary activities at our home. In this system, some set of sen-
sors will continuously monitor all the activities in and outside of the 
home. Whenever any intruder or suspicious activity is detected then the 
Raspberry-Pi module processes it and sends alerts to the homeowner. An 
email with the captured image is sent to the registered email id and SMS 
is sent to the registered mobile number. An AC and DC power altering 
circuit provides continuous power supply to the kit which makes it work 
continuously even in the case of main source fails [4, 5].

Raspberry Pi will act as a heart of the system because it performs all the 
necessary actions over the detected input by running the algorithm and 
producing the output as an information. It is transferred to the user in two 
ways:

1. SMS alerts
2. Email alerts

Here, SMS is transferred to the user by inserting a micro SIM in GSM 
module, and an email is sent to the user through the server over the internet.

IoT technology is used in this home security system. The IoT can be 
defined as a combination of physical devices which can communicate and 
share data with other physical devices over the internet [6].

Some of the drawbacks in the existing systems motivate us to provide a 
safe and more secure system which can detect any kind of burglary activ-
ities or any dangerous activities at home. The proposed system reduces all 
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kind of threats that can cause more harm to the home. People need a secu-
rity system which can inform the owner about troubling activities when-
ever they are away from home. By considering all the above points, the 
next section highlights the research contribution of this paper.

The contributions of this paper are as follows:

• The proposed architecture which provides security to 
the home in a smarter way by sending alerts to the owner 
through SMS and email.

• It can alert the owner and the necessary action can be taken 
immediately to solve that issue.

• The proposed system hardware is tested against different 
kinds of incidents like burglary, fire, and gas leakage.

The remaining part of the paper is as follows: section 4.2 is a literature 
survey of the proposed system. Section 4.3 describes the architecture and 
the components used in the proposed system and the working of the pro-
posed system and its implementation. Finally, section 4.4 presents the 
results and concludes this paper.

4.2 Literature Survey

A home security system using IoT for detecting an intruder using PIR 
sensor and camera module by sending email alerts to the owner through 
Raspberry Pi module [1, 2] has a drawback of uni-functional detecting 
system and alert system. This can be resolved by using the multifunctional 
detecting and dual alert system which is implemented in the proposed 
system.

A smart home security monitoring system provides home automation 
and monitoring through motion sensor. It sends detailed home informa-
tion to the user by sending SMS to the owner [3, 4] but has a drawback of 
interruption in monitoring due to power breakdowns. This can be solved 
by providing dual power shifting circuit in the system.

An IoT-based home security system using Raspberry Pi sends the alerts 
to the owner with some time delay over the internet [5–8] and it can be 
resolved by using a GSM module which is connected to the Raspberry Pi 
to reduce the time delay while sending alerts to the owner [9–12].
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4.3 Results and Discussions

Most of the existing systems use the Raspberry Pi module, GSM module 
and a single functional sensor in their work to provide security to the home 
[3]. But most of the systems have some drawbacks:

• Uni-functional security and monitoring system.
• Interruption in monitoring due to power breakdowns.
• Non-web cam enabled system.

According to a literature survey [3] by NCRB in 2017, various types 
of crimes are involved in stolen property; these are shown in the below  
Figure 4.1.

In this proposed system, various sensors are used, like Fire, Smoke sen-
sors which detect the fire, gas leakage accidents, process it in Raspberry 
Pi and send the SMS to the mobile through the GSM module. IR and 
Ultrasonic sensors are used to detect the burglary activities at the home 
and alerts are sent to the owner by sending captured images through email 
over the internet. This entire system works with two power sources: one is 
AC power supply and the other is DC power supply. The power source is 
altered in case of power shutdowns for continuous monitoring.

The architecture of the proposed system is shown below in Figure 4.2. 
Various components are used in the proposed system as follows.

4.3.1 Raspberry Pi-3 B+Module

Raspberry Pi module acts as processor in which each and every operation 
can be processed in a quick manner by running the algorithm over the 

Burglary
14.9%

Dacoity
0.5%

0.8%

4.2%

Others

Robbery

Theft
79.6%

Figure 4.1 Various types of crimes involved in stolen property reported by NCRB.
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operation. It acts as an intermediate between the sensors and actuators. All 
the remaining components in the proposed system are interconnected to 
the Raspberry Pi module. The Raspberry Pi contains Broadcom BCM2835 
System on Chip (SOC) module. The SOC’s performance is equivalent to 
an old smartphone. By default, the Raspberry Pi module is operating at 
700 MHZ. It also contains power source pin, 1 LAN port, 4 USB ports, SD 
card, HDMI port, 40 GPIO pins, DSI connector, audio jack, video con-
nector, status LEDs, Ethernet and CSI port. The power source pin is used 
to provide power supply to the board, and an SD card is used to store the 
data in the processor. GPIO pins are used to connect the input and output 
ports. Status LEDs are used to display the status of the various activities in 
the system. CSI port is used to connect the PI camera module to the pro-
cessor. Normal microprocessors cannot have the additional features like 
Raspberry Pi-3 B+ module [8].

Power Shifting
Circuit

Cloud

SMS
Mobile

Pi Camera

Fire Sensor

Gas Sensor

IR Sensor

Ultrasonic
Sensor

Buzzer

E-m
ail

Raspberry
Pi-3 B+
Module GSM

Module

Figure 4.2 Architecture of smart home security alert system.

Figure 4.3 Pi camera module.
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4.3.2 Pi Camera

The Pi Camera module is used to capture the image of intruder or object 
whenever IR or Ultrasonic sensor senses any suspicious activity. It is con-
nected to the Raspberry Pi at the CSI port (Figure 4.3).

4.3.3 Relay

Relays is a hardware device which is used to get a single power supply by 
applying dual power supplies as their inputs. It is used to provide contin-
uous monitoring to the home in case of power breakdowns. It acts as a 
switch between AC and DC power supply. It alters the AC and DC supply 
whenever either one fails.

4.3.4 Power Source

The dual supply power source is used to avoid the power breakdowns in 
the system. A transformer is used to filter the main power supply (AC) and 
a 5V DC power source is used to manage the interruption in power supply.

4.3.5 Sensors

Various sensors used in the proposed system are as follows.

4.3.5.1 IR & Ultrasonic Sensor

IR and ultrasonic sensors are used to detect the object or intruder at home. 
But specifically, an Ultrasonic sensor is used to measure the distance 
between the intruder and the sensor. The IR sensor contains transmitter 
and receiver. It transmits a light when any object is detected and it returns 
the light to the receiver. An ultrasonic sensor is basically a 4-pin module 
which contains VCC, Trigger, Echo and Ground, respectively. It is used 
to find the distance between the intruder and the sensor. The work of the 
ultrasonic sensor is to transmit an ultrasonic wave when it objected by 
any object it returns to the receiver. We can calculate the distance by using 
ultrasonic sensor simply using a formulae, Distance = speed * time.

4.3.5.2 Gas Sensor

It is a hardware device which is used to detect smoke and gases like LPG, 
Hydrogen, CO and even methane in the home. When any gas is detected, 
it sends the data to the Raspberry Pi.
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4.3.5.3 Fire Sensor

It is a hardware device which is used to detect fire accidents at home. 
Whenever any fire is detected at home, the fire sensor sends the data to 
Raspberry Pi.

4.3.5.4 GSM Module

It acts as a bridge between the Raspberry Pi and the end user to transfer 
SMS alerts to the registered mobile. It stands for Global System for Mobile 
Communication. In this we are using SIM900A module which contains a 
micro sim to transfer SMS to the user. It transfers SMS to the user when-
ever any unusual incidents happen at home.

4.3.5.5 Buzzer

It is a hardware device which is used to alert the owner or neighborhood 
whenever any burglary/unusual activities happen.

4.3.5.6 Cloud

The VNC viewer is an application which is used to connect with the inter-
net. It is an open-source IoT (Internet of Things) server which interacts 
with the Raspberry Pi module and registered IP address mobile [4]. We 
can view the algorithm behind this system through this application. It acts 
as a database where the data is stored over the cloud and it gets analyzed 
and displays the task it performed.

4.3.5.7 Mobile

It acts as an interface between the system and user to alert the user through 
SMS and email which is sent by the system with the help of VNC viewer 
app over the server. The algorithm contains the registered mobile number 
and email id to where the alerts have to be sent. We can use a smartphone 
to check the messages and email alerts sent by the system. The user can 
take necessary action upon receiving alerts from the system. Whenever 
any sensor senses any activity the SMS will be displayed as “Abnormal con-
dition” in mobile. The Pi cam captures the image and sends it to the regis-
tered email through the server [2].

The hardware setup of the proposed system is as shown in Figure 4.4.
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The working and implementation of an IoT-based smart home security 
alert system starts from detecting an unusual event at home and continues 
until the user receives the alerts from the system, as shown in Figure 4.5.

Figure 4.4 Hardware setup of proposed system.
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Raspberry Pi triggers
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Figure 4.5 Flow chart of proposed system.
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The system remains in idle state whenever any unusual activities are not 
detected. When any event is detected then the sensors sense the particular 
activity and send the data to the Raspberry Pi module. When any fire and 
gas leakage is detected, the Raspberry Pi activates the buzzer and sends the 
SMS to the registered mobile through GSM module. When any intruder or 
motion is detected, the Raspberry Pi module triggers the Pi cam to capture 
the image and it sends the captured image to the registered email over the 
cloud [1]. To avoid interruption in monitoring, a dual power supply is used 
when the main source fails. Finally, the end user receives both SMS and 
email alerts to their mobile at any place over the internet.

To fix the proposed system to the cloud some steps have to be taken. The 
following are the steps that should be taken while connecting system over 
the cloud:

1. Set up all the hardware connections in the system to 
Raspberry Pi module and connect it to the monitor/laptop.

2. Download and install VNC viewer application in the laptop 
to configure the system to the laptop.

3. Connect the server to the system by entering the IP address 
of the registered mobile/Ethernet which provides internet to 
the system.

4. Open the program file in Python shell which we have already 
placed into the Raspberry Pi SD memory.

5. Run the code and observe the simulation results in the 
Viewer window.

6. If any event is detected by the sensors then it performs the 
task and sends the alerts to the registered number and email 
which we have given in the program. Once it get executed 
then it continues the process until the system is off.

The results for the proposed system are shown in Figures 4.5, 4.6, and 
4.7. The proposed system also contains the power altering circuit which 
avoids power loss in the system and is tested under different scenarios, 
such as:

 – When fire is detected at home
 – When gas leakage is detected at home
 – When any intruder or motion is detected
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Scenario 1: When fire is detected at home.

When fire is detected at home then the Raspberry Pi activates the GSM 
module to send SMS to registered mobile number and also a buzzer is acti-
vated to alert the neighbors.

Scenario 2: When gas leakage is detected at home.

When any gas leakage is detected at the home, the Raspberry Pi acti-
vates the GSM module to send an SMS to the registered mobile number 
and also a buzzer is activated to alert the neighbors (Figure 4.8).

Figure 4.6 SMS alert to mobile when fire is detected.

Figure 4.7 SMS alert to mobile when any gas leakage is detected.
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Scenario 3: When any intruder or motion is detected.

When any intruder or motion is detected at home then the Raspberry Pi 
activates the GSM module to send SMS to registered mobile number and 
triggers the PI camera to capture the image of the intruder and sends the 
image to the registered email over the internet.

(a)

(b)

Figure 4.8 (a) SMS alert when any intruder is detected, (b) E-mail alert when any 
intruder is detected.
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4.4 Conclusions

This paper provides the solution for the drawbacks in the existing systems 
by implementing an IoT-based smart home security alert system. This 
system improves the performance of home security by providing multi- 
sensing operations, auto power switching and dual alert systems like SMS 
and email. Raspberry Pi has the capabilities to connect with other devices in 
an easier way. The technology used in this system which is IoT (Internet of 
Things) is a fast-growing technology at present and it has more scope in the 
future. The future scope of this proposed system is that it can be extended 
to any kind of application, not only to home security but also automation 
and security by making some small improvements in the system.
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Abstract
Recently, the need for low-power, high-speed portable devices grew rapidly in the 
semiconductor industry. The developments in process technology made devel-
opment of transistors with reduced dimensions, which led to the growth of the 
number of transistors on ICs. Also, the scaling of transistors along with CMOS 
technology made continuous upgrading of speed and power consumption of ICs. 
The scaled down transistor in the sub-100nm regime causes Short Channel Effects 
(SCE) such as lowering barrier height by drain supply, gate leakage, higher sub-
threshold conduction and poly depletion, etc., and the effects of these are reduced 
by usage of various engineering techniques like metal work function, channel- 
doping profile and gate oxide. In the sub-45nm regime, the controllability on the 
channel is enhanced by introducing a new structure Thin-body SOI MOSFET 
with single and double gate. At 22nm nanometer technology, another new struc-
ture Fin-FET is proposed for further enhancement of controllability of gate on 
the channel. The Fin-FET utilizes double-gate, tri-gate, pi-gate, and omega-gate 
structures for further improvement of controllability. Further scaling down of 
MOSFETs to sub-10nm, the GAA nanowire-MOSFET exhibits better SCE immu-
nity as compared to Fin-FETs. In this survey, we discuss the challenges in conven-
tional MOSFET, advantages and limitations of Thin-body SOI-MOSFET, Fin-FET 
and various approaches to design nanowire-MOSFET in the sub-5nm regime. It 
is observed that the nanowire-MOSFETs have lower leakage and higher drive cur-
rent as compared to other MOSFET structures at sub-5nm regime.
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5.1 Introduction

Silicon-based micro-electronic devices have changed human life in the last 
several decades and continue to have an extraordinary impact on all aspects 
of life today [1–3]. Such electronic devices and systems are used in a variety 
of applications including telecommunications, warfare, defense, medical, 
energy conservation, industrial automation, transportation, autonomous 
vehicles, amusement, infotainment, and the digital society [2–4]. The rev-
olutionary changes in micro-electronics were experienced after fabrication 
of bipolar-junction-transistors [5, 6] and they further increased after the 
development of the first working ICs [7, 8]. Further, the development of 
MOSFET device and fabrication of amplifier with MOSFET allowed for 
integration of huge number of transistors along with connections on a 
single semiconductor wafer at lower cost [9, 10] and this led to the for-
mulation of complementary-MOS (CMOS) device structure with pMOS 
and nMOS transistor for two-input and one-output inverter configuration 
[11]. In 1965, Gordon Moore predicted that the number of devices placed 
on a wafer would double every two years, and this prediction later became 
known as “Moore’s law” [12]. Moore’s rule was based on the premise that 
smaller devices enhance practically every element of IC functioning, espe-
cially lower cost and switching power consumption per transistor, as well 
as increased speed and memory capacity.

The growing need for battery-powered portable devices necessitated 
the development of electronic equipment that were operated with higher 
operating speed, lower power consumption, and were tiny in size. Each 
successive generation of IC technology has resulted in cheaper cost, higher 
device density, reduction in power consumption, and enhancement in 
processing speed IC-chips by scaling down device footprints according to 
scaling principles [13]. As per the scaling rule of MOSFET [13], as length 
of the channel (Lg) is reduced, then the oxide thickness is correspondingly 
reduced to maintain the same capacitive coupling between the gate termi-
nal and inversion channel in relation to the other transistor terminals. As 
the scaling process is continued, the Short-Channel-Effects (SCEs) such as 
subthreshold swing (SS) deterioration, Hot Carrier Effects, Velocity satura-
tion, threshold voltage (Vth) roll-off, and Drain-Induced Barrier Lowering 
(DIBL) are enabled, and the influence of these SCEs is severe when channel 
length is scaled down to beyond 100nm [14, 15]. In addition, along with 
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the reduction in Lg there is a corresponding increment in the body doping 
(Nb) and a decrement in the source-drain junction depth Xj to reduce the 
subsurface leak path under the channel inversion layer. At each new tech-
nological node, the worldwide effort to miniaturize MOSFETs and circuit 
optimization in CMOS technology continues to produce ICs with higher 
computational speed, lower-power consumption, and lower cost [16, 17].

The US Semiconductor Industry Association (SIA) created the National 
Technology Roadmap for Semiconductors (NTRS) in 1994 and transi-
tioned to the International Technology Roadmap for Semiconductors 
(ITRS) in 2000 by including global semiconductor companies in order 
to continue Moore’s law device miniaturization. Following Moore’s law 
and Dennard’s scaling rule, the ITRS set extensive criteria for future gen-
erations of technology. For multiple generations of VLSI technology, this 
scaling process has proven to be quite effective. However, due to insur-
mountable obstacles, standard MOSFET scaling methods could no longer 
provide positive advances in device performance established by Moore’s 
law for 100 nm planar-CMOS technology and beyond [14, 15]. In this 
paper we have discussed a couple of engineering techniques that have been 
developed to minimize SCEs in shorter length channels. The engineering 
techniques fall into classifications like Channel Engineering, Gate Oxide 
Engineering and Device Engineering, etc.

The remainder of the paper is organized in the following manner. The 
hardships experienced by Bulk-MOSFETs due to scaling of channel length 
are discussed in Section 5.2. Section 5.3 discusses the alternative concepts 
for conventional-MOSFETs. Section 5.4 examines the Thin-Body SOI-
MOSFETS’s advantages and disadvantages with single and double gate 
over Bulk-MOSFETs. Section 5.5 demonstrates the non-planar structure 
of Fin-FET, advantages as well as its limitations. Section 5.6 focuses on 
another non-planar architecture of nanowire-MOSFET and various engi-
neering techniques used to enhance its performance. The conclusion of 
this paper is discussed in Section 5.7.

5.2 Scaling Challenges Beyond 100nm Node

The worsening of leakage current is the most significant limitation to 
MOSFET device scaling in the sub-100 nanometer regime. The perfor-
mance of MOSFET devices becomes increasingly reliant on gate length 
when they are scaled down to the nanoscale regime [18, 19]. As per the 
scaling rule, the bulk doping concentration is enhanced to prevent source-
drain punch-through and subsurface leakage current when Lg is decreased. 

.
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Because of the increased vertical electric field caused by enhancement in 
bulk doping concentration resulted in decrement in the mobility of the car-
rier and deterioration of the drive current in scaled devices. In addition to 
that, the increment in the band-to-band tunneling caused by high vertical 
electric field resulted in increment in the leakage current. Consequently, 
reduction in the gate length of MOSFET in the nanometer regime deterio-
rates the MOSFET characteristics, subthreshold slope and also lowers the 
threshold voltage (Vth) results Vth roll-off [20].

As demonstrated in Figure 5.1, regulating the leakage current in 
scaled devices is a critical challenge for continuous scaling of traditional 
bulk-MOSFETs. The noticed leakage current in downsized devices at 
nanoscale nodes is predominantly caused by leakage channels many nano-
meters underneath the silicon/gate-dielectric contact [19]. To continue 
scaling of MOSFETs at the nanoscale node, tremendous efforts on channel 
engineering, shallow source-drain extensions (SSDE), and halo implants 
surrounding SSDEs [21–26] were made. However, for regular MOSFET 
structures beyond the 45 nm regime, the subsurface leakage current is 
unable to control by reducing gate-oxide thickness to as small as possible 
[19] and it led to development of new structures.

According to Roy et al. [14], there is considerable leakage current in 
deep-sub micrometer regimes as gate oxide thickness and gate length are 
lowered. When the gate length is lowered, SCEs such as weak inversion, 

1.E-02

1.E-03

1.E-04

1.E-05

1.E-06

1.E-07

1.E-08

1.E-09

1.E-10

1.E-11

I ds
 (A

/µ
m

)

Vgs (V)

Lg = 30 nm
Lg = 60 nm
Lg = 100 nm
Lg = 250 nm

0.00 0.15 0.30 0.45 0.60 0.75 0.90

Figure 5.1 Drain current (Ids) versus gate voltage (Vgs) characteristics of the conventional 
n-MOSFET [19].



Roadmap from Conventional- to Nanowire-MOSFET 69

Drain-Induced-Barrier-Lowering (DIBL), Gate-Induced-Drain-Leakage 
(GIDL), hot carrier injection, and gate oxide tunneling become sources 
of leakage currents. At the nanoscale node planar-MOSFET technol-
ogy, there is a possibility of two ways for overcoming the scaling limits 
described above in traditional MOSFETs. The first approach is to incorpo-
rate new techniques, materials and doping methods into traditional planar 
MOSFETs in order to enable further reduction of device dimensions and 
performance improvement in scaled devices [27, 28]. Alternative device 
topologies, such as ultrathin-body MOSFETs and multiple-gate MOSFETs, 
provide greater electrostatic control over the inverted channel intrinsically 
[1, 19], as detailed in the next sections.

5.3 Alternate Concepts in MOFSETs

During the past two decades efforts have been made in research and devel-
opment to explore alternate device topologies [1, 19, 29–34] for VLSI 
fabrication technology at nanoscale nodes in order to solve the rising hur-
dles in continuous reduction of device dimensions in traditional planar 
MOSFET devices. As illustrated in Figure 5.2 [35], Fujita et al. presented 
improved channel engineering to construct nanoscale MOSFET devices 
with un-doped/lightly-doped channels to reduce the influence of Random-
Discrete-Doping. Conventional CMOS processing techniques are used to 
construct the channel on an intrinsic epitaxial-layer which is formed on 
a silicon substrate [35]. This type of MOSFET construction is called as 
Deeply-depleted-channel (DDC) MOSFETs [35]. The advantage of DDC 
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device is decrement in Channel-Drain coupling capacitance due to highly 
doped channel layers 2 & 3 resulting in reduction of subsurface leakage 
current, and the process variability is controlled with the un-doped/ lightly-
doped channel [35]. The structure of the device is shown in Figure 5.2.

Further, Saha et al. designed halo doping around Source-Drain of the 
MOSFET to decrease subsurface OFF-state current. The halo doping refers 
to combining a lightly doped channel with highly doped implant. This 
double halo MOSFETs consisting of two halo doping profiles decreases the 
OFF-state current with the proper adjustment of threshold voltage in nano-
meter devices [1, 24–26]. This device architecture is also called as “buried- 
halo MOSFET (BH-MOSFET)”. In the fabrication of BH-MOSFET, halo 
doping profiles are implanted in the silicon substrate for the adjustment 
of threshold voltage. These processing steps are performed before the for-
mation of the channel layer by epitaxy method. After epitaxy layer for-
mation source drain regions as well as gate patterning is done [36, 37], 
which is illustrated in Figure 5.3. In comparison to traditional MOSFET 
devices, from the data available on threshold voltage variability, it is under-
stood that there is a considerable decrement in threshold voltage variation 
because of Random-Discrete-Doping in nanometer BH-MOSFETs [1, 37].

5.4 Thin-Body Field-Effect Transistors

An alternative device structure used to reduce major OFF-state leak-
age current in the channel as compared to traditional MOSFET is 
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Silicon-On-Insulator MOSFET [38–40] and these are also called as Thin-
Body MOSFETs. This device uses thin-body silicon as the channel, and it is 
the unique feature in the architecture of the device that ensures higher gate 
control of the channel for MOSFET devices. Placing of Ultrathin-silicon as 
the body on SOI-substrate and controlling of Ultrathin-silicon body using 
multiple gates [19] in different directions are the two techniques used to 
improve the controllability of the gate and decrease the drain controllabil-
ity on the channel and Drain-Channel coupling capacitance.

5.4.1 Single-Gate Ultrathin-Body Field-Effect Transistor

As seen in Figures 5.4 and 5.5, the SOI devices are classified into two types, 
taking the silicon film thickness (tSi) into consideration. If the tSi is greater 
than the depletion width around Source/Drain then area of the channel 
is partially depleted, and this type of SOI device structure is referred to 
as a Partially Depleted (PD) SOI device. The region of the channel which 
is below the inversion layer is totally depleted when tSi is lesser than the 
depletion width, resulting in a Fully Depleted (FD) SOI device. The use of 
an ultrathin SOI substrate is to put silicon closer to the gate [41] and this 
can considerably reduce SCEs in MOSFETs. However, the device parame-
ters such as thickness of silicon film, gate-oxide thickness, and doping con-
centration of body controls the SCEs in SOI substrate MOSFETs. From the 
literature, it is observed that the OFF-state current reduces when thickness 
of silicon film decreases [42, 43]. SCEs can be greatly reduced by lowering 
thickness of silicon film to roughly 7 to 14 nm, and it leads to end of leak-
age paths at buried oxide layer in SOI MOSFETs as shown in Figure 5.6 
[42, 43]. The greater mobility in SOI MOSFET transistors leads to a large 
increase in ON-state current over a typical traditional MOSFETs [44]. SOI 
MOSFETs have lower parasitic junction capacitances, which accelerates 
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the ON-state current and allows them to be faster than their bulk silicon 
MOSFETs [44]. There are two parasitic components, bulk capacitance and 
drain-channel coupling capacitance in traditional bulk-MOSFETs whereas 
SOI MOSFET contains only drain-channel coupling capacitance because 
of end of leakage lines at buried oxide layer which lead to decrement of 
parasitic capacitance in SOI MOSFET as compared to bulk-MOSFET.

Furthermore, SOI MOSFETs are low-power devices due to their 
reduced inverse subthreshold, which allows for the usage of devices with 
lower threshold voltages without an increase in leakage current as com-
pared to bulk-MOSFET devices with lengthy gate lengths [45]. This signifi-
cantly minimizes static power usage. Additionally, using Ultrathin-Body 
MOSFETs on an intrinsic or weakly doped substrate lowers variability. 
UTB-SOI-MOSFETs have emerged as one of the most promising devices 
for advanced VLSI circuits at the nanoscale node [42, 43, 47–49].

Although SOI devices have numerous advantages, they also have cer-
tain reliability difficulties, such as self-heating due to insufficient heat 
dissipation [44]; thin film also causes hot-electron degradation [44], and  
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floating-body effect in PD-SOI devices [44]. Thin SOI multi-gate MOSFET 
devices are particularly appealing beyond 32nm technology because of 
their outstanding electrostatic control and increased transport capabilities 
[46].

5.4.2 Multiple-Gate Ultrathin-Body Field-Effect Transistor

Usage of multiple gates around the channel or on the sides of the channel 
improves the controllability of the channel which leads to effective deteri-
oration of SCEs; this is often called as multi-gate MOSFET devices. Figure 
5.7 shows one type of multi-gate MOSFET with two gates placed at top and 
bottom of thin silicon body. For the Double-gate MOSFET structure illus-
trated in Figure 5.7, the sub-surface leaky lines far away from the top gate 
are nearer to the bottom gate and these are removed by the bottom gate 
which are caused by the top gate. Similarly, the subsurface leaky lines far 
away from the top gate are nearer to the bottom gate and these are removed 
by the bottom gate which are caused by the top gate. As a result, the gates 
top and bottom of the silicon body provide excellent controllability of the 
electrostatic inverted channel in a Doublegate-MOSFET, and it leads to 
reduction of SCEs. Therefore, the multi-gate MOSFETs scalability range is 
more as compared to planar bulk-MOSFET devices [50, 51].

In contrast to the conventional scaling principle, thin-body MOSFET 
structure which is shown in Figure 5.7 eliminates the need for high dop-
ing of the channel for deteriorating SCEs. The tuning of threshold voltage 
can done by adjusting channel doping concentration instead of adjustment 
of metal-gate workfunction [1, 18]. Further, the usage of less doping or 
intrinsic as channel in thin-body MOSFET decreases the random discrete 
doping in multi-gate MOSFETs and thus eliminates device performance 
fluctuation. Furthermore, less doping or intrinsic body reduces the chan-
nel average electric field, resulting in increased carrier mobility, lower 
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OFF-state currents, and improved reliability of the device. This could help 
with the enhancement in the stability of bias temperature and deteriora-
tion of leakage tunneling current at gate-oxide [18].

Based on the foregoing, a thin-body double-gate MOSFET architecture, 
as illustrated in Figure 5.7, has a lot of potential for controlling SCEs and 
reducing OFF-state current as well as process variability by placing the 
gate near to the silicon body. Further, the rotation of double-gate MOSFET 
structure with 90 degrees forms a vertical double-gate MOSFET and it 
looks like placing MOSFET on silicon-substrate or SOI-substrate. The 
above said vertical double-gate MOSFET with thin fin-like body construc-
tion is called as FinFET as illustrated in Figure 5.8 and discussed in detail 
in the next section.

5.5 Fin-FET Devices

In terms of fabrication, among many MOSFET structures, Fin-FET archi-
tecture is the most viable multi-gate structure MOSFET. When compared 
to a conventional MOSFET device, this multi-gate thin-body device 
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architecture has a higher resistance to SCE [1, 18]. In Fin-FET, the silicon 
sidewalls of the channel are controlled by the gate and it can be observed 
from three-dimensional Double-Gate FinFET architectures which are 
shown in Figures 5.8 and 5.9. The number of gates can be constructed along 
the sidewalls of the fin to increase the controllability of the channel in Fin-
FET, and the number can be two, three or four. As the number of gates 
increases, fabrication complexity increases but higher electrostatic con-
trollability of the channel can be achieved. Fin-FETs can be constructed on 
SOI-substrate as depicted in Figure 5.8 or on silicon-substrate as depicted 
in Figure 5.9. To construct Double-gate Fin-FET, the gate-dielectric is 
developed on either sides of the fin and dense masking-oxide is developed 
on fin-channel top, as can be observed from Figures 5.8 and 5.9. In the con-
text of Triple-gate Fin-FET, the gate-dielectric is developed on either side 
of fin-channel as well as on the top of the fin-channel as shown in Figure 
5.10. Therefore, the same thickness is used for either side of fin-channel 
and on the top of the fin-channel in triple-gate Fin-FETs.

In the subthreshold region, source-drain coupling is deteriorated in 
multi-gate Fin-FET, as the numerous gates constructed over the chan-
nel provide enhanced electrostatic control in the channel [52, 53]. The 
foremost thing is, an intrinsic channel is used in multi-gate FET which 
reduces the significant threat in process variability. Secondly, compared to 
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conventional MOSFET devices fabricated using 32 nm planar-CMOS tech-
nology, multi-gate MOSFETs offer lower OFF-state current by an order of 
four. Thus in the manufacturing of advanced nanoscale devices multi-gate 
FETs are used in VLSI technology [52–54].

For sub-22 nm node VLSI circuits, FINFET is the industry-standard 
CMOS technology [52, 54–56]. To produce tolerable SCEs in FinFETs, 
the length of the gate should be around three times the thickness of the 
fin-channel [57]. The threshold voltage in FinFET is reduced by keep-
ing leakage current constant due to improvement in the performance of 
short-channel and it results in enhancement of drive current by higher 
overdrive gate-voltage. At 22nm and 14nm nodes, the subthreshold swing 
was 70mV/decade and 65mV/decade, respectively [52, 55]. The ON-State 
current per device can be enhanced by increasing height of the fins and 
decreasing the pitch of the fins due to quasi-planar nature of Fin-FET. As 
the device is scaled from 22-nm node to 14-nm node, the height of the fins 
was increased from 34 nm to 42 nm [52, 55]. Similarly, when the device is 
scaled from 22-nm node to 14-nm node, the pitch of the fins was reduced 
from 60 nm to 42 nm. The ratio of width of the fin to length of the gate 
was maintained constant up to 11/10nm node as 1/3. Further, the fabri-
cation constraints added limitation on scaling of width of the fin to 6 nm. 
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The short channel exhibits degradation in the performance at 8 or 7nm 
node due to increment in ratio of width of the fin to length of the gate 
to 0.43. Furthermore, corner effects, contacted-Gate-pitch, complex fab-
rication process are the challenges faced due to further scaling of the 
FinFET devices, which lead to tradeoff in optimum performance of the 
device [58, 59].

5.6 GAA Nanowire-MOSFETS

The silicon nanowire-MOSFET has emerged as among the most promis-
ing choices for future large-scale integration due to rapid advancements 
in device downscaling [60, 61]. The next option for further scaling in the 
post Fin-FET era, i.e., beyond 7nm/5nm Fin-FET, is the Gate-All-Around 
(GAA) nanowire MOSFET shown in Figure 5.11. Even though the struc-
ture of the nanowire-MOSFET device is scaled down, strong electrostatic 
control by the gate terminal in the conduction channel is preserved [62, 
63]. This phenomenon of excellent gate controllability of GAA nanowire- 
MOSFET made it a promising device for replacing Fin-FET in fast VLSI 
circuits. According to the reported data, compared to planar-MOSFET 
or Double-gate MOSFET structures, GAA nanowire-MOSFET scaling 
requirements are less stringent because wrapping the gate around chan-
nel enables efficient electrostatic control even at decreased natural length 
l [64–68]. Theoretical studies shows that there is no further improvement 
in Fin-FET as the device is scaled down from 7nm to 5nm because of weak 
controllability by the gate. At the same time, GAA nanowire-MOSFET is a 
strong contender for the technology nodes of sub-5nm [69]. The top-down 
fabrication approach in GAA nanowire-MOSFET is more attractive and 
more attentive because of Gate controllability on the channel, enhanced 
transport property, viable structure design support to scalability to the end 
of roadmap [70–76].
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A GAA nanowire-MOSFET is a semiconductor device in which the gate 
electrodes surround the device conducting channel in all directions [77, 
78]. As a result, we have improved gate controllability over the device’s 
channel. The GAA semiconductor device’s channel form might be trian-
gular, rectangular, square, or polygonal. The conducting channels of this 
nanowire-MOSFET can be n-channel nanowire MOSFET or  p-channel 
nanowire-MOSFET. Various MOSFET device structures have been designed, 
which include silicon-on-insulator MOSFET, symmetric and asymmetric 
double-gate MOSFET, tri-gate MOSFET and Fin-FET. Among these, GAA 
device structures have demonstrated the advantage of strong gate control 
over channel [67, 79, 80]. It has the best electrical and conductivity quali-
ties. In practice, “nanowires” are built on a planar substrate made of semi-
conductor materials such as silicon or germanium or compound materials 
[81–83].

The GAA nanowire-MOSFET structured devices are constructed in two 
configurations, namely Lateral nanowire-MOSFET (LFET) and Vertical 
nanowire-MOSFET (VFET). Kim et al. [84] designed LFET and VFET 
using 3D technology TCAD tools and the parasitic components correspond-
ing to these MOSFETs are calculated by varying the diameter of the nano- 
wire. Their overall parasitic resistance is categorized into contact- resistance, 
extension-resistance, sheet-resistance, and spreading-resistance, and over-
all parasitic capacitance is categorized into outer fringing- capacitance, 
 overlap-capacitance, extension-capacitance, and inner fringing- capacitance 
[84]. The variation of these parasites with respect to variation of the diameter 
of the nanowire is depicted in Figures 5.12 and 5.13. The parasitic resistance 
in nanowire-MOSFET increases with the decrement of the diameter of the 
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nanowire because of increment in extension-resistance, whereas the para-
sitic capacitance in nanowire-MOSFET decreases with the decrement of the 
diameter of the nanowire [84]. When the parasites of VFET and LFET are 
compared, LFET has more parasitic resistance and VFET has more parasitic 
capacitance, which can be observed from Figures 5.14 and 5.15. The para-
sitic resistance difference between VFET and LFET is small, but the para-
sitic capacitance difference is higher, resulting in VFET having a longer delay 
than LFET [84].

Chenyun et al. [85] studied the performance of LFET and VFET at 
technology node of 5nm utilizing an ARM core CPU. The various device 
configurations such as nanowires, stacking of nanowires and different 
numbers of fins are investigated to find tradeoffs between area, frequency, 
energy and leakage by using multi-threshold optimization. The stress in 
the channel that may be induced in LFETs results in a higher ON-state 
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current; the results show that GAA LFET core has higher maximum fre-
quency than its VFET equivalent [85]. The LFET GAA cores are hence 
advantageous for rapid timing targets [85]. When compared to LFET GAA 
cores with 2-stack/2-fin at the same leakage-current, the three nanowires 
VFET GAA cores offer a 20% energy saving and 7% area reduction for slow 
timing targets [85].

The nanowire MOSFET extension length tuning is presented by Kaushal 
et al. [86] as shown in Figure 5.16. The sub-14nm nanowire-MOSFET with 
tuning of extension length significantly reduces the power dissipation with 
a small active area; using of this in the 6-T nanowire SRAM cell improves 
the SRAM cell read stability. The device design parameters such as the 
diameter of the nanowire, the device extension length, source-drain dop-
ing and channel doping are utilized to improve the stability of the SRAM 
cells. The impact of these design parameters on ON-state and OFF-state 
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current for various extension lengths are studied [86] and depicted in 
Figures 5.17, 5.18 and 5.19. It is observed that the extension length tuning 
technique exhibits ~60% and 15% savings in static power consumption and 
active area [86], respectively, in comparison with a conventional nanowire- 
stack tuning technique. Furthermore, the hold and read noise margins are 
improved by 8% and 6% with the proposed technique, respectively.
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The vertical nanowire-MOSFET with channel engineering is reported 
by Chen et al. [87] to achieve multi-threshold voltage. The usage of asym-
metrical source halo doping or asymmetrical drain halo doping results 
in this multi-threshold voltage. The 3D and 2D cross-sectional view of 
asymmetrical source halo VFET is illustrated in Figure 5.20. By keeping 
the appropriate halo doping concentration, we can achieve at least three 
different threshold voltages and it also leads to controlling of leakage cur-
rents which can be observed from Figures 5.21 and 5.22. The results show 
that halo configuration close to source side exhibits larger threshold volt-
age tuning range and better SCE controlling [87]. Moreover, adjustment of 
halo doping concentration along with nanowire diameter can be a better 
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choice for proper adjustment of threshold voltage for 7nm technology 
node [87].

Further, Chen et al. [88] proposed asymmetric doping profile 
nanowire- MOSFET for enhancement of ON-state current. This VFET 
device utilizes extension region and spacer material with asymmetric 
doping profile as illustrated in Figure 5.23. The performance of this is 
analyzed for various spacer materials, spacer lengths as well as different 
doping profiles. As compared to lightly doped Source-drain and heav-
ily doped Source-drain, Asymmetric-Graded-Lightly-Doped-Drain 
(AGLDD) exhibits higher ON-state current without affecting leakage as 
shown in Figures 5.24 and 5.25 [88]. Moreover, higher ON-state current 
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and SCE immunity can be accomplished while parasitic capacitance can 
be kept within acceptable limits by using high-k spacer material and 
optimal drain spacer width [88]. This approach can be used to design 
low-power vertical channel nanowire FETs.

In addition, Goel et al. [89] proposed a Dual-Metal nanowire MOSFET 
(DM-NWFET) as shown in Figure 5.26. Two different work functions, i.e., 
a lower work function metal gate on the drain side and a higher work func-
tion metal gate on the source side is used in DM-NWFET. Dual metal was 
built using Molybdenum (Mo) as the gate material and its work function 
can be altered by manipulating the doping implant in Molybdenum [89]. 
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Figure 5.23 3-dimensional asymmetrical structure of vertical nanowire MOSFET.
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GIDL is a leakage condition caused by minority carriers tunneling into the 
drain region. The applying of two different work functions causes devi-
ation in the electric potential along the channel leading to the change in 
the electric field over the channel. The field aberration causes bending 
between the drain and gate regions, resulting in a release of minority carri-
ers in the OFF-state as the GIDL current. Keeping the lower work function 
to the Gate2 in DM-NWFET decreases the velocity of electron and leads to 
reduction in tunneling of minority carriers during OFF-state. It therefore 
results in reduction of gate leakage [89–91].
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Figure 5.25 Impact of three varieties of doping profiles on OFF-state current for various 
diameters of the nanowire.
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5.7 Conclusion

In this review paper, we have observed the innovations in the structure of 
MOSFET as the device is scaled down to the sub-5nm node. Initially, as the 
MOSFET scaling reached to sub-100 nm regime, the channel in MOSFET 
is behaving like a short-channel which led to SCEs resulting in higher leak-
age current. It is overcome by an increase in the channel doping or usage 
of high-k oxides or usage of metal gate in conventional MOSFET. As the 
device is further scaled and reached to sub-45nm node, the severity in 
SCE is controlled by either single-gate thin-body SOI-MOSFET or double- 
gate thin-body SOI-MOSFET. At 22nm technology node, a new structure 
Fin-FET is proposed to overcome the limitations of SOI-MOSFETs, such 
as floating body, kink effect. The Fin-FET devices are constructed using 
multi-gate structures, i.e., double-gate, tri-gate, pi-gate, omega-gate and 
GAA, and the controllability on the channel is increased as we moved 
from double-gate to GAA. Furthermore, the GAA nanowire-MOSFETs 
are proposed due to their better electrical characteristics than Fin-FETs 
in the sub-10nm regime. The performance of conventional nanowire- 
MOSFETs is further improved by adding spacer material, extension layers, 
halo- doping and dual-metal. The nanowire-MOSFET exhibits lower leak-
age, higher drive current, near-ideal subthreshold swing and lower DIBL at 
sub-5nm regime as compared to other MOSFET structures.
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Abstract
In this chapter, the history of semiconductor technology and its continuous devel-
opment processes such as recent MOSFET technologies, the significance of scaling 
in CMOS technology, challenges in scaling, futuristic scaling method (technology 
booster) the introduction of high-K, circuit design, and device modeling tech-
niques are discussed. Considering all these challenges in the current scenario, this 
study was undertaken with the key focus on reducing the leakage current, improv-
ing the subthreshold slope, and developing immunity against the short channel 
effect by introducing the hetero di-electric oxide (combination of high-K (HfO2 
and TiO2) and traditional SiO2) in triple asymmetric metal gate by quantization 
approach. Advance multiple devices such as Gate-all-around can be effectively 
used to improve the performance of the device in terms of the chip design area, 
speed, and power by using work function engineering and dielectric engineering. 
The quantum effect on the gate-all-around device is also discussed in detail.

Keywords: Gate-all-around (GAA), Sub-threshold voltage (SV), DIBL, SCEs

6.1 Introduction

VLSI (very large-scale integration) is an advanced and emerging field in 
the semiconductor industry for circuit implantation, system-level design, 
and memory applications. In the current scenario, when the usage of elec-
tronics in the fields of automation, information technology, wireless, and 
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telecommunication has been increasing day by day, then it becomes nec-
essary to evolve such a technology that can make semiconductor chips 
smaller and lighter in weight, energy-efficient, with larger data handling, 
faster response time, and capable of sustaining the resources. This can be 
achieved by applying VLSI design techniques using ultra-small sizes with 
high integration density and low power consumption with enhanced per-
formance, which is possible by using nano-scale technology by introduc-
ing new materials.

6.1.1 Semiconductor Technology: History

Before the 21st century, electronics fabrication was dependent on vacuum- 
tube technology. The key point in semiconductor history was the intro-
duction of MOSFET by Lilienfeld [1, 2] in 1930, which replaced the 
vacuum-tube based with novel compact dimension semiconductor tran-
sistor technology, as shown in Figure 6.1(a,b). The author claimed that 
the proposed device used copper-sulfide semiconductor material three- 
electrode structure. However, fabrication feasibility was not possible in 
working devices. This concept was famous for the field-effect transistor. The 
p-n junction in 1940 [3] was discovered by the Ohl’s serendipitous, and later, 
in 1948, W. Shockley developed a p-n junction-based transistor [4].

When in 1948 Shockley discovered the first transistor (BJT), he set a 
milestone in solid-state electronics. Compared to vacuum-tube technology, 
the BJT was more reliable and less power-consuming, but the fabrication 
approach was complex. Therefore, even with the amazing capabilities, the 
feasibilities of this novel technology required miniaturization to reduce the 
cost of the elements. Further enhancement in the performance of the VLSI 
the computer industry developed a MOSFET. In 1950 the first electronics 
computer was introduced, which was based on vacuum-tube technology, 
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Figure 6.1 Traditional device structure of N-channel MOSFET and energy band. 
(b) First-IC fabricated by Jay Last [11].
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and thereafter various inventions were also made by using this technol-
ogy. The use of vacuum was weak and this technology became nonexistent 
because of complex circuit design. This device became the most popular in 
the electronics industry in the form of the rectifier and became a major com-
ponent in the design of semiconductor devices. In 1951 Bell Laboratories 
[4, 5] successfully manufactured the first bipolar junction-based transistor. 
In 1958, Jack Kilby at Texas Instruments envisaged the thought of the (IC) 
and. Robert Noyce made the IC [6], as depicted in Figure 6.1(b). Richard 
Feynman in 1959 delivered a speech in which he said that the performance 
of the device may be enhanced by scaling down of devices. In 1959 Noyce 
developed a patent for the IC and with the help of this made multiple com-
ponents on a single piece of silicon.

Two years later, in 1960, Atalla and Kahng constructed a MOSFET device 
based on silicon substrate by using SiO2 as a dielectric [7], which was at 
that time widely used in the implantation of circuits design. Thereafter, the 
first commercial device was introduced by Texas Instruments and named 
502 Binary Flip-Flop. In the following year, 1961, the “fully-integrated cir-
cuit” family was introduced [8].

After two years, the CMOS was invented [9, 10], which replaced the 
design structure from a few transistors with billions of transistors as shown 
in Figure 6.2. By Moore’s law [12], transistors increase every year which 
enhances the packing density of transistors on a chip. 

After that, in 1975, this concept was revised with the declaration that the 
number of transistors would be increased per year [13, 14]. This forecast is 
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famously known as Moore’s law and is applied as a ruling in the VLSI area. 
In 1971 the first microprocessor was developed by Ted Hoff and Stanley 
Mazor [15] and one of the popularly known ones was Intel’s 4004.

The first commercial microprocessor enclosed 2300 transistors in a 
16-pin IC of Intel, which introduced microprocessors accommodating 
above multi-billion transistors on a chip [1]. I.R. Committee [16, 17] pre-
sented the idea of scaling down devices by following the direction of the 
ITRS. However, this prediction had been implanted for three decades. Then 
transistor logic family [18] commenced the first microprocessor in 1972 
which enclosed above two thousand pMOS transistors. As the growth of 
transistors increased exponentially according to Moore’s law, other micro-
processors were introduced based on nMOS technology but consumed 
more power due to the increased number of transistors per chip.

The latest technology required, like CPU can contain two billion transis-
tors; however, CMOS technology is still the basic structural element of the 
circuitry for logic integrated circuits. Unfortunately, even the most inno-
vative solution is CMOS technology which follows the scaling law. GPU 
processor-based Itanium-7quad contains 1.1 billion; this is possible with 
the help of scaling law. Scaling law defines shrinking the size of a device 
such that to acquire a smaller chip area while balancing the characteristics 
of MOSFETs.

6.2 Importance of Scaling in CMOS Technology

Downscaling of transistors improves the design structure of the device, 
improves the performance of the device, and reduces the cost. Dennard and 
fellow researchers in 1972 [19] proposed the scaling schemes. With the help 
of the same scaling factor, it can scale the device dimensions vertically and 
horizontally, hence it avoids the short channel effect (SCEs) and increases 
electrostatics controllability in the fabrication of smaller devices by the scal-
ing factor. The main features of downscaling are the significant reduction 
in device dimensions, higher packing density, and dynamic power saving 
through lesser voltage, performance improvement and cost reduction.

In the latest scenario, with the help of scaling Itanium-7 quad-core GPU 
processor which contains 1.1 billion transistors and Intel 32nm static ran-
dom access memory (SRAM) has about 800 billion transistors.
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6.2.1 Scaling Rules

Leakage current is the major challenge in semiconductor CMOS technol-
ogy. The literature survey reveals that shrinking the size of the gate length 
and oxide thickness decreased by scaling factor of 102, then biasing volt-
age reduced and packing density increased only by factor 10, power con-
sumption increased by 105. The Semiconductor Industry Association (SIA) 
expects to achieve the 10 nm technology for the same various set of rules 
illustrated in Table 6.1.

Table 6.1 Scaling rule for MOSFET [21].

Microelectronics 
parameters

Scaling 
factor Limiting factors Resolution

Voltage Vdd 1/â Thermal Voltage Low operating 
temp.

Electric Field I - -

Channel Length L 1/â Lithography Multiple gate 
structure follow 
gate engineering Drain Current 1/â Punch through

Gate capacitance per 
unit area, Cox = 
εox/D

Â Leakage current Oxynitride

Gate area, Ag = L × W 1/â2

Gate capacitance Cg = 
εoA/d

1/â

Parasitic capacitance 
Cx

1/â

Carrier density in 
channel, Qon = 
Co Vgs Channel 
resistance Ron =  
1/WQon

1
1 -

High mobility 
material/ 
strained 
devices/ 
Chemical 
process

Gate propagation delay 
Tpd

1/â Non-Scalable Vdd

(Continued)
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The gate length thickness reduces by a scaling factor of 1/â, then oper-
ating voltage may be reduced by 1/â, and the circuit delay is reduced by 
1/â. Consequently, there is degradation of the device characteristics and 
performance. So the forthcoming devices may be related to lower technol-
ogy nodes [20]; have proposed finding alternatives to the consequences 
that occurred during downscaling of device size known as scaling rules for 
CMOS technology.

6.2.2 The End of Planar Scaling

The device miniaturizing happens through the process of scaling. The 
channel length is estimated to be 10 nm or below according to the 20 nm 
technology node [21]. The effect of scaling results in various SCEs such as 
degraded threshold-voltage, DIBL, subthreshold slope.

In the new millennium scaling came to an end because further, it was 
not possible to assure better electrostatic control of transistors, mainly 
because SCEs degraded the performance [22].

Table 6.1 Scaling rule for MOSFET [21]. (Continued)

Microelectronics 
parameters

Scaling 
factor Limiting factors Resolution

Maximum operating 
frequency, fo

â2 Parasitic 
capacitance

Low K-insulator 
Copper wire

Saturation current, Idss 1/â Gate leakage 
current 

Efficient power 
management 
High 
- k-dielectric

Current density, J Â

Switching energy 
per gate Eg = I Cg 
(VDD) 2/2

1/â3

Power dissipation per 
gate, PgPg = Pgs + 
Pgd Both Pgs and 
Pgd are scaled by

1/â2

Power speed product, 
PT = Pg Td

1/â3

Transistor per chip â2 Complexity in 
interconnection

Serial signal 
communication
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Short channels such as mobility degradation, named surface scatter-
ing, occurred by increasing the gate voltage in the channel region. Other 
effects are depletion capacitance and gate capacitance and these arose by 
increasing the EOT and therefore reducing the current of the device. The 
sub-threshold-swing should be closest to the ideal value (60mV/decade). 
Parasitic resistance effects were raised due to the down scaling of the chan-
nel length and the increased S/D (source to drain) resistances. Leakage 
current and GIDL (gate induced drain lowering) and hot-carrier effects 
arise due to ultra-scaling gate-oxide-thickness. Threshold voltage roll-off 
arises with scaling gate length. DIBL effects degraded the threshold voltage 
by increasing drain voltage. Continuous scaling of silicon-based substrate 
transistors provides better performance and reduces the thermal power 
budget. There is an emerging requirement, that demands continued scal-
ing in various applications like data centers, memory banks, etc.

International Roadmap for Device and Systems (IRDS) predicted that 
after 2027 there will be no space for further downscaling of the device, 
because due to ultra-scaling some undesired issues arise in the device, such 
as gate tunneling, increasing the OFF current, and deteriorating the per-
formance of the device.

6.2.3 Enhance Power Efficiency

Figure 6.3 illustrates the total power dissipation with respect to technology 
node.
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This gap shows the requirement to control at the device level. The power 
requirement is estimated through equation 1.1 [23].

 Pdissipation= PD+PS = α fCLVDD
2+VDD (ILeakage+ Ith

10 Vth
ss

) (6.1)

In this equation PD and PS are the static and dynamic power dissipation, 
α is the scaling factor and CL is the capacitance-load, VDD is the drain-volt-
age which is lower than the power requirement is also lower, ILeakage and Ith 
are the total leakage current and threshold current, Vth is the minimum 
gate voltage if higher the threshold voltage lower the power consumption 
and SS is the subthreshold swing.

Some short channel effects such as gate tunneling scattering and quan-
tum effect are provoked by reduction of gate oxide thickness, silicon thick-
ness and doping concentration. To trade-off between power consumption 
and short channel effect (SCEs) the device required a substitute structure 
and architecture to keep on advanced CMOS scaling [24].

6.2.4 Scaling Challenges

Various types of scaling challenges are categorized mainly into two types, 
horizontal and vertical [25]. If shorter the Lg then degrades the threshold 
voltage, SCEs appeared under influence of higher drain voltage (Vds). In 
the ULSI (ultra-large-scale integration) industry gate length is represented 
by Lg, where L is the characteristic length defined in the equation

 Lg= 0.1(Xj,tox,T
2

dep)  (6.2)

These metrics such as oxide-thickness (tox), junction depletion width 
(Xj), and total depletion width (T2dep) must be vertically shrunk along 
with channel length (Lg) to reduce SCEs in bulk MOSFETs. There are the 
following effects because of vertical scaling in the device.

6.2.4.1 Poly Silicon Depletion Effect

Scaling of oxide leads to degradation of gate capacitance and transconduc-
tance and also increases the poly-deflection layer in the inversion mode. 
The deflection region cannot be reduced due to the limitation of doping 
(1019, 1020 cm-3). The result of this effect is in terms of shifting of the 
threshold voltage. This challenge can be avoided by using a metal gate.
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6.2.4.2 Quantum Effect

Electric field increases near silicon/oxide interface due to downscaling of 
the oxide thickness. It creates quantum confinements of the carrier which 
lead to increased discrete sub-band and shifts the charge carrier from the 
interface.

6.2.4.3 Gate Tunneling

The use of the direct and Fowler Nordheim method of downscaling oxide 
thickness increased the static power dissipation. Employing high-k (HfO2 
and Si3N4) reduces this effect.

6.2.5 Horizontal Scaling Challenges

In this lateral scaling, there is only scaling, of channel length (gate length) 
named as “Gate shrinking” which raised SCEs. There are the following hor-
izontal scaling challenges.

6.2.5.1 Threshold Voltage Roll-Off

Threshold roll-off becomes extra impressive by the increased drain voltage. 
During scaling of channel length then depletion width becomes large than 
the channel length. Then channel barrier height reduces, which is mani-
fested as threshold roll-off and DIBL.

6.2.5.2 Drain Induce Barrier Lowering (DIBL)

DIBL effects occur when source to channel barrier height is reduced by 
increasing the electrical field with high drain voltage. If there are decreases 
in the height of the barrier from source to channel then the carriers are 
without restraint inserted in the channel region. Therefore, the threshold 
voltage lower gate loses control over the channel. DIBL is also named the 
“charge sharing model”. It is managed by the gate. The threshold voltage is 
calculated by the total depletion charge.

 Vth=Vfb+2φ - Qd
cox

 (6.3)

 Q'd = Qd –ΔQ (6.4)
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Q'd, Qd, ΔQ are the depletion-charge in the gate region, total-depletion  
and depletion-charge in drain region Vfb flat-band voltage, Vth threshold 
voltage.

6.2.5.3 Trap Charge Carrier

The large electric field in the device produces a hot carrier (electrons) 
which has sufficiently high energy and momentum to inject the oxide and 
trap the Si/oxide interface; it causes the breaking of the Si-H band inter-
face. Hot-carrier effects reduce the reliability of the device, increase the 
SCEs, decrease the Vth and increase the drive-current.

6.2.5.4 Mobility Degradation

Continuous miniaturization of the device requires more amount of chan-
nel doping concentration because it balances the electric field in the chan-
nel area. Higher doping concentrations avoid mobility scattering. Higher 
amount doping concentration creates dopant fluctuation inside the chan-
nel which results in mobility scattering and mobility roughness.

6.3 Remedies of Scaling Challenges

To overcome all these undesired SCEs, it is essential to increase the perfor-
mance with novel technology boosters. Surface scattering can be enhanced 
by using various materials such as Germanium, Si-Ge or III-V compounds; 
these materials have better electron and hole mobility than silicon. Further, 
strain technology is most widely used to improve mobility.

By inserting high-k dielectrics gate capacitance is improved. Parasitic 
effects improved, OFF-current can be reduced by the implementing of sil-
icon on insulator (SOI) layers, instead of bulk transistors.

However, even in multiple-gate MOSFETs, the reduced size of the device 
vertically and horizontally would be affected by SCEs [26, 27]. To reduce 
these effects, it is necessary to add together novel gate engineering and 
dielectric engineering [28–30] in the device structure.

6.3.1 By Channel Engineering (Horizontal)

By using the channel engineering technique in a multi-gate device struc-
ture the threshold-voltage increases and reduced SCEs in the device.
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6.3.1.1 Shallow S/D Junction

This junction balances the space between the source and drain and main-
tained barrier height. In this way, the transport charge carrier movement 
from source to channel is less, compared to the deep shallow junction.

6.3.1.2 Multi-Material Gate

This is a very important method to reduce the hot-carrier effects. The 
multi-material gates combine gate architecture by two or more metals 
with dissimilar work function. The double and triple material gate were 
proposed by [32, 33] in 2008, which was based on the combination of 
two or three metal gates and with work-function in the source-side gate 
(M1) greater as compared to the drain-side gate (M2). This is due to the 
increased gate transport efficiency by increasing the electric field in the 
channel region [34] which reduces the hot-carrier effect in the dual metal 
gate (DMG) which is based on SOI MOSFETs.

6.3.2 By Gate Engineering (Vertical)

By employed gate-engineering in multi-gate structure [35], which is con-
trol the carrier by the gate in the channel region.

6.3.2.1 High-K Dielectric

To maintain EOT and continuous scaling the high-K was introduced by 
Intel in 2007 in 45nm CMOS technology. It replaces traditional oxide 
(SiO2) with high–K (HFO2 dielectric strength above 50).

6.3.2.2 Metal Gate

It improves the gate leakage problem in the CMOS technology gate stack 
employed by a combination of poly-Si/High-K. However, an experimental 
result shows mobility degradation by using a metal gate.

6.3.2.3 Multiple Gate

Fully depleted (FD) based on SOI MOSFET is a promising candidate to 
continue scaling; using this device enhances the transconductance, lowers 
Vth-roll-off and decreases the parasitic-capacitance, subthreshold-slope as 
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compared to bulk MOSFETs. The incorporation of buried oxide (BOX) 
improves leakage current, and SCEs. However, using ultra scaling source/
drain (S/D) region FD-MOSFET required high resistance, therefore to 
avoid the FIBL effects from the drain channel region it requires a special 
gate structure.

Various emerging devices are DG, triple-gate, FINFET gate, Quantum-
wire, and FD-MOSFETs [36]. The circular, rectangular and quadruple 
gate-like gate-all-around [37], in FD-MOSFETs using buried oxide pre-
vents encroachment EF lines in gate region which reduces the SCEs. But 
in this approach, it is not appropriate to increase the junction capacitance 
and body effects. The various gates such as double gate, the triple gate is 
the most promising device operated in enhancement and depletion mode. 
These devices are capable to face current challenges such as power con-
sumption crises, control SCEs, and reduction of leakage current.

The GAA MOSFETs is one of the most potential candidates with better 
gate controllability and energy efficiency [38]. The gate-all-around offers 
characteristics length more scalability than double gate; the reason behind 
that gate covered all sides to channel and control transport carriers in the 
channel area. The device size below 25 nm provided the highest current 
drive capability due to current flow across the surface of the silicon body, 
so due to this reason ON –state drive mostly double than double gate 
device and strong confinement of electric field because the channel is sur-
rounded by the gate. Switching characteristics and higher ON/OFF current 
ratio are better than traditional MOSFET. The subthreshold swing of GAA 
MOSFET is near to the ideal value at room temperature which enhances 
switching characteristics.

6.4 Role of High-K in CMOS Miniaturization

A high-K material having a dielectric constant greater than the SiO2 is 
considered in the device design. The further miniaturization of microelec-
tronic components is possible through the implementation of high-K strat-
egy [39–41]. For the continuous process of downscaling of the transistor, 
the thickness of SiO2 gate dielectric needs to be decreased.

However, decrease in SiO2 thickness increases the capacitance and 
degrades the device performance. As ultra-scaling below 2-3 nm, leakage 
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current increases drastically, which is named “gate tunneling”, which leads 
to increased static power and reduced reliability of the device [42, 43].

Keeping in view the leakage current, the device requires high-K dielec-
tric along with SiO2, so it is necessary to investigate the combination of 
high-K/TiO2 material along with SiO2 required for fabrication of the futur-
istic CMOS devices. Undoubtedly, Si-MOSFET with high-K may be the 
capable candidate for future generation devices, due to its higher dielectric 
constant than traditional SiO2, as shown in Figure 6.4.

As per the prediction of Moore’s Law, for continuing scaling of device 
advanced gate material is required instead of conventional dielectric mate-
rial by following the main procedure for selecting substitute dielectric 
oxide are permittivity, di-electric strength, valence band offset, silicon pro-
cess and crystal structure.

Other high-K materials [44] are Al2O3, HfO2, TiO2, La2O3, etc. But all 
of these materials are thermodynamically unstable, have high breakdown 
voltage, low defect density, low deposition temperature, and low charge 
states on silicon.

The combination of high-K/TiO2 dielectric material along with SiO2 
must having more superior features in comparison to the high-K value 
[45].

A comparison has been made on the recently used high-K materials, 
i.e., SiO2, HfO2, Al2O3 and TiO2 in terms of structural and physical charac-
teristics [46–51]. The high-K materials have better features in terms of the 
high-K, lower band-gap, and compatibility with silicon, so it is considered 
a potential candidate for MOS gate dielectric applications, as depicted in 
Table 6.2.

1 nm 10 nm

e− e+

EOT = 1 nm EOT = 1 nm

εSiO2
 =  3.9 εhigh−k =  39

Figure 6.4 Effective oxide thickness (EOT) for high-K and conventional dielectric 
material [45].
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6.5 Current Mosfet Technologies

The main challenges in recent semiconductor research are reduced power 
consumption, higher packing density, better scalability, balance leakage 
current, the large storage capacity of memories, and higher speed. The 
operational failures can be avoided by reducing the power consumption, 
which arises mainly due to the self-heating problem, which is fixed by 
the ITRS [52, 53]; further to enhance the performance of the devices the 
dimensions of the MOSFET are continuously decreasing. Following the 
novel device, such as the DG, the TG and the QGMOSFETs [54–57].

6.6 Conclusion

In this chapter, the key objective is to discuss a novel device based on 
nanoscale single and multi-asymmetrical hetero di-electric oxide gate-all-
around nanowire for low power standby memory and sensor applications. 
This model is further suitable for circuit implementation. In this chapter 
the history of semiconductor technology and its continuous development 
processes such as recent MOSFET technologies, the significance of scal-
ing in CMOS technology, challenges in scaling, futuristic scaling method 
(technology booster), introducing the high-K, circuit design, and device 
modeling techniques are discussed.

Table 6.2 Comparative analysis of traditional and high-K materials [46–51].

Di-electrical 
material

Di-electric 
strength 
(K)

Band-gap 
(Eg) 
(eV)

Conduction- 
band-
offset 
∆Ec (eV)

Valence-
band-
offset 
∆Ev (eV)

Stability 
with 
Si

Crystal- 
structure

Silicon- 
dioxide 
(Si-O2)

3.9 8.9 3.5 4.4 Yes Amorphous

Aluminum 
oxide 
(Al2O3)

9.0 8.7 2.8 4.9 Yes Amorphous

Hafnia oxide 
(HfO2) 

25 5.7 1.5 3.4 Yes Monoclinic, 
cubic, 
tetragonal

Titanium 
oxide 
(TiO2)

80 3.5 1.2 1.2 Yes Tetragonal 
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Abstract
Diabetes is a complicated illness that requires immediate attention. While there 
is no cure for diabetes, learning to manage your medical condition, determining 
what will and will not improve your health, and doing everything you can to help 
yourself can significantly lessen the impact it has on your daily life. Diabetic reti-
nopathy arises when diabetes damages the retina’s small blood vessels. It can result 
in vision loss, “blind spots,” and fuzziness. Your view may change from one day 
to the next, or even from dawn to sunset. This “fluctuating vision” can obstruct a 
variety of daily activities. Diabetic Retinopathy (DR) is a typical outcome of dia-
betes that results in vision misfortune or visual deficiency. Image estimation has 
become critical in modern medicine. Instruments are used to pinpoint the exact 
nature of a disease. As a result, we created a Convolution Neural Network–based 
computer model for predicting the severity of Diabetic Retinopathy (DR).

Keywords: Diabetic retinopathy, blood vessels, hemorrhages, fundus image, 
exudates, microneurysms, feature extraction, CNN

*Corresponding author: sasibhushanlbrce123@gmail.com
†Corresponding author: kondavitee.sravani03@gmail.com

mailto:sasibhushanlbrce123@gmail.com
mailto:kondavitee.sravani03@gmail.com


114 Machine Learning for VLSI Chip Design

7.1 Introduction

Around 250 BC, Apollonius of Memphis is supposed to have coined the 
term “diabetes.” Diabetes was first mentioned in the medical literature in 
1425, under the name diabete. In 1675, Thomas Willis coined the term 
“mellitus” to describe the condition. The reason for this was the sweet taste 
of pee. Diabetic retinopathy is a microvascular complication of diabetes 
that results in new-onset blindness in a significant proportion of patients. 
Eduard Jäger was the first to observe yellowish areas and whole or partial 
thickness extravasations through the retina in diabetic macular changes 
[1–4]. In 1872, Edward Nettleship published “Oedema or cystic infection 
of the retina,” which included the main histological evidence of “cystoid 
degeneration of the macula” in diabetic patients, and Wilhelm Manz pub-
lished “Proliferative adjustments in Diabetic Retinopathy,” which included 
the meaning of tractional retinal separations and glassy discharge in dia-
betic patients. Arthur James Ballantyne’s exploration, in any case, did not 
build up diabetic retinopathy as a novel sort of vascular illness until 1943. 
Various multi-focus clinical preliminaries have added incredibly to our 
comprehension of diabetic retinopathy’s normal history in the course of 
the last ten years, setting up the worth of forceful glycaemic treatment in 
diminishing both the danger of advancement and the seriousness of the ill-
ness. In people aged 20 to 74, diabetic retinopathy is the significant reason 
for new instances of visual deficiency. Essentially all patients with type 1 
diabetes and more than 60% of patients with type 2 diabetes [5–8] encour-
age retinopathy all through the first twenty years of their condition. As 
per the Wisconsin Epidemiologic Investigation of Diabetic Retinopathy 
(WESDR), 3.6% of more youthful sort 1 diabetes patients and 1.6% of more 
established sort 2 diabetes patients were legally visually impaired. Diabetic 
retinopathy was responsible for 86% of blindness in the  younger-onset 
group. Diabetic retinopathy was responsible for 33% of the cases of legal 
blindness in the older-onset group, where other eye illnesses were com-
mon. Diabetic retinopathy is the leading cause of new incidents of blind-
ness in those aged 20 to 74.

Diabetic retinopathy advances from gentle nonproliferative irregular-
ities, which are set apart by expanded vascular penetrability, to direct 
and serious nonproliferative diabetic retinopathy (NPDR), which is set 
apart by vascular conclusion, to proliferative diabetic retinopathy (PDR), 
which is set apart by the arrangement of fresh blood vessels on the retina 
and back surface of the viterous. The retina and back surface of the glassy 
are portrayed by the arrangement of fresh blood vessels. Macular edema, 
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which is characterized as retinal growing brought about by defective 
veins, can happen at any phase of retinopathy. These progressions can 
be sped up by pregnancy, adolescence, blood glucose control, hyperten-
sion, and waterfall medical procedure. In type 1 diabetic patients in their 
initial 3–5 years of diabetes or before adolescence, vision-undermining 
retinopathy is unprecedented. Virtually all sort 1 diabetes people gain 
retinopathy over the course of the following twenty years. At the hour of 
finding, up to 21% of individuals with type 2 diabetes have retinopathy, 
and the greater part foster some level of retinopathy over the long haul. 
Diabetic retinopathy can cause vision disaster inferable from a variety 
of components. Macular edema or thin nonperfusion can cause central 
vision impedance. PDR’s new veins and tacky tissue withdrawal can bend 
the retina and cause tractional retinal partition, achieving extreme and 
all around irreversible visual adversity. Moreover, the fresh blood ves-
sels may drain, expanding the danger of preretinal or glassy discharge. 
Finally, vision misfortune may be brought about by neovascular glau-
coma connected with PDR.

Diabetes duration is likely the most important predictor of retinopathy 
development and progression. The regularity of any retinopathy was 8% at 
3 years, 25% at 5 years, 60% at 10 years, and 80% at 15 years in the WESDR 
among more energetic starting diabetes patients. At 3 years, the prevalence 
of PDR was 0%, but by 15 years, it had risen to 25%. With the passage of 
time, the incidence of retinopathy increased as well. In the WESDR more 
youthful beginning gathering, the 4-year rate of creating proliferative ret-
inopathy expanded from 0% in the first 5 years to 27.9% in quite a while, 
13–14 years, of diabetes. The danger of acquiring PDR has stayed the same 
during the most recent 15 years.

7.2 The Proposed Methodology

The goal of diabetes medicine is to accurately predict diabetic issues and 
stop them from developing. Many of the studies in the literature are less 
reliable since they do not include picture pre-processing procedures. In 
this case, picture pre-processing is used to improve the image’s features. 
The essential anatomical parts of the retinal vision are the macula, the optic 
circle, and the veins. A macula is a little region inside the retina of the eye 
where vision is the most clear. The film’s macula is the light-touchy layer of 
retinal tissue. Blood traverses the body by means of veins, which are versa-
tile cylinders or channels [9, 10].
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A component extraction part and an arrangement part are momentarily 
displayed in Figure 7.1 in our proposed technique.

As a directed learning calculation, CNN is applied for this situation. 
CNN is the best strategy for approximating any preparation information 
and further developing speculation on explicit datasets [11–13].

7.3 Dataset Description and Feature Extraction

7.3.1 Depiction of Datasets

EyePACS [15] made accessible a retinal dataset from the kaggle neighbor-
hood area [14] that contains 88,702 significant standard retina pictures 
gathered under various settings of images. Each picture can be scaled from 
0 to 4 levels of diabetic retinopathy in size.

7.3.2 Preprocessing

In our suggestion, enlarging the photographs [512x512] is an important 
step in the preprocessing. Before classification, the photos are converted to 
grey scale. From that point forward, the commotion is taken out from the 

INPUT RETINAL IMAGE
(RGB)

RGB to GRAY Scale Conversion
(RGB to GRAY)

PRE-PROCESSING
(Morphological)

METHODOLOGY
(Convolution Neural Network)

INVESTIGATION
(Detection of Level)

FEATURE EXTRACTION

CLASSIFICATION

Level 0 Level 1 Level 2 Level 3 Level 4

Figure 7.1 Proposed method.



Diabetic Retinopathy Level Based on CNN 117

changed fundus pictures utilizing the versatile middle channel. The middle 
channel is utilized to streamline the picture and lessen the bends brought 
about by the picture’s good and bad limits [16, 17].

7.3.3 Detection of Blood Vessels

We have novel qualities for shading channels of communication (red, 
green, and blue) just as the normal of RGB esteems in our work, and the 
equation is yielded (7.1)

 I C x R C x G C x Bred green blue= + +  (7.1)

Where I denotes the level of Intensity. Cred = 0.1, Cgreen = 0.7, and 
Cblue = 0.2 are colour channel coefficients extracted from a fundus image 
training set. The mask value is then determined in the same way as in (7.2).
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The threshold values T1 and T2 are obtained by a trial and error 
approach. For the best results, T1 is set to 40 and T2 is set to 50. As in (7.3), 
the enhancement variable (S) is determined.
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The last expansion of the picture is finished utilizing the accompanying 
condition in (7.4) where I is the original picture of size (mxn).
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(7.4)

The contrast improved image is C, the enhancement variable is S, and 
the processed image’s minimum and maximum pixel values are (min, max).  
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Following normalisation, blood vessels become more visible against the 
background. A 2D Gaussian matching model’s mathematical equation can 
be composed as (7.5).

 
G x y

x y
( , ) exp= −

+









2 2

22σ  
(7.5)

Where the standard deviation of the Gaussian operatoris σ and can be 
taken as the Gaussian filter’s scale. Figure 7.2 displays the image’s extracted 
blood vessels.

7.3.4 Microaneurysm Detection

Any place MAs have the best difference with the foundation in the rec-
ommended work, the green channel of the concealing complex body part 
picture has been used. Blood supply routes are reached out by dilatation, 
doubtlessly by topping off little openings and joining intermittent pixels. 
After applying the level plate shown in the being sorted out section SE (B) 
to the image A, the image is expanded (7.6).

 A B Z B AZ⊕ = ∩ ↑{ |( ) }


Φ  (7.6)

Figure 7.2 Detection of blood vessel.
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Objects can be reduced using the Erosion operator after applying (7.6). 
By satisfying the (7.7), only the image’s boundaries are engraved, leaving 
the rest of the image untouched.

 
A B Z B AZΘ = ⊆( ){ }|

 
(7.7)

On the extended image of the retinal image, the erosion operator is uti-
lised to totally remove the blood vessels. In most colour photos, capillaries 
are not apparent. Microaneurysms (MAs) appear to be detached from the 
retinal vascular network and are seen on capillaries [18, 19]. A Gaussian 
coordinating with channel is utilized to work on round dull patches.

I I x gaussgauss bothat= ( : ).1 0 The result response probability threshold is 
in (7.8).

 Ithresh = thresh Igauss( , )5τ  (7.8)

The Threshold regard T is picked with the ultimate objective that the main 
5% of pixels are picked. To deal with the kinds of the picked MA up-and- 
comers, a Fleming-based area progression development is embraced. Figure 
7.3 portrays the recognition of microaneurysms in a picture.

Figure 7.3 Detection of microaneurysm.
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7.4 Results and Discussions

The CNN model is alluded to as the Resnet 152 model in this paper. All 
convolutional layers in ResNet models use the same convolutional window 
of size 3x3, and the number of filters grows as the depth of the networks 
climbs to 512. One max-pooling layer with a pooling size of 3x3 and a 
stride of 2 exists. In (7.9), the Convolution operation is illustrated.

 
∫ τ τ τ∗ ≈ −
−∞

∞

f g t f g t d( )( ) ( ) ( )
def

 

(7.9)

Figure 7.4 depicts the convolution neural network.
The essential objective is to diminish the expense of the Convolution 

Neural Networks (CNNs), which is reflected in the testing datasets. NoDR-
0, MildDR-1, Moderate DR-2, Severe DR-3, and Proliferative DR-4 are the 
mathematically determined classifications in the organization.

The findings of CNN’s categorization are depicted in the following dia-
grams see Figures 7.5–7.9.

0
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4
Fully Connect

Layer

Input Image

Classification

Convolution Hidden layer

Figure 7.4 CNN architecture.
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Figure 7.5 Detection of normal–DR. 

Figure 7.6 Detection of mild–DR.
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Figure 7.7 Detection of moderate–DR. 

Figure 7.8 Detection of severe–DR.
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7.5 Conclusions

In this chapter, we have reported the Diabetic Retinopathy Level based on 
Convolution Neural network using fundus images. If the diabetic retinop-
athy is identified early on, it can help patients recover more quickly. The 
diagnostic procedure at the clinical stage is time-consuming and costly. 
Medical pictures processed using computer vision and rapid processing 
capacity might more accurately forecast illness. A computer model for 
predicting Diabetic Retinopathy (DR) levels is effectively constructed in 
this work. To further develop execution, the significant focal point of our 
investigation is on preprocessing and highlight extraction. Later on, we 
would prefer to assess the results of other profound learning models on 
other datasets to see which one performs better.
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Abstract
As progress progressed, the galleries showed a growing number of social relics, 
the number of visitors expanded, and definitely, valuable exhibits were taken by 
an expanding number of hoodlums. Customary techniques to prevent robbery 
cannot stop them. This examination gives a gallery a hostile to burglary strategy 
dependent on RFID innovation, which utilizes uninvolved RFID perusers/jour-
nalists to evaluate whether social resources are inside the protected reach. The 
RFID labels are attached to the social fortunes, and when they are taken out, they 
leave the powerful RFID ID range, alarming the framework and setting off the 
counter-burglary system. The suggested against robbery strategy checking is more 
prompt and has a higher security factor, and it is anything but restricted by the 
constraints of a customary infrared enemy of burglary, entryway attractive discov-
ery, and different strategies. At long last, this exertion involves equipment circuit 
plans, programming advancement, and a progression of testing to get the neces-
sary outcomes.
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8.1 Introduction

As individuals’ social life has improved, craftsmanship displays and gal-
leries have become a major attraction for explorers from one side of the 
planet to the other. By the start of 2019, China’s total number of galler-
ies had risen to 5,136. Exhibition halls have consistently viewed not-for-
profits and public advantage as a social accord. Numerous administrations 
command that historical centers be free to general society. In 2018, the 
National Museum introduced more than 20,000 shows, drawing in around 
1 billion guests and urging individuals to make a habit of visiting historical 
centers. Subsequently, the historical centers social fortunes have attracted 
greater levels of criminality. Burglary of curios is something that nobody 
likes to see. The historical center will plan the scope of social relics security 
strategies to guarantee the exhibition hall’s wellbeing. In any case, burglary 
is boundless even in this climate.

The criminal alert is the most broadly utilized enemy of burglary innova-
tion, with applications in a wide scope of businesses. Against-burglary alert 
frameworks introduced in monetary establishments, like banks, ATMs, 
and different areas can help to lessen the number of burglaries. Hostile-to-
burglary frameworks can recognize gatecrashers, yet the main part of data 
in military areas should remain classified. In high-traffic regions, for exam-
ple, train stations and schools, face acknowledgment innovation might be 
utilized to advise guilty parties and suspected individuals on the boycott. 
This fruitful strategy can limit the quantity of savage and criminal occur-
rences to secure individuals’ lives and property, and thief caution gadgets 
are broadly used locally to ensure inhabitants’ property and are transferred 
to the police as evidence. But every system has its limitations where there 
are situations they can network. So to overcome these problems our paper 
mainly focuses on Radio Frequency Identification Technology.

8.2 Literature Survey

The Internet of Things is an example of rapidly growing technology in 
the modern world and new technologies are emerging day by day with 
improving functionalities. The basic idea behind this spreading technology 
like RFID sensors, actuators, is to create an intercommunication channel 
between those technologies. This technology plays an important role in 
both working and domestic fields. Some of the technologies developed for 
domestic fields are e-health, enhanced learning, etc., and on the working 
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field the technologies such as transportation, automation, industrial man-
agement, etc. [1].

The suggestion of Radio Frequency Identification innovation expresses 
that there are a few different ways of execution to ensure the things and 
trimmings in arcades or galleries, yet every one of the advances has its lim-
its. A portion of the model is a glass breaking locator which demonstrates 
the sign if and just if the sensor is in the scope of following the sound, 
this is the constraint of glass breaking identifier. Here the authors S.B.A. 
Hamid, A.D. Rosli, W. Ismail, and A-Z. Rosli address the idea of RFID 
innovation for following the exhibition hall things in Turkey. This idea is 
made by knowing what RFID can do [2].

RFID (Radio Frequency Identification) is an information stockpiling 
and recovery strategy that gives remarkable IDs to things. It accompa-
nies both an RFID peruser and an RFID tag. An RFID peruser is a gadget 
that communicates radio waves and gets signals from RFID labels and has 
at least one receiving wire. The RFID Tag has an interesting ID number 
that contains all data about the predetermined article. The Anti-burglary 
System comprises an RFID peruser, an RFID tag, and an interface gadget. 
After interfacing the Tag with the chosen object, it is anything but an alarm 
sign to the RFID peruser gadget [3].

The R. Tesorieo provides a system that is connected to both active and 
passive RFID and may be evaluated at art museums using mobile devices. 
The individual benefited from this concept since he could access necessary 
information without having to physically look for it [4].

The creator Geeth Jitendra presents a method of securing social 
resources by using a vehicle immobilizer, which has the advantage of being 
impervious to programmer assaults. A sending unit, a getting unit, and a 
keen vehicle interface make up the fundamental structure of the immobi-
lizing framework. The information received will be placed in the vehicle, 
while the transmitter will be kept with the proprietor, ensuring that the 
transmitter and beneficiary have a functioning correspondence channel 
until they are within 200 meters of one another. As a result of its high pace 
of insurance against hacking assaults, this framework beats other systems. 
Others are powerless against digital assaults [5–12].

8.3 Software Implementation

The Arduino is programmed in such a way that it can communicate with 
the RFID reader, IR Sensor, Temperature Sensor. Arduino is flexible; it can 
be used to program in different languages. They all communicate with each 
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other by sending the radio signal from the transceiver of the RFID reader 
through the antenna, and when the RFID tags come in the range of the 
radio signal, the tag uses this signal as a power to activate the Transponder 
in the microchip of RFID tags. This RFID tag sends the information about 
the cultural relic just like a unique id to the Tx present in the RFID reader. 
So this information can be accessed by the computer whenever needed.

8.4 Components

8.4.1 Arduino UNO

The Arduino Uno is a well-known open-source microcontroller board 
based on the Microchip ATmega328P microcontroller. Arduino.cc cre-
ated the Arduino Uno. The board is entirely composed of analog and dig-
ital pins, which are then assigned to input or output pins. These digital 
and analog pins can then be connected to a variety of electronic devices, 
boards, and circuits. The Arduino Uno has 14 digital I/O pins as well as 6 
analog I/O pins (Figure 8.1).

8.4.2 EM18 Reader Module

The EM18 Reader Module is a Radio Frequency Identification (RFID) 
Reader that is utilized to peruse RFID labels with frequencies of 125 kHz. 
The EM18 module reads the RFID labels and sends the remarkable ID 
to the PC or microcontroller utilizing diverse correspondence methods 
like UART and so forth. It peruses the information which contains an ID 
which is 12 bytes. It is not difficult to utilize and of minimal expense, low 
force utilization. The interfacing is finished with Microcontrollers utilizing 
UART and with PC utilizing RS232 convertor (Figure 8.2).

Figure 8.1 The top view of the Arduino UNO
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8.4.3 RFID Tag

The RFID tags are used to identify the objects, persons, etc. It contains the 
unique ID to identify the object and it senses the presence of the object in 
the museum in this project. The RFID tag has a frequency of 125KHZ and 
contains a 32 bit unique ID (Figure 8.3).

8.4.4 LCD Display

The LCD used here is a 16x2 display which is a yellow and green backlight 
ASCII Alphanumeric Character Display. 16x2 display means 16 characters 
by 2-line display. It has 16 pins and can operate in 4-bit mode with only 
four data lines or 8-bit mode with all eight data lines (Figure 8.4).

Figure 8.2 The topview EM18 reader modules.

Figure 8.3 The proposed RFID tag.
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8.4.5 Sensors

8.4.5.1 Fire Sensor

Fire sensors are utilized in autos, clinical gadgets, PCs, cooking appara-
tuses, and different sorts of hardware. They measure the temperature of an 
item or climate where it is available by coming into contact with the article 
or by identifying infrared energy transmitted by the item just as the envi-
ronmental factors (Figure 8.5).

8.4.5.2 IR Sensor

Infrared radiation was discovered in 1800 by cosmologist William Herchel. 
It is a piece of electronic gear that actions and identifies infrared radiation 
in its current circumstance. Infrared sensors are characterized into two 
sorts: dynamic and aloof. Detached sensors recognize infrared radiation 

Figure 8.5 The proposed fire sensor.

Figure 8.4 The measurment LCD display.
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but do not discharge it, so they are utilized in this task. These sensors are 
normally utilized in moving-based location applications. At the point when 
a moving article producing infrared radiation enters the detecting scope of 
the finder, the distinction in IR levels between the two pyro- electric com-
ponents is estimated. The sensor then, at that point, speaks with the PC 
through an electronic sign (Figure 8.6).

8.4.6 Relay

A relay is an electrically controlled switch. It is made up of a set of input 
terminals for single or multiple control signals, as well as a set of oper-
ating contacting terminals. It works on the principle of electromagnetic 

Figure 8.6 The proposed IR sensor.

Figure 8.7 The proposed relay.
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induction. Relays control one electrical circuit by opening and closing con-
tacts with another electrical circuit (Figure 8.7).

8.5 Working Principle

The above block diagram shows the proposed model of our project. The 
model consists of Arduino UNO, EM-18 Reader Module, RFID Tag, LCD, 
Relay as its major components. A few sensors like fire Sensors, IR sensors 
are connected for the additional requirement.

8.5.1 Working Principle

The principal equipment segments incorporate Arduino, Radio Frequency 
Identification, LCD, Infrared, and temperature Sensors. The data from the 
framework is gotten by Arduino. What’s more, it is customized in such 
a way. Radio Frequency Identification is an information stockpiling and 
recovery innovation that gives a personality code to screen objects. By and 
large, it is comprised of an RFID peruser, a radio wire, and an RFID tag. 
The unmistakably recognizable proof code is saved in the information base 
as a personality code. While, contingent upon the particular article, other 
data about the checked item is additionally put away on the RFID tag.

To screen and control the RFID per user information, a comparing 
application is introduced on the PC. The electronic tag is versatile and can 
be introduced on a surface without endangering the fundamental attri-
butes or capacity of the curio. It speaks with the RFID scanner through 

LCD Display

Desktop
System

motor

ARDUINO

Power supply

Sensors

RFID Tag

HDMI Cable

Relay

Battery

EM-18 Reader
Module

Figure 8.8 Block diagram of the proposed system.
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remote innovation. The perusing scope of an RFID peruser can be sensibly 
stretched out according to the force size and application program. At stan-
dard stretches, the data from each electronic tag is perused to decide if the 
electronic tag is inside the reach (Figure 8.8).

An RFID peruser’s two principal parts are a regulator unit and a radio 
recurrence handset module. RFID labels are made out of a chip and a cou-
pling component, and each tag has an extraordinary code that is appended 
to the outside of the object and can be distinguished. The tag has two mem-
ory regions, one for putting away the ID and the other for putting away 
client data information, which can be changed and erased.

8.6 Results and Discussions

To obtain the desired output, all of the components are connected in this 
manner. Dumping the codes into the respective Arduino, which will then 
perform their operations and communicate with one another. We use 
Assembly language to dump code into Arduino.

This Image shows the RFID tag on the RFID reader module, which 
detects the card in the range or not. When the RFID tag in the range the 
blue led will glow and shows the safe message on the LCD screen as shown 
in Figure 8.9(a).

When the Tag is not in the range the blue led will be in OFF condition 
and it does not show in the LCD as shown in Figure 8.9(b).

Figure 8.9 The measurment results.
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(c)

(d)

Figure 8.9(c) The measurment results.

(a)

(b)

Figure 8.9(a) The measurment results.

(a)

(b)

Figure 8.9(b) The measurment results.
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Here we declare the two Infrared sensors as’s’ and ‘s1’. When the object is 
in the IR range it shows ‘0’ in the display and when the object is not in the 
range it shows ‘1’ in the display as shown in Figure 8.9(c).

Here we declared the fire sensor as ‘F’. When fire or smoke is not detected 
it shows ‘0’ in the display and when the fire is detected the message ‘fire 
detected’ as shown in Figure 8.9(d).

8.7 Conclusions

This chapter proposes an alternative way to deal with galleries hostile to 
robbery plans dependent on the Internet of Things (IoT) innovation, which 
decides if social relics are inside range utilizing Passive Radio Frequency 
Identification perusers or journalists. On the off chance that an interloper 
moves toward the item and endeavors to burglarize it, the RFID tag and 
RFID peruser will impart, and the signal will sound, and information will 
be transferred to the IoT stage.

So by using this technology we can reduce thefts in a museum by iden-
tifying the abnormal in the RF field. In an existing system, we have an 
Infrared based security system to identify the theft.

So this technology was further extended by adding GPS Module to the 
object and to track the location of the object. So if the thief breaks all the 
above-mentioned safety measures and steals the object he or she can be 
found by tracking the location using the GPS Module.

(c)

(d)

Figure 8.9(d) The measurment results.
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Abstract
Agriculture plays an important role in India, due to its vast population and the 
quality of its irrigation soil. This project proposes the improvement that can be 
made in the Irrigation system in a smart way using present-era technology. A 
Smart Irrigation System using Machine Learning Techniques is a prototype-based 
project which gives the basic idea to make changes and improvement in our old 
traditional irrigation methods to reduce the use of water as well as the manpower 
in farming. The precise sensing of soil moisture sensor gives the input by pro-
viding enough amount of water to the field. It helps in improving the growth of 
plants and prevents overflow of water which reduces leaching and helps in areas 
where there is water scarcity. Moreover, the other parameter it has is a temperature 
sensor which provides us with the accurate temperature of soil. Further, the pro-
totype has an Arduino UNO board which helps us to display the input and output 
readings on an LCD display and record the values in an Excel sheet to predict the 
decision using machine learning technique.

Keywords: Irrigation, water pump, smart agriculture, ANN, proteus, Arduino

9.1 Introduction

Water is required for optimum plant growth. An irrigation system is 
a method of artificially distributing water in agricultural fields [1]. To 
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maintain soil moisture, irrigation systems are used mostly in arid and 
low-rainfall areas. It aids in the reduction of weed growth in the field. 
There are two types of irrigation: traditional irrigation and modern irriga-
tion. Check basin, furrow irrigation, basin irrigation, and strip irrigation 
are the most common irrigation methods. It makes use of watering cans, 
buckets, pumps, and canals, among other things. The technique requires a 
significant amount of labour for weeding, irrigation, and fertilisation, but 
it is not based on knowledge [2]. Modern irrigation has been developed to 
improve the irrigation system. Drip irrigation, sprinkler irrigation, and pot 
irrigation are the three types. Without the aid of technology, the existing 
modern irrigation system is unable to anticipate the real amount of water 
required for crops. It can result in either under irrigation—the soil mois-
ture will be affected by irrigation, and the crop may be killed—or excess 
irrigation, which causes crop diseases and clogs. Both will have an impact 
on yield output. ML technologies aid in the efficient use of water, conser-
vation, and improvement of the quality and quantity of water. Monitoring 
and accessing the irrigation system remotely is also possible based on 
pre-processed data and real-time meteorological measurement using ML 
technologies. As a result, the farmer might take precautionary measures 
during the irrigation time. Automatic Irrigation System using Machine 
learning technique is a prototype which gives us the measures of soil mois-
ture sensor and Arduino UNO board in Agricultural field. The input is 
detected from the soil with soil moisture sensor and senses the nature of 
soil, i.e., either dry soil or wet soil, and instruct the Arduino UNO board 
[3] to action required for water and getting the output in the form of water 
flow to the soil. For instance, if the nature of the soil is dry, then the motor 
pump will automatically run till the soil turns moist or wet.

This work is focused on bringing down the wastage of water and man-
power. It also improves the growth of plants because we are reducing leach-
ing by providing sufficient amount of water to the plant. The availability 
of water for irrigation in some parts of rural areas is much less, so to give 
proper watering to the field we can implement this project which can be 
worked in real life. The design is versatile because the package may be mod-
ified  at any time. It will thus be created to meet the particular  needs  of 
the user [4]. This makes the projected system cost-effective and moveable 
and an occasional maintenance resolution for small-scale agriculturists in 
rural areas. In this work the input of soil moisture sensor is mapped on a 
variable resistor. If the resistance value is more than 70%, then the motor 
pump will get on and it displays on the LCD display. And if the resistance 
value is less than 70% and more than 30%, we are giving this value as moist 



Smart Irrigation System Using Machine Learning Techniques 141

level, just to say that the soil is not dry and has some water moisture in it 
and maybe it gets dry soon. Moving further, if the resistance value is less 
than 30%, then the indication on display will be as WET soil and pump is 
OFF. To indicate the temperature of soil, we used a Temperature sensor. 
The input is taken from the temperature sensor and the value is displayed 
on the LCD with the help of Arduino UNO board. Moreover, we have used 
a relay and a BC547 transistor to control the operation of the motor pump 
which is always connected to a battery. If the switch of the motor is not in 
ON condition, then the LED and sounder provided will give us indication 
that the motor button is OFF. The Arduino program which we have given 
works in the Proteus software only after providing the hex file of that par-
ticular Arduino program into the Arduino board in the Proteus software. 
On the other hand, soil moisture sensor also requires a HEX file to operate 
in virtual condition. A Machine learning algorithm has been implemented 
so that the data of the soil moisture sensor, Temperature sensor and pump 
motor is recorded in an Excel sheet for every 30-min time period. Figure 
9.1 presents the block diagram of the work.

9.2 Hardware Module

9.2.1 Soil Moisture Sensor

Soil moisture, soil temperature, humidity, meteorological conditions, leaf 
sensing, and canopy temperature are all examples of sensor devices used 
to measure environmental conditions. The deployed environmental sen-
sors in irrigation measure the real-time values. The soil wetness sensing 

Power
Supply

Arduino UNO
Board

LCD

Relay

Water Pump
Soil Moisture Sensor

Temperature Sensor

Figure 9.1 Block diagram.
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element is one sensing element used to gauge the meter content of water 
inside the soil, because the straight gravimetric dimension of soil wetness 
desires eliminating, drying, still as sample weight [4]. Figure 9.2 shows the 
sensors detect the water content not in a direct way with the assistance of 
another rule of soil like dielectric constant, resistance, otherwise interaction 
with neutrons, and replacement of the wetness content.

The relation among the calculated property also as wetness of soil ought 
to be adjusted and could modify supported ecological factors like tempera-
ture, style of soil, otherwise electrical physical phenomenon. The micro-
wave emission that is mirrored is influenced by the wetness of soil also as 
in the main employed in agriculture and remote sensing among geophys-
ical science.

Figure 9.2 Soil moisture sensor [5].
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9.2.2 LM35-Temperature Sensor

Temperature sensor in Figure 9.3 is LM35, which works on a range from 
-55°C to 150°C. The output of LM35 is digital in Proteus software and has 
various applications [12].

9.2.3 POT Resistor

A potentiometer is a manually adjustable resistance with three terminals 
shown in Figure 9.4(a) and 9.4(b). Two of the terminals are connected to 
the other ends of a resistive part, and therefore the third terminal connects 
to a slippy contact, known as a wiper, moving over the resistive part.

The potentiometer basically functions as a variable resistance divider. 
The resistive part is seen as two resistors asynchronous (the total potenti-
ometer resistance), wherever the wiper position determines the resistance 
magnitude relation of the primary electrical device to the second electrical 
device. If a reference voltage is applied across the top terminals, the posi-
tion of the wiper determines the output voltage of the potentiometer. A 
potentiometer is additionally referred to as a potmeter or pot.

9.2.4 BC-547 Transistor

BC-547 is a NPN semiconductor device; therefore the collector and emit-
ter are going to be left open (Reverse biased) once the base pin is command 

Figure 9.3 Temperature sensor [6].
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at ground and can be closed (Forward biased) once a signal is provided to 
base pin.

9.2.5 Sounder

Sounder is normally used for giving some indication and normally this 
indication is some kind of a warning. Proteus has a built-in component for 
a sounder; it is an animated component which gives a sound (beep) when 
it is turned ON, as presented in Figure 9.5.

(a) (b)

Figure 9.4 (a) POT resistor [7], (b) Variable POT resistor [7].

Figure 9.5 Sounder [8].
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9.2.6 LCD 16x2

LCD stands for liquid show. Sixteen×2 digital display means that it has 16 
Columns and a pair of Rows as shown in Figure 9.6. There are area unit 
tons of mixtures out there like 8×1, 8×2, 10×2, 16×1, etc.; however, the 
foremost used one is the 16×2 digital display. So, it will have 16×2 = thirty 
two characters in total and every character is fabricated from 5×8 constit-
uent Dots [11].

9.2.7 Relay

A Relay is a simple electromechanical switch as presented in Figure 9.7. 
While we use normal switches to shut or open a circuit manually, a relay is 
additionally a switch that connects or disconnects two circuits. However, 
rather than a manual operation, a relay uses an associate electrical signal to 

Figure 9.6 LCD display 16x2 [9].

Figure 9.7 Relay [9].
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regulate electro magnet, that successively connects or disconnects another 
circuit.

A relay works on an electromagnetic induction principle. When an elec-
tromagnet is applied with some current, it produces a magnetic field around 
it. DC current to the load is applied by A switch copper coil and the iron 
core acts as electromagnet. When coil is applied with DC current, it starts 
attracting contact. This is known as energizing of relay. When supply is 
removed it returns to the original position. This is known as de-energizing.

9.2.8 Push Button

Human Machine Interface (HMI) management panels principally use this 
kind of push buttons as shown in Figure 9.8(a) and 9.8(b); they are known 
as as membrane switches. All the data input device sort mobile phones 
conjointly use membrane sort push buttons. Digital clocks, watches, 
alarms, most of the electronic gadgets that offer Human Interface, use 
these switches.

9.2.9 LED

It is primarily just a specialised sort of diode as they need very similar 
electrical characteristics to a PN junction diode. This suggests that a light- 
emitting diode can pass current in its forward direction; however, it can 
block the flow of current in the reverse direction. Light-emitting diodes 
area unit made up of a very skinny layer of fairly heavily doped semicon-
ductor material and reckoning on the semiconductor material used and 
also the quantity of doping, once forward biased an LED can emit a colored 
light at a selected spectral wavelength shown in Figure 9.9.

(a) (b)

Figure 9.8 (a) Push button OFF, (b) Push button ON [9].
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9.2.10 Motor

A DC motor is a simple motor that should have polarity distinction at both 
ends as presented in Figure 9.10. If this polarity is in forward direction, 
then the DC motor moves in one direction and if we have a tendency to 
reverse the polarity then the DC motor moves the other way.

Figure 9.11 presents the interfaced circuit with all components which is 
useful in real life scenarios in an agriculture field, organic farming, garden-
ing, etc. In case of a very large agriculture field, we can put one or two soil 
moisture sensors in 1 acre of land, so that we do it in a cost-efficient way 
and achieve the results without manpower and can save a lot of water. The 
same procedure can be followed for organic farming as well. People who 
go to an office daily might not get enough time to water their plants in the 
garden but can get it done with a smart irrigation system, which can be 
monitored from anywhere in the world and keeps the switch of the motor 
ON as it goes ON only when the soil is dry.

Figure 9.9 LED [9].

Figure 9.10 Motor [9].
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9.3 Software Module

Rapid implementation means immediate, just weeks to a full solution com-
pared to months or years when using data mining, cubes and hard-coding. 
There are low acquisition costs and low life-cycle colts – perpetual licenses, 
established maintenance and support and easy configuration for changes 
in underlying data or new requirements. It reduces and eliminates most 
training costs since data is organized.

9.3.1 Proteus Tool

Proteus software structure is shown in Figure 9.12. Proteus could be a com-
plete embedded system software system, and a hardware style simulation 
platform, Proteus ISIS, is an associate intelligent schematic input system, 
system style and Simulation of the essential platform to attain the mixture 
of single-chip microcomputer simulation and PSpice circuit simulation. 
The schematic diagram designed in ISIS will automatically export the net-
work table once confirming that the device is prepackaged properly.

The Proteus virtual system model combines SPICE circuit simulation 
of mixed mode, dynamic device and microcontroller model to understand 

Figure 9.11 Project circuit.
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the whole cooperative simulation supported microcontroller style [10]. 
For the primary time, it is doable to develop and take a look at such 
styles before the physical model comes out. The Proteus package product 
embraces Proteus VSM, VSM for ARM7/LPC2XXX, VSM for 51/52, VSM 
for AVR, VSM for PIC24, Proteus PCB style, Advanced Simulation Feature 
(ASF). Proteus could be an immense teaching resource, which might be 
utilized in the teaching and experiment of analogue and digital circuits, 
microcontroller and embedded system software package, integrated exper-
iment of microcontroller system, innovative experiment and graduation 
style, project style and merchandise development. Proteus is extremely 
appropriate for talent analysis and electronic competition. It is necessary 
and tough to gauge the abilities of a single-chip digital computer. Proteus 
will offer all the resources required for the check, directly assess the cor-
rectness of hardware circuit style, directly right the code with hardware 
schematic diagram, verify the perform of the entire style, and take a look 
at governable, simple to judge and straightforward to implement. There 
square measure wide sensible used cases from Proteus [11].

9.3.2 Arduino Based Prototyping

The Arduino prototyping board presented in Figure 9.13 is associated with 
open supply small controller which may be simply programmed, erased and 
reprogrammed at any instant of your time. Introduced in 2005, the Arduino 
platform was designed to produce a reasonable and simple approach for 
hobbyists, students and professionals to form devices that move with their 

Proteus

ISIS ARES VSM
Intelligent Schematic
Input System

Design and Simulation
of electric circuits

is a circuit board design
software

Advanced Routing and
Editing Software

Virtual System Modeling

Graphical SPPICE allows
simulation and animation
directly in ISIS

Figure 9.12 Proteus flow chart.
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setting mistreatment sensors and actuators. Supported easy small controller 
boards, it is associated with open supply computing platform that is used for 
constructing and programming electronic devices. It is additionally capa-
ble of acting as a mini PC rather like different small controllers by taking 
inputs and dominant the outputs for a range of physics devices [12]. It is 
conjointly capable of receiving and causing info over the web with the assis-
tance of assorted Arduino shields. Arduino uses a hardware referred to as 
the Arduino development board and computer code for developing the code 
referred to as the Arduino IDE (Integrated Development Environment). 
designed with the 8-bit Atmel AVR microcontrollers that are factory-made 
by Atmel or a 32-bit Atmel ARM, these microcontrollers are programmed 
simply using the C or C++ language within the Arduino IDE [3].

Connect all the components placed on the schematic layout with wire 
by clicking on one terminal of the component with the next terminal of the 
other component. Compile the below Arduino program by clicking on the 
shown arrow symbol in Figure 9.14 [13].

7-12 V
Barrel Jack

Voltage
Regulator

16 MHz crystal
Oscillator

RESET

Not connected
I/O reference Voltage

3.3V output
5V output

Ground
Ground

Input Voltage (VIN)

Analog pin 0
Analog pin 1
Analog pin 2
Analog pin 3

(I2C) SCL
(I2C) SDA

ICSP for
ATmega328

ATmega328
Microcontroller IC

VCC

MOSI

GND

MISO
SCK
Reset

RXD
TDX
Interrupt 2
Interrupt 1

SS (Slave Select)

Reset Button

ICSP (In-Circuit Serial Programming)
I2C (SCL - Serial clock)
I2C (SDA - Serial Data)
LED (Pin-13)

SCK (Serial Clock)
MISO (Master IN, Slave Out)
MOSI (Master-Out, Slave IN)

USB- B Port

ATmega16U2 microcontroller
IC/USB controller

Figure 9.13 Arduino UNO.
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void loop()
{
lcd.clear();
val = analogRead(T_Sensor); //Read Temperature 
sensor value 
int mv = ( val/1024.0)*5000; 
cel = mv/10;
int Moisture = analogRead(M_Sensor); //Read 
Moisture Sensor Value 
lcd.setCursor(0,0);
lcd.print(“TEMP:”);
lcd.setCursor(5,0);
lcd.print(cel);
lcd.setCursor(7,0);
lcd.print(“*C”);
if (Moisture> 700)   // for dry soil
{ 
lcd.setCursor(11,0);
lcd.print(“DRY”);
lcd.setCursor(11,1);
lcd.print(“SOIL”);
if (digitalRead(W_led)==1) //test the availability of 
water in storage

Figure 9.14 Components on layout.
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{
digitalWrite(13, HIGH);
lcd.setCursor(0,1);
lcd.print(“PUMP:ON”);
}
else
{
digitalWrite(13, LOW);
lcd.setCursor(0,1);
lcd.print(“PUMP:OFF”);
tone(Speaker, NOTE_C4, 500); 
delay(500); 
tone(Speaker, NOTE_D4, 500);
delay(500); 
tone(Speaker, NOTE_E4, 500); 
delay(500); 
tone(Speaker, NOTE_F4, 500); 
delay(500); 
tone(Speaker, NOTE_G4, 500); 
delay(500);
}
}
if (Moisture>= 300 && Moisture<=700) //for 
Moist Soil
{ 
lcd.setCursor(11,0);
lcd.print(“MOIST”);
lcd.setCursor(11,1);
lcd.print(“SOIL”);
digitalWrite(13,LOW);
lcd.setCursor(0,1);
lcd.print(“PUMP:OFF”);    
}
if (Moisture < 300) // For Wet soil
{ 
lcd.setCursor(11,0);
lcd.print(“WET”);
lcd.setCursor(11,1);
lcd.print(“SOIL”);
digitalWrite(13,LOW);
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lcd.setCursor(0,1);
lcd.print(“PUMP:OFF”);
}
delay(100);    
}  

Copy the HEX file location from the console window below the program 
which is shown in the red coloured box. Paste the HEX file location in the 
Arduino UNO R3 board in the Proteus software, which is shown in the red 
coloured box in Figure 9.15. We need to add one more HEX file to the soil 
moisture sensor which will be available while downloading the library file 
of soil moisture sensor. So, we need to add that HEX file in the following 
blue box shown in Figure 9.16. After completing all the above steps we can 
proceed to run the implementation. After the successful implementation 
of the Proteus software and Arduino program the following results will be 
obtained by running the Proteus schematic.

1) After clicking on the Run button below, the program will start 
running by switching ON the LCD and displaying: “Project 
By Anil, Jaswanth, Prem, Vishnu” shown in Figure 9.15.

2) If the soil moisture value is below 70% and above 30% in the 
variable POT resistor which will be the value of soil moisture 
sensor. In this case, we are taking the soil moisture value as 

Figure 9.15 Powered interfaced module.
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58%, so in this condition the result will be soil as moist and 
the pump is OFF as shown in Figure 9.16.

3) In this case we are taking soil as dry by providing the vari-
able resistor value above 70%. So, the value of soil moisture 
sensor is 75% and temperature value is 20°C. Now, the result 

Figure 9.16 Output on moist condition.

Figure 9.17 Output on dry condition.
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will be shown as soil is dry, temperature is 20°C and pump is 
as shown in Figure 9.17.

4) In the final case we are taking the variable resistor value to 
below 30% and see the results. Here, the soil moisture sensor 
value is 25% and the temperature value as 25°C. The result 
will be displaying as the Pump is off due to wet soil and tem-
perature as 25°C.

9.4 Machine Learning (Ml) Into Irrigation

Machine learning, by its definition, is a field of technology that evolved 
from finding out pattern recognition and procedure learning theory in AI. 
It is the training and building of algorithms that may learn from and create 
predictions on knowledge sets. These procedures operate by construction 
of a model from example inputs so as to create data-driven predictions or 
selections, Instead of following firm static program directions, the method 
starts with feeding smart quality knowledge then coaching our machines 
(computers) by building machine learning models that can exploit the info 
and totally different algorithms [13–15]. Machine learning involves two 
tasks: (a) supervised machine learning: The program is “trained” on a pre-
defined set of “training examples”, that then facilitate its ability to succeed 
in Associate in Nursing correct conclusion once given new knowledge, 
and (b) Unsupervised machine learning: The program is given a bunch of 
knowledge and should notice patterns and relationships.

Machine learning and neural network techniques are commonly used in 
irrigation systems. It comes in a variety of forms and employs a variety of 
principles. In the input layer, multiple parameters are presented as inputs. 
For a better result, the input layer has more than one node or neuron. It 
could be the stages of a plant’s development or several forms of environ-
mental factors. The concealed layer is then added after the input layer. It 
gets data from each node in the input layer. After that, the output layer 
is placed on top of the hidden layer as shown in Figure 9.18, which dis-
plays the desired or predicted outcome based on the hidden layer’s training 
data. In the input layer we can see that there are two inputs; first input can 
be considered as soil moisture sensor, and the second input is tempera-
ture sensor which are shown in green colour [16, 17]. On further step, 
the inputs are taken into different kinds of hidden layers, where the actual 
algorithm of machine learning is done like the acquiring of input data, 
processing them into software, and so on. This hidden layer cannot be seen 
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at the front end, so all the data from the hidden layer is combined together 
and processed to get the output in an spreadsheet file [8]. This works on 
project made in hardware mode, so that we can get accurate results. Here, 
we have taken the sample data from the research websites and stored them 
in an Excel file because of software implementation [9].

Generated dataset from a sensor can process for the prediction of results 
in different cases. Artificial neural network requires a dataset for the train-
ing [18, 19]; it identifies the hidden characteristic of the data and trains 
the model accordingly. The model shown in Figure 9.19 is implemented 

input
layer

hidden
layer

output
layer

Figure 9.19 Neural network algorithm [18].

Figure 9.18 Output in wet condition.
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in Python. The trained data faces the challenge of testing set products the 
decision and updating the farmers in advance to avoid losses. Dataset of 
SMEX03 Soil Moisture, Meteorological, and Vegetation Data: Brazil has 
been used to train the ANN model. It contained the average moisture indi-
cator temperature at 11 different places in the field and reads the seven 
different readings per day. The minimum moisture level of the soil and 
higher temperature value the indictor to have water and staus is predicted 
and ‘1’-motor pump ON or else OFF. Figures 9.20(a) and 9.20(b) plot the 
model train and loss vs. epochs; for the epoch value of 100 the loss falls to 
0.4. The model can make correct decisions 55% of the time.
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Model accuracy
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Figure 9.20 (a) Accuracy vs. epoch, (b) Loss vs. epoch.
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9.5 Conclusion

In Irrigation, Soil moisture is a very important parameter in developing 
smart irrigation. Although moisture sensor gets corrosion within a few 
years, the precise value it gives to provide the water shows the importance 
of using it in large fields. When machine learning is used in agriculture, the 
irrigation system is improved. It assists in the effective use of water and the 
reduction of water waste. This knowledge-based system combines auto-
mated data analysis, data recording, and decision-making with machine 
learning implementation. It boosts crop output and quality. This project 
proposes a Smart Irrigation system using machine learning technique 
along with the Arduino program in which the input values like soil mois-
ture, temperature are taken, then compared with the logic in the program, 
and the Arduino board gives the motor pump to turn ON or OFF with 
respect to level of moisture in the soil. Later, with machine learning algo-
rithm these results are stored in an Excel sheet where the data is updated 
every 30 minutes. The project is very effective and easy to use by farmers 
once someone teaches them how it works, and any changes can be made 
according the required parameters.
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Abstract
The human body is precious. Each and every part of our body plays a great role 
in our life. The absence of any one of them makes our life complex. The life of a 
handicapped person is vulnerable. Especially the persons with locomotive defects, 
who depend on others to move from one place to another. To solve this problem, 
the wheelchair was invented. To push the wheelchair, another person is required. 
In order to avoid this, the concept of a smart wheelchair is introduced. Using this 
smart wheelchair, the disabled person can move from one place to other inde-
pendently. This wheelchair works based on the movements of the person’s head. 
The person can move the chair on his own just by moving his head in the required 
direction. An accelerometer sensor senses the head movements of the person and 
based on that data the chair is moved accordingly. Additionally, this model offers 
continuous health monitoring of the patient. This monitoring includes collecting 
the heartbeat rate and temperature of the person continuously, and any change 
from regular readings will be communicated to the doctor for remote treatment 
of the patient. This project helps the disabled person as well as his relatives by 
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reducing human intervention to push the wheelchair and is also helpful in moni-
toring the health of the person.

Keywords: Disability, wheelchair, accelerometer sensor, head movements, health 
monitoring

10.1 Introduction

The number of physically challenged people is increasing day by day. This 
trend may be due to increased accidents or increased ageing effect in peo-
ple or by virtue of birth. Due to these disabilities people are becoming 
dependent on others, especially the people with locomotive defects. It is 
not possible for an individual to depend on others for their basic needs all 
the time. Also, the health of these people must be continuously monitored, 
including regular visits to the doctor. But under such circumstances, it is 
difficult for them to do this. Therefore, an autonomous machine must be 
invented to solve this problem.

The human body is precious. Each and every part of our body plays a 
great role in our life. The absence of any one of them makes our life com-
plex. The life of a handicapped person is vulnerable. Especially the persons 
with locomotive defects, who depend on others to move from one place 
to another. To solve this problem, the wheelchair was invented. To push 
the wheelchair another person is required. In order to avoid this, the con-
cept of a smart wheelchair is introduced. Using this smart wheelchair, the 
disabled person can move from one place to another independently. This 
wheelchair works based on the movements of the person’s head. The per-
son can move the chair on his own just by moving his head in the required 
direction. An accelerometer sensor senses the head movements of the per-
son and based on that data the chair is moved accordingly. Additionally, 
this model offers continuous health monitoring of the patient. This health 
monitoring includes collecting the heartbeat rate and temperature of the 
person continuously, and any change from regular readings will be com-
municated to the doctor for remote treatment of the patient. This project 
helps the disabled person as well as his relatives by reducing human inter-
vention to push the wheelchair and is also helpful in monitoring the health 
of the person.

In this proposed model, the accelerometer sensor is connected to the 
LPC2148 to detect the head movement of the person sitting in the chair 
and move it accordingly. The PPG sensor and temperature sensor are used 
to continuously record the oxygen levels and temperature of a person. 
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If any outliers are found, the system communicates with the doctor for 
remote treatment. The emergency alert system is also attached to the 
wheelchair, so any discrepancies can be communicated to loved ones by 
phone or message.

10.2 Proposed Methodology

A considerable amount of research has already been done on the wheel-
chair in terms of controlling a machine without human intervention. 
Initially, the wheelchair is moved autonomously using a joystick [8] where 
the user is given a remote-like device, and then he or she can operate it 
themselves. The joystick is provided with directional buttons and a speed 
control system for controlling the motion of the wheelchair. The same 
process is implemented by replacing the joystick with a smartphone [1]. 
Sensor characteristics and utilisation can be understood from Narendra 
Metal [9]. Using the tilt sensor in the smartphone, one can move the chair 
autonomously. This system also includes controlling the chair using voice 
and human gestures. All these features are controlled using a smartphone. 
This system also includes smoke, gas, and temperature sensors to detect 
any unwanted situation around or in the user. Apart from these we can add 
other features like controlling the height of the footrest, detecting the out-
side weather to decide whether to go out or not, automatic opening head 
mats or umbrella in case of rain. These features are discussed in [8].

This system can also be realised with a voice recognition system. The 
commands are given by the user and the wheelchair moves accordingly [4] 
discusses the same thing as it includes giving the commands in a regional 
language. In real time this process may not work out well with handicapped 
or paralysed people who are unable to speak clearly.

Face recognition is used for moving the wheelchair [6]. With the help 
of a camera the images of the user are continuously clicked and com-
pared with predefined images, and based on those results the wheelchair 
is moved. This is limited to a single user, i.e., the wheelchair can be used 
only by one particular user. This process may not work efficiently during 
nighttime due to lack of lighting.

Beyond all these we can make use of human gestures which are identical 
to every user. An autonomous moving wheelchair operated by hand move-
ments is discussed in [7]. This involves moving the wheelchair based on 
hand movements. An accumulator unit will be recording the hand move-
ments and sends this data to a motor driver unit for moving the wheelchair. 
In this case, a completely paralysed person or a person without hands cannot 



164 Machine Learning for VLSI Chip Design

make use of this system or even a system that includes a joystick. Keeping 
all this in mind, head movements are considered for moving the wheelchair 
[2]. The head movements of the user are detected using an accelerometer 
sensor and are sent to the motor driver unit for motion of the chair.

Also, an obstacle detection system must be introduced in order to stop 
the wheelchair from being damaged. This problem can be avoided by using 
ultrasonic sensors as they detect an object at a particular distance and stop 
the wheelchair [8].

Systems that can monitor the user’s health condition on a continuous 
basis are more beneficial. Health monitoring and sharing the details with a 
doctor is explained in [10, 11]. [3, 5, 12, 13] Using sensors the temperature 
and heartbeat of the user are continuously recorded and sent to the doctor; 
if any abnormalities are found, remote or immediate treatment is advised 
[1]. A panic button is added to inform loved ones that the user has a prob-
lem. In case of an emergency, the user can press the panic button so that a 
message is sent to the predefined number informing the recipient that the 
user is in difficulties and requires immediate attention.

In this proposed system, wheelchair motion using head gestures is 
implemented by interfacing them with LPC2148. This also includes a 
health monitoring system as in [5] and an obstacle detection system using 
ultrasonic sensors. An emergency alert system through a message to the 
predefined number is also used. This idea is implemented using LPC2148 
board instead of Arduino. Arduino is slower when compared to LPC2148 
and also requires more power supply than LPC2148.

10.3 The Proposed System

Accelerometer Sensor

LPC 2148

Motor driver circuit (wheels)
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The proposed hardware components for the System setup.
An LPC board as shown in Figure 10.1 is used to provide interfacing 

between accelerometer and motor driver circuit for motion of the wheel-
chair. Also, the data regarding health monitoring is processed using LPC 
board only.

The accelerometer sensor as shown in Figure 10.2 is used to detect the 
tilt angle of the head. Here five types of states can be defined, namely right, 
left, front, back, stop.

The processed accelerometer data is sent to the motor driver circuit, 
hence moving the wheelchair. The motor driver circuit is shown in Figure 
10.3. A single motor driver circuit can drive two wheels.

An ultrasonic sensor as shown in Figure 10.4 is used in an obstacle 
detection system. Whenever an obstacle is found in the way, the ultrasonic 

Figure 10.1 Schematic view of the board.
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Figure 10.2 Schematic view of accelerometer sensor.

Figure 10.3 Schematic view of motor driver circuit.

Figure 10.4 Schematic view of ultrasonic sensor.
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sensor senses it and immediately stops the wheelchair to avoid collision 
with the obstacle.

The pulse oximeter sensor shown in Figure 10.5 consists of a heartbeat 
and oxygen level detecting sensor. It also measures the temperature of the 
human body when put in contact with a body. When nothing is in contact 
with it, it detects the surrounding temperature. 

The GSM module shown in Figure 10.6 is used to send messages to a 
predefined number. When temperature or oxygen level or heartbeat of the 
user crosses the threshold value then a message is sent to the doctor with 
the relevant health parameters. Also, when the user clicks the panic but-
ton a message is sent to his relatives informing tthem that the user has a 
problem.

Figure 10.5 Schematic view of pulse oximeter sensor.

Figure 10.6 Schematic view of GSM module.
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Software:

1. Keil micro vision software
2. Flash magic tool

10.4 Results and Discussions

Each module has been tested separately in the laboratory for proper func-
tioning. Then, after connecting all the modules in a predefined procedure, 
the prototype wheelchair is fabricated and the required results are achieved, 
as shown in the Figures 10.7 and 10.8. The accelerometer sensor is inserted 
in a cap and placed on the user’s head. The pulse oximeter sensor is placed 
on the handle of the wheelchair to maintain contact with the person’s body.

Figure 10.7 The measurement setup.

Figure 10.8 The measurement setup.
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A panic button is available for any abnormality in the patient’s health 
condition or if he is in any distress, and correspondingly a message will be 
sent to a predefined number.

10.5 Conclusions

The proposed system is being tested and shows accurate results. The com-
ponents used are of comparatively low cost, which makes the system cost 
effective. The proposed system also consumes less power and is faster 
than other systems. Commercial production of the proposed wheelchair 
could be a great replacement for imported ones and will help the disabled 
patients in our country.

This system can also be implemented using eye movements and brain 
controls for the motion of the wheelchair. We can also make a standing 
wheelchair that assists the user to stand without the support of others.
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Abstract
In this modern world smuggling goods has become a common thing especially of 
important trees in forests, such as red sandalwood. This represents a huge threat to 
forest resources, inflicts enormous economic harm, and has a disastrous impact on 
the ecosystem around the world. This work offers a WSN-based microcontroller- 
based anti-poaching system capable of detecting theft and protecting forests from 
natural disasters by monitoring vibrations, location, smoke, and temperature pro-
duced by various sensors attached to trees/branches. A three-axis MEMS acceler-
ometer is used as a tilt sensor to monitor the position of the tree, a sound sensor 
to detect the vibrations from the tree, and also a temperature to detect the wild-
fires and alert the user immediately and tell the exact location with the help of 
GPS module. A microcontroller is used along with PC so that the information can 
be uploaded. The main application of temperature and smoke sensors is not only 
alerting the system but also pumping the water with the help of water motor in the 
forest to tackle the fire immediately, which reduces the damage effectively.
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11.1 Introduction

The need to address illegal activities such as poaching and destroying of 
environmentally and economically valuable tree varieties like Rosewood, 
Teakwood, Pine trees, and Sandalwood in wooded areas has risen radi-
cally in recent years [4]. To address these issues, a number of initiatives 
have been undertaken by various stakeholders, including the Indian gov-
ernment. These include anti-poaching watches and/or private/government 
security personnel being recruited, trained, and deployed across forests 
[1]. The threat was to be eradicated by harsh sanctions for convicted crim-
inals and additional inducements for anti-poaching initiatives which were 
started from 2012 to 2017. The goal of this project is to create a mobile 
WSN technology that will be used in a wireless sensor network. This sys-
tem will be located on the parts of trees and will be capable of detecting 
theft as well as sending warning signals to a remote terminal via wireless 
media using IoT.

In this modern world, smuggling goods has become a common thing 
especially of important trees in forests, such as red sandalwood. This rep-
resents a huge threat to forest resources, inflicts enormous economic harm, 
and has a disastrous impact on the ecosystem around the world. This work 
offers a WSN-based microcontroller-based anti-poaching system capable 
of detecting theft and protecting forests from natural disasters by moni-
toring vibrations, location, smoke, and temperature produced by various 
sensors attached to trees/branches. A three-axis MEMS accelerometer is 
used as a tilt sensor to monitor the position of the tree, a sound sensor to 
detect the vibrations from the tree, and also a temperature to detect the 
wildfires and alert the user immediately and tell the exact location with the 
help of a GPS module. A microcontroller is used along with a PC so that 
the information can be uploaded. The main application of temperature and 
smoke sensors is not only alerting the system but also pumping the water 
with the help of water motor in the forest to tackle the fire immediately, 
which reduces the damage effectively. 

All of the things that are connected to the internet in the Internet of 
Things can be divided into three categories [2]:

A. Things that collect and then transmit data.
B. Things that receive and act on information.
C. Things that perform both functions.
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A. Things that collect and then transmit data.
Temperature sensors, moisture sensors, motion sensors, smoke sensors, 
illuminance sensors, and so on are some examples of sensors. These sen-
sors, when combined with a link, enable us to automatically collect data 
from the environment, allowing us to make more informed decisions.

B. Things that receive and act on information.
We are all familiar with machines that gather data and then function. 
Your car keys send a signal to your car, which causes the doors to unlock. 
When a paper is sent to your printer, it is printed. The list goes on and on. 
Furthermore, we can view the status of devices from anywhere in the world 
with an internet connection. 

C. Things that perform both functions.
This group includes devices that transmit collected data and take actions 
based on that data. When devices can do both things, the Internet of Things 
becomes truly powerful. Things that gather and transmit data, as well as 
those that receive data and act on it.

11.2 Various Existing Proposed Anti-Poaching Systems

In this section, we have highlighted some available methods for setting up 
an anti-poaching system using WSN technology and connecting different 
devices to the internet of things, which will highlight our method that we 
implemented in this work.

Object detection has become a simple task as a result of recent techni-
cal breakthroughs in the advanced technologies such as Internet of Things 
(IoT) and Deep Learning. Poaching, which is a constant threat to forest 
creatures, has rendered them defenceless [1–4]. The purpose of our study 
is to come up with a practical approach to anti-poaching. Poachers have 
become money-making enterprises in the illegal market due to the rising 
need for boasting of pride in owning animal assets. The outcome of our 
solution provides the most appropriate way to minimise animal poaching 
through the use of Unmanned Aerial Vehicles (UAVs). Constant moni-
toring by park rangers would be a time-consuming activity that might not 
even be done correctly at times. 

The goal of this chapter is to prohibit illicit forest assets exports that 
guard the environment [2]. Since the 1970s, forest assets (sandalwood and 
rosewood trees) has been victimised in the form of exporting. Sensors such 
as PIR and FIR are responsible to find the signal where any illegal poach-
ing occurs, and this detected signal information is transmitted via wireless 
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network communication to the concerned forest authorities, allowing 
them to order necessary action [5–10].

11.3 System Framework and Construction

The design of our proposed system is as shown in Figure 11.1, and the 
devices used in this model are described in this section. This framework 
makes use of the architecture described below.

Let’s look at a quick rundown of all the components that go into making 
this device work.

A tilt sensor, as shown in Figure 11.2, is an instrument that measures the 
angle of an item in relation to a reference plane. Tilt sensors are used in a 
variety of applications to measure the tilting position in relation to gravity. 
They make it simple to identify inclination or orientation.

Gravity, vibration, temperature, acceleration/deceleration, shock, unob-
structed line of sight between the user and the measured position, and tilt 
sensor calibration are all elements that affect tilt sensor functionality.

Arduino can be connected to PC by using USB and it communicates 
via serial port. Arduino uses its programming language similar to C++. 
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Figure 11.1 Block diagram of System Architecture.
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We can also use higher-level languages like Python and Java to control the 
devices. By using Python we can operate lights, sensors and switches and 
other devices in an effective way. There are 14 digital input/output pins, six 
analogue inputs, a 16 MHz quartz crystal, a USB connection, a power jack, 
an ICSP header, and a reset button on the board.

It is an actuator that senses sound waves through its intensity of receiv-
ing waves and converting it to electrical signals.

The sound sensor (Figure 11.3) is a component that includes a micro-
phone and a processing circuit. This actuator is used to determine how 
loud a sound is. When a sound or noise is detected, the sensor generates an 
output signal in terms of voltage, which is transferred to a microcontroller, 
which subsequently does the required processing steps.

Figure 11.2 Schematic view of tilt sensor.

Figure 11.3 Schematic view of sound sensor.
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The Global Positioning System (GPS) is a satellite-based system that 
measures and computes its position on Earth using satellites and ground 
stations [5]. For tracking or detecting a location, GPS receivers are com-
monly utilised in cell phones, fleet managing systems, and military appli-
cations. For accuracy, a GPS receiver must receive data from at least four 
satellites. The GPS receiver does not send any data to the satellites, and 
Figure 11.4 depicts the module.

This temperature sensor senses the temperature of the surroundings and 
measures in degree Celsius. The range of this sensor is -55°C to +150°C. 
There will be a change in accuracy of ±1/4°C.

It is a device used to display the results and outputs of various devices 
used in the system. 2*16 LCD means, 2 rows with 16 characters in each row 
[6]. +5V is the operating voltage of this LCD. It has 10 I/O pins contains of 
8 data pins, register select and read/write pins.

A relay is a mechanical system which acts as a switch that is activated 
by an electrical current. The application of using relay is to transfer the 
current in one circuit which causes another circuit to open or close. Relays 
are employed when a circuit must be controlled by a separate signal or 
multiple circuits.

11.4 Results and Discussions

ThingView is an internet platform where we can store and retrieve data 
from the things or systems we are connected to. It is an open IoT platform 
and has MATLAB analytics.

In this ThingView platform, we can either access it in PC/laptop or 
mobile app for the purpose of storing and retrieving the data from the 

Figure 11.4 Schematic view of GPS module.
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system. This platform will be connected to the cloud so that the real-time 
data can be updated accurately. Let us see how the app is used in this.

In the below Figure 11.5, we can observe the real-time readings of the 
system such as tilt sensor readings of X and Y axes, GPS co-ordinates lati-
tude (LT) and longitude (LG), temperature reading and status of relay.

In order to show these outputs, we have written code with the help of 
Arduino IDE and backend code was given. So, with the instructions given 
in the program, the results are displayed in the application.

Working of the proposed method is shown in Figure 11.6 below. 
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From the Figure 11.6, we can observe the working process of the system. 
As the system works continuously all day it will store the data continuously. 
It shows all the required values such as tilting axis, GPS location, vibration 
data and temperature. Also, it will send the information whenever required 
to alert the user when any suspicious or poaching activities are detected 
with the help of Wi-Fi module ESP 8266 that is connected to a mobile 
application. So, the user is able to go through the details available in the 
application and can analyze the situation over there without being at the 
location physically.

From the below flow chart, Figure 11.7, we can clearly observe the work-
ing condition of the tilt sensor. The tilt sensor is connected to the Arduino 
board and continuously calculates the position of the tree with respect to 
reference plane. If there is any change observed in tilting axis of tree which 
is greater than the threshold limit, then the Arduino will immediately send 
the updated values along with GPS location to the user android application 
and alert the user that the tree has fallen. So, the user can immediately take 
necessary actions to prevent the theft.

From the below flow chart, Figure 11.8, we can observe the working and 
implementation of temperature sensor in this project. The temperature 
sensor is mainly used to focus on wildfire activities. Whenever fire occurs 
near the tree, automatically temperature increases at the surroundings. 
Now, after noticing the increased levels immediately Arduino will give a 
signal to relay module and update the status in the mobile application. 
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BLYNK SERVER

ARDUINO UNO

INTERNET

CLIENT
(ANDROID APP)

Figure 11.7 Flow chart for tilt sensor.
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Here relay plays an important role to control the forest fire. The relay will 
activate the water pump which will immediately release water in the loca-
tion to tackle the fire. 

Figure 11.9 below shows the hardware output of the project.
This is the prototype that we will place in the forest area for anti- poaching 

purpose. The system consists of a buzzer which immediately alerts the sur-
roundings when theft is happening (Figure 11.10). This prototype is con-
nected to android application through Wi-Fi module and continuously 
transmits the data to the user. The software outputs are shown in Figure 11.5.

TEMP
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CLIENT
(ANDROID APP)

ARDUINO UNO

INTERNET
BLYNK SERVER

Figure 11.8 Flow chart of temperature sensor.

Figure 11.9 The proposed hardware prototype.
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11.5 Conclusion and Future Scope

This chapter has made a significant contribution to the field of wildlife 
safety systems, and it has been proposed using improvised methods. We 
saw the project as a journey on which we learned a lot of valuable les-
sons and gained new perspectives on the issue. We attempted to look at the 
problem from many perspectives, which resulted in the generation of some 
fresh ideas that could be investigated further in the future. The following 
are the project’s principal applications:

• Detects anti-poaching activities accurately.
• Sends accurate GPS locations.
• Can control Wildfire scenarios.
• It can also be used for household purposes.

When it comes to the paper future scope, while the design was success-
ful and developments such as GPS technology were developed, there are 
still enhancements that might be done in future versions. The future scope 
of work will include the implementation of a camera vision technology to 
track live footage when poaching occurs as well as a multi-node network 
and the incorporation of a microphone motion detector sensor to improve 
systems’ ability to acquire data in the face of human or animal interference.
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Abstract
Image processing continues to enable the technology revolution that we are expe-
riencing  today. The main objective is to carry out a new cooperative approach 
for image segmentation and feature extraction using DSP Processor with good 
accuracy. The basic process involved in this paper to understand image segmenta-
tion is Edge detection. To improve the segmentation process and better estimation 
of the final clusters centers,  involvement of DSP processor is used for compu-
tation and accuracy. Image segmentation using DSP processor TMS320C6748 
is implemented in this proposed work. After detecting the edges of the image, 
Segmentation is done based on Morphological operations. The  performance is 
measured by including some various optimization techniques and all results are 
shown using CCS platform. Hence our proposed method shows that the segmen-
tation computation and accuracy is improved.
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12.1 Introduction

Image processing is an active research area which has become a vital com-
ponent of a large number of present real-time applications. Segmentation 
is an important imaging technique for detecting abnormal changes in 
intensity levels of image. In computer vision, image processing is a highly 
challenging field; image segmentation is still a broad research topic and 
also an essential task in many applications because it plays a major role 
in the MRI image understanding. The MRI Images segmentation [1] has 
become the focus of contemporary research; some applications require a 
simple division of image into homogeneous regions while others require 
more accurate detection [2]. For this reason we need a special unit that we 
use for digital signal and image processing in a real-time execution and 
also the high-speed data transfer.

A digital signal processor [3] is one of the core technologies in rapidly 
growing application that become a key to many domains. Digital signal 
processors [4] such as the TMS320C6x family of Texas Instruments are 
like fast special-purpose microprocessors with a specialized type of archi-
tecture and an instruction set appropriate for signal processing. All the 
DSP methods are successful because of the combination of both hardware 
and software. The proposed algorithm will implement practically on our 
hardware.

12.2 Image Processing

12.2.1 Image Acquisition

MRI is a modern imaging technique that gives a more detailed image than 
CT scans and X-rays (Figure 12.1). MRI scans uses a large magnet field or 
radio waves to take images of the brain and other structures of the body. 
High spatial resolution and excellent soft tissue diagnosis are the advan-
tages of MRI over other medical imaging techniques. In our research, the 
input MRI images are simulated with T1-weighted contrast and all images 
are obtained from the Brain web database from McConnell Brain Imaging 
Center of Montreal Neurological Institute at McGill University.

12.2.2 Image Segmentation Method

Segmentation is the division of an image into regions or categories which 
correspond to different objects or parts of objects [4]. Every pixel in an 
image is allocated to one of a number of these categories. It is an essential 
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step in image processing and also it is a critical stage of image. Image seg-
mentation methods can be classified into three categories [5]: Edge-based, 
region-based, and pixel-based methods. Clustering and edge detection are 
important tools for a variety of medical applications.

12.3 TMS320C6748 DSP Processor

The processor which is going to be used is a TMS320C6748 DSP processor. 
This is a high-level processor which provides many features. It contains a 
5v in power supply which will be given through an adaptor. It contains 
USB and OTG ports for connecting different devices. This board contains 
SATA (Serial Advances Technology Attachment) which is an interface for 
transferring the data between CPU and storage devices. A reset button is 
also present in this board for resetting the device. 

An Ethernet port is also available for connecting to internet. This board 
provides some user buttons for the performing of different actions. The 
board is connected to a computer through JTAG. This board comes with 
a camera sensor through which we can capture images directly from the 
board. Along with camera sensor, a mic sensor is also present in this board 
through which we can take input speech signals directly. In accordance 
with these a fingerprint sensor is also available with this board which is 
only available in these versions. A VGA (video graphic array) port is also 
available through which we can connect the output to the display of the 
computer directly (Figure 12.2).

Figure 12.1 Brain MRI image.
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12.4 Code Composer Studio

Code composer studio software is an integrated development environment 
that supports Texas Instruments microcontrollers and embedded proces-
sors. Code composer studio software combines the advantage of eclipse 
software framework with advanced embedded and debug capabilities. 
There are some better features available in the Code Composer Studio. 
They are Program Code Editing, Application Building, and Application 
Debugging Features. CCS allows ‘C’ and Assembly language program. The 
Application Building Feature of the CCS is the basic process which is used 
to create, build, debug, and test the programs. The debugging features of 
CCS are loading data, FILE I/O, watch window, graphing signals, setting 
up of break points and usage of probe point. These languages save valuable 
time in the design process. The C and C++ code can be compiled as well as 
built to generate the desired file. The project we create keeps track of all the 
information regarding the input image we provided before preprocessing.

12.5 Morphological Image Segmentation

Thresholds in those algorithms may be decided on manually in step 
with a priori understanding mechanically through photograph informa-
tion [6–14]. Algorithms may be in addition divided to facet-primarily 
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Figure 12.2 Texas instruments C6748 hardware development kit.
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based totally ones, region-primarily based totally ones and hybrid ones. 
Thresholds with inside the facet-primarily based totally algorithms are 
associated with the facet information. Structures are depicted via way of 
means of facet points. Common facet detection algorithms such as Canny 
facet detector and Laplacian facet detector may be categorised to this 
type. Algorithms try to locate facet pixels even as they get rid of the noise 
influence. 

For example, Canny facet detector uses the brink of gradient value to 
locate the ability facet pixels and suppresses them through the tactics of the 
non-maximal suppression and hysterics shareholding. As the operations 
of algorithms are primarily based totally on pixels, the detected edges con-
sist of discrete pixels and consequently can be incomplete or discontinu-
ous. Hence, it is very important to use post-processing like morphological 
operation to attach the breaks or get rid of the holes. The technique has the 
cap potential to phase 3-d photographs with true accuracy; however, the 
drawback of this technique is the issue of the technique to system the pho-
tos of textured blob objects. This can be represented by the block diagram 
shown in Figure 12.3.

The proposed system has been developed to solve the problem of initial 
parameters for the level set algorithm such as the initial contour and its 
centre. Thresholding is a superb way to extract beneficial records encoded 
into pixels at the same time as minimizing heritage noise. This is performed 

Input image Image Scanned

Conversion to grayscale

Preprocessing

Comparison

Foreground

Morphological

Tumor Area CalculationOutput Image

Threshold

Figure 12.3 Proposed block diagram.
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via making use of a remarks loop to optimize the edge fee earlier than 
changing the authentic grayscale picture to binary. The concept is to split 
the picture into parts, the heritage and foreground [6].

1. Select preliminary threshold fee, normally it imply 8-bit fee 
of the authentic picture.

2. Divide the authentic picture into portions:

a. Pixel values which can be much less than or same to the 
edge; heritage (Background)

b. Pixel values more than the edge; foreground

3. Find the common imply values of the two new images
4. Calculate the brand new threshold via averaging the two 

means.
5. If the distinction among the preceding threshold fee and the 

brand new threshold fee are beneath a distinct limit, the pro-
cedure is complete. Otherwise follow the brand new thresh-
old to the authentic picture preserve trying.

The simplest property that pixels in a region can share is intensity. So 
the natural way to segment those intensities is through thresholding, the 
separation of light and dark regions. Thresholding creates binary images 
from grey-level ones by turning all pixels below some threshold to zero and 
all pixels about that threshold to one. (What you want to do with pixels at 
the threshold does not matter, as long as you are consistent.) If g(x, y) is a 
thresholded version of f(x, y) at some global threshold T, 

 g(x, y) = 1 if f(x, y) ≥ T  

 g(x,y) = 0  otherwise. 

Morphology is nothing but the study of shape and structure of the image. 
Morphological image processing  is a collection of non-linear operations 
related to the shape or morphology of features in an image. A morphological 
operation of a binary image creates a new binary image in which the pixel has 
a non-zero value only if the test is successful at that location in the input image.

12.5.1 Optimization

In order to improve the total execution time on the chip, various optimiza-
tion techniques were used to check the performance: C code, CCS compiler 
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and cache memory. The TMS320C6748 DSK provides a feature to change 
the size of cache memory from 0 KB to 256 K Bytes; it can be made by 
changing the parameters in the General Extension Language (gel file). The 
number of clock cycles required for each function is calculated and com-
pared by a method called profiling for benchmark. In our methodology 
of profiling, all of its functions were analyzed and tested to determine the 
values of clock cycles. The improved performances were after adding the 
presented optimization technique.

To implement the Image Segmentation using code composer studio, the 
following steps are to be followed:

1. The C compiler accepts C source code and produces assem-
bly language source code. 

2. The assembler translates assembly language source files 
into machine language object files. The machine language is 
based on common object file format (COFF).

3. The assembly optimizer allows you to write linear assem-
bly code without being concerned with the pipeline 
structure or with assigning registers. It assigns registers 
and uses loop optimization to turn linear assembly into 
highly parallel assembly that takes advantage of software 
pipelining. 

4. The linker combines object files into a single executable 
object module. As it creates the executable module, it per-
forms relocation and resolves external references. The linker 
accepts relocatable COFF object files and object libraries as 
input. 

5. The archiver allows you to collect a group of files into a sin-
gle archive file, called a library.

6. The archiver also allows you to modify a library by deleting, 
replacing, extracting, or adding members.

7. You can use the library-build utility to build your own cus-
tomized run-time-support library.

8. The run-time-support libraries contain ANSI standard 
run-time-support functions, compiler-utility functions, 
 floating-point arithmetic functions, and I/O functions that 
are supported by the C compiler. 

9. The hex conversion utility converts a COFF object file into 
TI-Tagged, ASCII-hex, Intel, Motorola-S, or Tektronix 
object format. You can download the converted file to an 
EPROM programmer.
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10. The cross-reference lister uses object files to cross-reference 
symbols, their definitions, and their references in the linked 
source files. 

11. The absolute lister accepts linked object files as input and 
creates .abs files as output. You assemble the .abs files to pro-
duce a listing that contains absolute addresses rather than 
relative addresses. Without the absolute lister, producing 
such a listing would be tedious and require many manual 
operations.

12.6 Results and Discussions

In this section, some of the brain MRI images containing tumor taken for 
testing our proposed algorithm are shown below.

Preprocessing
Applying

Thresholded
Segmentation

Applying
Windowing
Technique

Applying
Morphological

Operations

Input MRI Brain
Image

Sharpened Image Segmented Image

Tumor
Detection

Tumor
Image

Brain Tumor
Detected Image

Morphological
Image

The results which are obtained by processing the image only by the soft-
ware platform without involving hardware like DSP Processor is sensitive 
to noise. But results obtained by involving DSP Processor is not sensitive to 
noise and it improved the quality of classification (see Table 12.1).
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12.7 Conclusions

This chapter proposed a powerful new approach for segmenting brain 
tumors and calculating their area using a Thresholding algorithm. The 
proposed method is tested on scanned MRI images of the human brain, 
and if there is noise, the non-uniformity is removed using a median filter 
and also by a modified new threshold value. The results show that the pro-
posed approach to the detection of brain tumors may improve the quality 
of image segmentation and produce high diagnostic accuracy. Finally, you 
can make a rough deduction to calculate the shape of the tumor.
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Abstract
Machine Learning, or ML, is one of the most effective uses of artificial intelligence 
because it allows systems to learn without having to be programmed regularly. 
A process of studying data for the purpose of constructing or training models 
occurs in Machine Learning. It has recently gained a lot of notoriety for its ability 
to be utilised across a wide range of businesses to solve difficult problems fast and 
effectively. Machine Learning has evolved into a quick and effective approach for 
businesses to construct models and strategize plans. It generates real-time results 
without the need for human intervention, using data that has already been pro-
cessed. It develops data-driven models to make it easier to evaluate and interpret 
enormous amounts of data. Companies require software that can grasp data and 
produce correct outcomes, thus it is a skill in great demand. The main goal is 
to achieve optimal functionality with the least amount of confusion. Assuming 
you understand what machine learning is, why people use it, what different types 
of machine learning there are, and how the whole development pipeline works. 
What might potentially go wrong during the development process that would 
prohibit you from receiving accurate predictions? During the development phase, 
we are primarily concerned with selecting a learning algorithm and training it 
on some data; nevertheless, a faulty algorithm or bad data, or both, could be a 
problem. Despite the fact that there are countless cutting-edge apps produced 
utilising machine learning, there are some problems that an ML practitioner may 
face while developing an application from its inception to its final result. Poor 
data quality, underfitting of training data, overfitting of training data, lack of 
training data/insufficient training data/insufficient amount of training data, slow 
implementation, imperfections in the algorithm as data grows, irrelevant features, 
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non-representative training data, lack of quality data, making incorrect assump-
tions, becoming obsolete as data grows are some of the major challenges you 
may face while developing your machine learning model. To solve this problem, 
remove outliers from the training set, filter missing values, and remove unwanted 
features, increase the training time of the model, increase the complexity of the 
model, add more features to the data, reduce regular parameters, increase the 
training time of the model, analyse the data to the highest level of perfection, use 
data augmentation technique, remove outliers from the training set, and choose a 
model with fewer features.

Keywords: Machine learning, artificial intelligence, supervised algorithm, 
unsupervised algorithm, reinforcement learning algorithm

13.1 Introduction

Thanks to advancements in computer technology, through a computer 
network, we can now reserve and examine a huge quantity of data as well 
as retrieve it from physically different locations. Most of the equipment 
used to collect data is now digital. The data we see is explained by a process. 
We may be unable to fully identify the mechanism behind data production 
since we don’t know the details, but we believe we can come up with a good 
approximation. The estimate may be able to account for some of the data. 
While we may not be able to identify the entire process, we can still recog-
nize some patterns or regularities. This is where machine learning is at its 
best. Artificial Intelligence uses machine learning to improve the quality 
of applications. It enables systems to learn and comprehend information 
without the need to write new code for each new related behaviour. The 
goal is to automate the flow rather than constantly changing it. It generates 
real-time results without the need for human interaction, utilising data that 
has already been processed. It develops data-driven models to make it eas-
ier to evaluate and interpret enormous volumes of data. Machine Learning 
has evolved into a quick and effective approach for businesses to construct 
models and design plans [1].

Despite the fact that there are multiple cutting-edge apps produced util-
ising machine learning, there are certain problems that an ML practitioner 
may face while designing an application from the ground up and putting 
it to production. We shall go through some of the primary issues you can 
experience when building your machine learning model in this article. 
Assuming you understand what machine learning is, why people use it, 
what different types of machine learning there are, and how the whole 
development pipeline works. What might potentially go wrong throughout 
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the development process that would prohibit you from receiving accurate 
predictions? Throughout the development phase, we concentrate on choos-
ing a learning algorithm and training it on some data; the two factors that 
might cause a problem are a faulty algorithm or bad data, or both [2–4].

13.2 Design Challenges of Machine Learning 

13.2.1 Data of Low Quality

Data is critical in the machine learning process. A shortage of high- quality 
data is one of the key issues that machine learning professionals face. 
Data that is unclear or noisy might make the whole process tedious. We 
don’t want our system to make any wrong or erroneous predictions. As a 
result, data quality is essential for enhancing production. Obviously, your 
machine learning model will be unable to discover the right underlying 
pattern if your training data contains a substantial amount of mistakes, 
outliers, and noise. At end, it will perform poorly. A multitude of reasons 
can contribute to poor data quality, including:

• Noisy data can lead to inaccurate projections. As a result, 
classification accuracy suffers and output quality suffers. 
One of the most common data inaccuracies has been found.

• Incorrect or insufficient data can lead to erroneous program-
ming in Machine Learning. With less data, the machine will 
analyse using only the most basic facts. The results are less 
precise because of this.

• Improving future actions requires the generalisation of ear-
lier data input and output. However, one common issue is 
that the data generated is difficult to generalise.

At final, the data pre-processing procedure should be guaranteed and 
carried out to the possible standard including eliminating outliers, filtering 
missing values, and deleting unnecessary characteristics [3–6].

13.2.2 Training Data Underfitting

This occurs when data is unable to construct an accurate relationship 
between input and output variables. It basically entails attempting to 
squeeze into undersized pants. It means the data is too basic to form a 
definite link. When there isn’t enough data to establish an accurate model, 
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we use non-linear data to build or develop a linear model. If you use a lin-
ear model on a set with multi co-linearity, for example, it will almost cer-
tainly underfit and the predictions will be inaccurate on the training set as 
well. To solve this problem, increase the model’s training duration, increase 
the model’s complexity, add additional features to the data, reduce regular 
parameters, and increase the model’s training time [3–6].

13.2.3 Training Data Overfitting

When a machine learning model is trained with a vast amount of data, it 
suffers from overfitting, and its performance worsens as a result. It is the 
equivalent of attempting to fit into a pair of large jeans. Unfortunately, this 
is one of the most significant challenges faced by machine learning pro-
fessionals. This indicates that the algorithm was trained on erroneous and 
biased data, which will affect its overall performance. To help us under-
stand, consider the following example. You went to a new city’s eatery. You 
went to order anything from the menu but the price or bill was too high. 
You could think, “Eateries in the metro are so expensive and not cheap.” 
Overgeneralizing is something we do all the time, and surprisingly enough, 
frameworks can fall into the same trap, which we call overfitting in AI. It 
indicates that the model is doing well on the training dataset, but it is not 
adequately generalised. In another, assume you’re seeking to create and 
classify an Image Classification of apples, peaches, oranges, and bananas 
using training samples of 3500, 1500, 1500, and 1500, respectively. Because 
the number of training data for apples is much larger, the system is more 
likely to categorise oranges as apples if we train the model using these sam-
ples. Oversampling is the term used to describe this. To solve this problem, 
we may simplify the model by choosing one with fewer parameters, by 
minimising the amount of characteristics in the training data, limiting the 
model’s capabilities, collect further training data, lower the volume, use 
data augmentation approach, remove outliers from the training set and 
analyze the data to the highest level of perfection [3–6].

13.2.4 Insufficient Training Data

Once the data has been obtained, you must determine whether the 
amount is adequate for the use case. Training the data is the most import-
ant duty in the machine learning process. Predicting will be biased if 
there is less training data. Using the acquired data, two crucial phases in a 
machine learning project are choosing a learning technique and training 
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the model.  As a result of our innate tendency to make mistakes, things 
may go wrong. The  errors here might include choosing the incorrect 
model or picking inaccurate data. Let’s look at an example to assist us to 
comprehend. Consider a machine learning system that is comparable to 
how a child is taught. You made the decision one day to educate a child 
about the difference between an apple and a watermelon. You will show 
him how to tell a watermelon from an apple. He will quickly grasp the 
knack of discriminating between the two in this manner. In contrast, a 
machine learning system takes a significant quantity of data to identify. 
Millions of data points may be necessary to solve difficult issues. As a 
result, we must make certain that machine learning algorithms are prop-
erly trained with relevant data [3–6].

13.2.5 Uncommon Training Data

To correctly generalise, the training data should be representative of new 
scenarios, i.e., the data we use for training should contain all examples that 
have occurred or will occur. When the training set is non-representative, 
it is unlikely that the model will make correct predictions. Machine learn-
ing models are systems that are meant to make predictions in the con-
text of a business problem. Even though the model has never encountered 
data before, it will aid its performance. Sampling noise is unrepresentative 
data if the number of training samples is small, and if the training tech-
nique is faulty, numerous training tests cause sampling bias. Let’s imag-
ine you’re trying to develop a model that can distinguish kinds of music. 
One method for constructing your training set is to conduct a YouTube 
search and use the results. We’re assuming that YouTube’s search engine is 
producing accurate results, but in fact, the results will be skewed toward 
popular musicians, maybe even artists in your area. So, when it comes to 
testing data, utilise representative data during training so that your model 
isn’t skewed toward one or two classes [3–6].

13.2.6 Machine Learning Is a Time-Consuming Process

Machine Learning is a constantly evolving field. Fast subjective cost- benefit 
investigations are now in progress. Since the process is altering, the likeli-
hood of making a mistake increases, in order to make learning more dif-
ficult. It involves data analysis, data bias removal, data training, and more. 
Another significant obstacle for Machine Learning experts is the fact that 
it is a very intricate procedure [3–6].
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13.2.7 Unwanted Features
The machine learning system will not provide the desired results if the 
training data comprises a significant number of irrelevant features and not 
enough useful attributes. An important aspect for the success of machine 
learning is a Feature selection. Let’s pretend, based on the data we gath-
ered—age, gender, weight, height, and location—that we’re working on a 
project to forecast how many minutes an individual wants to exercise.

1. Among these five characteristics, location value may have no 
bearing on our output function. This is an insignificant fea-
ture; we already know that we can achieve better outcomes 
without it.

2. We can also use Feature Extraction to combine two features 
to create a more useful one. By removing weight and height 
from our example, we can create a feature called BMI. On 
the dataset, we may also perform transformations.

3. Adding additional features by collecting more data is also 
beneficial [3–6].

13.2.8 Implementation is Taking Longer Than Expected
This is one of the most rare problems that machine learning experts face. 
Machine learning models take a long time to produce correct results. Slow 
programmes, data overload, and high requirements take a long time to 
produce reliable results. In order to get the optimum results, it needs con-
tinual monitoring and maintenance [3–6].

13.2.9 Flaws When Data Grows
So, you have acquired useful data, properly trained it, and your projections 
are extremely accurate. You’ve successfully created a machine learning 
algorithm! But wait, there’s a catch: as data expands, the model can become 
obsolete. The current best model may become wrong in the future, neces-
sitating significant reorganisation. You will need to check and maintain the 
algorithm on a frequent basis to keep it working. This is one of the most 
taxing problems that machine learning experts encounter [3–6].

13.2.10 The Model’s Offline Learning and Deployment

When developing an application, machine learning engineers follow these pro-
cesses: 1) Gathering data, 2) Cleaning data, 3) Feature development, 4) Pattern 
recognition, 5) Model training and optimization, 6) Implementation.
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Oh! deployment? Yes, many machine learning practitioners do not have 
the skills for deployment. Due to a lack of experience and interdependence, 
a lack of grasp of the fundamental business models, a lack of awareness of 
business concerns, and volatile models, bringing their interesting apps into 
production has become one of the most challenging tasks. Data from web-
sites such as Kaggle can be used to train a model. In actuality, we’ll need to 
create a dynamically changing data gathering source. This sort of variable 
data may not be suitable for offline or batch learning. The system is trained 
before being put into production, where it continues to learn. As the data 
changes dynamically, it may wander. It is normally desirable to establish 
a pathway to harvest, analyse, implement or train, verify, and validate the 
dataset and train the system in batches for every machine learning project 
[5, 6].

13.2.11 Bad Recommendations

It’s fairly common to use recommendation algorithms nowadays. Some 
may appear reliable, but others may fail to deliver. The recommendations 
of the proposal engines are susceptible to being imposed by machine learn-
ing. As a result, the advice will be ineffective if the outcome’s requirement 
changes. When priorities vary, one of the most major issues with Machine 
Learning is that developing a complex algorithm, collecting massive 
amounts of data, and executing the process results in nothing but wrong 
results [5, 6].

13.2.12 Abuse of Talent

There aren’t many specialists who can fully govern this technology despite 
the fact that many people are drawn to it. It is quite difficult to locate a 
skilled specialist that is capable of grasping Machine Learning issues and 
recommending a suitable software solution [5, 6].

13.2.13 Implementation

Combining newer machine learning algorithms with known procedures 
is a tough challenge. Maintaining good documentation and interpretation 
can help you get the most out of your resources. Machine Learning pres-
ents difficulties in terms of implementation [5, 6].
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• Slow deployment – While Machine Learning algorithms are 
time efficient, the development process is not. Because it is 
still a novel concept, the implementation period has been 
extended.

• Data Protection – Retrieving confidential data on ML serv-
ers is risky because the machine won’t be able to tell the dif-
ference between sensitivity and non-sensitivity [5, 6].

Storing sensitive data on ML servers is risky since the model won’t 
be able to tell the difference between sensitive and non-sensitive data. A 
shortage of data was another important issue that arose during the mod-
el’s development. Without enough data, it is impossible to deliver relevant 
information.

13.2.14 Assumption are Made in the Wrong Way

It is difficult for ML algorithms to handle misplaced data points. There 
should be a lot of missing data in the highlights. We may fill those empty 
cells instead of removing an element with a few missing attributes. The 
easiest method to trade with these Machine Learning problems is to make 
sure your data is complete and can convey a considerable quantity of infor-
mation [5, 6].

13.2.15 Infrastructure Deficiency

Data stirring skills are required for machine learning. Inheritance frame-
works are incapable of dealing with responsibility and are tense. Check to 
see if your infrastructure can handle Machine Learning difficulties. If it 
can’t, you should aim to entirely update it with high-quality hardware and 
flexible storage [5, 6].

13.2.16 When Data Grows, Algorithms Become Obsolete

When taught, there will always be a large amount of data demanded. On 
certain data set, ML algorithms are trained to predict the future data and 
expect a same process with a large amount of data. At a moment where the 
data arrangement changes, the prior “correct” model over the data set may 
no longer be regarded as accurate [3, 4].
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13.2.17 Skilled Resources are Not Available

Another issue with Deep Learning is that cognitive analytics and deep 
learning are still relatively new technologies in their current incarnations. 
Machine Learning professionals are necessary to maintain the process from 
the start coding to the maintenance and monitoring. Artificial Intelligence 
and Machine Learning are still new and to find manpower is  a challenge. 
As a result, there is a scarcity of capable representatives to design and han-
dle scientific ingredients for ML. Data scientists frequently need a mix of 
spatial knowledge as well as a thorough understanding of mathematics, 
technology, and science [3, 4].

13.2.18 Separation of Customers

Consider the data of a user’s human behaviour throughout a testing period 
and the relevant historical practises. All things considered, an algorithm 
is required to distinguish between clients who will convert to a premium 
version of a product and those who will not. Based on the user’s catalogue 
behaviour, a model with this choice issue would allow software to generate 
suitable suggestions for him [3, 4].

13.2.19 Complexity

Even though Machine Learning and Artificial Intelligence are growing 
in popularity, the majority of these areas are still in their infancy, rely-
ing mainly on trial and error. The technique is incredibly involved and 
time-consuming, from system setup to injecting intricate data and even 
coding. It is a time-consuming and difficult operation that does not allow 
for any blunders or errors [3, 4].

13.2.20 Results Take Time

The slow-moving software is another one of the most typical Machine 
Learning difficulties. Machine Learning Models require time to create, but 
they are very efficient and deliver precise results. The provision of findings 
takes longer than intended due to an abundance of data and requirements. 
This is due to the complicated methodology they utilise and the time it 
takes to provide usable results. Another factor is that it necessitates contin-
uous monitoring throughout the process [3, 4].
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13.2.21 Maintenance

Because the required outcomes for various activities are bound to vary, the 
data required for each is also bound to vary. This necessitates code mod-
ification as well as additional resources for monitoring changes. Regular 
monitoring and maintenance are required since the results must be stan-
dardised. The key to keeping the programme up to date is consistent main-
tenance [3, 4].

13.2.22 Drift in Ideas

This happens when the target variable changes, causing the given results to 
be incorrect. This causes the models to degrade since they are difficult to 
adapt to or improve. A model that can respond to a wide range of changes 
is required to solve this challenge [3, 4].

13.2.23 Bias in Data

When certain features of a data collection are more important than others, 
this occurs. Machine Learning Models frequently focus on certain proper-
ties inside the database in order to generalise the results. As a result, incor-
rect findings, poor outcome levels, and other problems occur [3, 4].

13.2.24 Error Probability

Biased programming will be present in many algorithms, resulting in 
biased datasets. It will not generate the desired results and will instead pro-
duce useless data. If it is used, it can lead to more serious flaws in business 
models. When the planning process isn’t done correctly, this happens fre-
quently. Machine Learning is all about short algorithms, as you’ve probably 
worked out by now. They need to identify the correct issue statement and 
develop a strategy before building the model. Machine Learning’s biggest 
challenges stem from planning flaws prior to deployment [3, 4].

13.2.25 Inability to Explain

Machine Learning is sometimes referred to as a “black box” since under-
standing the results of an algorithm is often difficult and ineffective. This 
simply implies that the outputs are difficult to interpret since they are con-
figured in unique ways to produce for specified situations. This lack of 
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explainability makes algorithm reverse engineering almost hard, lowering 
the algorithm’s trustworthiness [3, 4].

13.3 Commonly Used Algorithms  
in Machine Learning

Machine Learning algorithms are systems that can discover invisible pat-
terns in data, predict output, and enhance performance based on their own 
experiences. Multiple algorithms can be used for different goals in machine 
learning. There are three types of machine learning algorithms:

A. Algorithms for Supervised Learning 
B. Algorithms for Unsupervised Learning
C. Algorithm for Reinforcement Learning

13.3.1 Algorithms for Supervised Learning 

Supervised learning is a type of machine learning in which machines are 
taught to predict outcomes using training data. The appropriate output has 
already been labelled with some input data. The training data presented 
to the computers is used to teach the machines to anticipate the output. 
When a student is learning under the guidance of their teacher, it uses 
the same principle. Supervised learning is the process of supplying input 
and proper output data to a machine learning model. A mapping function 
that maps the input variable to the output variable is the goal of a super-
vised learning program. In the real world supervised learning can be used 
for risk assessment, image categorization, fraud detection, and so on. In 
supervised learning, the model learns about each category of input using 
a labelled dataset. When the training phase is over, the model is evaluated 
and predicts the output. We have a variety of forms in the dataset. Each 
shape needs to be trained for the initial phase. The four sides of a square 
are the same length. If the form has three sides, it will be labeled a trian-
gle. A hexagon is a six-sided shape having six equal sides. We use the test 
set to put our model to the test after training to determine whether it can 
recognise the form. The system has been trained on a variety of forms, and 
when it comes across a new one, it classifies it based on a variety of factors 
and predicts the outcome.

There are two sorts of challenges with supervised learning: regression 
and classification. Regression procedures are applied if there is a link 
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between the input and output variables. It can be used to predict market 
trends and weather forecasts. Linear regression is a common supervised 
learning regression method. There are two classes, Yes-No, Male-Female, 
and True-False, when the output variable is categorical. Random Forest, 
Decision Trees and Logistic Regression are some supervised learning clas-
sification methods [8].

13.3.2 Algorithms for Unsupervised Learning

Unsupervised learning does not use a training dataset to supervise mod-
els. Patterns and insights that were previously unknown may be revealed 
by the information. The same thing happens in the human brain when 
learning. Unsupervised learning cannot be directly applied to a regression 
or classification job since, unlike supervised learning, we have the input 
data but no matching output data. Unsupervised learning tries to reveal 
the underlying structure of a dataset, categorise data based on similarities, 
and present the dataset in a compact manner. There is an input dataset with 
photographs of cats and dogs. The algorithm is never trained on the pro-
vided dataset, its characteristics are. The goal is to recognise visual charac-
teristics on its own. The picture collection will be grouped based on visual 
similarity in order to complete the assignment.

Learning difficulties fall into two categories. Clustering is a method of 
grouping things together so that those who have the most in common stay 
in one group while those that have little or nothing in common stay in 
another. Cluster analysis discovers data object commonalities and catego-
rises them based on their existence or absence. An association rule is a 
form of learning approach for discovering relationships between variables 
in a large database. There’s a collection of objects that appear to be related. 
Marketing techniques are more effective when the association rule is used.

The list of several well-known unsupervised learning algorithms is 
Clustering with K-means, KNN (k-nearest neighbours), Clustering by 
hierarchy, Detecting anomalies, Principles of Neural Networks Analysis 
of Components, Analysis of Independent Components, Apriori and 
Decomposition of singular values [9].

13.3.3 Algorithm for Reinforcement Learning

Reinforcement Learning is a feedback-based Machine Learning technique 
in which an agent learns how to behave in a particular environment by 
performing actions and observing the results. For each outstanding activ-
ity, the agent receives positive feedback; for each terrible action, the agent 
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receives negative feedback or a penalty. Unlike supervised learning, the 
agent learns on its own, based on feedback rather than tagged data. The 
agent can only learn from its own experience because there is no marked 
data. It’s used to deal with issues when the decision-making is sequential 
and the goal is long term, such as games and robotics. On its own, the agent 
interacts with and explores the world. Assume you’re in a labyrinth with 
an AI bot whose job is to find the diamond. The agent interacts with the 
environment by carrying out activities, and as a result of such actions, 
the agent’s state is changed, as well as a reward or punishment as feedback. 
The agent learns and explores the world by performing action, changing 
state/remaining in the same state, and receiving feedback. The agent figures 
out which behaviours lead to positive feedback or rewards and which lead 
to negative feedback penalties. A good reward earns the agent a positive 
point, whereas a bad reward earns the agent a negative point. Q-Learning 
algorithm is used in reinforcement learning [10].

13.4 Applications of Machine Learning

In our daily lives we use machine learning without even realising it, for 
example, in Google Maps, Google Assistant, and Alexa. There are some 
popular Machine Learning applications.

13.4.1 Image Recognition

Machine learning can be used to recognize images. It can be used to iden-
tify people, locations, and digital photographs. To recognise a picture and 
identify a face is a general use of buddy tagging recommendation [7].

13.4.2 Speech Recognition

Speech recognition is a method for turning spoken instructions into text. 
Various voice recognition apps now employ machine learning methods [7].

13.4.3 Traffic Prediction

When we want to go somewhere new, we use the best and fastest route and 
anticipate traffic conditions. Machine learning employs two approaches to 
predict traffic conditions, such as whether traffic is clear, slow moving, or 
very crowded, by using Google Maps and sensors, which offer real-time 
car location while also using average time from prior days [7].
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13.4.4 Product Recommendations

Machine learning is used by a number of e-commerce and entertainment 
companies, like Amazon, Netflix, and others, to deliver product suggestions 
to customers. Because of machine learning, once we search for a product 
on Amazon, we start seeing adverts for that product while surfing the web 
in the same browser. Google deduces the user’s interests and offers items 
based on their choices using a number of machine learning algorithms. 
We utilise machine learning to discover suggestions, similar to how we 
use Netflix to find entertainment programmes, movies, and other stuff [7].

13.4.5 Email Spam and Malware Filtering

When we get a new email, we automatically sort it into three categories: 
essential, routine, and spam. Machine learning is the technology that 
allows us to get important communications with the important symbol in 
our inbox and spam emails in our spam box [7].

13.5 Conclusion

The system will not perform properly if the training set is too small, or if 
the data is not general, noisy, or contaminated with irrelevant properties. 
We went through some of the common issues that novices confront while 
learning to use machine learning. Machine learning is going to change the 
world. It has applications in medical diagnosis, voice recognition, prod-
uct suggestions, video monitoring, and more. High compensation, good 
prospects, and job satisfaction are some of the benefits of this field. It is a 
high risk and reward technology. Before you start your machine learning 
adventure, make sure you thoroughly evaluate the obstacles listed above. 
You need to plan ahead, be patient, and put in your best effort to master 
this technology.
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