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1 Efficient Solutions from Smart 
Healthcare Ecosystem in the 
21st Century – ​A Brief Study

Luke Gerard Christie
Vellore Institute of Technology

Deepa Cherian
Indian School of Business

Abstract

Today’s ecosystem is awash for efficient solutions in healthcare. With newer disease outbreaks, global 
warming and more people falling sick often, stakeholders in healthcare facilities must aim to build 
resilient and energy-efficient solutions in healthcare. The influx of emergent technologies creates 
opportunities to build systems that are robust and sophisticated to save energy and costs. Hospitals in 
Global South countries must address energy crisis due to the shifting from fossil fuels to electricity. The 
fundamental questions we have to ask are the preparation to build systems of energy consumption that 
are smart and efficient for the future. Policy makers, foremost, must be highly sensitive to a new age 
and must be calculative as their policies do affect society for the better or for the worse. This chapter 
aims to discuss efficient energy solutions with new technologies to save life and create a more effective 
and safer healthcare ecosystem that is informed and intelligent with Internet of Things  and artificial 
intelligence. Global South countries that aim to be less carbon-dependent must also aim to be holistic 
unlike the previous decades of poor-informed unsustainable growth and avoid the lacuna for future 
generations to tackle as the crisis can be beyond revitalization in an already-sensitive ecology.
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Smart Healthcare; Pandemics; Emergent Technologies; Sensitive Environments; Ecological 
Protection
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1.1 � INTRODUCTION

The future of healthcare will be digital. Digitising healthcare is the key enabler for expanding preci-
sion medicine, transforming care delivery, and improving patient experience, allowing healthcare 
providers to increase value through better outcomes.

Dileep Mangsuli, Siemens Healthlineers

India has conceptualized a smart healthcare system on a global standard after bitter experiences 
with the COVID-​19 pandemic. The goal that the government has is in line with policies that sup-
port the initiative where all citizens of the land will have quality access to personalized healthcare 
with capability of cyber physical health systems and immediate diagnosis of disease. Smartphones 
becoming a commonality only amplifies the prospects for citizens to use web-​based apps with 
or without zero remuneration when consulting healthcare specialists online. The current ecosys-
tem is embedding artificial intelligence (AI) and data mining in planning healthcare and policies 
associated around healthcare to create an atmosphere of accessibility for all. In the Global North 
countries, the healthcare environment has naturally encouraged startups, new businesses and tech-
nology startups and innovators to integrate with the ecosystem, ensuring accessibility and afford-
ability. With India’s nerve centre shifting towards going digital and with the doctor–​patient ration 
of 1:1,500, it makes access through smart technology more easily available, reducing the burden on 
doctors and an overworked healthcare environment. In case, of pandemics and with newer predic-
tions due to global warming and climate change, that poor countries or Global South countries, 
India being the largest and one of them will face tremendous challenges owing to its population. 
A pandemic such as Covid-​19 witnessed painful moments due to population being the over-​riding 
factor and where social distancing is an impossibility. To add to the bureaucratic struggle, health-
care becomes largely inaccessible in an offline atmosphere. The most practical way out of this 
conundrum is through the smart ecosystem approach of consultation and early diagnosis online 
and further tests from our private places (hospitalized only when we realize that one needs more 
healthcare support or more surgeries).

The earliest initiative for all citizens is the Digital Health ID that has been generated for all 
citizens of the country with a massive boost to investment in healthcare spending especially in a 
country that has no history of Universal Healthcare coverage – ​health and accessibility for all. The 
other major crisis is the rapid increase in the population, in particular senior citizens who will not be 
able to access or consult with a physician in an offline mode, and for them, the online space is more 
private and more convenient. An increasing older-​age population for any country only proves a huge 
increase in chronic diseases that require not only frequent visits to healthcare providers, but also 
hospitalization needs that will keep increasing over time. Though richer countries have access to 
new-​age technologies embedded into the healthcare system, the challenges are equally many due to 
the cost of living and the increase in the population of senior citizens. The healthcare environment 
in the digital space has become more affordable and accessible with the advent of Electronic Health 
Records (EHRs), a system which records patient’s every visit to a healthcare facility, diseases’ diag-
noses, and medication taken in earlier times in a digital format. This helps the healthcare fraternity 
to address a health concern immediately and avoid wasting time or running multiple tests to address 
the existing concern due to a poor maintenance of data upkeep. EHRs can be easily shared amongst 
healthcare providers and accessed from a central database, as the entire health history of a patient 
(previous or current medications, immunizations, laboratory test results, current or previous diag-
nosis, doctors consulted) is stored, which makes it easier for a patient to handle.

We will find that with AI and data mining, there is more flexibility and convenience in healthcare 
management due to the continued access and connections being linked to Wi-​Fi, smartphones, and 
mobile applications that reveal to a patient his blood pressure or the strength of heart beat or his 
breathing patterns depending on the number of times, doctors ask their patients for a check-​up. The 
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new digital era in healthcare technologies is more convenient and guarantees more transparency in 
the process and confidentiality between doctor and patient where the shift from connected health 
has evolved to smart health.

The following devices are used extensively in smart healthcare ecosystem:

	 i.	Wearable medical devices (such as smart phones, blood pressure monitors, glucometers, 
smart watches, and smart contact lenses)

	 ii.	 Internet of Things (IoT) gadgets (such as implantable or ingestible sensors) to enable con-
tinuous patient monitoring and treatment even when patients are at their homes or at office.

1.2 � HEALTHCARE DEVICES

Healthcare devices remain in the 21st century the swiftest growing sector using IoT, and economic 
analysts project that this sector on a global scale has the potential to reach $178 billion by early 
2026. IoT, due to its massive booming in medical field, is being defined as Internet of Medical 
Things (IoMT), and this proves to be the most rapidly growing sector with emergent technologies.

The successes scripted by IoMT are as follows:

	 i.	IoT robotic surgery: Most of us are aware of robotic surgeries being used in multi-​lateral 
hospital across the globe. Robotic surgeries are performed with cameras inserted deep 
into the body of the patient helping surgeons perform complex surgeries. It has also been 
observed that micro-​incisions in the human body are better accomplished with IoT nano-​
sized devices that lead to less intrusive process and quicker healing.

	 ii.	IoT Parkinson’s disease monitoring: With less technology, it becomes a challenge for 
healthcare providers to monitor the severity of a disease, but in this case, IoT sensors help 
monitor the fluctuations of body movements in a day to help understand the severity of 
the disease. This makes it possible for patients to save time rather than spending time at a 
healthcare facility for observation.

	 iii.	IoT heart rate monitoring: IoT devices guard patients from rapid fluctuations in heart 
rates allowing more autonomy to move freely around, guaranteeing a 90% accuracy.

	 iv.	IoT hand hygiene monitoring: A device that monitors hand hygiene that ensures provid-
ers and patients have clean hands minimizing contagion.

	 v.	IoT depression and mood monitoring: The challenge to chronicle mood swings is 
immense or to collect depression symptoms is difficult. In a normal traditional setup, 
healthcare providers acquire information based on prompts and responses from their 
patients where macrocosmic information is gained, leaving out the microcosmic details. 
IoT here comes with Mood-​Aware Devices that address these challenges by analysing heart 
and blood pressure that infer a person’s mental state or even where devices track movement 
of a person’s eyes. However, it is to be understood that exactness can betray the diagnosis 
outcome but have proved to be less infringing on a patient who is unwilling to open up.

	 vi.	 IoT-​connected inhalers: Asthma attacks or chronic obstructive pulmonary disorder can 
be diagnosed with IoT-​connected inhalers which help patients track frequency of respira-
tory problems or heavy breathing and are also used to collect information of the environ-
ment that causes respiratory illnesses. IoT-​connected inhalers inform patients when they 
misplace their inhalers elsewhere.

	 vii.	 IoT-​ingestible sensors: It is difficult to insert a probe to collect information of the diges-
tive tract and is also challenging and complex to collect data for diagnosis. IoT-​ingestible 
sensors help collecting information in a less invasive way by offering insights on stomach 
pH levels, or to help find the source of internal bleeding.
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	 viii.	IoT glucose monitoring: Healthcare providers find it challenging to monitor glucose lev-
els of patients, as after a test is taken, the unpredictability is the constant fluctuation. IoT 
devices offer a consistent and constant monitoring of glucose levels and eliminate the need 
to keep tabs or records by intimating the patients when levels of glucose are haphazard.

	 ix.	 IoT-​connected contact lenses: These help collect information in a less invasive way and 
have possible microcameras that help the wearer take pictures with blinking of eyelids. 
Google, so far, has patented the connected contact lenses.

	 x.	IoT remote patient monitoring: This IoT device is a common application in health-
care collecting immediate information of blood pressure, heart rate, temperature and 
other requirements remotely without being physically present in the healthcare facility. 
Sophisticated data collected are passed to the healthcare provider or the healthcare pro-
vider where all involved can have access to information. The possibility of sophisticated 
algorithms generate information or send out alerts when there’s evidence of minor or major 
fluctuation that help the healthcare provider or facility to immediately intervene preventing 
a crisis for the patient.

IoT devices are small, and require less effort in taking care without interfering in the normalcy of 
a patient’s life and less electricity. However, it all depends on how meticulous and careful is the 
patient handling their devices.

1.3 � INFLUENCE OF IoT, AI AND BIG DATA

The generic idea behind smart health is not only accessibility but timely treatment, i.e., continuous 
monitoring of patient with the inclusion of AI or IoT equipment where information can be transmit-
ted to anywhere in the world, making the environment of healthcare safe and sustainable. All the 
sensors with the aid of AI or IoT serve as data collecting points based on physiology of the patient. 
Further the data is transmitted with mobile telephony or Wi-​Fi which is common to a healthcare 
facility of to the consulting doctor. All information of the patient is regularly updated and is mobile 
all of the time reducing healthcare challenges for the doctor and allowing him to focus on his stra-
tegic accountability to his patient. The smart healthcare ecosystem makes healthcare information 
relevant and accessible to both doctors and patients and even can be studied across geographies to 
prevent a disease outbreak. The data or information with the advent or influx of new-​age technolo-
gies are mined constantly and can be studied extensively to take informed decisions and proactively 
work on efficient healthcare management. Big Data will aggregate from the convergence of dif-
ferent data sets by offering intelligent analysis and reducing the financial costs on the patient or a 
government on a large scale. Smart healthcare ecosystem prevents a disease outbreak and can be 
used to prevent mortality rates from increasing. The manner of knowledge based on specificity of 
disease guarantees type of treatment upon gathering of knowledge through the aid of Big Data min-
ing complex data units.

It is to be observed that sophisticated computer applications and IoT tools can provide the basis 
for treatment or a rough abstract idea of underlying disease but it is proved to be less cost-​effective 
and less time-​consuming and avoid travel costs. IoT in healthcare also helps patient to self-​educate 
themselves on their bodily conditions and the potential diagnosis of a disease. Simulated anneal-
ing, ant colony optimization, artificial neural network and genetic algorithms are most relevant 
algorithms used in the biggest healthcare facilities for data mining and analysis. The advancement 
of new sophisticated algorithms can help in solving and finding better solutions for an expansive 
healthcare ecosystem. The Hadoop MapReduce, Flink, Apache Spark and Apache Storm are also a 
few sophisticated computing platforms in data analytics for the purposes of data analysis and stor-
age of large unstructured data sets. These applications and computing tools have created a robust 
and efficient atmosphere in the digital space, and the depth of new technologies is crowding the digi-
tal healthcare atmosphere bringing with innovation and a high level of sophistication to standardize 
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and help build standardization in for global solutions on the Internet-​integrated meticulously and 
updated as the healthcare management evolves.

1.4 � DATA PROTECTION AND PRIVACY

With the many opportunities that the smart healthcare system offers, there are a myriad of chal-
lenges too. The primary aspects are privacy and data protection of patients whose health care data 
can be easily accessed, as data are shared and spread over the Internet. India is still fraught with 
technology issues and an awkward Data Protection Bill that needs to be fit into the legal framework 
is indeed a work in progress. The positives do outweigh the negatives but the challenge for individ-
ual patients and healthcare facilities and doctors or surgeons needs to guarantee each other that all 
information shared on the Internet is safe and there a transparency clause signed upon by the doc-
tors or surgeons as we see with the existence of a confidentiality clause between doctor and patient. 
The challenge in the 21st century is to ensure that no data are exposed to a third party or where data 
breaches are contained to prevent discussion of a disease or possible identification problems. It is 
also a known fact that with IoT and web-​based applications using AI and Big Data, there’s autonomy 
on the world-​wide space, and the autonomy can be a technological nightmare for patients or doc-
tors if there’s a data breach due to miscalculation of data protection or improper digital protection 
mechanisms in place. Technological eavesdropping by hacking computer systems or in the case of 
IoT web applications due to wireless communications makes both the doctor and patient vulnerable. 
IoT has been observed to have low computing power and capacity, which makes it harder to imple-
ment complex algorithms for protection. Although there are benefits of quicker accessibility and 
cost-​benefits, governments and healthcare facilities have to work on ensuring trust, transparency, 
efficient and effective dense mechanism of data protection, and privacy. All stakeholders have to do 
a full blown analysis on data protection and guarantee security, as this can become an infringement 
on patient or individual privacy. It is also to be understood that that there has to be a distinguishing 
line in specifying a diagnosis or prognosis of disease as technology can over-​ride sensitive infor-
mation, creating a confusion to the healthcare provider and the patient, and further leading to a 
data storm due to lack of specifications. We must also not forget that data collected can come from 
different sources if the patient has visited multiple healthcare providers and doctors have to ensure 
that they abide by specifications. It is important to understand that sophisticated algorithms must be 
written keeping specificity and precision in mind and to be discriminating of sensitive information. 
A recent insight in healthcare is to ensure that more than subjective analyses of the said information, 
doctors have to be more objective in their data standardization that makes accessibility easier and 
healthcare information easier to comprehend.

1.5 � CONCLUSION

Emerging technologies are advancing at an exponential rate with new players entering the fray for 
business purposes. As discussed, the deployment of new technologies that aid the patient and doc-
tor is encouraging, creating an affordability scope for patients but the challenges in poor or poorer 
countries are immense as most will prefer meeting a doctor in person and are not very technology-​
sound. The governments in developing countries must consider campaigning for a digital society 
where technology is accessible to all guaranteeing that the people who belong to the bottom of the 
socio-​economic pyramid can have the same facilities as those in the top of the economic pyramid 
as new-​age technology can be an effective equalizer. Health is the determinant for the success of a 
country, and technology can help bridge many divisions. At the same time, governments must work 
hard with newer ideas to ensure that laws are in place and technology companies must work with the 
healthcare ecosystem to prevent and protect data breaches. If these problems remain, they will serve 
as painful bottlenecks in effective healthcare management, though we observe that the healthcare 
systems in Global North and Global South countries have adopted intelligent technology and Big 
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Data making the infrastructure more efficient and robust. We also witness that with more advance-
ment, systems can be vulnerable to bad actors or to hacking and for that governments and health-
care facilities must ensure an in-​house team that looks to protect infringement and data breaches. 
In the 21st century, the obvious truth is that global warming and climate change will be the major 
challenge for an environment with economic distress and green technology can reduce the effects 
if utilized properly shifting economies to being low carbon and amplifying the scope in the technol-
ogy diversification in healthcare too.
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Monitoring System

R. Sricharan, E. Karthikeyan, K. Kaamesh, 
O.V. Gnana Swathika, and V. Berlin Hency
Vellore Institute of Technology

Abstract

In the current times, vehicles play a major role in our lives. They have become an essential/vital part of 
our lives. Vehicles help us to reach our destinations on time. Vehicles are used as transport for goods 
and stocks. Vehicles are used in agriculture, military, healthcare, and in every industry that we think of. 
So, continuous monitoring of vehicles will help us in the long run. Several parameters can be monitored 
to improve vehicle performance. Thus, this paper aims to help users to monitor their vehicles for its 
better performance.

KEYWORDS

Vehicle Monitoring System; IoT; Performance

2.1 � INTRODUCTION

The proposed system has the capability to measure the temperature of the engine, detect abnor-
mal vibrations, monitor fuel tank levels and constantly detect for smoke. This system can be used 
in mostly all cars, since usually these services are given to high-​end luxury cars. Without more 
technological help, these can also be used in bikes and other vehicles. Our study has features like 
realtime data collection and storage in cloud, anomaly detection like vibration monitoring, monitor-
ing of data from Web-​Application Programming Interface (API) like Thingspeak, Monitoring of 
data from mobile application and analysing old data regarding the usage of the vehicle to indicate 
the trends.
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The objective of our study is to create a simple and efficient system where users can moni-
tor their vehicle’s parameters like Vibration, Heat Produced in Engine, Fuel Tank Capacity and 
Smoke Detection. Users can monitor these parameters through Web-​API or An App which shows 
the parameter values. The data gathered from the sensors are also used for analysis of the user’s 
usage of the vehicle.

2.2 � RELATED WORK

The discussion begins with an idea which deals with the Global Positioning System (GPS) module 
which updates the live and destination location. A local database is designed to store the records [1]. 
To monitor other parameters as well, another paper deals with the GPS/ Global System for Mobile 
communication (GSM)/General Packet Radio Services (GPRS) module which updates the live loca-
tion and also monitors the fuel consumption, vehicle speed and engine compartment [2]. Internet of 
Things (IoT) has made our life easier, as it allows remote access. Therefore, this paper deals with 
the GPS module which updates the live location. A local database is designed to store the records 
with the help of cloud computing. In addition, vehicle speed, fuel level and driver’s condition are 
monitored. Remote access with Web Portal feature is discussed in [3]. GSM technology is also used 
in ideas proposed in this paper which deals with fuel indication systems. With the use of GSM, a 
message can be sent to the vehicle owner on the status of the fuel tank [4]. Other technologies like 
the Fuzzy logic system with feedback for fire accidents and timer circuits for the extinguishing pro-
cess are also proposed [5]. Parameters like speed of vehicle are also important, so this paper also 
deals with the speed module which updates the live speed in the device. A small local database is 
designed to store the records for image processing. Vehicle speed is determined using image pro-
cessing [6].

Vehicles range in various sizes. A previous study deals with the GPS module which updates the 
live and destination location in the aircraft system. The study concludes that the system should be 
more accurate as it deals with the real life remotely piloted aircraft system. Error detection and cor-
rection option is also present in the GPS system [7]. One idea is IoT networking using NodeMCU 
and Blynk app. The transfer of sensor data from the microcontroller to the IoT cloud can be done 
wirelessly using Blynk App in smartphones [8]. Sometimes, parameters become vulnerable, and 
this topic is discussed in a paper which deals with the GPS module and its accuracy and challenges 
because of the factors like weather, environment around the vehicle and GPS receiver. The practical 
implementation of this paper will help in realizing a cheap, effective, reliable system for security 
[9]. While some proposals are still in the developmental phase, MultEYE is a traffic monitoring sys-
tem that can detect, track and estimate the velocity of vehicles in a sequence of aerial images [10]. 
Accident prevention is monitored by using this model. Accidents will be detected immediately with 
severity level. Whereabouts will be intimated to authorities without any delay. It will also help the 
user to find and control the stolen vehicles. It will update the parameters like acceleration, fuel and 
impact sensors in the constructed website [11]. A research study by the author Srinivasan proposes 
two separate models, one being to develop Bluetooth low-​energy technology as the communication 
module for data transmission to the cloud database, and the other being 4G Dongle that can be used 
for transmitting data directly to the cloud and the mobile application from Raspberry pi. It further 
sends data like pressure, location, fuel, etc. to the user [12].

There are different platforms to monitor these parameters, such as Blynk IoT platform which 
also uses MPX5700AP sensor and Wemos D1 mini microcontroller. A prototype is built to read the 
tyre pressure, and the pressure data is analysed in the microcontroller. If it is lower than a threshold, 
a notification is sent to the owner’s mobile via the Blynk platform. Other than this, generally, all 
the data are recorded in the Thingspeak Cloud [13]. Another proposed platform is the Node-​RED 
platform, which is discussed in detail in a paper which mainly provides us insights on how to con-
nect sensors with the Node-​RED platform. The sensor data are injected into the Node-​RED circuit, 
and based on the user’s choice, the analysed result is viewed either as a display in the dashboard or 
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published as a HTTP out link [14]. Wireless technology is applied so that vehicle owners are able 
to enter and protect their automobiles with more passive involvement. The GPS receiver on the kit 
will locate the latitude and longitude of the vehicle using the satellite service. The ignition is also 
controlled as per user’s voice. It is simulated using Proteus software to get a better idea [15]. This 
concludes the discussion of important aspects and challenges in Vehicle Monitoring and several 
ideas are analysed in implementing them.

2.3 � PROPOSED SYSTEM

The design of the proposed system uses sensors to capture the parameters of the vehicle and record 
the readings continuously and store them in the cloud. The data collection, storage and process are 
done in real time. The sensors used in this system include temperature sensor (LM35), vibration 
sensor (SW-​420), MQ2 smoke detection sensor and liquid-​level depth detection sensor. Threshold 
values for some parameters are fixed, and if the detected values exceed the threshold values, the 
anomaly can be seen through the widgets present in the Thingspeak Cloud. Users can also access 
the mobile application for parameters monitoring and user data analysis.

Figure 2.1 explains the concept of the entire Vehicle Monitoring System. The Arduino UNO 
collects data from the four sensors, namely vibration, temperature, MQ2 and liquid-​level detector 
that is connected to it. The Arduino UNO sends that collected data to the NodeMCU via serial 
communication. The NodeMCU sends the received data from the Arduino UNO to a Web-​API 
(Thingspeak). Thingspeak allows us to enable realtime monitoring. A mobile application is created 
for users/customers for realtime monitoring and implementing automated analysis of the status of 
the vehicle in the IoT-​Based Vehicle Monitoring System.

2.3.1 � App Creation through MIT App Inventor

	 1.	Blocks
Figure 2.2 shows the app being built using MIT App Inventor. The layout for both the 

login and main page is designed and the block codes are assigned to each component such 
as buttons, text boxes and labels in their respective layout.

FIGURE 2.1  Block diagram consisting of important components.
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	 2.	App development screen
Figure  2.3 shows the design for the layout of the app created using the MIT App 

Inventor. The complete UI is created in such a way that the user does not find it challeng-
ing to operate.

2.3.2 � Firebase Realtime Database Code for Storing Username 
and Password for the Application

The read and write rules are changed to true in the Realtime Database for storing and checking of 
the login credentials as shown in Figure 2.4.

2.4 � RESULTS

2.4.1 �T hingspeak Output

Figure  2.5 shows the output of Thingspeak. Here, each field shows us the value obtained from 
ESP8266 Wi-​Fi Module, and some of the sensory devices like temperature sensor, vibration sensor, 
liquid-​level detector and CO2 detector, and the output is displayed both graphically and numerically.

FIGURE 2.2  Block codes through MIT App Inventor.
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2.4.2 � App Outputs

The login page is made user-​friendly with a clear description of the text boxes to enter their user-
name and password. The Login and Sign Up button is highlighted to give a clear view. The main 
page begins with a login status message followed by four sections, Engine temperature, fuel level, 

FIGURE 2.4  Firebase database.

FIGURE 2.3  App development screen in MIT App Inventor.
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vibration and CO2 emission. The Analysis page gives a detailed explanation of the current status for 
the vehicle. Figure 2.6 represents the sample layout of the login and main page of the app.

2.4.3 � Firebase Realtime Database Storage for Username and Password

To do the task of storing for the usernames and passwords, Firebase is used. In the sign up process, 
the username and password are sent to the Realtime Database in Firebase and stored in the format 
as shown in Figure 2.7.

2.5 � CONCLUSION AND FUTURE WORKS

The proposed design of the IoT-​Based Vehicle Monitoring System showed promising results on 
gathering the data of the MQ-​2 sensor that has successfully detected any smoke in the car. The 
liquid-​level depth detection sensor has successfully detected the fuel level. The SW-​420 sensor has 

FIGURE 2.5  Thingspeak output.
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successfully detected engine vibration. The LM-​32 sensor has successfully gathered the tempera-
ture from the engine.

All the gathered data are updated in the Thingspeak website and stored successfully for the 
analysis using the Vehicle Monitoring System app. The Vehicle Monitoring System app performs all 
the analyses and displays to the user the current status of their own vehicle successfully.

The future work should include a GPS component that can be added for tracking the car. A 
GSM-​based system can be implemented for sending any alert SMS to the user mobile directly. The 

FIGURE 2.7  Firebase Realtime Database.

FIGURE 2.6  App Outputs.
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database for the storage can be upgraded to premium for good service on the storage of data. More 
sensor elements can be added to the main system. The accuracy of the data can be improved by 
updating the current sensors to a more precise/sensitive sensor for better results.
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Abstract

Poverty stands as a barrier in one’s life to achieving their dream and making life hard. Our application 
is designed to help the people who are struggling in their life due to poverty and many other issues. 
This app focuses on forming a bridge between the needy and those who are willing to help, so that both 
are satisfied. Basic needs of a person like food, medical care and education can be resolved by using 
this app. The application has two major divisions: WANT HELP and WANT TO HELP. Those who 
are willing to help others by providing food (e.g. for orphanages), donating blood, donating money, etc. 
come under WANT TO HELP, and those who get help from the donors come under WANT HELP. The 
donors and needy can get connected by registering in this app.

3.1 � INTRODUCTION

India stands in the second position in terms of population. Here, poverty plays a crucial role. Due to 
poverty, most of Indian population struggle to fulfil their daily needs. Those who suffer from pov-
erty do not get sufficient food. Further, when these people get ill, they do not have enough money 
to visit a doctor or buy medicine. Such poor people often die due to prolonged illness. Also they 
cannot afford to do their higher studies or any education-​related needs. Due to these conditions, they 
are unable to achieve their dream or have a peaceful life. These issues can be resolved to an extent 
through donation.

3.2 � LITERATURE REVIEW

The current working application is designed specifically for either food donations or education-​
related donations or health-​related donations. None of existing working applications had incorpo-
rated all the three options in the same app. In most of the current working applications, donations 
are made through online portals like crowd-​funding applications, which can lead to a number of 
scams and the people who are helping won’t get positive feedback, since there is no real interaction 
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between the donor and the needy. These applications didn’t have a place where people who get help 
can show their gratitude to the people who provide help, for example, a page where people who got 
help can say thanks and rate them or a page where they can give a negative review about the person 
if he/she tried to scam them. These applications didn’t have a rank list page where people can see the 
top donors. This ranking of donors will make them feel good and make them donate more.

3.3 � PROPOSED SOLUTION

In our application, all the three donation options are incorporated in a single application, so the 
user can utilize all the three donations in the same app. In this app, we only display the information 
about the request raised by the needy and do not entertain payment to be done through the app. So 
if a donor wants to help, he/she has to go in person and donate or contact him with the details speci-
fied and get his/her account information and donate through online mode. By this method many 

FIGURE 3.1  Login page.
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scams can be avoided and the donor can get positive feedback on his donation. In this application, 
the receiver can give a feedback or write a review about the donor and can rate for his/her donation. 
This app also includes a page displaying donor rank list where different donors can view their cur-
rent position in the rank list based on the number of donations and also based on the ratings given.

3.4 � WORKING

After opening the application, the login page will be displayed as shown in Figure 3.1.
If you’re already registered, then you can enter your details and login or if you’re a new user, 

you have to click the “create new account” and register. In the choosing page, there will be two tabs 
“WANT HELP” and “WANT TO HELP”. If you want help from others (needy), you have to click 
“WANT HELP” and register. If you’re willing to help others, then you have to click the “WANT TO 
HELP” tab and register as shown in Figure 3.2.

FIGURE 3.2  Choosing page.
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3.4.1 �W ANT HELP

After choosing, you have to fill in your details and upload your profile photo and ID proof as shown 
in Figure 3.3.

After registration, the home page will be displayed as shown in Figure 3.4.
In the home page, three help tabs and a thanksgiving tab will be displayed. In the top left corner, 

a menu bar will be displayed; if you click on the menu bar, your profile and previous requests will 
be displayed as shown in Figure 3.5.

In the home page out of the three tabs, you can choose one in which you want help. After click-
ing on the tab, you have to fill in the details asked and place a request as shown in Figure 3.6. In the 
thanksgiving tab, you can give feedback about the donor and rate him/her by giving your rating.

FIGURE 3.3  Registration page.
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3.4.2 �W ANT TO HELP

After choosing and filling your details same as in the “WANT HELP” tab, the home page will be 
displayed as shown in Figure 3.7.

In the home page, three help tabs and a ranklist tab will be displayed. In the top left corner, a 
menu bar will be displayed; if you click on the menu bar, your profile and previous donations will 
be displayed.

In the home page, out of the three tabs, you can choose one in which you want to help. After 
clicking on the tab, all the requests raised by the needy will be displayed and you can choose one by 
seeing their details as shown in Figure 3.8.

FIGURE 3.4  Homepage of WANT HELP.
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FIGURE 3.5  Profile page.
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FIGURE 3.6  Requesting page.
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FIGURE 3.7  Homepage of WANT TO HELP.
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FIGURE 3.8  Request list.
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After choosing the request which you wish to help, you can contact the person with the details 
specified as shown in Figure 3.9. On the ranklist tab you can see your rank, top donors and their 
details in the list.

3.4.3 �S ystem Architecture

The working of the application is shown in Figure 3.10.

3.5 � TECHNOLOGIES USED

	 A.	Android studio: For developing the front end of the application using xml and developing 
the backend using java.

	 B.	Figma: For designing the front end of the application.
	 C.	Firebase: A database to store user details and information of the requests raised by needy.

FIGURE 3.9  Receiver details.
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3.6 � FUTURE WORK

	 1.	The requests in the “WANT TO HELP” tab can be sorted using map API, so that people 
can filter the requests to find a nearby location like in the case of food donation.

	 2.	 Integrating AI software that checks the user details and proofs and verifies by itself, so that 
fake profiles can be identified.

3.7 � CONCLUSION

In this fast moving world, no one has time to notice the struggles of the poor people. It’s our respon-
sibility to make everyone lead a happy life by helping them and spreading positivity with the people 
around us. Till now, there is no application which has all the mentioned three donation options 
integrated in a single app that also enables users to give ratings. Through our app, the discussed 
problems can be overcome and donation can be made easier.

FIGURE 3.10  Application System architecture.
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4 Enhanced K-​Means with 
Automated k Estimation and 
Outlier Detection Using  
Auto-​Encoder Neural Network

P. Illavenil, J. Kiron, S. Ramnath, and G. Hannah Grace
Vellore Institute of Technology

Abstract

Given a data set with vast amounts of data, it can become complicated to study unstructured data. The 
clustering technique helps in finding structure and groups a set of data in such a way that the items in 
that group are more comparable to each other than the other elements. One such clustering method is 
K-means, which maximizes inter-cluster distance while minimizing intra-cluster distance. Still, the 
major drawback of this algorithm is the process of choosing the right K-value and its inability to detect 
noise. To overcome the disadvantages mentioned above, this chapter discusses various techniques—the 
use of naïve-sharding centroid initialization to detect the initial centroids, which improves the effi-
ciency of the method drastically. A more effective elbow method has been proposed, which helps in 
identifying the optimal number of clusters. Finally, anomaly detection using auto-encoder neural net-
works is used to filter out outliers/noise. Recent research demonstrates that forecasting techniques using 
k-means clustering algorithms are used to boost the final forecast due to the increased integration of 
renewable energy resources into the energy grid.

4.1 � INTRODUCTION: BACKGROUND AND DRIVING FORCES

In today’s scenario, the world is driven by information, which makes it essential to make informed 
decisions. Many companies now understand the value of extracting relevant information from their 
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vast data. Clustering is the grouping of similar data into a cluster/group. These clusters of data are 
identical to each other in one way or another, and this relevance can be used to study them. There are 
many clustering algorithms like Mean-​Shift Clustering, DBSCAN [1], Agglomerative Hierarchical 
Clustering, etc. But K-​means clustering is commonly used. This algorithm iteratively creates a “K” 
number of clusters with data in each cluster similar to one another on various attributes. Although 
famous, the algorithm has its fair share of flaws like inefficient initialization of centroids, etc. This 
chapter proposes some techniques to curtail those flaws with the help of Jupyter notebook, Python, 
and modules like sklearn, TensorFlow, Keras, and matplotlib. Our proposed algorithm discussed an 
enhanced “Elbow” method that automates the process of detecting K and naïve-​sharding strategy to 
initialize centroids [2]. Finally, anomaly detection using auto-​encoder neural networks [3] has been 
implemented to remove unnecessary data points which do not belong to any cluster, which can make 
the above process incredibly efficient.

4.1.1 �W ithin-​Cluster Sum of Squares

Within-​cluster sum of squares (WCSS) measure is developed within the ANOVA (Analysis of vari-
ance) framework. The distance between points in a cluster from its cluster centroids is measured as 
a sum of squares. Minimizing the WCSS (approx. 0) means that each cluster has precisely one data 
point, On the other hand, maximizing the WCSS implies that all data points are in the same cluster, 
which is of no use. We require our WCSS to be low value but not the minimum amount.

To calculate the WCSS, we need to find Euclidian distance of a point and its respective cluster 
centroid. Repeat the process for all the cluster points, estimate the sum, and divide by the number 
of points in the cluster. Repeat the steps for all clusters and find their average. The resulting value 
gives the average WCSS. The hybrid wind power forecasting method can also be used [4], where 
the wind power training data uses K-​means with different initializations. The accuracy can also be 
evaluated using Root Mean Square Error (RMSE), mean absolute error (MAE) and relative mean 
absolute error (rMAE) when time series analysis is used.

4.1.2 �T he Traditional “Elbow” Method

Choosing the optimal hyper-​parameter k for K-​means is one of its top disadvantages. To find the 
optimal k-​value, WCSS (y-​axis) vs. no of clusters (x-​axis, K= [1, N]) is plotted. We choose the k-​
value at the “elbow” of the graph, i.e., the point after which the Inertia starts decreasing linearly or, 
in other words, the point where the WCSS is middle ground (low but not minimum).

Thus, by visualizing the plot, we can identify the “elbow” point and decide the value of k. It isn’t 
logical and efficient to visualize every scenario and then determine the value of k, as it might be 
ambiguous for a lot of cases where our naked eye cannot process or estimate the optimal K.

4.1.3 � Auto-​Encoders

Auto-​encoder neural network is an unsupervised learning technique used for dimensionality reduc-
tion, outlier detection, etc.

4.1.4 �S ilhouette Score

It is a method of validation of consistency within the cluster set. It is a measure of closeness of intra-​
cluster points compared with the separation of inter-​cluster points. The silhouette score ranges from 
−1 to 1, a higher value of silhouette score implies that the data points within the cluster have high 
similarity, and similarity is weak when compared with other cluster data points.

The silhouette coefficient ( )S i :
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where a(i) represents the average dissimilarity of the ith data point with respect to all other data 
points in the cluster, and b(i) represents the average dissimilarity of the ith data point with respect 
to all data points in the neighbouring cluster.

4.2 � RELATED WORK

Ashutosh Mahesh Pednekar [2] proposed a method which improves the efficiency of the K-​means 
algorithm by reducing the number of iterations by around six times by initializing the centroids using 
the Particle Swarm Optimization (PSO) algorithm. Without the PSO, the centroids are assigned ran-
domly, and it takes 24 iterations to converge in the test case that the paper shows finally, whereas 
if PSO is applied as proposed by Ashutosh Mahesh Padnekar, the clustering converges in just six 
iterations, thus rendering it more accurate and useful.

Krishna, B. L., P. Jhansi Lakshmi, and P. Satya Prakash [5] proposed an algorithm to solve the 
disadvantages of both K-​means clustering and DBSCAN. This is achieved by combining both the 
algorithms of K-​means and DBSCAN to solve each other’s problems. First, DBSCAN is imple-
mented to the data which clusters the data sets into m groups, and then K-​means is applied with k 
as input. If k > m, the groups are partitioned into k groups, and if k < m, the groups are combined to 
form k groups. Now, the drawbacks of both algorithms are solved. For example, clusters formed by 
DBSCAN may overlap each other, which is undesired. By combining the K-​means algorithm, the 
clusters no longer overlap.

A proposed approach on K-​value selection techniques of the K-​means clustering algorithm 
was made by Yuan, Chunhui, and Haitao Yang [6]. The Elbow Method, Gap Statistic, Silhouette 
Coefficient, and Canopy K-​value selection methods are examined, along with experimental verifica-
tion. To cluster the Iris data set and determine the K-​value and clustering outcome of the data set, 
these four types of K-​value selection algorithms are utilized. The experimental results include the 
obtained K-​value along with the execution time of each algorithm, which then compared to meet 
the requirements.

The K-​means algorithm is described in depth by Manoharan, J. James and Dr. S. Hari Ganesh 
[7], where the ultimate clustering outcome of the process heavily depends upon the starting cen-
troids. It claims that it is important to choose the appropriate number of clusters in conventional 
K-​means clustering. The majority of prior methods required inputs like threshold settings for the 
quantity of data points in a data set. In order to address the issues of locating initial centroids and 
assigning data items to appropriate clusters, this paper suggests the “divide and conquer” strategy. 
Initially, the cluster centres are obtained, followed by K-​means to give optimal cluster centres. This 
method aims to increase the execution speed and also to reduce the complexity.

Xie, Yiqun, and Shashi Shekhar [1] proposed an algorithm incorporating statistical significance 
in DBSCAN clustering. Since DBSCAN forms clusters with spurious patterns, individual companies 
don’t find it useful. To address this issue, spatial scan statistics are used with DBSCAN. The study 
also proposes another method called baseline Monte Carlo method to see the importance of clusters 
and a Dual-​Convergence algorithm to speed-​up the computation. Cluster detection of varying cluster 
densities has also been discussed. The improved algorithm eliminates chance patterns, thus giving 
better solutions. These tweaks make the algorithm more productive and reduce execution time.

Syakur, M. A. [8] deals with the combination of the K-​means method and the elbow method to 
identify the best cluster of customer profiles. The study uses the elbow method to determine the 
number of clusters that produce the same amount of clusters K on different data. Initially, customer 
segmentation is carried out by performing clustering analysis so that each segment can contain cus-
tomers with similar characteristics. Then, the K-​means clustering algorithm partitions the data into 
clusters. Optimal value of K is determined using the above-​mentioned best technique.
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Lithio A and Maitra R [9] proposed a method to solve the clustering of data sets that have 
incomplete records. Traditional K-​means clustering wouldn’t be able to cluster those data sets. The 
Hartigan–​Wong K-​means clustering technique has been implemented for the data sets that have 
incomplete records. The paper discusses the modifications to the initialization method. To estimate 
the number of clusters, the jump statistic method has been used. The test results, when examined 
with astronomical data, showed promising outcomes in line with expected results.

Karami, Amin, and Manel Guerrero-​Zapata [10] proposed to secure private content more effec-
tively by using an anomaly detection system. Although traditional K-​means is a famous anomaly 
detection method, it is sensitive to the initialization of centroids. Hence, a novel fuzzy anomaly 
detection system is proposed. This system has two phases—​a training phase where K-​means and 
PSO hybridization happens to find the number of well-​distanced clusters and their centroids, and 
a detection phase where a fuzzy approach is employed by combining two distance-​based meth-
ods. This proposed detection system seems to create well-​separated clusters while also decreasing 
anomalies greatly.

The paper by Lyudchik and Olga [11] aims to detect outliers (data points that deviate from other 
points’ behaviour so much that they become undesirable) from a set of observations. This is imple-
mented by using deep auto-​encoder which is an artificial neural network that consists of encoding 
and decoding networks. Reference [12] makes use of the MNIST data set delivered by Keras which 
contains 60,000 digits from 0 to 9. Although there were fluctuations in the outcome when compared 
to the expected results, the proposed technique seems promising. It might give better results upon 
retraining the models several more times.

4.3 � PROPOSED ALGORITHM

The idea behind our proposed algorithm tackles the significant drawbacks of the existing K-​
means algorithm, both efficiently and effectively. Our algorithm as shown in Figure 4.1 consists 
of the combination of three key steps: centroid initialization using the naïve-​sharding technique, 
finding the optimal k-​value automatically using a proposed method that improves the existing 
elbow method, and finally filtering out the noise/outliers which are detected using the auto-​
encoder neural networks. The upcoming divisions will elaborate on the above-​mentioned three-​
step process.

Algorithm:

	 1.	K = [1,N]
	 2.	For k in range of K:
	 i.	 Cluster_centroids = naïve_sharding(dataframe, k).
	 ii.	 Perform K-​means iteratively for each k-​value ranging from 1 to N by initializing the 

cluster centres with cluster centroids calculated in (i).
	 iii.	 Calculate the WCSS also known as inertia.

End for loop.
	 3.	Construct a graph with K as the x-​axis and WCSS as the y-​axis.
	 4.	Join the first point and the last point of the K values.
	 5.	Calculate the perpendicular distance for each point of elbow curve with the line that con-

nects the first and last K values.
	 6.	The point with the maximum distance from the elbow curve to the line constructed in Step 

3 is the optimum k-​value.
	 7.	Perform K-​means for the estimated optimal k-​value and customized cluster centroid cor-

responding to the optimal k.
	 8.	Split each cluster and store each in an array.
	 9.	Perform outlier detection using auto-​encoders neural networks for each cluster.
	 10.	Combine the filtered clusters.



33Enhanced K-Means with Automated k Estimation and Outlier Detection

4.3.1 �N aïve-​Sharding Initialization

Cluster initialization is one of the significant fallbacks of the K-​means algorithm. The existing K-​
means uses random centroid initialization; thus, a weak starting point could shoot up the number 
of iterations required for convergence, increasing the overall run-​time, resulting in a less-​efficient 
method. The naïve-​sharding technique is a straightforward, efficient, and time-​saving method to 
initialize centroids that don’t depend on random initialization. The principal objective of this algo-
rithm is to initialize cluster centres close to the actual optimal centres.

The procedure to find the optimal cluster centre is quite direct; it mainly depends on calculat-
ing the composite sum of each attribute value of a particular instance, and the data set is sorted for 
the calculated composite sum. The sorted data set is split into k shards/pieces. At last, the original 
attributes of each shard are summed up, and their mean is computed. The calculated mean values 
are the centroids used for initialization.

Algorithm:

	 1.	Calculating the attribute sum for each row of the data set.
	 2.	Sort the data set with respect to the attribute sum.
	 3.	Horizontally cut the sorted data set into k equal shards.
	 4.	For each shard, sum the original attribute column and compute its mean value.

FIGURE 4.1  Flowchart of the proposed algorithm.



34 IoT and Analytics in Renewable Energy Systems (Volume 2)

	 5.	For each shard, the calculated mean value of each attribute is the coordinates of the cluster 
centroids.

4.3.2 � Automating the Process of Detecting Optimal k-​Value

A simple tweak in the WCSS vs. no. of clusters graph mentioned in Section 2.2 and a deterministic 
distance calculation is all that requires to automate the whole process.

Algorithm:

	 1.	Connect the two endpoints of the “elbow graph” and connect the points (k = 1, WCSS OF 
K = 1) and (k = N − 1, WCSS of K = N − 1).

	 2.	Using the distance measure, determine the distance of the point from the line drawn in 
Step 1 for all values of K. The distance from a line to a point (x0, y0) is given in the situa-
tion of a line in the plane that is given by the equation ax + by + c = 0, where a, b, and c are 
real constants and a and b are not both zero as shown in Figure 4.2.

	 ( )( )+ + = =
+ +
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0 0

2 2
ax by c x y
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a b
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The point on this line which is closest to (x0,y0) has coordinates:
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	 3.	Plot a graph with the distance of the point from the line as the Y coordinate and no. of 
clusters as the X coordinate.

	 4.	Find the maximum distance using the max function.
	 5.	The k-​value with the maximum distance is the line which has the optimal value of K. 4.

4.3.3 �N oise Detection Using Auto-​Encoders

4.3.3.1 � Auto-​Encoders
Auto-​encoders follow a three-​step methodology: first collects the input, encodes the information 
into a compressed format, and finally, the compressed version is reconstructed—​evaluation of the 
auto-​encoder based on closeness, the reconstructed value, and the inputs.

FIGURE 4.2  Finding distance.
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4.3.3.2 � Anomaly Detection
There are several machine learning algorithms developed to detect outliers such as Isolation Forest, 
elliptical envelopes, one-​class support vector machines (SVM), etc. But the reason we choose deep 
learning and auto-​encoders to identify anomalies is due to the ability to perform better on scalable/
large data sets, and its improved analysis of unstructured data.

The auto-​encoder uses two fundamental components, namely the encoder and the decoder. The 
encoder accepts the input data and compresses it, and the decoder reconstructs the compressed data. 
When training the auto-​encoder, we measure the mean squared error (MSE) between the input and 
the reconstructed data. The MSE is a statistical measure of deviation from the estimated to the 
actual value.

	 ( )= ∑ −MSE
1 ˆ ,

2

n
y y 	 (4.5)

where ( )− ˆ 2
y y  is the square of the difference between actual and predicted.

0.99 quantile of the normally distributed MSE values is set as the threshold. Therefore, If MSE 
is higher than a set threshold value, the data point is considered an outlier.

Algorithm:

	 1.	Perform K-​means with the estimated k-​value.
	 2.	Split all the clusters and store them in a separate array.
	 3.	Build an auto-​encoder function using the Keras module.
	 4.	For each cluster, model the training set of the respective cluster with auto-​encoder function.
	 5.	For each cluster, estimate the decoded value with the test set using the auto-​encoder’s pre-

dict function and calculate the reconstruction error.
	 6.	For each cluster, compare the reconstruction error/MSE with the calculated threshold.
	 7.	For each cluster, if the corresponding MSE is greater than the threshold, consider the point 

as an outlier, and filter it out.
	 8.	Combine all the filtered clusters.

4.4 � EXPERIMENT RESULTS

Here are a few snapshots illustrating the implementation of our proposed method. Our proposed 
algorithm is tested using the random make-​blob data set (generates isotropic Gaussian blobs for 
clustering) using the sci-​kit learn library as shown in Figures 4.3 and 4.4. On comparing the time 

FIGURE 4.3  Thousand samples clustered into three sets.
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elapsed to converge for ten iterations of K-​means between random initialization and naïve-​sharded 
initialization notifies us about the drastic increase in efficiency when we use naïve-​sharded tech-
nique as seen in Figure 4.5. Figure 4.6 shows the plot between the WCSS and number of clusters 
to find the optimal k-​value. Figure 4.7 is the plot between the distance of points from the line in 
Figure 4.8 and the number of clusters. The optimal k-​value is the point with maximum distance 

FIGURE 4.5  Time comparison chart of K-​means with and without naïve-​sharding.

FIGURE 4.4  Initialization of centroid position with the aid of naïve-​sharding technique.
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FIGURE 4.8  Automation process curve of k-​detection.

FIGURE 4.7  Distance of points from line.

FIGURE 4.6  Elbow curve.
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from the line. The optimal value of k is 3. In Figure 4.9, we can see output of K-​means with naïve-​
sharding, and in Figure 4.10, the black dots represent outliers.

Finally, we validate our test results using the average silhouette score, which can be seen clearly 
from Figures 4.11 and 4.12.

4.5 � CONCLUSION

In this chapter, three significant techniques (Naïve-​Sharding Initialization, Automated Elbow 
Method, and Anomaly Detection Using Auto-​encoder Neural Networks) have been proposed, which 
eradicates all the disadvantages of K-​means clustering. While it took 42.4 seconds just to initialize 
the centroids without naïve-​sharding method, using it reduced the initialization time to 6.14 sec-
onds. Thus, the naïve-​sharding process proves to be one of the effective ways to initialize centroids. 
Finding the optimal k-​value is usually done by the elbow method. But the k-​value has to be assigned 
by the user after visualizing the elbow curve. Automating that process makes the clustering algo-
rithm more user-​friendly and solves the issue of occurrence of any human error. Removing any 

FIGURE 4.10  K-​means after detecting outliers using auto-​encoders (black dots represent outliers).

FIGURE 4.9  Performing K-​means for optimal K with naïve-​sharding.
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outliers while analysing data is a definite advantage and the paper proposes to use auto-​encoders to 
do the same. As shown in Figure 4.10, the anomalies have been effectively detected and removed 
from the clusters. Upon performing the silhouette analysis, it’s clearly seen that the proposed method 
increases the validity of the algorithm significantly. These techniques prove to be vital while analys-
ing large sets of data, since it’s more efficient than the traditional K-​means algorithm. As a future 
work, wind power data sets with diverse characteristics from different wind farms located in the 
United States will be used to determine the accuracy of renewable sources where the proposed 
enhanced k-​means based on different initialization techniques will be adopted.
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Abstract

The primary goal of this research is to create a system that can detect gas leaks. The purpose of this 
system is to detect the presence of liquefied petroleum gas (LPG). When a leak is detected, the gad-
get should also take the appropriate actions, such as sounding an alarm and shutting off the valve 
automatically.

Petroleum liquid is the most common type of fuel abbreviated as LPG. It releases less pollution than 
firewood and charcoal when consumed and hence is considered as clean fuel. Gas leakage has been 
hazardous to both industrial and residential areas. Because of the rising number of accidents caused by 
gas leaks, home security has become a serious concern. To prevent gas leakage-related accidents, we 
plan to develop a gas leakage detecting system that will sound an alarm when a leak is discovered. This 
system includes a buzzer which will alert the users and a sensor which can efficiently detect the gas.

LPG is highly inflammable and can cause serious injuries. Accidents in residential area and home 
fires are taking place frequently, which is increasing the threat to human lives and property. Some com-
mon causes of fire incidents include poor rubber quality in the tube or the regulator not being turned 
off after usage. As a result, there is a pressing need to design a reliable gas leak detecting system. As a 
result, this study demonstrates an autonomous gas leak detection system with an alerting mechanism.

Large gas leakage detection systems are installed in industrial area for monitoring, especially in oil 
rigs, paper-manufacturing factories, etc.

This device can provide a much efficient step towards the protection and safety of people in resi-
dence where least protection is available.

5.1 � INTRODUCTION

A serious problem which is observed widely in recent times is gas leakage. It goes without saying 
that gas leaks result in dangerous incidents. Gas sensors are utilized in a variety of applications, 
including safety, health, and instrumentation. Alarms for explosive or hazardous gases can be found 
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in both household and commercial settings, as well as in automotive applications. Gas sensors like 
these are often used in air quality control systems.

Liquefied petroleum gas (LPG) is a combustible mixture of hydrocarbon gases used as a fuel 
in a wide range of items, including homes, hotels, factories, automobiles, and trucks. It’s because 
of its beneficial properties, which include less smoke, reduced soot, and a lower environmental 
impact, as well as its high calorific value. LPG is highly flammable and can spark a fire even if the 
source of the leak is far away. This is owing to the fact that it contains highly flammable chemical 
components such as propane and butane. In most homes, LPG is mostly used for cooking. If there 
is a leak, the released gases could create an explosion. Gas leaks can result in both property and 
human injury. Explosion, fire, and asphyxia hazards are determined by the physical properties of 
gas, such as toxicity, flammability, and suffocation. A gas leak can result in a catastrophic incident, 
such as the Bhopal gas disaster. Such explosions are caused by old valves, inferior cylinders, a 
lack of frequent checking of gas cylinders, worn-​out regulators, and a lack of awareness of how to 
handle gas cylinders. As a result, gas leaks must be identified and managed in order to safeguard 
individuals from harm. LPG contains an odorant, such as ethanethiol, which allows most people 
to identify leaks quickly. Nevertheless, it’s not like a keen sense of smell will be able to rely on 
this safety feature, which is where gas sensors come in handy. Different gas-​detecting technologies 
are employed in the current technique. This chapter presents and analyses a low-​cost gas leakage 
detection, warning, and control system based on sensors. The system is simple to operate, trans-
portable, dependable, and inexpensive. It will cost only 950 Indian rupees and the one available 
in the market costs around 2,000–​3,500 Indian rupees. The purpose of this study is to find leaks 
of LPG/Compressed Natural Gas (CNG) in household appliances. If a leak is detected, the device 
will sound an alarm.

5.2 � MOTIVATION

LPG is extremely flammable and can catch fire even if the source of the leak is far away. A malfunc-
tioning rubber tube or a regulator that is not turned off while not in use is the most common cause 
of fires. As a result, developing a gas leak detection system is essential. As a result of this research, 
a gas leakage alarm system has been developed, which can detect gas leaks and alert passengers on 
board.

According to official figures, 1,500–​2,000 people die each year as a result of LPG gas leaks in 
homes, with many more severely affected mainly in India.

Early-​warning devices, such as gas detectors, are an important part of most industries’ safety 
plans for reducing risks to workers and equipment. These can help give you additional time to take 
corrective or preventative action. They can also be employed as part of an industrial plant’s overall 
monitoring and safety system. The rapid expansion of the oil and gas industry has resulted in major 
and dangerous gas leakage accidents. Gas leaks result in a financial loss, so solutions must be found 
at the very least to limit the effects of these accidents. The challenges involve not just creating a pro-
totype of the device that can detect leakage but also responding to it automatically when it occurs. 
When it is not adequately monitored, such an accident may occur. LPG is used as one of the heating 
options in four-​season nations like Russia to keep inhabitants’ homes warm throughout the winter. 
At the time of the explosion, no one was in the house. “LPG is also one of the gases that is difficult 
to detect due to human sense limitations. Cook claimed that natural gas caused the explosion, but 
he was unable to detect any gas smells since he had lost his sense of smell due to a working mishap. 
When the house blew up, he was on his way to pick up his daughter from school”.

The condition of pipeline systems deteriorates over time. Corrosion speeds up over time, and 
long-​term corrosion raises the risk of failure (fatigue cracking). Regularly monitoring only the 
“junk” section of pipelines leads to a pipeline system with uncertain integrity. The level of trust in 
honesty will fall below acceptable limits. Inspection of the pipeline system’s currently uninspected 
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parts becomes necessary. The purpose of this chapter is to provide information about “gas leak 
detection”.

5.3 � DESCRIPTION

A gasoline detector monitors the presence of gases in a specific area and is typically used as part 
of a safety equipment. This system can detect a gas leak or other pollution and communicate with a 
control unit to automatically turn off a procedure. Operators in the region where the leak is occur-
ring can be alerted by a gasoline detector, allowing them to evacuate. Many gases can be harmful to 
organic living, including humans and animals; hence, this technology is necessary.

The technology of detecting potentially harmful gas leaks with the help of sensors is known as 
gasoline leak detection. When a toxic fuel is detected, these sensors usually emit an audible warning 
to warn people. Workers may be exposed to harmful gases while painting, fumigating, gas filling, 
creating, excavating contaminated soils, landfill operations, entering prohibited areas, and other 
tasks. Common sensors include combustible gas sensors, photoionization detectors, ultrasonic sen-
sors, electrochemical gas sensors, and semiconductor sensors. These days, infrared imaging sensors 
are being employed more frequently. These sensors can be found in a variety of places, including 
commercial enterprises, refineries, pharmaceutical manufacturing, fumigation facilities, aviation 
and shipbuilding facilities, and more.

This chapter demonstrates how a microcontroller can update a large number of external com-
ponents while also adding functionality at a cost equivalent to a simple integrated comparator. The 
prototype’s hardware and microprocessor firmware have been optimized to impose a sophisticated 
LPG gasoline alert for automobiles running on LPG/CNG, so that it can raise alarm before any fatal 
catastrophe occurs.

It is made up of additives that are easily available on the market, and the circuit production is 
similarly simple.

To detect LPG gasoline, an LPG gasoline sensor module is utilized. When it detects LPG gaso-
line leakage, it sends an excessive pulse to its DO pin, which Arduino constantly reads.

When the LPG gasoline sensor module generates an excessive pulse, Arduino displays the “LPG 
fuel Leakage Alert” message on a 16×2 liquid crystal display and activates the buzzer, which sounds 
repeatedly until the gas detector module detects no gas in the vicinity.

5.4 � APPLICATIONS

	 a.	Protection from any gas leakage in residences.
	 b.	For safety from gas leakage in heating gas-​fired appliances like boilers, domestic water 

heaters, etc.
	 c.	Used in small-​scale industries which require gas for their production.
	 d.	For safety from gas leakage in cooking gas-​fired appliances like ovens, stoves, etc.
	 e.	Protection from any gas leakage in vehicles.
	 f.	 It also detects alcohol, so it is used as liquor tester.
	 g.	The sensor has excellent sensitivity combined with a quick fast response time.
	 h.	The system is highly reliable, tamper-​proof, and secure.
	 i.	 In the long run, the maintenance cost is very less when compared to the present systems.
	 j.	 It is possible to get instantaneous results and with high accuracy.

5.5 � CIRCUIT DIAGRAM

Figure 5.1 shows the circuit diagram of proposed leakage detection system.
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5.6 � COMPONENTS EXPLANATION

Components used are as follows:

•	 12 V high-​gain siren/buzzer
•	 MQ-​6 LPG sensor
•	 Arduino Uno
•	 LCD (LM016L)
•	 Logic toggle
•	 NPN Darlington transistor
•	 5 V voltage regulator
•	 Two resistors of 1-​kilo-​ohm
•	 PZ1: 12 V high-​gain siren/buzzer.

A siren is a loud noise-​making device. Most fire sirens are single tone and mechani-
cally driven by electric motors with a rotor attached to the shaft. Some newer sirens are 
electronically driven speakers. Fire sirens are often called “fire whistles”, “fire alarms”, or 
“fire horns”.

Electronic sirens use circuits like oscillators, modulators, and amplifiers to create a 
specific siren tone (wail, yelp, pierce/priority/phaser, manual, etc.) that is delivered through 
external speakers.

It’s unusual to see an emergency vehicle with two types of sirens, especially in modern 
fire engines.

To help draw attention, police sirens frequently use a tritone interval. Ronald H. 
Chapman and Charles W. Stephens of Motorola invented the first electronic siren that 
sounded like a mechanic siren in 1965.

•	 GS1: MQ-​6 LPG sensor
The MQ-​6 gas sensor can detect gases like LPG and butane. The MQ-​6 sensor module has 

a digital pin which helps this sensor to operate without using a microcontroller. Analog pin is 

FIGURE 5.1  Circuit diagram of the proposed leakage detection system.
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used when measuring gases in ppm, which is Transistor-​Transistor Logic (TTL)-​driven and 
works on 5 V, and therefore it can be used with almost any of the common microcontrollers.

The MQ-​6 sensor simplifies gas detection. Either the digital or analogue pin can be 
used to do this. The power LED illuminates when the module is powered up to 5 V, while 
the output LED remains dark when no gas is detected, indicating that the digital output pin 
is at 0 V. Before these sensors can be used, they must first be pre-​heated. When the sensor 
is activated, the output LED should light up together with the digital pin when exposed 
to the gas that needs to be detected; if not, use the potentiometer to raise the output. The 
digital pin on this sensor will either go high (5 V) or stay low (−5 V) when exposed to this 
gas at this concentration (0 V).

The analogue pin can also be utilized for the same purpose. Using a microcontroller, 
read the analogue values (0–​5 V), which will be exactly proportional to the gas concentra-
tion detected by the sensor. Experiment with these settings to see how the sensor reacts 
to various gas concentrations. Observe how the experiment goes and then develop your 
program accordingly.

For simulation purpose we use an extra pin which is known as test pin, that is not pres-
ent in actual MQ-​6 sensor. So, if we get output as 0 means, no gas detected, and if get it as 
1 means gas detected.
•	 Features:

–	 The operating voltage is +5 V
–	 LPG or butane gas can be detected with it
–	 Digital output voltage: ZERO V to FIVE V (TTL Logic)
–	 Analog output voltage: ZERO V to FIVE V
–	 Preheat duration: Twenty seconds
–	 Can be used as a Digital or analog sensor
–	 The digital pin’s sensitivity can be modified with a potentiometer.

•	 Logic toggle
The toggle flip-​flop is another type of bistable sequential logic circuit based around the 

previous clocked JK flip-​flop circuit. The toggle flip-​flop can be used as a basic digital element 
for storing one bit of information, as a divide-​by-​two divider or as a counter. Toggle flip-​flops 
have a single input and one or two complementary outputs of Q and Q which change state on 
the positive edge (rising edge) or negative edge (falling edge) of an input clock signal or pulse.

In our study, it is used to toggle the input in MQ-​6 sensor, which will be 0 if no gas is 
detected and 1 if gas is detected.

•	 Arduino UNO
The Arduuino.cc created the Arduino UNO. It’s an open-​source microcontroller board 

based on the ATmega328P. The board’s digital and analogue input/output (I/O) pins allow 
it to be interfaced with a variety of expansion boards and circuits. Using an Arduino 
Integrated Development Environment and a type B USB connector, the board may be pro-
grammed. There are 141 digital I/O pins and six analogue I/O pins on it.

The Arduino UNO is the first release of the Arduino Software, and the name is derived 
from the Italian word “uno”, which means “one”. The bootloader in the ATmega328 is pre-​
programmed, allowing fresh code to be uploaded without the necessity of an external hard-
ware programmer. The UNO board is the first of a series of USB-​based Arduino boards.

•	 LCD (LM016L)
Liquid crystal display, abbreviated as LCD, is a flat panel display which uses liquid 

crystal for its operation. Light-​emitting diode, abbreviated as LED, is commonly used in 
smartphones, computers, television, and instrument panels.

LEDs and gas plasma displays were replaced by LCDs, as it was huge reform of tech-
nology. It consumes less power than LEDs and gas plasma display as it works on the prin-
ciple of blocking light rather than emitting it. LCDs have much thinner displays compared 
to cathode ray tube technology. In a LCD, liquid crystals produce image using blacklight.
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•	 NPN Darlington transistor
Darlington is a pair NPN transistor. It functions like a normal NPN transistor, but since 

it has a Darlington pair inside, it has a good collector current rating of about 5 A and a gain 
of about 1,000. It can also withstand about 100 V across its Collector-​Emitter, and hence, 
can be used to drive heavy loads.

This transistor is known for its high current gain (hfe = 1,000) and high collector cur-
rent (IC = 5 A); hence, it is normally used to control loads with high current or in applica-
tions where high amplification is required. This transistor has a low Base-​Emitter Voltage 
of only 5 V, and hence, can be easily controlled by a logic device like microcontrollers. 
However, care has to be taken to check if the logic device can source up to 120 mA.
•	 Features:

–	 It is a Darlington Medium-​Power NPN Transistor.
–	 The high DC Current Gain is generally thousand.
–	 The continuous Collector Current is 5 A.
–	 The Collector-​Emitter Voltage is 100 V.
–	 The Collector-​Base Voltage is 100 V.
–	 The Emitter-​Base Voltage is 5 V.
–	 The Base Current is 120 mA.

•	 7805, 5 V voltage regulator
A voltage regulator (VR) is a device that keeps the output voltage constant despite 

changes in the input voltage or load conditions. VRs keep the voltages from a power source 
within a range that is compatible with the other electrical components. While VRs are 
most commonly used to convert DC to DC electricity, some may also convert AC to AC or 
AC to DC. This study will concentrate on DC/DC VRs. They provide a consistent output 
voltage for a wide range of input voltages. The 7805 IC is a well-​known regulator IC that 
is employed in a wide range of projects in our situation. The number 7805 has two mean-
ings: “78” refers to a positive VR, and “05” refers to a 5 V output. As a result, our 7805 
will produce a +5 V signal.
•	 Features:

–	 It is a Positive Voltage Regulator with a voltage of 5 V.
–	 Input voltage must be at least 7 V.
–	 The input voltage is capped at 25 V.
–	 The current required for operation is 5 mA.
–	 Thermal overload and short circuit current limiting protection are offered on the 

inside.
•	 Resistors

A resistor is a passive electrical component that introduces resistance to current flow. 
They’re present in almost all electrical networks and electronic circuits. Resistors are used 
in electronic circuits to reduce current flow, alter signal levels, divide voltages, bias active 
devices, and terminate transmission lines, among other things.

Motor controllers, power distribution systems, and generator test loads all use high-​
power resistors, which can dissipate hundreds of watts of electrical power as heat. Fixed 
resistors’ resistance varies only slightly as a function of temperature, time, or operating 
voltage. Variable resistors can be used as temperature, light, and humidity sensors, as well 
as to change circuit elements. Resistors are widespread in electronic equipment and are 
common components of electrical networks and electronic circuits. As discrete compo-
nents, practical resistors can be made up of a variety of compounds and shapes. Integrated 
circuits employ resistors as well.

Resistors are utilized in a variety of applications. Delimit electric current, voltage 
division, heat generation, matching and loading circuits, control gain, and establish time 
constants are only a few examples. They have resistance levels spanning more than nine 
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orders of magnitude and are commercially available in stores. They can be used to disperse 
kinetic energy from trains as electric brakes, or they can be small.

The resistor has various applications; therefore, the properties are varied accordingly. 
The main parameter is the value of the resistance, as its key principle is to hinder the 
flow of current. The resistance tolerance is given in percentage to define is manufacturing 
accuracy.

Temperature coefficient and long-​term stability are few parameters which affect the 
resistance and hence are specified. Temperature coefficient is determined by both resistive 
material and mechanical design, which is usually specified in high-​precision applications.

For high-​power applications, the power rating is crucial. It specifies the maximum 
power that the component can handle without causing damage. It is specified in room tem-
perature and pressure. Heat sinks are required by large power rating devices, and it also 
demands a considerable size. Maximum voltage, pulse stability, etc. also play important 
roles in design specification. In this work, two 1-​kilo-​ohm resistors are used.

5.7 � WORKING PRINCIPLE OF OUR STUDY

Figure 5.2 shows the simulation diagram of proposed detector.
An LPG gas sensor module is used to detect LPG. When a gas leak is detected, Arduino sends 

a single pulse to the DO pin, which it retains indefinitely. When Arduino receives a one pulse from 
the gas sensor, it shows the message “LPG detected” on the LCD and activates the buzzer, which 
continues to buzz until the gas detector detects no gas in the surroundings.

The LCD will display the “No LPG gas” message, if Arduino receives a LOW pulse from the 
gas detector system.

Arduino controls the entire system: reading the output of the LPG gas sensor module, sending a 
message to the LCD, and activating the buzzer. The included potentiometer can be used to alter the 
sensitivity of this sensor module.

5.8 � CODE

Figure 5.3 shows the coding part.

FIGURE 5.2  Proposed simulation circuit.
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5.9 � RESULT AND INFERENCE

When the Arduino receives a pulse from the gas sensor, it displays “LPG detected” on the LCD 
and activates the buzzer, which continues to buzz until the gas detector detects no gas in the area.

For software simulation we have used a test pin which initiates the buzzer if input is given as 1, 
when the gas is detected, and it doesn’t gives any output if the input given is 0, which means no gas 
is detected.

Hence, we infer that using an Arduino we can make a LPG leakage detector which is very effi-
cient and affordable.

5.10 � CONCLUSION

The purpose of this study is to discuss a sensor-​based automatic gas leakage detection system. It 
is a cost-​effective, less power consumption, easy and safe to use, efficient gas-​detecting device. 
Gas leakage detection will play an important role in controlling damage in both residential and 
industrial areas. It will play a significant role in controlling the pollution in the atmosphere which 
indirectly causes a hazard for human health. The designed system costs only 950 Indian rupees, 
which is easily affordable by people. According to a review of the available literature, there hasn’t 
been much progress in the field of smart gas detection systems. In the future, new functions could be 
added to the system to increase safety and comfort. Safety of customers, tenants, and employees is 
now the key responsibility of the owner and installing these kind of systems with more specification 
which ensure safety will help them grow their market.

Gas leaks cause serious mishaps, resulting in both property loss and human injuries. The main 
cause of gas leaks is poor equipment maintenance and a lack of public awareness. Inhalation of 

FIGURE 5.3  Proposed coding for the detection system.
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toxic gases causes severe long-​term diseases to human beings. Hence, detection of LPG leakage is 
important to protect both material and human lives. Hence, in this chapter, a LPG leakage detection 
system is proposed. When a leak is detected, it activates the buzzer and displays a warning on the 
LCD. This approach is both straightforward and dependable.

5.11 � FUTURE SCOPE

One such theoretical advancement that is well feasible with present technical advances in this gen-
eration is temperature displays that last for long periods of time when no message buffers are empty. 
Another intriguing and significant advancement could be to house many receiver MODEMS in 
different locations throughout the geographical area, each with its own SIM card. Another delivery 
option within the project could be a multilingual display. It is possible to add audio output to make 
it more user-​friendly.

The group of this study would like to suggest to the researchers that they continue to build this 
prototype tool in order to figure out how to combine the manipulation of the LPG tank hand wheel 
as well as something else to help with the suggested business.
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Abstract

The central idea of this chapter is to design and develop an Internet of Things (IoT)-based smart gar-
bage monitoring system for proper waste segregation and disposal. In this system, an vigilant coordina-
tion has been designed to send an alert to the attendant for instant cleaning of the wastebasket according 
to the level of garbage filling based on the bin’s capacity in terms of its height and weight as well as 
segregation based on the type of solid waste as identified by the sensors deployed in the bin. It is asso-
ciated to the community-based garbage which is generated at regular intervals based on the activities 
performed and tasks carried out. Also message should be communicated to the concern authorities for 
necessary action at the earliest to cater the needs of farmers cultivated type of commodity with avail-
able type of bins, thereby reducing the need for manual verification. This system will not only help in 
creating a cleaner environment for the common man but also help in the prevention of diseases caused 
by the accumulation of waste in public areas. Hence, this system is intended to be extensively used by 
the common man without much hassle to take the time to decide which bin to put the garbage in, to 
keep the city clean. The proposed developed system will provide a complete mechanism to process 
the waste that amounts at different locations to deliver the desired droppings based on the need. The 
solution currently focuses to implement the same using IoT models. By employing this effort will avoid 
overflowing of debris from the basin, along with managing different kinds of waste in solid/liquid 
forms, in residential as well as public areas which were earlier segregated physically with the assistance 
of man-power. There is a squeezing requirement for feasible methodologies. Steps are being taken by 
the administration, yet, at the same time, an increasingly methodical methodology is required alongside 
the use of the most recent and savvy advances at different conceivable dimensions. The segregated 
waste materials can be used as recyclable products. Some of the products such as waste paper can be 
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reused. With the help of mechanical techniques, the other waste products can be used in the formation 
of manure, thereby supporting (catalysing) the development process of farming.

6.1 � INTRODUCTION

India is a developing country. It faces many environmental problems associated with the waste 
generation and inadequate waste collection and treatment. In a developing country like India, com-
munity material surplus is one of the foremost areas of concern. The waste generated by the people 
living in a jurisdiction refers to the trash or the garbage discarded by the people. Solid waste consists 
of organic as well as inorganic waste. In a developing country like India, the increase in municipal 
solid waste is due to the urban expansion and increase in population. A piece of waste fluctu-
ates through numerous variables. Because of urban blast, the civil strong waste has expanded on a 
higher rate, and the insufficient and informal treatment of the metropolitan strong waste (MSW) 
builds the well-​being danger in the nation. The current Indian administration has a track on diverse 
work towards environmental hygiene. Indian cities namely Delhi, Kolkata Ahmedabad, Hyderabad, 
Chennai, Bangalore and Mumbai experience forceful regulatory expansion and high per capita 
waste accumulation. Basic disputes and complications must be considered like available land space 
for temporary storage of garbage till it processing whole gathering as per the economic feasible in 
terms of transport and time taken for full utilization as per the crop based on the season and so on. 
Consequently, there is need to analyse all the existing system related to smart garbage disposal sys-
tem and understand the possible applications that can come out of these systems. Different methods 
used to implement such systems will give out different results with respect to the applications of the 
system. The strategic concern in the unused managing is sometimes that the amount of waste is so 
high that in spite of availability of bins, people dump the garbage near the bins in cases when they 
are full. Even after efforts put in by the government to keep our streets clean, by installations of 
separate bins for different kinds of waste, it has been frequently seen that due to lazy and carefree 
attitude of some citizens, proper garbage disposal is not practiced.

6.2 � NEED

According to a report issued in 2017 by the renowned newspaper agency “The Times of India” 
on the basis of statements given by minister of state of Science and Technology, around 1,00,000 
metric tons of waste is generated per day in our country. Composition of waste may vary due to 
different factors such as poor living standards, climatic conditions and socio-​economic factors. Due 
to urban explosion, the municipal solid waste has increased on a higher rate and the inadequate and 
unscientific handling of the municipal solid waste increases the health hazard in the country. Daily 
scheduled intelligent phases are deployed for the collection and disposal process of garbage with 
complete optimization. Hence, this chapter mainly focuses on the study of currently developed/
under-​development solutions to this problem and introduction to a new approach in order to cover 
almost all the aspects of efficient garbage segregation and disposal by applying different concepts 
of Computing Science and Engineering.

6.3 � BACKGROUND

With the world developing and growing day by day and the living conditions of the people improv-
ing every day, the amount of garbage disposal has also increased. Garbage makes the environ-
ment unsuitable for the living beings to live in. With the ever-​growing garbage and improper 
garbage disposal system, the quality of living conditions has degraded. This may lead to prolif-
eration of numerous diseases as well. Hence, the importance of efficient waste disposal process 
(especially in our country) cannot be overemphasized. Human exercises make squander, and these 
squanders are taken care of, put away, gathered and discarded, which can present dangers to the 
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earth and to general well-​being. Quick urbanization and industrialization in India have brought 
about overemphasizing of urban foundation administrations, including civil strong waste (MSW) 
administrations. MSW incorporates family unit junk and garbage, road clearing, development and 
pulverization flotsam and jetsam, sanitation deposits, exchange and non-​unsafe mechanical debris 
and treated bio-​medicinal strong waste. City bodies are confronting significant challenges in giv-
ing sufficient administrations, for example, supply of water, power, streets, instruction and open 
sanitation, including Municipal Solid Waste Management (MSWM). In developing nations, the per 
capita age of the strong squanders in urban neighbourhoods is considerably less contrasted with the 
developed nations.

6.4 � LITERATURE SURVEY

As per the current day needs, there is huge demand and immediate attention is required for develop-
ing sustainable disruptive intelligent machines [1–​3].

Proper technology-​based system puts into use the mass property of various things for separating 
[4] (Table 6.1).

Some of the existing approaches of smart garbage disposal system have different application 
depending on the different methodologies used to implement the system [5,6].

In Sweden, “the automated vacuum waste collection system is able to collect only four types of 
waste: general waste, organic waste, recyclable paper and recyclable cardboard” [7,8].

“An Auto Recycle work of Columbia University built a prototype which allowed the waste 
material to get segregated into the respective compartment of the dustbin after identification” [9] 
(Figure 6.1).

Different implementation methods will lead to different applications and alternative Internet of 
Things (IoT) implementation methods [10].

In yet another application, the proposed system has been designed for actual programmed sep-
aration of unused at homes, thereby reducing the physical efforts. The system uses concepts of 
Machine Learning, Image Processing and IoT [11].

Table 6.2 presents the above two approaches used for the segregation of garbage.

6.5 � OBJECTIVES

This framework is to design an intelligent debris vigilant system, which is used for an appropriate 
waste segregation and disposal.

•	 We propose a smart alert by sending an alert to attendant for instant cleaning according to 
the level on the basis of the bin’s capacity in terms of its height and weight as well as segre-
gation on the basis of the type of solid waste as identified by the sensors deployed in the bin.

•	 This application is fully designed based on the prerequisite of the remote monitoring of the 
bins, thereby reducing the need of manual verification at regular intervals.

TABLE 6.1
Various Physical Separation Processes

Name Basis of Separation Method

Trommel separator Size Perforations separating small and big object

Eddy current separator Metallic, non-​metallic Electromagnetic method

Near-​infrared sensor Reflectance property Measuring reflectance value of an object within a particular range

X-​ray Density Identifies density of object to distinguish
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•	 This system will not only help in creating cleaner environment for the common man but 
also help in prevention of diseases caused by accumulation of waste in public areas.

•	 Since such smart bins are meant to be made accessible to as much area as possible, in order 
to increase waste management productivity, it’ll be fairly easily accessible to everyone 
by making sure of cost reduction of the product to the maximum. Hence, this system is 
intended to be extensively used by the common man without much hassle to take the time 
to decide which bin to put the garbage in, in order to keep the city clean.

TABLE 6.2
Segregation of Garbage Using Different Approaches

Method/Approach Category of Garbage Segregated Algorithm Used

Approach 1 Biodegradable, non-​biodegradable Convolutional neural network

Approach 2 Metal, glass, paper, plastic Convolutional neural network

FIGURE 6.1  Flowchart.
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6.6 � MOTIVATION

The following points motivated us to work on this framework:

	 1.	Generally, in Indian urban communities, the formal handling and recuperation units are 
not set up.

	 2.	Recovery and recyclable exercises are confined to little and medium.
	 3.	 Involvement of little youngsters and elderly individuals utilized for arranging and isolating 

waste.
	 4.	No defensive dress/thought for cloth pickers/foragers.
	 5.	 In Indian urban communities, monetary ramifications of recuperation and reusing has not 

been examined or considered to utilize strong waste.
	 6.	The commercial aspects are also to be considered.
	 7.	Deploying a smart waste management system in the Indian cities on a commercial scale 

would be part of helping the plan of turning cities into Smart Cities. Hence, we thought of 
making a prototype which could work as a well-​organized disposal and segregation orga-
nization in order to maintain a hygienic and clean surroundings in the modern era.

6.7 � GOALS

The goals of the work include:

•	 Providing a smart garbage disposal system for the cleaner society.
•	 Providing a system which segregates the garbage into different categories.
•	 Providing an alert system so that the concerned workers can get the alert about the place 

where the garbage has been filled.
•	 An automatic system which can predict the areas where there will be more accumulation 

of garbage based on the previous data.

6.8 � IMPLEMENTATION

Current statistics show that there is more than forty eight percentage growth in metropolitan resi-
dents in India (Figure 6.2).

•	 The main purpose of an efficient waste management is to ensure proper segregation of 
waste.

FIGURE 6.2  Statistics data on waste generation.
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•	 Deploying a smart waste management system in the Indian cities on a commercial scale 
would be part of helping the plan of turning cities into Smart Cities.

•	 After the appropriate segregation of waste products through the smart garbage system, it 
is essential to ensure that proper steps are taken to reuse or recycle the waste (Figure 6.3).

Different categories of Pyrolysis tools are shown in Table 6.3 [1].

•	 Recycling of Glass – ​the user throws cut-​glass into salvage.
•	 Recycling of Paper – ​the paper is then taken to recycling plants where it is separated into 

types and grades (Figure 6.4).

FIGURE 6.3  Waste to energy plant diagram.
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In modern age, surplus has been a problematic to surroundings, although the usage of diverse 
approaches has been put in place to solve the problem due to the exponentially increasing amounts 
of waste but the total land area being a constant [12].

TABLE 6.3
Various Pyrolysis Technologies, Their Process Conditions and Major Products
Technology Residence Time Heating Rate Temp. (°C) Products
Carbonization Hours-​days Very low 300–​500 Charcoal

Pressure Carbonization 15 minutes–​2 hours Medium 450–​550 Charcoal

Conventional Pyrolysis Hours Low 400–​600 Char, Oil, syn-​gas

5–​30 minutes Medium 700–​900 Char, syn-​gas

Vacuum Pyrolysis 2–​30 seconds Medium 350–​450 Oil

Flash/Rapid Pyrolysis 0.1–​2 seconds High 450–​650 Oil

<1 second High 650–​900 Oil, syn-​gas

<1 second Very high 1,000–​3,000 Syn-​gas

FIGURE 6.4  Segregation module in vehicle collection.
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6.9 � DESCRIPTION

The work has been designed keeping in mind the common man and his needs, and effective steps 
have been adopted in order to cut the cost along with increase in the efficiency and performance of 
our system.

•	 The main aim is to design this intelligent system for a suitable waste disposal combining 
the concepts for optimization of both garbage collection and disposal.

•	 The garbage remains placed on a platform attached to the waste bin where the segregation 
module would determine the kind of solid waste and with the help of a conveyor belt attached 
to the base of the platform, it would go through a series of smaller bins (fitted inside the main 
bin) in order to dispose it in the respective bin, i.e., metal/light weight/heavy weight.

•	 Metal sensor is used to detect metal waste first and separate it from the trash with the help 
of an induced magnet. The next step is to separate the paper waste with the help of a simple 
shaft to blow out this waste and separate it from the rest. The final step is to put the leftover 
waste in the heavy waste category.

•	 The height and weight of the waste in each separate bin are monitored using UV sensors 
and load sensors to check the percentage of bin that is full in terms of either height or 
weight uniquely for different bins.

•	 Once the bin is almost full, these sensors would send the data to a cloud server through a Wi-​Fi 
module which would in turn send an alert to the local municipal garbage collection van driver 
with the details of the bin’s location and the route (using Google Maps) to reach that location 
so that he/she can collect the waste and take it to the dumping site as soon as possible.

•	 The real-​time monitoring of these bins is also possible through the same app, which would 
be used to send alerts to the garbage van drivers.

•	 After the segregation, time series algorithm is implemented for predicting the height and 
weight of the bins for the week (Figures 6.5 and 6.6).

6.10 � RESULTS AND DISCUSSIONS

As we all know that any nation is basically depending on agriculture commodities for their liveli-
hood, besides the income generated from the said product. But, nowadays, farmers are spending 

FIGURE 6.5  Web portal-​based monitoring.
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huge amount for buying fertilizers in cultivating an agricultural product. That causes to increase the 
product cost as well as bad impact on people’s health. The main theme of the work is to develop a 
smart garbage management system for proper waste segregation and disposal that should accom-
modate the nearby farmers’ needs in agriculture at an affordable cost. In this system, an alert system 
has been designed to send an alert signal to the municipal web server for instant cleaning of dustbins 
according to the level of garbage filling on the basis of the bins capacity in terms of its height and 
weight as well as segregation on the basis of the type of solid waste as identified by the sensors 
deployed in the bin. This system will not only help in creating cleaner environment for the common 
man but also help in prevention of diseases caused by accumulation of waste in public areas. Hence, 
this system is intended to be extensively used by the common man without much hassle to take the 
time to decide which bin to put the garbage in, in order to keep the city clean. India is a developing 
country. It faces many environmental problems associated with the waste generation and inadequate 
waste collection and treatment. Deployment of smart bins, tracking of garbage pickup trucks as 
well as the sanitation workers, route optimization for trucks to nearby farming lands for disposal, 
crosschecking of garbage weight, etc. can efficiently address the challenges of enforcement and 
transparency (Figure 6.7 and Table 6.4).

The cost incurred in the entire processing and transporting the waste is economically realistic 
(Figures 6.8–​6.10).

Waste segregation suggests extrication unused into the different categories into which it might 
be classified; it can be heavy waste and light waste or wet and dry waste. Waterless waste includes 
wood and related items, metals and glass. In the entire recycling process, many technical and other 
staff may be involved to cater the needs of rural farmers, since they are putting lots of investment 

FIGURE 6.6  Engineering design.



60 IoT and Analytics in Renewable Energy Systems (Volume 2)

on fertilizers and chemicals in the processing of commodities as well as preserving the items till 
they reach the market [13].

6.11 � SUMMARY

The main objective of this major work is to monitor waste segregation and disposal in terms of eco-
nomic, technical and operational feasibility. In this alert system, the level of substantial debris on 
the basis of the bin’s capacity in terms of its height and weight as well as segregation on the basis of 
the type of solid waste as identified by the sensors are deployed in the bin implemented in an effec-
tive manner [14]. This device is developed and interconnected to the public system to send alerts. 
This system will not only help in creating cleaner environment for the common man but also help 
in prevention of diseases caused by accumulation of waste in public areas. Hence, this system is 
intended to be extensively used by the common man without much hassle to take the time to decide 
which bin to put the garbage in, in order to keep the city clean.

FIGURE 6.7  Circuit design for the proposed system.

TABLE 6.4
Analysis of Data Collected for Different Locations in Chennai City

S. No. Location Day(s) with Maximum Number of Waste Items

1 Adyar Thursday

2 Egmore Friday and Saturday

3 Kelambakkam Thursday

4 Navallur Wednesday and Thursday

5 T Nagar Thursday
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6.12 � CONCLUSION

The current systems available to manage garbage are clearly not sufficient and efficient enough 
and consume a lot of manual labour. The proposed method is used to implement different waste 
disposal and collection systems that have different applications namely segregation, collection and 

FIGURE 6.9  A graph displaying the forecasted value of height of waste bin.

FIGURE 6.8  Global Information System (GIS)-​based garbage collection.
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management which can further be implemented for better and more efficient waste collection pro-
cess, giving rise to a healthier society to live in.
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Abstract

Wildfires listed among the most devastating natural disasters, wreak havoc on both wildlife and vegeta-
tion. This endangers forest’s wealth and wipes out the entire flora and fauna regime, disrupts a region’s 
biodiversity, ecology, and environment, and causes risk to domestic crops and inhabitants over there. As 
a result, predicting wildfires in advance and prevention of these fires from propagating in order to mini-
mize the severity of the damage became an important research issue. This work describes design of an 
Internet of Things (IoT)-based system that collects data using sensor technology and applies predictive 
analysis method to predict occurrence of forest fires. Using this system, temperature and humidity data 
are gathered, evaluated, and transmitted to a cloud platform; logistic regression models are developed 
for predicting the risk in order to alert the inhabitants of the region. In case, an unplanned forest fire 
occurs, this IoT system detects and alerts the control room by specifying the location using a global 
positioning system module facilitating appropriate action by dispatching firefighters and informing 
homeowners via a manually controllable buzzer. This system also ensures a secure way to protect and 
preserve both wildlife and human beings from threatening forest fires.

7.1 � INTRODUCTION

Wildfires are dangerous and unpredictable natural calamities that can inflict significant damage on 
both land and wildlife. With the advent of climatic change around the world, the number of forest 
fires has risen to several thousands per year, resulting in damage to over a million acres of land. This 
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causes the accumulation of gases such as carbon dioxide, which can alter the oxygen level in the 
atmosphere, causing asphyxia and respiratory problems in living beings as well as property damage 
[1]. To avoid the greatest amount of damage, fires must be recognized, predicted, and controlled 
as soon as possible. The rapid advancement of aviation technology and satellite communication 
has made it possible to patrol forest areas and hilly regions using satellite imaging, radar monitor-
ing, aerial monitoring, near-​ground monitoring, and other methods to monitor forest fires [2,3]. 
However, the major drawback with these systems is that they can only identify fires on a large scale, 
i.e., after significant damage to forest regions has already occurred. They often fail to detect the fires 
immediately after they start and before propagating into a disaster.

The use of Internet of Things (IoT) and wireless sensor networks (WSNs) to implement wildlife 
monitoring systems has assumed importance in recent years as a result of its user-​friendliness, abil-
ity to record, and update data on a timely basis, which could aid in the timely prevention, detection, 
and tracking of wildfires [4]. They should be designed and distributed in such a way that they can 
cover a wider region while still providing a secure mode of communication. Due to the ambiguity 
of weather changes, it is important to modify the system by including a decision-​making model, 
such as fuzzy logic and Analytic Hierarchy Process (AHP), to assess the data and reach a conclu-
sion [5]. Machine learning techniques can be utilized to examine the spatial pattern or classify 
the occurrence of fire by gathering different datasets from wildfires around the world. Boosted 
regression tree, general linear model, support vector machine, artificial neural networks, Bayes 
network, multivariate logistic regression, and random forest are some of the techniques used by 
previous researchers in this field of study [6–​8]. This research study focuses on the development 
of an IoT-​based wildfire monitoring system that uses temperature, humidity, and flame sensors to 
monitor the environment and transmit data to a cloud database, as well as use a simple machine 
learning technique called logistic regression to predict the likelihood of a fire. The objective of this 
research is to develop economical and effective solutions based on simple techniques while ensuring 
safety through the use of sensors such as Flame Sensor, Temperature Sensor and Global Positioning 
System (GPS) Module. On detection, the system generates warnings and alerts neighboring resi-
dents via warning lights and manually controllable buzzers.

This paper is organized as follows: Section 7.1 gives an insight into the work carried out by 
previous researchers in the similar field. The proposed system and implementation are discussed in 
Section 7.2. Section 7.3 discusses the various results obtained, followed by the conclusion and future 
work in Section 7.4.

7.2 � RELATED WORK

A system to detect forest fires by incorporating Zigbee and WSNs to read the intensity of the fire 
in forest areas by collecting data using temperature sensors was designed in Ref. [9]. Additionally, 
they also included a global system for mobile communications to alert residents and control room 
and a fire dynamics simulator to avoid false alarms, and a language program. Their results proved 
the ability of the system to detect fires accurately with minimal energy consumption. Support for 
forest fire prevention in reserve areas was proposed in Ref. [10], involving the concept of IoT to 
collect local meteorological and environmental data. The data were analyzed using spatial analysis 
techniques such as geographic information system and multi-​criteria decision analysis to detect fires 
and for risk management purposes. Further, fuzzy AHP method along with Technique for Order 
Preference for Similarity to Ideal Solution was used for forest fire susceptibility zonation. Their 
system worked in the drastic conditions of Serbia and could be used in the national as well as the 
local levels to detect and coordinate emergency situations.

IoT-​based information delivery system using sensors, wireless technology, etc. was discussed 
along with cloud computing to transmit the chances of fire occurrence along with latitude and 
longitude in Ref. [11]. They used charts and graphs to alert the user and authorities using service-​
oriented architecture. An unmanned aerial vehicle (UAV) was proposed in Ref. [12], which was 
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capable of sensing and transporting data using sensors and multiple industrial IoT techniques. The 
response time to sense and transmit data was minimized using a learning-​based cooperative particle 
swarm optimization algorithm along with Markov random field strategy in order to ensure optimal 
resource allocation. From the comparison of results from the simulation experiments of other state-​
of-​the-​art methods, it is concluded that the proposed method was superior in terms of quickest 
response time to monitor forest fires.

A novel IoT-​based architecture that would consider meteorological data as well as images and 
perform a comparative study using various machine learning algorithms such as boosted decision 
trees, averaged perceptron, 2-​Class Bayes Point Machine, and Binary Neural Network model was 
proposed in Ref. [13]. The boosted decision tree model proved to be more suitable to fire predic-
tion system with the highest under area curve value of 0.78. An IoT-​based fire detection and man-
agement system were developed in Ref. [14] using a flame sensor, temperature sensor, and Node 
Microcontroller Unit (MCU) to read the real-​time values continuously and update the data on a 
database. The system was further developed by including techniques to generate notifications when-
ever the measured data crossed the assigned threshold values. An IoT-​based system using tempera-
ture, color, and smoke sensors to capture data in forest areas and compare it with images obtained 
from satellites in order to find out if the particular area is prone to fire was proposed in Ref. [15]. 
Further, UAVs are employed to load water based on the intensity of fire using distributed adaptive 
routing to put out the fire in specified locations using drones.

A three-​layer disaster management framework to predict the wild fires was proposed in Ref. 
[16]. They used various embedded sensors in order to collect the data and also location. Bayesian 
belief network and classification-​based analysis methods were adopted at the fog layer for detec-
tion purposes and intimation to control room. It was further extended to a Web Services Interface 
(WSI)-​based cloud layer in order to overcome the resource constraints of fog layer and to store 
the data more efficiently. A privacy-​preserving IoT-​based fire detector was designed in Ref. [17] 
using Raspberry Pi to capture forest scenarios using video cameras and transmit selective features 
in order to ensure privacy of data. Convolutional neural networks and Binary video descriptors 
were employed to extract features for classification respectively. Results showed that the proposed 
technique outperformed the other available techniques which used raw videos and provided a clas-
sification accuracy of 97.5%. A threefold methodology for fire safety in mountain regions was pro-
posed in Ref. [18]. They used a swarm optimization model for containment of fire, developed a 
novel machine learning, principal component regression, and heuristic-​ based ensemble model, and 
applied IoT-​based task orchestration approach to notify fire safety information to safety authorities. 
Their methodology adopted for predictive analytics of the fire turned out to be more accurate than 
other state-​of-​the-​art methods.

An early fire detection model using required sensors and Raspberry Pi to read and store the 
data in a centralized server was proposed in Ref. [19]. The data were then analyzed using a feed-​
forward neural network model for prediction purposes and alerts were generated to users within 
the proximity. An alertness-​adjustable cloud computing for monitoring of fires based on forest fire 
risk forecasting was developed in Ref. [20] that integrates the technologies of IoT, WSN, and cloud 
computing to build a hybrid network architecture, and its performance was evaluated based on the 
response time and ability to adjust the sensing behavior according to the criticality of the environ-
mental conditions. It was shown that leveraging using fog computing aids in reducing delay with 
increased accuracy throughput. The system was also proven to augment data curation and visualiza-
tion using the Chandler’s burning index scoring methodology.

7.3 � PROPOSED SYSTEM

A novel system was developed in this work for detection and prevention of wildfire. This sys-
tem comprises a flame sensor, a temperature and humidity sensor, and a GPS module along with 
a buzzer. This system also includes a machine learning model for predictive analysis. Arduino 
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open-​source prototyping software, google collab (python), and Blynk app are used for software 
simulation. The framework of the system is shown in Figure 7.1. Various sub-​systems, viz., (a) hard-
ware system, (b) software system, and (c) predictive analysis model, are explained in this section.

7.3.1 �H ardware Architecture

As seen in Figure 7.1, a flame sensor is incorporated into the system so as to detect fire. This sensor 
is designed to detect light source in the wavelength range of 750–​1,100 nm. It can detect the flame 
effectively at a distance of 100 cm. The output of this sensor is a digital signal. Similarly, a tempera-
ture and humidity sensor, DHT-​11 is used to measure and constantly monitor the temperature of the 
affected region. This uses digital signal acquisition technique, includes a resistive-​type humidity 
measuring component, and a Negative Temperature Coefficient (NTC)-​type temperature measuring 
component. The output values of this sensor are stored in Blynk and can be graphically represented 
on a continuous basis so that any abrupt increase in temperature can be detected. The output of 
these sensors is used to activate the buzzer which is used to alert the authorities. This system also 
comprises a GPS module which constantly sends latitude and longitude data that would be updated 
in Blynk. This would be helpful as in case there are multiple systems of the same type installed in 
different locations; we can figure the exact spot by using the location data.

7.3.2 �S oftware Architecture

For coding the entire system, Arduino open-​source prototyping software was used. Additionally, 
data can also be observed on a serial monitor. For predictive analysis, google collab was used to 
write and execute Python code, as it is an excellent tool for machine learning tasks. Data obtained 
from sensors is displayed on Blynk dashboard, notifications are received on Blynk app. Blynk app 
is also used to control buzzer and shows GPS data.

7.3.3 �P redictive Analysis

Predictive analysis (Machine Learning Strategy) is used for predicting the probability of occurrence 
of fire in the forest at a given time. In predictive analysis, machine learning algorithm such as logis-
tic regression is used. Temperature and Humidity data that are collected overtime from sensors are 

FIGURE 7.1  Architecture of wild fire detection and monitoring system.
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fed into this model. Figure 7.2 demonstrates that the model is a development and training process 
which is used for predicting whether there will be a fire in the forest or not at a given point of time. 
Data from Blynk cloud will be fed into the model, and the model is trained using logistic regression 
based on temperature and humidity data. Predicted values are obtained after running the entire 
algorithm and hence, probability of fire is predicted based on that.

7.4 � RESULTS AND DISCUSSION

Various results obtained during the implementation and execution of the proposed system using the 
required hardware components as well as software to display and analyze the data are discussed in 
the following subsections.

7.4.1 �H ardware System

The proposed system which is used to predict or detect wildfires is as shown in Figure 7.3. The tem-
perature and humidity of the surroundings are continuously monitored by the DHT11 sensor. The 

FIGURE 7.3  Proposed system.

FIGURE 7.2  Predictive and analytics procedure.
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surroundings are continuously monitored using the flame sensor to check for flames. The buzzer 
module, which is controlled using the Blynk dashboard, is used to alert residents in the surrounding 
regions in case a fire is detected or predicted. The GPS module is used to sense the location of the 
system and alert the control station of the exact location of the fire. Node MCU Wi-​Fi development 
module is the development board used to control this system. The buzzer is controlled from the 
dashboard and LED (flash lights) is turned on every time a fire was detected.

7.4.2 �S oftware System

The Node MCU board which controls all the sensors and modules in the system is connected to the 
internet through Wi-​Fi, thus enabling it to transfer data to the cloud. Web and Mobile dashboards 
are created where temperature and humidity data can be observed and visualized. Figure 7.4 depicts 
the creation of web dashboard, while Figure 7.5 depicts the mobile dashboard. The web dashboard 
can also be used to control the buzzer module that is used to alert residents. In case a high tempera-
ture is detected at a particular region, pop-​up notifications are sent to the registered users (control 
station). Figure 7.6 depicts the pop-​up receival of notification.

7.4.3 �P redictive Analysis

Predictive analysis is performed using logistic regression and an accuracy of 84.61% was obtained 
for the created model. Figure 7.7 shows a snippet of the table which consists of temperature and 
humidity values that are obtained from the sensor. The predictive analysis performed, helped ana-
lyze how prone a particular forest is to forest fires. Figure 7.8 shows the model accuracy obtained, 
while Figure 7.9 shows the probability of prediction of a fire using this model.

7.5 � FUTURE WORK

Future researchers can make this system more foolproof by including an automatic system of pre-
dictive analytics inside the system. In the analysis part, artificial intelligence and deep learning 

FIGURE 7.4  Web dashboard.



71IoT-Based Wildfire Detection and Monitoring System

methods can be used to automate the system. In addition to identification or prediction of forest 
fires, a novel feature can be incorporated, which helps in extinguishing the fires in the immediate 
vicinity of this system automatically. Features such as encryption can be introduced to ensure the 
safe transmission of resourceful data. In a special case, for forests that are of national importance, 
passwords and highly complicated authentication features can be used for allowing accessibility to 
only authorized personnel.

FIGURE 7.6  Pop-​up notification received.

FIGURE 7.5  Mobile dashboard.
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7.6 � CONCLUSION

This paper presents an approach for the comprehensive development of a novel system to detect and 
monitor forest fires. The temperature and humidity sensor values obtained using DHT11 sensors 
are highly precise with an accuracy of 95%–​98%. The data received are displayed on a web and 
mobile dashboard. The GPS module will detect the location of the system in case a fire is detected, 
and warning notifications will be automatically generated. Flash lights at the location of the system 
are switched in order to warn residents and travelers without disturbing the wildlife. Manually 
controlled buzzers are connected to the system so that they can be turned in case a fire is detected 
during night times as residents might not notice the flash lights. Hence, it will also help in alerting 
them so that they move to a safer place. The predictive analytics model developed using logistic 

FIGURE 7.9  Probability of fire occurring.

FIGURE 7.8  Model accuracy.

FIGURE 7.7  Snippet of table containing DHT11 sensor values.
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regression helps in predicting the probability of fire based on a sample data analyzed from forest 
fires all over the world. The accuracy obtained using logistic regression is 85%, which is greater 
than the mean reported accuracy of 79%.
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Abstract

The process of predicting rainfall is critical to humankind, with drastic climate change patterns dis-
rupting human life and agricultural output. In particular, thunderstorms and rainfall are difficult to 
handle without prior prediction, though such prediction is a challenge. Generally, machine learn-
ing (ML) algorithms are used to enhance rainfall prediction. The different types of ML algorithms 
include Auto-​Regressive Integrated Moving Average (ARIMA), Support Vector Machine, Logistic 
Regression, and Artificial Neural Networks. This work provides clear insights into existing rainfall 
prediction models and their characteristics in terms of prediction terms and algorithms, preprocessing 
techniques, regions, datasets, performance metrics, and constraints. This work offers further directions 
for extended research in this field.

8.1 � INTRODUCTION

The Indian economy is largely agriculture-​driven, and success in agriculture is only possible with 
the judicious use of rainwater, which is where accurate rainfall forecasting plays a huge part. Rain-​
related information, when received sufficiently early, helps farmers manage their crop production 
better and boosts economic growth. Rainfall forecasting helps avert floods, and prevent loss of life, 
property, and infrastructure. In addition, it helps manage water sources. The variability of rain-
fall and the quantum received makes rainfall prediction a major challenge for meteorologists. The 
weather service is provided by the Department of Meteorology in every country, and it provides 
a national and local weather forecast across the world. The statistical methods applied earlier to 
predict rainfall were not wholly accurate because there was no process in place to train the sys-
tem using historical data. In machine learning (ML), a huge amount of previous data can be used 
to train the model for accurate prediction. Consequently, ML algorithms and deep learning (DL) 
models are extensively used to predict rainfall. ML functions with a dataset(s) given to it and gradu-
ally offers better results over time. DL, on the other hand, is based on Artificial Neural Networks 
(ANNs). Despite the plethora of models that have been developed, research is critical to accurate 
prediction. Current research has seen the use of several ML algorithms applied to divergent data-
sets sourced from numerous countries. Of these, the ANNs, Random Forest (RF), Support Vector 
Machine (SVM), and Support Vector Regression (SVR) algorithms are the most widely used today 
in much of the existing work.

Section 8.2 of this chapter discusses the methodologies used for rainfall prediction. Section 8.3 
discusses appropriate state-​of-​the-​art preprocessing techniques adopted for rainfall prediction. 
Section 8.4 discusses the metrics used to evaluate the performance of existing weather prediction 
models. Section 8.5 describes the datasets employed in the previous work, while Section 8.6 dis-
cusses the advantages and disadvantages of each. Finally, Section 8.7 concludes the chapter.

8.2 � TAXONOMY OF RAINFALL PREDICTION TERMS

Numerical weather prediction models were traditionally considered for rainfall prediction. Today, 
however, researchers worldwide have developed a range of ML and DL algorithms that predict 
rainfall most effectively. In terms of rainfall prediction over time, the existing body of literature on 
the subject may be broadly classified into two categories of prediction, short-​term and long-​term.

8.2.1 �L ong-​Term Prediction System

Long-​term prediction models predict rainfall for the next 2 or 3 months, rather than for the follow-
ing day or the day after or the following week. Lazri et al. [20] estimated precipitation from the 
Meteosat Second Generation (MSG) images for rainfall prediction for about a month. Diez-​Sierra 
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et al. [21] evaluated the performance of a few statistical methods and ML models for daily rainfall 
prediction. In 2020, a study by Chen et al. [22] proposed a data fusion framework to predict rainfall 
accurately. Hossain et al. [32] proposed a prediction model that outputs Australia’s long-​term spring 
rainfall. The papers discussed above, described in detail in Figure 8.1, worked on long-​term predic-
tion systems.

8.2.2 �S hort-​Term Prediction System

Short-​term prediction system models predict rainfall for the next 1 or 2 hours rather than the next 2 
or 3 months. Maandhar et al. [16] advanced a technique that predicts rainfall about 30 minutes prior 
to the actual event. Khan et al. [17] worked on a multi-​step, daily rainfall prediction method, with 
the relevant information presented 1–​5 days in advance. In 2018, Zhang [18] propounded a system 
where regional short-​term rainfall is predicted, while Moon et  al. [19] proposed a model where 
warning signals are issued prior to extreme rainfall events. The papers discussed above, described 
in detail in Figure 8.1, worked on short-​term prediction systems.

FIGURE 8.1  Rainfall prediction terms.
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8.3 � TECHNOLOGIES ADOPTED FOR RAINFALL PREDICTION MODEL

Rainfall prediction systems are based on different technologies, ranging from ML and DL to a 
fusion of both ML and DL for maximal accuracy and minimal prediction errors. The papers dis-
cussed above are detailed in Figure 8.2 in terms of those that adopted ML algorithms, DL tech-
niques, or an ensemble model of the two, ML and DL.

8.3.1 � Machine Learning-​Based Models

8.3.1.1 � The ARIMA (Auto-​Regressive Integrated Moving Rate) Model
Karimi et al. [41] used the ARIMA model to predict monthly rainfall in the city of Urmia in Iran. 
The model, which predicts time series and handles both analysis and forecasting, comprises four 
phases. (a) In phase 1, a series of responses is identified and used to calculate the timeline and auto-
correlations using the IDENTIFY statement. (b) In phase 2, the previous estimates and specified 
variables are ascertained, following which their parameters are estimated using the ESTIMATE 
statement. In phase 3, the results of the diagnostic tests, obtained using the variables and param-
eters above, are collected. In phase 4, the time series forecasts predictable future values, using the 
ARIMA model with the FORECAST statement.

FIGURE 8.2  Methodologies in the rainfall prediction system.



79Rainfall Prediction Model Using AI Techniques

8.3.1.2 � Support Vector Machines
Manandhar et  al. [16] used a SVM to build a model that predicts rainfall with less false alarm 
rates. Lazri et al. [20] developed a model using the SVM for precipitation estimation for satellite 
data. Diez-​Sierra et al. [21] also used the SVM in their rainfall prediction model. SVM algorithms 
categorize patterns and non-​linear regressions. They help create the best boundary line that splits 
n-​dimensional spaces into classes. Further, SVMs are ideal for supervised learning because they 
generalize better than other neural network models. The solution provided by the SVM which, 
while identical to that of the others, is much more optimized. The SVM [15] chooses the extreme 
points or vectors that help form a hyperplane. The points closest to the hyperplane are termed sup-
port vectors, and the method is known as the SVM. The few researchers who used this method to 
predict rainfall obtained satisfactory results.

8.3.1.3 � Support Vector Regression
Manandhar et al. [16] proposed this model, alongside the SVM, to predict rainfall and reduce false 
alarm rates. The SVR and SVM, though very similar, show a few key differences. The SVR has an 
adjustable parameter known as ε (epsilon). The epsilon determines the breadth of the specified tube 
surrounding the anticipated function, which is called a hyperplane. The system does not penalize 
points falling under the tube because they are deemed to be accurate forecasts. Support vectors are 
positions that lie outside of the specified tube, rather than simply those at the boundary. In the final 
analysis, the “slack” variable counts the difference between points that are outside the tube and, 
accordingly, a regularization parameter is tuned. The SVR algorithm handles non-​linear situations 
as well.

8.3.1.4 � Random Forest
Lazri et al. [20] developed a multi-​classifier model that incorporates the RF to predict precipitation 
estimates for the given satellite data. RF, a supervised ML technique generally applied for classifi-
cation and regression, contains a number of decision trees. The RF model does not rely on a single 
decision tree and, instead, anticipates each tree’s eventual output. There is increased accuracy if 
there is a corresponding increase in the number of trees. Random K number of data samples are 
selected from the training dataset to build the decision trees. RF takes less training time than other 
algorithms.

8.3.2 �N eural Networks and Deep Learning-​Based Predictions Models

8.3.2.1 � Artificial Neural Network
Lazri et al. [20] developed a multi-​classifier model that uses the ANN to predict precipitation esti-
mation for the given data received from a satellite. They have adapted different techniques along 
with RF (ANN). The ANN is a computation model that replicates the human brain. It is made up 
of a large number of connected neurons [5] that function mostly side-​by-​side and are properly orga-
nized. Neural networks are classified into two, single-​layer or multilayer, depending on the number 
of layers. There is a hidden layer between the input and output layers. A single-​layer feed-​forward 
(SLFF) neural network has an input layer and an output layer that are connected with weighted 
nodes. Adding hidden layers to an SLFF neural network [31] creates a multilayer feed-​forward 
(MLFF) neural network.

8.3.2.2 � Back-​Propagation Neural Network (BPNN)
The BPNN is a single-​input, hidden, and output layer-​based MLFF neural network. The error, which 
is calculated from the difference in the predicted value of the output layer and the ground truth, may 
be reduced by the weight adjustment in each BPNN iteration. In the BPNN back-​forward process, 
the error is dispatched backward in order to adjust the weight until it reaches a minimal value or 
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zero. This involves the phases of (a) adjusting weights and nodes, (b) calculating the error, and (c) 
modifying weights.

8.3.2.3 � Layer Recurrent Network
A directed cycle is generated by the connections between units in the layer recurrent neural net-
work. Unlike typical feed-​forward neural networks, the RNN uses its internal memory to handle 
arbitrary sequences of inputs. The hidden and functional layer outputs, from previous procedures, 
are delivered into the network as part of the input to the next hidden layer operations that follow.

8.3.2.4 � Multilayer Perceptron (MLP)
Khan and Maity [17] proposed a hybrid Conv-​1D MLP model, while Zhang et al. [18] advanced an 
MLP model to lower the dataset dimension in their work. Chen et al. [22] offered a unique ML -​based 
model fusion framework to enhance satellite-​based precipitation retrievals. Emilcy Hernandez et al. 
[25] forecast the cumulative daily precipitation in Manizales city in Colombia using this technique. 
ANNs are sometimes called neural networks or MLP networks, named after the most common sort 
of neural network. A single-​neuron model, referred to as a perceptron, paved the way for larger 
neural networks. A neural network is like a branch of computing, in that it investigates how funda-
mental biological brain models may also be applied to difficult computational problems like ML 
and predictive modeling. The goal is to develop strong algorithms and data structures that represent 
complex scenarios, instead of building genuine brain models. Neural networks are powerful and 
consistently demonstrate the ability to match the representation in the training data to the output 
variable expected to be predicted.

In this sense, neural networks learn mapping. A universal approximation algorithm is needed 
for them to be able to learn a mapping function theoretically. The predictive potential of neural 
networks comes from their hierarchical or multi-​layered structure. The data structure learns to rec-
ognize features of various sizes and resolutions and combines them to build higher-​order features.

8.3.2.5 � Convolutional Neural Networks (CNNs)
Mohd Imran Khan, Rajib Maity et al. [17] and Ali Haidar et al. [23] designed a system to predict 
rainfall using the CNN. Their system is a regularized version of the MLP. A convolutional layer, 
pooling layer, and fully linked layer are the three primary layers of the CNN [26]. The CNN’s pri-
mary building component is a convolutional layer. It works in a hierarchical fashion, with each neu-
ron connected to the layers before it. CNNs are commonly employed in classification applications. 
In this case, the pooling layer reduces the representations acquired from the convolutional layer, 
and subsequent layers are often employed to transform multidimensional sizes into one dimension.

Mohd Imran Khan, Rajib Maity et al. [17] and Ali Haidar et al. [23] used CNN as a prediction 
model in their proposed method. The one-​dimensional CNN has uses in applications such as sequence 
prediction and series analysis. The CNN consists of an input layer and an output layer that are con-
nected using an arbitrary number of hidden layers. These layers are linked by an activation function for 
input and output data flow. The input layer accepts 3D (input data) signals and dispatches them to the 
hidden layer. The model’s computational engine is represented through the hidden layers. Depending 
on the requirements of the task, the CNN model may have one or more Conv1D layers, as well as a 
max-​pooling dropout. Filters capture input characteristics, while kernels determine filter peaks. The 
model can extract sequences of hidden information from the training phase using a particular input 
dimension. Further, it reduces output complexity, owing to the possibility of overtraining.

8.3.2.6 � Long Short-​Term Memory (LSTM)
Swapna et al. [24] applied the LSTM technique to train their proposed system. In data science, the 
sequence prediction problem is perhaps the most difficult of all, though a DL model like the LSTM 
helps tackle the problem successfully. This is because it has a unique ability to selectively retain 
patterns for long durations, rendering it superior to others. Multiplication and addition are used to 
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make minor changes to the data, and the information is passed via cell states by the LSTM. There 
are three dependencies, comprising the prior cell state, private concealed state, and current time 
step input. There are three gates in total: the forget gate keeps asides the information from the cell 
state, the input gate can give information to the cell state, and the output gate alters the data by add-
ing or multiplying it.

8.4 � PREPROCESSING TECHNIQUES IN RAINFALL PREDICTION SYSTEM

Few preprocessing techniques such as Principal Component Analysis (PCA) and Inverse Distance 
Weighting (IDW) have been adapted to improve the quality of rainfall prediction datasets in the 
existing systems. Based on such techniques, existing works are classified and shown in Figure 8.3.

8.4.1 � Downsampling

Downsampling reduces the number of training samples in the majority category since it helps bal-
ance target category counts. When the data gathered are deleted, key information is often lost 
[14], and this is where downsampling comes in, given that it balances the quantum of positive and 
negative labels. The downsampling approach is used to balance the amount of positive and nega-
tive labels. Manandhar et al. [16] took into account all of the examples from both the minority and 
majority scenarios, picked at random in order to have a balanced minority/majority ratio. Although 
the ratio 1:1 is commonly used, alternative ratios may be considered as well.

FIGURE 8.3  Data preprocessing techniques in the rainfall prediction systems.



82 IoT and Analytics in Renewable Energy Systems (Volume 2)

8.4.2 �P rincipal Component Analysis

In 2020, Diez-​Sierra et al. [21] used rainfall data from the Insular Council of Agua de Tenerife 
(CIATF), Tenerife’s water planning and management organization. The PCA was used to prepro-
cess the rainfall data. The statistical procedure involves converting a set of correlated variables into 
uncorrelated variables using orthogonal transformation. Exploratory data analysis and predictive 
models are major outcomes of PCA. This unsupervised statistical technique investigates depend-
ability among variables in the input dataset. A generic factor analysis of the PCA determines the 
best fitting line, using regression as the basis.

8.4.3 �I nverse Distance Weighting

Khan et al. [17] sourced data from an Indian meteorological site and applied the IDW model to 
preprocess the data. The deterministic multivariate interpolation method, IDW, uses a well-​known 
distributed collection of points. A weighted average of the values of the known points is used to 
assign values for the unknown points. Here, the estimation of the value z at location x is a weighted 
mean of the observations which are closer.

	
� ∑

∑
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w z
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i i
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n 	 (8.1)

where

	 = − β−x x .wi i 	 (8.2)

8.5 � PERFORMANCE MEASURES IN RAINFALL PREDICTION MODULES

8.5.1 �R oot Mean Square Error (RMSE)

The RMSE is calculated as the square root of the mean of the square of all mistakes. The RMSE 
error metric is a frequently used error calculation technique for numerical predictions.
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where Oi denotes the number of observations, Si denotes the projected value of the variable, and n 
is the total number of observations [12]. Because the RMSE is scale-​dependent, it should only be 
used to compare prediction errors between different models or to configure models with a single 
variable, and not across variables.

8.5.2 �N ormal Standard Error (NSE)

The NSE method is used to assess the efficacy of a suggested model. The NSE value is calculated 
by the equation:
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Khan, in his 2020 [2] paper, mentioned Yt (mm) and ′Ym (mm) as the observed and expected rainfall 
at time t (mm) and Y (mm), respectively, as the means of the predicted and observed rainfall, with n 
as the total number of data points. It is found, from Ref. [13], that the value of the NSE is between 
(−∞, 1). A score higher than 0 indicates that the model is more efficient than the said score, which 
means that the derived values of the model are as expected and in line with the average of the 
observed values. The model’s performance is poor if the NSE is less than zero.

8.5.3 �T hreat Score (TS)

The TS is a widely utilized approach to determine the prediction skill scores that are largely 
employed in China’s meteorological industry. The TS assesses prediction accuracy [3] and calcu-
lates short-​term rainfall forecast accuracy as well as prediction capabilities, according to the China 
Meteorological Administration. The TS method was used to preprocess the dataset in Refs. [18,35].

8.6 � ANALYSIS OF EXISTING WORKS

This section draws a comparison of the papers discussed above, and the findings are depicted in 
Table 8.1. The authors’ names, duration of dataset collection, techniques adopted, evaluation met-
rics and, finally, the dataset attributes considered for rainfall prediction are taken for the compari-
son. Manandhar et al. [16] proposed a method to analyze the factors that influence precipitation in 
the atmosphere. It was discovered that ground-​based meteorological aspects, seasonal and diurnal 
components, and weather variables are crucial for rainfall event prediction, and were therefore 
incorporated into the model. Of all of the characteristics that are critical to rainfall classification, 
however, the pulse wave velocity (PWV) feature achieves the highest detection rate, while factors 
like SR (solar radiation), Date of Year (DoY) (seasonal data), and Hour of Day (HoD) (diurnal data) 
help reduce false alarm rates. Khan and Maity [17] collected data from the Indian Meteorological 
Department for the period of 1941–​2005, and a multi-​step daily rainfall forecast from 1 to 5 days 
was undertaken. A hybrid Conv-​1D MLP model was employed to forecast rainfall, with Conv1D, 
max pooling, and dropout present in one or more layers. Filters capture features from the input data 
in the signal format, while kernels influence filter size. Zhang et al. [18] took MICAPS data for 
surface mapping, altitude, and ground mapping to estimate rainfall 3 hours ahead of time in several 
Chinese cities in order to enhance short-​term forecasting accuracy. Ground-​mapping data were used 
to determine the rainfall forecasting region.

Mapping data from 2015 and 2016 served as the model’s training dataset, while data from 2017 
served as its testing dataset. The PCA, which is an MLP input, was used to lower dataset dimensions. 
The MLP structure was determined using the greedy approach. The proposed unique MLP-​based 
Dynamic Regional Combined short-​term rainfall forecasting model (DRCF) solution outperformed 
existing techniques such as the ARIMA, Radial Basis Function Neural Network (RBFNN), and 
Support Vector Machine (SVM) in terms of the RSME and TS value. Moon et  al. [19] sourced 
regional meteorological data from the South Korean Automatic Weather Station (AWS). A ML -​
driven test was run in 652 South Korean locations (Moon, 2019) between 2007 and 2012 to study an 
early warning system for very short-​term rainfall. Logistic Regression (LR) was applied to determine 
the result, which has improved with time. It was observed that the longer the LR model trains the data, 
the better the accuracy with each passing day. Lazri et al. [20] designed a model to predict precipita-
tion estimates for the given satellite data. Their model incorporated several techniques, including the 
RF, Weighted k-​Nearest Neighbors, SVM, ANN, Naive Bayes (NB), and the K-​means algorithm. The 
findings were divided into six groups, depending on the six different precipitation-​level categories of 
very high, moderate, moderate to high, light to moderate, light, and no rain. In this particular case, 
the rainfall data acquired and the performance of the constructed model are superior to that of others. 
Diez-​Sierra et al. [21] used rainfall data from the CIATF, Tenerife’s water planning and management 



84 IoT and Analytics in Renewable Energy Systems (Volume 2)

organization, which comprises data for 125 gauges for an average duration of 15 years, from 1979 to 
2015. In Tenerife, Spain, the performance of a few statistical models and ML algorithms was tested 
for long-​term daily rainfall, driven by synoptic atmospheric patterns. Statistical and ML approaches 
were applied, depending on the use of conventional linear regression models and modified linear 
models. The quality of the occurring rainfall and intensity of rainfall forecasts are examined in this 
article. The primary distinguishing feature of this study, in comparison to others, is its application of 
cross-​validation utilizing the RF, SVM, and other techniques.

Chen et al. [22] provided a new data fusion system based on ML to improve precipitation based 
on satellite extraction by merging dual-​polarization readings from a ground radar network. In this 
work, a MLP model was developed by geostationary satellite infrared (IR) data and low earth 
orbit (LEO) satellite passive microwave (PMW)-​based retrievals as inputs to produce rainfall esti-
mates. Rain of exceptional quality outputs from the ground radar network served as target labels 

TABLE 8.1
Analysis of Existing Works

Paper 
Reference Methodologies Performance Metrics

[16] SVM, SVR RMSE

[17] Conv 1D-​MLP RMSE, NSE

[18] MLP RMSE, TS

[19] Logistic Regression RMSE

[20] RF, ANN, SVM, NB, weighted K-​nearest neighbor (WkNN) RMSE

[21] SVM, RF, k-​NN RMSE

[22] MLP, ARIMA NSE

[23] CNN Mean absolute error (MAE), root mean 
square error (RMSE), Nash-​Sutcliffe 
efficiency (NSE), Pearson Correlation

[24] LSTM RMSE

[25] Autoencoder network, MLP MSE, RMSE

[32] MLR, ANN, Levenberg–​Marquardt algorithm with Multilayer 
Perceptron

Pearson correlation, Statistical error

[33] Adaptive-​network-​based fuzzy inference system (ANFIS)-​
Particle Swarm Optimization (PSO), ANFIS-​ fuzzy c means 
clustering (FCM), motivation, ability, role perceptions, and 
situational factors (MARS) and M5Tree, multi-​model simple 
averaging (MM-​SA)

NSE, RMSE, Scatter Index and adjusted 
index of agreement

[34] Weather Research and Forecasting Model (WRF) Sensitivity analysis of microphysics

[35] Dislocation machine learning method based on a support vector 
machine

Threat score

[36] MLR, ANN, Levenberg–​Marquardt algorithm with Multilayer 
Perceptron

Pearson correlation, Statistical error

[37] Long Short-​Term Memory (LSTM) and Gated 23 Recurrent Unit 
(GRU), artificial neural network (ANN) models

NSE, Mean Absolute Error (MAE), 
MSE, EQ

[38] Ensemble numerical weather prediction (NWP)-​based ensemble 
prediction system (TAPEX)

CC, CE, RMSE

[39] Particle Swarm Optimization Neural Network (PSO-​NN) 
Ensemble Prediction (PNNEP) model

Prediction scores (Ps), root mean square 
errors, mean relative errors

[40] WRF, ANN, SVM, partial mutual information (PMI) NS, SMER, Mean Absolute Percentage 
Error (MAPE), Percent of Total 
Volume Error (PTVE)
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for training this MLP model. The Climate Prediction Centre morphing technology (CMORPH) 
was used to preprocess the satellite data. The findings show that the suggested data fusion archi-
tecture might be utilized to provide credible precipitation forecasts and to construct future satel-
lite retrieval methods as a backup tool. Haidar et al. [23] gathered information from five different 
sources, including climate data from the BoM (also known as the Bureau of Meteorology), the Royal 
Netherlands Meteorological Institute, Climate of the Twenty-​First Century (C20C), Earth System 
Research Laboratory (ESRL) 30, and Solar Influences Data Analysis Center (SIDC). A deep CNN 
approach was used to forecast each month’s rainfall for a specific eastern Australian region using 
several features, such as the Southern Oscillation Index, Nino 1.2, Nino 3.0, Nino 3.4, Nino 4.0, 
and Dipole Mode Index, among others. The created model was compared to a MLP model, and the 
first iteration of the Australian Community Climate and Earth System Simulator (ACCESS-​S1) was 
executed. The proposed model performed better. Future directions include improving prediction 
accuracy with the addition of new places and datasets.

Swapna et al. [24] collected data from the Hudhud cyclonic storm that struck the Andhra Pradesh 
coast to forecast the average rainfall for the following month. The LSTM technique was applied as the 
training algorithm, and their model was compared with others like it. Although the proposed model 
outperformed the rest, the results do show occasional deviations, possibly owing to delayed monsoons 
and cyclonic storm occurrences. Future research will only focus on cyclone-​based datasets, with the 
same model being used to enhance performance. Hernandez et al. [25] forecast the cumulative daily 
precipitation in Manizales city, Columbia, for the following day. The data used are from 2002 to 2013, 
and obtained from a meteorological station at Manizales. An autoencoder network technique was 
applied to preprocess the data, with the MLP for prediction. The results showed that the autoencoder 
and MLP reduce the RMSE and MSE values, compared to other algorithms. Future directions include 
improving the architecture used for heavy and light rainfall and testing assorted DL techniques.

FIGURE 8.4  Year-​ and publisher-​wise publication.
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8.6.1 �P ublication Statistics

Figure 8.4 describes the number of papers collected across different years from different publish-
ers, showing that IEEE accounts for 50% of all papers in 2020, with 40% from Elsevier. Likewise, 
around 25% of 2019 papers are from IEEE, 50% from Elsevier, and the rest from Springer. 

FIGURE 8.6  Research arenas by different countries.

FIGURE 8.5  Prediction term-​wise publications.
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Figure 8.5 depicts the number of long-​term and short-​term papers on rainfall prediction systems 
from each publisher.

One paper from IEEE is on long-​term prediction and the rest (5) are on short-​term prediction. Two 
papers and four more from Springer are on long-​term and short-​term prediction, respectively. From 
Elsevier, three papers are on long-​term and three on short-​term prediction. Figure 8.6 describes the 
number of papers worked on in different areas in different countries. The two papers from India are 
on short-​term prediction, and none on long-​term prediction. Likewise, of the total of four papers 
from China, all are on short-​term prediction, while the sole Algerian paper is on long-​term predic-
tion. Of the total of three papers from Australia, one is on short-​term and two are on long-​term 
prediction. One paper each on short-​term prediction is from South Korea, Columbia, Japan, and 
Taiwan, with none on long-​term prediction. Figure 8.7 shows that 11 papers are based on ML, nine 
on DL, and five on a fusion of both.

8.6.2 � Country-​Wise Systems

This section briefly discusses the countries in which the work above has been done. It is seen that 
much of the research has been based in China. The work in Refs. [18,35,37,39] scrutinizes rainfall 
in different Chinese areas like Fujian Province, Guanxi, and Shenzhen, to name a few.

The reason for the extensive work on rainfall in China is the plentiful availability of datasets and 
the lack of clarity in rainfall prediction. Two papers [17,24] have studied the rainfall in India, partic-
ularly in places like Akola, Amravati, Nagpur, Maharashtra, and Andhra Pradesh. In Maharashtra, 
the monsoon rainfall is so heavy that several places are flooded. Accurate and timely rainfall pre-
diction is much needed, especially when a heavy downpour is likely to occur.

Three papers [19,34,40] have dealt with the Kinu Watershed in Japan, as well as areas in Korea 
and Taiwan, respectively. Another three papers [23,32,36] have discussed rainfall prediction sys-
tems in different Australian provinces. Much research has been undertaken here, owing to the avail-
ability of public datasets and a dire need for rainfall prediction. The papers [2,21,33] have studied 
prediction systems in Algeria, Spain, and Italy, respectively. The reason for the rather small body of 

FIGURE 8.7  Methodology-​wise distribution.
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work in these countries is that much of the research was undertaken prior to 2015, and the present 
paper has considered only the latest research. There are, likewise, only two papers [22] and [25] 
from the United States and Columbia. Despite the plethora of research on this topic in the United 
States, there are very few readily available papers simply because their weather dataset is not pub-
licly accessible. Figure 8.8 depicts the research done on the world map pictorially.

8.7 � DATASETS FOR RAINFALL PREDICTION MODEL

The datasets used are classified into two types and described in Table 8.2 as (a) weather numerical 
data and (b) satellite images, i.e., GIS images.

8.7.1 � Modules with Weather Numerical Dataset

Numerical data are information that is presented in the form of numbers rather than language or a 
descriptive format. Numerical data, also known as quantitative data, is always gathered in number 
form and differs from other forms of number data in that it can be statistically and arithmeti-
cally computed. The capacity to carry out arithmetic operations with these numbers distinguishes 
numerical data from other number form data types. Manandhar et al. [16] worked on a dataset from 
the Wide-​Angle High-​Resolution Sky Imaging System (WAHRSIS), taking the temperature, rela-
tive humidity, and dew point as its attributes. In 2020, Khan [17] used a dataset from the Indian 
Meteorological Department, with the maximum air temperature, maximum relative humidity, and 
sea-​level pressure as attributes. In 2018, Zhang [18] employed surface mapping data and numeri-
cal forecasting results from the China Meteorological Administration as inputs. Figure 8.9 details 
papers that used the weather numerical dataset and the ones that used a fusion of GIS images 
and the numerical dataset. Moon et al. [19] sourced data from the AWS, South Korea, with wind, 
temperature, humidity, and precipitation as attributes. Lazri et al. [20] used the MSG geostation-
ary satellite and MSG multispectral data and chose attributes like radar data and rain gauge data. 
In 2020, Diez-​Sierra [21] took data from the 2018 CIATF and chose attributes like daily values, 

FIGURE 8.8  Existing rainfall prediction systems locations on the world map.
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sub-​daily values, average values, and information from 125 gauges. Chen et al. [22] utilized data 
from the Hudhud cyclone with the maximum temperature, minimum temperature, and wind pres-
sure as attributes. Verma et al. [23] chose a dataset from the BOM, with attributes like the average, 
median, and standard deviation of each weather attribute. Hernández et al. [25] obtained data from 
the meteorological station at Manizales, with temperature, barometric pressure, and the brightness 
of the sun as attributes. Hossain et al. [32] sourced data from the Australian Bureau of Meteorology, 
while Adnan [33] chose a dataset from the CORINE database of the Italian Geographic Military 
Institute, with hourly rainfall, runoff data, and land cover data as attributes. Lu et al. [34] utilized 
a dataset from the Japan Institute of Country-​ology and Engineering, with radar rainfall data, tem-
perature, lower-​tropospheric wind, and water vapor as attributes. Chen et al. [35] worked on data 
from the FengYun II geostationary meteorological satellite imagery and ground in situ observa-
tional data with brightness, cloud top temperature, and cloud type as attributes. Gao et  al. [37] 
took data from the Bureau of Hydrology and Water Resources in Sanming City, Fujian Province, 
with hourly flow discharge data, hourly precipitation data, and flow discharge data as attributes. In 
2017, Wu [38] used data from the Central Weather Bureau, Taiwan. Jin et al. [39] sourced a dataset 
from the Guangxi Meteorological Information Center, China, with sea surface temperature, 500 
hPa temperature, and 200 hPa geopotential height as attributes. Kisi et al. [40] obtained data from 
the Karun-​4 basin with the rain gauge, hydrometry, latitude, longitude, height, rainfall, mean tem-
perature, relative humidity, and wind speed as attributes. The papers discussed above used weather 
numerical datasets as inputs.

8.7.2 � Modules with Fusion of GIS and Weather Numerical Dataset

Satellite datasets combine a number of images to train and test various predictive scenarios. There 
are two types of satellite data available, public and private. Public datasets are freely available, 
of good quality, and have countless use cases. Commercial or private datasets provide even bet-
ter images for more uses. Image resolution is the first consideration when choosing a dataset. The 
higher the resolution, the greater the wealth of detail displayed. Manandhar et al. [16] used a fusion 
of GIS images and numerical data in their choice of data from the WAHRSIS, alongside attributes 
such as temperature, dew point, relative humidity, PWV with seasonal and diurnal variables, and 
SR. Chen et al. [22] sourced data from several Geostationary (GEO) and LEO satellites, using attri-
butes like geostationary satellite IR data and low earth orbit satellite PMW-​based retrievals. Chen 
et  al. [35] utilized data from the FengYun II geostationary meteorological satellite imagery and 
ground in situ observational data, which included both GIS images and numerical data.

8.8 � CONCLUSION

Estimating the quantum of rainfall is critical for water resource management, human survival, 
and environmental protection. Rainfall estimation, which is heavily influenced by geographical 

FIGURE 8.9  Dataset for rainfall prediction systems.
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and regional variations and quality, might lead to inaccurate or incomplete results. This study has 
provided an overview of several rainfall prediction techniques, in addition to which it has raised 
concerns that are likely to occur when a slew of rainfall forecasting methodologies are employed. 
Some of the proposed models were only capable of predicting local area forecasts, not global ones. 
Other models, when applied, turned out to be time-​consuming and in need of optimization. Some 
papers applied different algorithms for different datasets in a process that turned out to be lengthy. 
Also, certain proposed models were not fitted in extreme situations. The findings show that only a 
few papers proposed a model for India. Most of the papers worked on medium-​sized datasets rather 
than large ones. Further, they incorporated ensemble techniques with ML and DL to combine model 
diversities for better prediction.
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Abstract

Coconut harvesting needs too many skilled people and a lot of time. Nowadays, finding the right per-
son to harvest is also difficult due to the lack of skilled people who can manage everything on their 
own. Moreover, the existing models to harvest coconuts involve extensive human intervention. In this 
scenario, we propose a model that helps farmers to reduce the labor cost and also use it at their con-
venience. It is easy to use and illiterate farmers with a short training stint can effectively use it. The 
basic objective is to introduce a convenient model that enables farmers to comfortably harvest coconuts 
without much human intervention.
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9.1 � INTRODUCTION

Nowadays, harvesting coconuts has become an issue due to several risk factors and the availability 
of only unskilled labor. Skilled laborers are hardly interested in this work, and they do it only on a 
part-​time basis. This has created a lot of hardship for the farmers’ fraternity, and they have almost 
given up on harvesting coconuts. The dearth of skilled laborers is also a major issue. The current 
generation desires comfortable jobs, which do not involve much risk. In this context, we need to 
look for alternate solutions to make farmers’ lives more comfortable. This work is an effort toward 
addressing this issue.

Presently, finding the right person for harvesting coconuts is rather difficult. The farmers are 
hardly able to locate all the necessary resources including labor to harvest the coconuts. Moreover, 
this line of work does not provide any insurance coverage for the laborers and their family in case 
of mishaps. The need of the hour is to come up with an unmanned model to fulfill the needs of the 
farmer at an affordable price.

9.1.1 �B ackground

Trees have become a haven for rats, snakes, squirrels, and birds, and coconut trees are no exception. 
Coconut harvesting is laden with risks and adequate measures have to be taken to mitigate the risk 
involved. All said and done, it is a risky means of livelihood. In certain cases, the coconut trees are 
thin and tall but produce a good yield. Laborers have reservations in climbing such trees incurring 
a loss to the farmer. Also, the harvesting process is exceptionally risky during the rainy season and 
winter. During these seasons, laborers are hesitant to climb the tress. And, in case they are willing 
to climb, they charge higher wages in view of the risk involved. Loss of life also could happen due 
to loose soil.

Considering all of the above risk factors, we propose a model that is unmanned, involves less 
human intervention, is easy to use, and at the same time supplements most of the needs of the farm-
ers on a daily basis. In this process, the farmer makes a one-​time investment and with a little regular 
maintenance can use the model for a longer duration. Also, there is no training cost involved. This 
not only provides better margins to the farmer but also makes available the product at an affordable 
price to the common man. Moreover, the person who uses the model need not be literate.

GRAPH 9.1  Various income sources for rural areas.
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Primary and Secondary Needs have to be fulfilled even under the context of unemployment & 
poverty. These sector of people have not been able to benefit from the fast economic growth happen-
ing in the national economy due to various contextual differences. A major part of the population 
is engaged in the agriculture sector. They face major impediments like lack of modern technology, 
dependence on rains, lack of irrigation facilities, and unsuitability of large portions of land for 
cultivation.

9.1.2 � Motivation

A system for harvesting the palm fruit using an intelligent palm harvester involves an estimation of 
the demand for the type of fruit and the capturing of image of at least a tree and at least a param-
eter from at least an angle; an image-​processing module for detecting at least a tree with minimum 
yield in terms of the number of palm fruits and the condition of the palm fruits to be harvested; a 
calculation module for calculating the circumference throughout the length of the tree, wherein the 
diameter of the harvester is adjusted based on the calculated circumference to firmly hold on to the 
tree; and a plucking module for plucking and dropping the palm fruit on the ground based on the 
current condition of the fruit, wherein if the fruit is tender or mature, it is dropped from the top of 
the tree, and if the fruit is young, it is dropped from a safe distance.

9.1.3 �O bjectives

The objectives of this proposal are as follows:

•	 The present work relates to developing a field of fruit harvesting systems and a method 
thereof.

•	 More particularly, the proposed device relates to a field of harvesting systems that easily 
harvests palm fruits from taller trees as per the market demand with respect to the season.

9.2 � PROPOSED METHOD

These days, finding the right persons for harvesting palm fruits is becoming a difficult task. There 
is a huge demand for disruptive intelligent systems to meet the standards and sustainability [9]. 
The farmers are finding it difficult to source all the necessary resources including labor to harvest 
the palm fruits. Also, the lack of insurance coverage for the laborers and their families is a major 
impediment. Trees have become a resident place for rats, snakes, squirrels and birds. It is widely 
present in palm fruit trees. People agreeing to do the job of harvesting need to take certain risk 
to make their livelihood. Necessary care is to be taken to overcome the risk. Moreover, there are 
certain cases where the palm fruit trees are thin and tall and produce good yield. People usually do 
not prefer in climbing such tree even if it produces good yield and this results in a loss to the farmer. 
Harvesting process becomes challenging during rainy and winter seasons. During these seasons, 
the laborers would not come forward to be part of the process. If they are willing, they tend to ask 
for more wages than usual as more risk is involved. Human loss might also take place in case of 
loose soil (Figure 9.1).

9.3 � IMPLEMENTATION MODULES

	 1.	The system as requested in (1), wherein at least a parameter includes palm fruit inflo-
rescence, dry palm fruit inflorescence, palm fruit leaf, palm fruit stem, palm fruit–​type 
immature palm fruit, young palm fruit, tender palm fruit, and mature palm fruit.

	 2.	The system as demanded in (1), wherein the plucking module plucks the palm fruit from 
the tree with minimum yield and drops the palm fruit from a few meters’ height.
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	 3.	The system as appealed in (1), wherein the calculation module calculates the actual length 
of the usual log by subtracting height in meter to the first nut from the average height.

	 4.	The system as demanded in (1), wherein the processing module determines the demand for 
the marketing of a feature extraction module associated with the pre-​processing module 
for extracting a plurality of features such as color, number of palm fruits on the tree, and 
texture of the palm fruit; and a classification module associated with the feature extrac-
tion module for classifying the plurality of features into a plurality of classes, wherein the 
plurality of classes include tender, young, and mature palm fruits (Figure 9.2).

9.3.1 � Coconut Harvesting Schedule

A huge amount of fresh coconuts is required as for inclusion in essentials, diets, customary foods. 
Also, different types of raw coconuts are required for various auspicious occasions. Therefore, coco-
nut production on a large scale can make a major contribution to the Indian economy (Figure 9.3).

FIGURE 9.2  Coconut farming social workers role for better productivity.

FIGURE 9.1  Coconut farming broker roles.
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“India is one of the world’s largest producers of coconut, with a turnout of 11,706,343 tons 
(11,521,459 long tons) in 2018” [8]. But, as per Figure 9.2, we can see how middlemen make huge 
profits, thereby depriving the farmers of their rightful share (Figure 9.4).

9.4 � INTELLIGENT COCONUT HARVESTING SYSTEM WORKING MODEL

To build the model, the height of the tree is taken into consideration as shown in Figure 9.4. Besides 
this, the model should also consider the following aspects: which include

	 i.	The surface where the coconut is being dropped. The surface could be hard, sandy, muddy, 
or a place where a crop is under cultivation. Taking all these factors into consideration, the 
coconut is to be dropped in such a manner such that no damage takes place.

	 ii.	 If the coconut is being dropped in cultivated land, we need to estimate the damage that is 
being done to the crop.

FIGURE 9.3  Coconut farmer perspectives.

Type of Activity 
1st Year - Process Analysis 2nd Year - Process Synthesis 

1 - 3 m 4 - 7 m 8 - 12m 13 - 15 m 16 - 20 m 21 - 24 m 

Harvesting  

Cleaning - Preprocessing 

Collection of Data  

System Implementation   

Intelligent Training    

Model Design    

Training and Testing     

Process  Verification      

Design Validation      

GRAPH 9.2  Coconut harvesting perspective.
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	 iii.	We also need to consider the type of coconut that is being dropped. If it is a young coconut, 
utmost care is to be taken while dropping it. If is a tender coconut, it should be dropped 
accordingly. However, the process can be a bit relaxed if the coconut is matured.

9.4.1 � Classification of Ground Level before Harvesting Coconuts

The surface of the ground, type of the ground, and objects in and around the ground play an impor-
tant role in the harvesting process [6]. It might be dry land, hard land, land with rocks or big stones, 
or wet land; it could also be wet land with crop, sandy soil, or a hut nearby with related things and 
sensitive objects, and so on.

9.4.2 �T he Process

An unmanned drone is used to capture the images and send it to the system so as to detect the trees 
that have the minimum yield in terms of the number of coconuts to be harvested.

The harvesting model is used only for those trees. The harvesting model provides the basic har-
vesting procedure to cater to the needs of a farmer.

Phase-​1: The model is fitted to the trunk of the tree. It adjusts automatically based on the 
circumference of the trunk as the trunk is not uniform from bottom to top.

Phase-​2: The model on reaching the top captures the image and identifies various objects in 
the picture which include:
•	 Coconut inflorescence
•	 Dry coconut inflorescence
•	 Coconut leaf
•	 Coconut stem
•	 Coconut fruit type (s)

–	 Immature
–	 Young

FIGURE 9.4  Coconut tree from the harvesting viewpoint.
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–	 Tender
–	 Mature
–	 Damaged
–	 Unhealthy

Phase-​3: The model has to throw down dry coconut inflorescence and dry coconut stem.
Phase-​4: The goal of the model is to pluck young coconuts or tender coconuts or mature 

coconuts. If it plucks young coconuts, it has to drop it gently on to the ground. If it plucks 
tender coconuts or mature coconuts, it can be dropped directly from the top of the tree.

Phase-​5: The model on completing the task descends gently.

9.4.3 � Measure Economic Feasibility of Harvesting

The cost involved in harvesting the coconut using the model is also an important parameter, as it 
should not burden the farmer during the process (Figures 9.5–​9.9).

9.4.4 �E xisting Harvesting Methods

•	 Auto process
Here, the automated system can focus on the climbing cycle or any apparatus.

•	 Semi-​manual process
Many harvesters depend on power tiller operated ladder and such machinery.

•	 Fully manual process
This is the only conventional approach to climbing coconut trees (Figures 9.10–​9.12).

9.4.5 � Method of Harvest Task to be Automated

Climbing ( )                             {      ………………….      }
Test_Fruit_Maturity( )           {      ………………….      }
Cut_Bunch_@ StemBase( )      {      ………………….      }
Drops_Down( )      {      ………………….      }
Analyse_Ground_Type()      {      ………………….      }

FIGURE 9.5  Coconut inflorescence.
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FIGURE 9.8  Tender coconut.

FIGURE 9.7  Young coconut.

FIGURE 9.6  Immature coconut fruit.
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9.5 � ALGORITHM

Harvest Coconut
Input Unmanned Device
Output Coconuts

	 1.	The device identifies the coconut tree that has the minimum yield.
	 2.	The device is fitted to the coconut trunk manually.
	 3.	The device moves to the top on making necessary adjustments based on the thickness of 

the trunk of the tree.

FIGURE 9.10  Intelligent harvesting implementation.

FIGURE 9.9  Mature coconut fruit.
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	 4.	The device identifies the objects and classifies them into coconut inflorescence (dry/live/ 
matured coconut/tender coconut/young coconut/immature coconut), stem (dry/green).

	 5.	 If the object is a matured coconut, the device drops them directly to the ground, irrespec-
tive of the ground surface.

	 6.	 If the object is a tender coconut, the device measures the approximate distance the coconut 
has to travel and accordingly makes necessary arrangements to drop the coconut so as to 
avoid any damage or loss based on the surface of the ground (Compute_Height).

	 7.	 In the process, the machine also plucks dry coconut inflorescence and dry stems and drops 
them to the ground

FIGURE 9.12  Intelligent harvesting and marketing system.

FIGURE 9.11  Intelligent harvesting system process.
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Compute_Height: This function records the distance it travels from the spot of fixation 
to the top of the tree. This measure is used while dropping the tender coconuts to the 
ground based on the surface with necessary alignments (Figures 9.13–​9.15)

Compute circumference: This function measures the circumference of the coconut trunk, 
which is used by the device to align the wheels while moving up or down (Figure 9.16).

9.6 � PSEUDO CODE

// This function returns the height of the object
	 Height_of_the_Tree(object) return int
	 {
		  Compute the approximate aerial distance by using the 
unmanned device.

FIGURE 9.13  Intelligent system module1.

FIGURE 9.14  Intelligent system main module.
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		  return the height(h);
	 }
// This function returns the list of object identifiers based on the type 
of theimage
	 Identify_the_Object() return object_identifier
	 {
		  Capture the image
		  Classify the object in the image
		  return(object_identifier_list);
	 }
// This function returns the type of the ground surface based on the type 
of the surface
	 Test_the_Ground_Surface() return surface_type
	 {
		  Capture the image of the surface
		  Classify the surface
		  return (surface_type)
	 }
// Driver code
Train the device so as to reach the coconut trees that satisfy the 
minimum threshold

FIGURE 9.16  Intelligent harvesting and marketing system.

FIGURE 9.15  Intelligent systems Unmanned Devices (UMD).
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The device is plugged into the tree
	 t=Test_the_Ground_Surface();
	 if (t==hard_surface || t== muddy_surface)
		  load the unmanned device with the rope and the sack
	 h = Height_of_the_Tree(object);
	 d = 0 // inititalize the distance travelled by the device
	 while (d < h)
		  d = d+ steps moved by the device
	 o = Identify_the_Object();
	 if (o in [stem, green in colour])
		  pass
	 else if (o in [stem, brown in colour])
		  pluck and drop
	 else if (o in [coconut_inflorescence, o== dry])
		  pluck and drop
	 else if(o in [live, immature coconut])
		  pass
	 else if(o in [young, tender, mature])
	 {
		  t=Test_the_ground_surface()
		  if(t==loose_soil)
			   drop the object-​o
		  else
		  {
			   place the objects in a sack
			   drop the sack gently
		  }
	 }

9.7 � CONCLUSION

A viable technology can support the common man in day-​to-​day activities in an effective manner to 
improve productivity. In this context, this chapter illustrates how an intelligent system can support 
the coconut farmers while harvesting for better marketing. Means of support relates to one’s capa-
bilities, access to assets and rights, as well as opportunities for income generation as per the market 
supply and demand. In agriculture, the self-​employed are the farmers who constitute 64% of the 
total population of agricultural workers. Within the category of farmers, 86% are marginal or small 
farmers accounting for 45% of the area cultivated. Social workers can play an active role by giving 
suggestions for ensuring an increase in the awareness of the product in the rural areas, and thereby 
increase sales and growth prospects for farmers.

9.8 � FUTURE WORK

Right from the inception, conventional rain fed cultivation has been the foremost basis of revenue 
generation for deprived people in rural areas. It is supplemented by small handicraft making, live-
stock rearing, and minimal wages, leading to distress migration. This can be effectively addressed 
and resolved in future with validation and verification of real datasets if we focus and effectively 
implement corrective measures in many areas. And, this work can generate many prospects directly 
or indirectly.
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Abstract

Currently, Internet of Things (IoT) is one of the biggest trends in technology that has altered our life-
style to a great extent. Each “thing” in the IoT vision has the power of communicating to one another, 
which brings the thought of the Internet of Everything. A great number of services delivered by IoT 
can improve our lifestyle and make it more efficient, intelligent, and even reliable. With the help of 
IoT-based devices, we can design some special services and life-saving systems. In this work, we have 
demonstrated how IoT can help improve an ambulance tracking and management service for hospi-
tal administration. The system is enabled with interactive real-time location tracking on the website 
coupled with an LCD display highlighting the presence and availability of ambulances at the hospital. 
This real-time location tracking system installed in the ambulance can help the hospital authorities 
track the location and convey the necessary details accurately. The system prototype has been designed 
with NodeMCU, radio frequency identification (RFID), and Global Positioning System (GPS) receiver 
module linked to the website and ThingSpeak cloud which transmits data to the mobile app through 
Arduino.

KEYWORDS

Internet of Things; Ambulance Tracking System; Ambulance Management System; 
ThingSpeak; GPS; RFID

10.1 � INTRODUCTION

The idea of inter-​connecting basic objects like sensors and actuators and making them equipped 
with some sort of intelligence was the essence of today’s much-​talked “Internet of Things (IoT)” 
system. Despite the concept being coined in the early 1990s, the two important aspects which 
turned the idea of smart objects into reality were the adoption of IPV6 and wireless sensor net-
works (WSNs). IoT is a collective term comprising various technologies, applications, and use cases 
that have certain important strategies or trends like the implementation of Artificial Intelligence; 
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gathering of data socially, legally, and ethically; data broking; and shift from intelligent edge to 
intelligent mesh after the WSN development era. Apart from its never-​ending list of smart applica-
tions, IoT has tremendously transformed the way of implementing vehicular emergency systems. 
Intelligent transportation systems are one of the example domains of IoT that have witnessed much 
advancement, especially when vehicle-​to-​infrastructure communication and real-​time tracking sys-
tems are being used. A tracking system for vehicles, which is also known as a fleet tracking system, 
is a system used to track and manage/coordinate vehicles belonging to an enterprise/individual [1].

Nowadays, vehicle tracking is one of the most crucial applications. For instance, maps provide 
a large role in vehicle tracking and monitoring. The major difficulty in maps is that vehicle owners 
may not be able to distinguish the vehicle in a place as a result of the overlapping of vehicles, which 
adversely affects the process of tracking and monitoring/management [2]. It requires some types of 
systems to identify and detect where objects were.

Since the onset of COVID-​19 has had a catastrophic impact on the healthcare system across the 
globe, throughout the first wave and well into the second wave, finding ambulances was a herculean 
task for most of the population, and keeping a track of them was difficult for the administrators too, 
especially in the government-​administered hospitals. This situation could have been handled in a 
more organized manner only if the administrators had the facility to track their ambulances. This 
would have also helped the administrators to instruct the ambulance drivers about their next patient. 
With this motivation in mind, we have come up with this work. The system is composed of two parts 
including the hospital administrator emergency mobile application and the web application that is 
connected to the things (sensors). The hospital administrator emergency mobile application enables 
the admin to track the past and present traversed location of an ambulance by showing the time-​
stamped location of the ambulance and enables them to see the emergency routes and the location of 
the ambulance(s) anywhere with Internet connectivity. And the web application enables the admin 
in the hospital to locate the ambulance(s), and also the people in the hospital are aware of the count 
of ambulances in the hospital.

The remaining sections of the paper are organized as follows. In Section 10.2, we present the 
most related work to the ambulance tacking/emergency vehicular tracking solutions. In Section 
10.3, we give an overview of our smart IoT-​based ambulance tracking and management system 
(ATMS). In Section 10.4, we elaborate on the preliminary assessment/implementation. And finally, 
in Section 10.5, we conclude the paper and discuss some potential future work.

10.2 � RELATED WORKS

Being one of the biggest trends in technology, IoT has found its way into all domains including 
the healthcare industry. A technology like IoT can greatly support the health care industry. The 
beneficiaries include patients and doctors with devices like smart wearables, families with remote 
health tracking systems, ambulance and other emergency services and hospitals by enabling effi-
cient management and tracking systems. The authors of Ref. [3] have done a detailed survey and 
review of such state-​of-​the-​art systems. Their work is mainly focused on the role of IoT and IoT-​
enabled devices’ role in the COVID-​19 pandemic. One of the major problems faced during this time 
was shortage of ambulances and lack of proper management due to overwhelming number of cases.

A major hurdle in coordinating and managing the ambulance service was tracking its location 
and communicating to the customer. In many underground tunnels, rural and urban areas, Global 
Positioning System (GPS) signals would be blocked, resulting in ineffective positioning of the 
ambulance location. To overcome this pitfall, the authors in Ref. [4] has proposed a vehicle location 
tracking system using radio frequency identification (RFID), GPS and Global System for Mobile 
communication (GSM). RFID technology is used in areas where the GPS signals are unavailable. 
The GSM system is used for the wireless transmission of the data which is enabled with a Graphical 
User Interface (GUI).
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A similar system has been proposed in Ref. [5] for child tracking. The child module containing 
Atmega328 microcontroller, GPS and GSM modules can be installed in the ambulance, whereas 
the receiver module including a smart phone and database can be administered by the hospital or 
emergency service provide for the ambulance’s location. The system proposed in Ref. [6] uses the 
commands and sends via a GSM module to mobilize and demobilize the vehicle. The location of the 
vehicle at the time of request can be extracted in terms of latitude and longitude.

Smart Hospital Emergency System proposed in Ref. [7] is a novel approach which when imple-
mented can come a long way in providing emergency services. Here, the authors have monitored 
and tracked the health data in the smartphones and processed them securely and efficiently to 
automatically communicate with the emergency services like ambulance based on GPS and video-​
calling facility with the operator. The idea proposed in Ref. [8] is similar to this. The authors of Ref. 
[8] have interfaced various health monitoring sensors to Raspberry Pi 3 along with GPS module 
which is installed in the ambulance. Any emergency detected is communicated along with the loca-
tion of emergency to the people added in the system.

Ref. [9] has reviewed IoT-​based vehicular emergency system and vehicle tracking system. The 
emergency systems are enabled with micro-​electromechanical systems (MEMS) and GPS sensors 
which detect any accident and send the location to main server. The main server communicates the 
location to the ambulance and tracks it with the help of various modern communication and infor-
mation technologies. The communication system proposed in this work is efficient and quick which 
is fitting for a high-​risk domain such as ambulance services. The authors of Refs. [10] and [11] have 
also discussed IoT-​based tracking systems. The authors of [11] have discussed the implementation of 
RFID technology for product-​based system which can be easily implemented to track ambulances 
by the hospital or emergency service provider. Ref. [10] talks about using RFID as a wireless object 
identification technology. The tags are read, the details are sent to the infrastructure where it’s com-
pared with the database and categorize the object. This can be a good way to manage ambulances, 
especially where there are different categories of ambulance services available. Ref. [12] proposed 
an Autonomous Informative Services for Bus Route Map where GPS is used to obtain the location 
on Google Maps and RFID technology is used for identification of the bus.

The authors of Ref. [13] have proposed a vehicle monitoring system using GPS/General Packet 
Radio Services (GPRS) tracking with sensors like collision prevention sensor, door sensor and fuel 
monitoring sensor on a Raspberry Pi processor. In Ref. [14], the authors have implemented location 
tracking and emergency communication system using Raspberry Pi 3 and UMTS-​HSDPA com-
munication protocol. The system proposed detects the type of emergency, shows a list of nearby 
rescue centers on the map and also calculates the nearest one from the database. The communica-
tion system proposed in Ref. [14] can be coupled with the system proposed in Ref. [13] for a novel 
ambulance tracking system.

Apart from Ref. [9], the works done in Refs. [8,15,16] have proposed interesting communication 
systems for ambulances and emergency services. The authors of Ref. [15] have uniquely used RFID 
technology to track the location. This RFID sends the location to the Directional Antenna which 
is used to calculate the minimum distance with Received Signal Strength. The signal is sent to the 
administrator who will track the vehicle. The system proposed in Ref. [16] has two modules – ​user 
emergency: ambulance is requested, showing the location of the patient, and paramedic applica-
tion: locates the patient and appropriate hospital. Once the route is established, it is established as 
an emergency-​route for the ambulance to navigate comfortably. Ref. [17] suggests a similar system 
with GSM and GPS technologies. The shortest route to the hospital is calculated by monitoring traf-
fic and adopting route optimization technologies and the details are sent to the cloud server.

Refs. [18] and [19] also focus on GPS and GSM-​based location tracking and communication. 
The system in Ref. [18] includes an alcohol and accident detection system which can ensure that 
the driver is capable to drive. The security and anti-​theft system has been included with the help 
of RFID. The vehicle can be controlled using GSM module and all the details are translated to 
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the ThingSpeak cloud. The authors of Ref. [19] have interfaced SIM8008 and GPS module with 
Arduino to build a similar system. All the parameters obtained are sent to a web page.

Ref. [20] has taken a unique approach to track ambulances. The proposed system starts out by 
registering the ambulances as clients with all the required details. They login to the system where 
each ambulance’s location and distances can be calculated with the help of RESTful Application 
Programming Interfaces (APIs) and web services. These details are returned to the user’s system.

10.3 � PROPOSED SYSTEM

The proposed IoT-​based ATMS aims to make use of GPS to track the location of the ambulance 
with help of the Internet and make use of RFID technology to analyze the count of ambulances in 
a hospital. The past traversed locations of the ambulance, that is, the latitudinal and longitudinal 
parameters are displayed in the website and app developed. Thus, the user or the administrator of the 
hospital can track the past time-​stamped location of the ambulance, which is saved and displayed in 
the ThingSpeak cloud. As shown in Figure 10.1, the system consists of two subsystems, firstly the 
Ambulance Management system, which is installed in the hospital, and secondly, the Ambulance 
Tracking system, which is installed in the ambulance. The ambulance management system consists 
of an RFID Reader and NodeMCU for reading the RFID tags attached to the ambulance along with 
an LCD to display the count of ambulances available inside the hospital. This, in turn, makes use of 
the Internet and Arduino IDE to display the count in the website developed. The ambulance track-
ing system consists of an ESP8266 module along with a GPS sensor and RFID tag embedded in the 
ambulance. The ESP8266 module makes use of a Wi-​Fi hotspot and transmits the GPS parameters 
to the ThingSpeak cloud, website and mobile app.

FIGURE 10.1  IoT-​based ATMS block diagram.
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The key focus of the proposed system is to provide an all-​in-​one setup for the hospital admin-
istrators or emergency service providers where they cannot only track their vehicles, but also effi-
ciently and effectively plan and manage their ambulance services as shown in Figure 10.2. The user 
can access all the required information from the website or the mobile app which is connected to the 
ThingSpeak cloud. The mobile app ensures that the system can be used outside the hospital/company 
network, making it remote-​working friendly. Most of the vehicle tracking systems proposed have 
adopted GSM technology to communicate location and other details with the server/user, where the 
ATMS proposed has interfaced Arduino with ESP8266 Wi-​Fi module to communicate.

The design of the ambulance management system has been inspired by the FASTag system 
adopted by the Nationals Highways Authority of India. The RFID tag in the ambulance gets scanned 
every time it enters or leaves the hospital premises, thereby maintaining a count of the ambulances 
available for service.

10.3.1 � Flow Adopted for Designing the System

As shown in Figure 10.3, the algorithm/workflow of the Ambulance Management System is, initially 
we start with importing the required libraries; in this case, we import #include <LiquidCrystal_I2C.
h>, #include<ESP8266WiFi.h>, include<SoftwareSerial.h> and #include<Wire.h> to work with the 
LCD and NodeMCU Wi-​Fi Module and establish a connection using the same to our network 
through Wi-​Fi and for serial communication, respectively. We use NodeMCU as both microcon-
troller and Wi-​Fi module here. Secondly, we configure the Wi-​Fi with NodeMCU by proving SSID 
and Password to establish the connection and declare a client to display the count in basic HTML 
webpage code developed for the ambulance management system. As the next step, we develop a 
simple code to read the RFID tags (embedded in the ambulance) using an RFID Reader and main-
tain a count of ambulances that are inside the hospital and display the number of ambulances on the 
LCD and website developed.

As shown in Figure 10.4, the algorithm/workflow of Ambulance Tracking System follows the 
initial procedure of importing required libraries; in this case, we import #include<TinyGPS++.
h>, #include<ESP8266WiFi.h>, #include<SoftwareSerial.h> and #include<Wire.h> to work with 
the GPS Module and ESP8266 Wi-​Fi Module for establishing a connection between the GPS sen-
sor and ThingSpeak cloud through Internet (Wi-​Fi Hotspot installed in the ambulance [GPRS]).

FIGURE 10.2  ATMS architecture.
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FIGURE 10.3  Flowchart of ambulance management system.
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FIGURE 10.4  Flowchart of ambulance tracking system.
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Secondly, we connect the GPS sensor to the NodeMCU which acts as both controller and Wi-​Fi 
module. The next step is to configure the Wi-​Fi with ESP8266 by proving SSID and Password 
to establish the connection and declare a client object to display the sensor readings in the basic 
HTML webpage developed for the ambulance tracking system, where hospital administration can 
view the current latitude, longitude, date and time from the GPS sensor inside the ambulance. The 
next step we perform after connecting the GPS sensor and displaying the network status is to check 
if the GPS is activated. If the GPS module is activated, it checks if the location so obtained using it 
is Valid, and if the client is still connected, the response is sent to the ThingSpeak cloud API where 
the data read from the GPS sensor in the form of latitude and longitude gets recorded in the cloud 
and this, in turn, can be connected to the app developed using MIT App inventor to remotely moni-
tor the traversed locations by the ambulance. If any of the below steps like GPS activation, Wi-​Fi 
Client Connection establishment and Valid location criteria is violated, the system stops and does 
not respond or send any data to the cloud.

10.4 � RESULT AND DISCUSSION

A custom IoT device was devised to test and deploy the idea on real hardware environment.
As shown in Figure 10.5, the Ambulance Management System (AMS) was tested with LCD 

display, NodeMCU and EM18 RFID Reader module. This setup can be arranged inside the hospital 
and the RFID tags can be placed near the number plate of all the ambulances. As soon as the RFID 
tag is detected, the count of the ambulance is displayed in the LCD screen as shown in Figure 10.5.

As shown in Figure 10.6, the Ambulance Tracking System (ATS) was tested with Arduino and 
GPS module. This setup can be placed inside the ambulances. As soon as the GPS module is pow-
ered through the microcontroller, the current location is transmitted to the website developed with 
all the key parameters like latitude, longitude, date and time as shown in Figure 10.8. Figure 10.7 is 
the website developed to redirect the web to Figures 10.8 and 10.9, respectively.

As shown in Figure 10.9, the ThingSpeak cloud displays the location obtained from the GPS sen-
sor along with its time-​stamp shown in graphical format for better visualization of the ambulance 
location. Figure 10.10 is the UI developed for App users to visualize the ambulance location from 
the mobile app which in turn is linked to the ThingSpeak cloud database.

FIGURE 10.5  Ambulance management system.
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10.5 � CONCLUSION AND FUTURE SCOPE

In conclusion, the ATMS setup so developed was very reliable in counting the number of ambu-
lances inside the hospital using the RFID tags and thus helps to avoid confusion if any. It also dis-
plays the count on the LCD which is very comfortable for everyone to check and act accordingly. 
In the ambulance tracking system hardware setup, the latitude and longitude obtained from the 
GPS sensor module are very accurate; hence, this setup is a reliable location tracking system for an 
emergency service like ambulance, fire services, etc.

The ThingSpeak cloud helps us visualize the past traversed locations of the ambulance which 
can be very useful for the hospital administration to monitor and keep notes. The app developed 

FIGURE 10.7  Website to monitor and track the ambulances.

FIGURE 10.6  Ambulance tracking system.
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using MIT App builder can be helpful for the other workers in the hospital to inform the availability 
of ambulances during an emergency.

This work can be extended by implementing complex and responsive HTML, CSS and JavaScript 
code in the webpage development part and integrating that with ThingSpeak API and App devel-
oped for interactive, dynamic and colorful visualization remotely.

We can also integrate Google Maps just like the recent delivery/fleet tracking system provide, 
to the webpage developed for ease of visualizing the live location of ambulances. This system can 
be implemented in all the emergency services like hospitals, fire stations, etc. especially during 
the pandemic as it can help communication and work simple, easier and remote. This can provide 

FIGURE 10.9  GPS location on the ThingSpeak cloud.

FIGURE 10.8  GPS location on website.
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a sense of ease for the people as well as the administration to receive and send off ambulances at 
right time, respectively.

This work can also be integrated with the existing Hospital Management System database with a 
good front-​end-​responsive website. The present system can be integrated with all the ambulances in 
the hospital, and hence, we can calculate the shortest distance between the nearest ambulance and 
the hospital to quickly send a message or notify people who require ambulance service just like how 
food and grocery companies implement shortest distance algorithms for finding the least cost past 
in delivering their goods and services.
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Abstract

Robots are turning out to be the future with the advancement and growth in the automation sector. It 
has the potential to play a major role in the forecoming generations. In the recent times, there have 
been many innovations in the robotics field along with the Internet of Things with special focus on the 
industrial Internet of Things (IIoT). This work discusses a robot car that can be controlled with the help 
of an android application remotely to direct the car’s movements to capture vital information such as 
temperature, humidity, and gas concentration values. These robots are targeted to be deployed in the 
nuclear power plants sector to reduce the vulnerability of a human venturing into dangerous locations. 
Other alternative applications of these robots encompass war zone areas, spying tools, transportation, 
and agriculture. The system uses the 802.11 wireless protocol standard (Wi-Fi) in addition to sensors 
like gas sensor, temperature, and humidity sensor. The robot car uses NodeMCU as the microcontroller 
board to obtain and process the sensor information. ThingSpeak and Google Firebase are used to send 
the data to the cloud for further analysis. Node-RED software is used to provide user-friendly Grpahical 
User Interface (GUI).
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11.1 � INTRODUCTION

Industrial Internet of Things (IIoT) is the application of IoT principles to industrial plants. It also 
involves monitoring various parameters to enable more efficient, safer, and reliable environment 
for humans. It is predicted to have enormous impact in the near future. The largest industrial and 
technology firms are investing in billions for an efficient IIoT platform. Data management also 
plays a crucial role in deriving conclusive results from the large real-​time generated data. Smart 
Robot car using latest IoT technology is helpful in environments where it is dangerous for the 
humans to venture. We are building an IoT-​based robot car using ESP8266 NodeMCU Module, 
DHT11 sensor, and gas sensor. This work is controlled by humans using applications and cloud 
platforms. Data from the different sensors are sent to cloud where it is processed to keep track 
of the environmental conditions. This system consists of motor driver which drives the motor 
depending on the input given by the user. The sensor data will be sent to the cloud server in 
defined interval of time so that it can be monitored from anywhere in the world. IIoT is a rising 
technology, especially in the context of nuclear power plants. Dangerous accidents can occur 
through a failing in the cooling system within the nuclear core. It is very difficult and dangerous 
for a human being to venture in such restricted sections of the plant due to the threat of harmful 
radiation exposure.

Therefore, keeping these factors in mind, a robot car can be used effectively with prime emphasis 
on nuclear power plant settings. This robot car can be used to maneuver (using voice commands) 
into restricted sections of the factory to record critical information like the temperature, humidity, 
and concentration of gases to enable better control and decision-​making. Predictive analytics using 
Machine Learning algorithms can be incorporated in future to help the nuclear power plant control 
center to take proactive decision in case of an anomaly or threat, thereby saving human lives.

11.2 � BACKGROUND

11.2.1 �L iterature Survey

Primary investigation in order to understand the existing systems is carried out under this section.
In Ref. [1], the authors have presented the idea of a low-​cost autonomous car. This device is con-

trolled by the use of voice commands, and the system is implemented using NodeMCU ESP8266 
microcontroller board, Adafruit, and IFTTT. The design is a low-​cost solution that helps to increase 
the productivity in varied different application areas. The primary objective of their work is to help 
reduce resource wastage.

The authors in Ref. [2] propose a robot car that uses an application for android users in remote 
mode and is connected to the security system. This is controlled by Raspberry Pi 3. Wireless cam-
era, motion detector, GPS, and gun are the other constituent elements. This system design can be 
very beneficial in the field of spying-​based pertinence, especially in battle zones areas, as it facili-
tates an easy visualization of war field from the inputs of the wireless camera.

The work in Ref. [3] discusses an IoT-​based self-​driving car featuring highest and complete auto-
mation. There are three major components involved in this setup that consists of the input system 
including camera and ultrasonic sensor, processing unit such as Raspberry Pi, and RC car control 
unit. The authors discussed the developed system to be one of the most cost-​effective autonomous 
car models to provide better unrestrictive transport system. Instantaneous (immediate) readings 
can be accessed using OpenCV by ensuring the driver safety as a result of drunk drivers, leading 
to lower road accidents.
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The authors in Ref. [4] introduced a working model for the self-​driving robotic car carrying 
Raspberry Pi 3 as the working unit and scans for the surrounding Wi-​Fi networks to hack into one 
of the sources to perform penetration testing. The proposed pen tester on wheels can help in dealing 
with the multitudinous hazards that are belonging to the fraudulents of wireless network.

The work in Ref. [5] uses Arduino as the microcontroller board for their military application-​
based robot car. Other components include the Bluetooth, NodeMCU ESP8266, DC motors, and 
camera module. Similar to Ref. [2], it has been utilized for surveillance purpose.

In the survey paper [6], the authors identify solid state-​of-​the-​art robotic applications, important 
research challenges, and existing technological tools. Many methodologies have been discussed 
under varied real-​life scenario-​based applications in addition to effective investigation of the major 
causes for the IoT-​aided robotics applications. Comprehensive study on the literature survey in the 
prime concept that involved the research fields provides a meticulous overview of the past work. 
Identifications of research challenges to facilitate in the development of novel solutions have also 
been included.

The work in Ref. [7] proposes an autonomous vehicle with object detection features using Yolo 
model. They describe how the live camera input given to the Raspberry Pi board is uploaded to the 
cloud platform and can be utilized to perform Convolutional Neural Network (CNN). The authors 
choose Yolo model due to its speed and performance, as it outperforms other algorithms. The sys-
tem design has the potential to provide good results during real-​time scenarios for object detection 
and is proposed keeping in mind the applications for an autonomous car.

In Ref. [8], an application which is website-​based for the purpose of the mobile robot using plat-
form of IoT is proposed by the authors. This developed mobile robot is interfaced with the mobile 
robot application with the help of microcontroller and NodeMCU board. The authors describe how 
it can be used to control the robot via the mobile app from anywhere to monitor air quality and 
position.

The authors in Ref. [9] developed a robot using Raspberry Pi and Google speech reorganization 
engine for the management of covering a guess estimate distance. An ultrasonic sensor has been 
used in addition to python speech recognition module configuring 119 languages. The developed 
system effectively processes speed and performs offline speech recognition.

In Ref. [10], the idea and implementation of an IoT robot for a restaurant has been proposed. 
The key objective to utilize the system is the waiter robot in this application. The system consists 
of Arduino nano, Radio Frequency Identification (RFID), and Infrared (IR) sensor to develop the 
low-​cost waiter robot. It avoids obstacles and follows the line. The system can be controlled using 
multiple users and it has the capability to detect the target table by using the RFID technology.

In Ref. [11], the authors discuss about the health care worker treating a COVID patient as a robot. 
It aims to give food, water, and medicine, record different readings from patients, and use Bluetooth 
client-​side app via an android phone to send data. In addition to this, server-​side python code is used 
to receive data from phone.

The work in Ref. [12] discusses a mobile/portable/moving surveillance camera using the 
Raspberry Pi unit and webcam. It is used to capture images in the dark areas by utilizing Secure 
Shell (SSH) protocol for sending the captured images. It performs real-​time surveillance with 
video using internet and can be used for critical surveillance application purposes. Reference [13] 
is directed and designed for the domestic areas in isolated supervision using the unit Raspberry Pi 
through ESP8266 Wi-​Fi module, passive infrared (PIR) sensor. The authors retrieve the audio and 
video as the necessary data from the surroundings. Their work utilizes the web of things concept.

In Ref. [14], there is a robot that is accessed in both manual and automated mode. Blynk appli-
cation is used to control the movements from anywhere in and around the robot’s surroundings. 
NodeMCU, solar panel, GSM, and IP camera is used to build the mobile (wireless) dusk perception 
using a camera with real-​time streaming for audio and video transmission. The proposed idea will 
ultimately help reduce the number of lost lives in the battle field and can also be used during natural 
calamities.
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The authors in Ref. [15] have developed a Wi-​Fi-​controlled electric vehicle. It provides GPS 
coordinates for the position of the vehicle by exhibiting the necessary pictures and also the real-​
time streaming of video. Their work also complies with the parameters like acceleration, brake, and 
steering, and displays current value on the display monitor.

The work in Ref. [16] discusses the working of a vehicle where its movement is controlled by a 
smartphone using the Bluetooth module. The motor driver helps to calculate different speeds and 
time of the car. The difference in speed and duration is created due to lower voltage consumption. 
This process takes about 13 m to send the data and pair.

In Ref. [17], the authors have developed an Android-​controlled temperature sensing RoboCar. 
AirDroid app enables to connect the device to PC through a Wi-​Fi controller of wireless network. It 
can be used to view the location of the car. Similarly, in Ref. [18], a remote-​controlled robotic rover 
maneuvered using a Wi-​Fi network is developed. It utilizes Arduino Uno connected with ESP8266 
Wi-​Fi module as the central controlling board.

In Ref. [19], a cost-​effective remote-​control car is proposed utilizing Arduino and Bluetooth 
module. The controls of the vehicle are done using a BotApp.

Extending the application of Ref. [10], in Ref. [20], the authors propose a vehicle controlled by 
smartphone using the Wi-​Fi module. When the vehicle detects an obstacle, a message would be 
notified or transferred to the smartphone and the robot performs pick and place operation using 
the robotic arm. Different detectors are used to descry explosion, and buzzer rings with discov-
ery of explosion. A live surveillance is handed, which monitors every movement of the vehicle. 
Similarly, in Ref. [21], the authors propose a vehicle controlled by smartphone using Bluetooth 
module where the main objective is to detect obstacles using sensors and hardware components such 
as the Bluetooth module, PIR sensor, ultrasonic sensor, and buzzers. Software component includes 
the development and usage of a mobile application.

11.2.2 �P roblem Statement

The IoT-​based robot is implemented to tone down the movement of transfer of materials or can be 
used to spy in the war zones. Generally, the transfer process of accoutrements takes place by using 
the human strength, and if this process is taking place in repeated mode, it can beget bruises among 
the drivers. Employing this robot, the driver is not necessary to this fraudulent, thus increasing the 
efficiency of the work and preventing injuries. Human beings can make mistakes. In the world of 
industries, they will not able to take any kind of wrongdoings, as all the miscalculation leads to 
expensive ones, be in terms of interval (duration), currency, and commodity. Therefore, if no effort 
is put into updating or optimizing the resources, there will be the situation of spending more money 
for commensurate process. IoT is presumably a result to reduce costs and help loss of resource; this 
design can be a strong way to attack these kinds of situations.

11.2.3 �S cope of the Work

On the progress of the technology, these days, there exists the evolvement of the electronics depart-
ment or field of work. This ultimately impacted many human beings. This is then extended for mili-
tary or army applications where manual supervision is a challenging task. By merging these with 
the security aspect, especially in the cyber side, it leads to better conservation in the investments 
in the near future. Developing a Smart Wireless Sensor in addition to the discussed techniques can 
aid a farmer in terms of agricultural applications essential in routine life, thereby increasing his/
her profits. Replacement of human soldiers with smart robots for the purpose of national security 
can also pave the way for a smart defense sector. To make the robot automated and self-​defensive, 
it can be implemented with a laser gun. With the help of IP camera, the laser gun will be able to 
identify the enemy and shoot by utilizing manual or automatic mode. It will be a better option for 
the surveillance robot to protect the nation from the enemy, as it has the possibility of saving a lot 
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of human lives. This security robot can be used with an additional Artificial Intelligence system 
that would allow it to fete the world around it and be suitable to descry the interferers and warn the 
mortal driver. It can also be used in restaurants to give away the orders that is taken and also in other 
places where transferring occurs.

11.3 � DESIGN AND IMPLEMENTATION OF THE SYSTEM

11.3.1 �B lock Diagram Analysis

Figure 11.1 represents the presupposed design of IoT robot car where the essential elements are 
mentioned. The main microcontroller block used is NodeMCU ESP8266. The usage of 9 V Battery 
is for driving the motors. DHT11 sensor is used for measuring the temperature and humidity value 
of that particular area. MQ2 gas sensor determines the air quality of that area, and this reading is 
read through the serial monitor and further sent to ThingSpeak cloud. Motor driver is used to drive 
the four motors in all the possible eight directions. The software ThingSpeak software platform 
assists in monitoring the real-​time readings of the DHT11 and MQ2 sensor. In addition to this, 
Node-​RED platform is used to develop an interactive dashboard to view the real-​time values sent to 
the cloud by connecting it to the Google Firebase platform.

11.3.2 � Architecture Analysis

The architecture of the IoT robot car in Figure 11.2 represents underlying structure of the proposed 
model with its associated interdependencies. Laptop, mobile or tablet is used to operate the car in 
addition to monitoring and analyzing the real-​time values received from the sensors. This analysis 
is done through the internet network. The result of this analysis is processed by software tools like 
ThingSpeak, Node-​RED, and Google Firebase. From the Internet network, the data are sent through 
the gateway and the data are analyzed by the operator performing/controlling the implementation.

FIGURE 11.1  Block diagram for the suggested system design constituting the various design components.
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11.3.3 � Algorithm

The descriptive steps involved in developing the proposed system are as follows:

•	 Step 1: Configure the pins such as data pin of DHT11 to D2 pin (27th pin), A0 from gas 
sensor to the A0 pin of NodeMCU, Relay pin to the D0 pin (30th pin), motor to 9 V pin 
that is the 11th pin.

•	 Step 2: Give the connections to the negative end of the motor to the other end of the relay 
and also the VDD pin of the DHT11 to the relay which is of 12 V.

•	 Step 3: After connection of the DC motors with the L298N relay module and DHT11, MQ-​
2 gas sensor with the NodeMCU board verifies the successful working of the components 
by compiling the module code using Arduino IDE.

•	 Step 4: Attach the car wheels, make the wire connections robust by soldering, and decrease 
the scope for loose connection failure.

•	 Step 5: Once the hardware configuration setup is over, code the Arduino IDE program to 
transfer the live sensor values to ThingSpeak account. Create a new ThingSpeak channel 
and use the private channel application programming interface (API) key.

•	 Step 6: Similarly, program the Firebase code to send the real-​time sensor values to 
Firebase’s real-​time database which is then connected to Node-​RED using Firebase In 
nodes.

•	 Step 7: Finally, observe the results and derive meaningful inferences.

FIGURE  11.2  System Design Architecture of Smart Robot car highlighting the essential constituting 
components.
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11.4 � SOFTWARE IMPLEMENTATION

11.4.1 � Arduino Implementation

In Arduino IDE, our code for the proposed model is developed and implemented. The NodeMCU 
ESP8266 board is connected to the laptop via a USB cable. On successful connection, the port 
description and board details are specified in the Arduino IDE. The codes for the DHT11 tempera-
ture and humidity and MQ2 gas sensors are loaded onto the NodeMCU ESP8266 board after the 
successful installation of necessary software libraries in the Arduino IDE. Figure 11.3 illustrates the 
Arduino IDE interface as an example.

11.4.2 �T hingSpeak Implementation

ThingSpeak is an IoT analytics platform service that helps to create instant visualizations of the 
DHT11 (temperature and humidity sensor) and MQ2 gas sensor readings. The analysis can be done 
readily and instantly. This makes the proposed solution scalable and interoperable. The use of stan-
dard APIs ensure interoperability across a variety of different systems and cloud hosting assures that 
the proposed solution is scalable, making it sustainable and ideal for future use. The ThingSpeak 
cloud dashboard is illustrated in Figure 11.4.

FIGURE 11.3  Arduino IDE interface with the code for the proposed system.
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11.4.3 �G oogle Firebase and Node-​RED Implementation

Node-​RED is the browser-​based programming tool where a certain range of nodes are deployed to 
interconnect physical assets to the cloud data. In this work, it helps to create a workflow as shown in 
Figure 11.5 in correspondence to the proposed hardware setup to obtain the real-​time values from 
the Google Firebase. These values are then observed using the debug monitor and UI dashboard 
enabling the user with an easy-​to-​use Grpahical User Interface (GUI).

This is the platform developed by Google for web mobile applications. The Firebase project 
overview page is shown in Figure 11.6.

11.4.4 � Android Implementation

For the sake of complying the movement of the robot car, Android application is used. This applica-
tion helps to maneuver the direction as well as the speed of the car’s movement. The user interface 
(UI) of the car is given in Figure 11.7.

11.5 � HARDWARE IMPLEMENTATION

The design constitutes several hardware components such as NodeMCU board, DHT11 humidity 
and temperature sensor, MQ-​2 gas sensor, 12 V battery, and L298N motor driver module. These 
components will work in unison to comply the robot car mode of motion applying the voice com-
mands into restricted sections of the factory to record essential sensor value readings. These 
recorded values would then be transmitted to the ThingSpeak cloud for easy monitoring from 
across the globe.

FIGURE 11.4  ThingSpeak cloud dashboard for instant monitoring and visualization.
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	 A.	NodeMCU ESP8266
NodeMCU is a free source Lua-​based firmware and development board especially for 

IoT-​based applications. It includes firmware that runs on the ESP8266 Wi-​Fi System on 
Chip (SoC) from Espressif System and the hardware which is based on the ESP-​12 module.

FIGURE 11.6  Google Firebase project overview window.

FIGURE  11.5  Node-​RED workflow consisting of Firebase On, Gauge, Debug, and Humid-​tree node to 
obtain and display real-​time sensor values.
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As this board plays one of the major roles on retrieving and transmitting sensor data, a 
detailed understanding of its pin description, configuration, and system specifications are 
discussed in Table 11.1, Figure 11.8, and Table 11.2, respectively.

The pin description for the NodeMCU ESP8266 is described in Table 11.1.
The pin configuration for the NodeMCU ESP8266 is shown in Figure 11.8.
NodeMCU ESP8266 specifications and features are mentioned in Table 11.2.

TABLE 11.1
Overview of NodeMCU ESP8266 Pin Configuration Details

Pin Category Name Description

Power Micro-​USB, 3.3 V,  
GND, Vin

Micro-​USB: NodeMCU can be powered through the USB port
3.3 V: Regulated 3.3 V can be supplied to this pin to power the board
GND: Ground pins
Vin: External Power Supply

Control Pins EN, RST The pin and the button reset the microcontroller

Analog Pin A0 Used to measure analog voltage in the range of 0–​3.3 V

GPIO Pins GPIO1 to GPIO16 NodeMCU has 16 general purpose input–​output pins on its board

SPI Pins SD1, CMD, SD0, CLK NodeMCU has four pins available for SPI communication

UART Pins TXD0, RXD0, TXD2, 
RXD2

NodeMCU has two UART interfaces, UART0 (RXD0 & TXD0) and UART1 
(RXD1 & TXD1). UART1 is used to upload the firmware/program

I2C Pins NodeMCU has I2C functionality support but due to the internal functionality 
of these pins, you have to find which pin is I2C

FIGURE 11.7  Android application for the robot car movement control.
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	 B.	DHT11 temperature and humidity sensor
DHT11 sensor is a basic, ultra-​low-​cost, digital temperature and humidity monitoring 

sensor having a calibrated digital signal output as shown in Figure 11.9. It uses a capacitive 
humidity sensor and a thermistor to measure the environmental air and outputs a digital sig-
nal on the data pin (no analog input pins requirement). This connects to a high-​performance 
8-​bit microcontroller, thereby providing the uses of providing best-​quality, fast response and 
anti-​interference ability at an affordable cost. The sensor ensures high reliability and excel-
lent long-​term stability. This sensor comes along with a 4.7 or 10 K resistor.

	 C.	 MQ-​2 gas sensor
MQ-​2-​Robust Metal Oxide Semiconductor is the type of gas sensor otherwise called 

as chemiresistors as shown in Figure 11.10. It has the potential to sense the concentrations 
in the atmosphere. The main working principle is based upon the difference in resistance 
for the perceiving commodity where the gas is conferred around the environment comes 
in contact with the material. It not only provides a binary indication of the presence of 
combustible gases but also an analog representation of the concentration in air using a 
simple voltage-​divider network. This analog output voltage changes are proportional to 
the concentration of the smoke/gas. It has the capacity to detect the concentrations of the 
above-​mentioned gases anywhere from 200 to 10,000 ppm and it works on 5 V DC.

	 D.	Motor driver
The L298N motor driver module consists of an L298 Motor Driver IC, 78M05 Voltage 

Regulator, resistors, capacitor, power LED, and 5 V jumper in an IC. Figure 11.11 shows 

FIGURE 11.8  NodeMCU ESP8266 to retrieve and transmit sensor data.
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TABLE 11.2
NodeMCU ESP8266 Microcontroller Specification Details

S. No Specification

1. Microcontroller: Tensilica 32-​bit RISC CPU Xtensa LX106

2. Operating Voltage: 3.3 V

3. Input Voltage: 7–​12 V

4. Digital I/O Pins (DIO): 16

5. Analog Input Pins (ADC): 1

6. UARTs: 1

7. SPIs: 1

8. I2Cs: 1

10. Flash Memory: 4 MB

11. SRAM: 64 KB

12. Clock Speed: 80 MHz

13. USB-​TTL based on CP2102 is included onboard, Enabling Plug n Play PCB Antenna

14. Small-​sized module to fit smartly inside your IoT projects

FIGURE 11.9  DHT11 temperature and humidity sensor image to measure the environmental air for tem-
perature and humidity.
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FIGURE 11.11  L298N motor driver module to control the robot car’s DC motors.

FIGURE 11.10  MQ-​2 gas sensor to measure the gas concentration in the atmosphere.
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a dual-​channel H-​Bridge motor driver capable of driving a pair of DC motors, i.e., it can 
individually drive up to two motors.

11.5.1 � Mechanism

•	 Two techniques, namely Pulse Width Modulation (PWM) and H-​Bridge concepts play an 
important role to control its speed and rotation direction.

•	 The speed of a DC motor can be complied by varying its voltage that is given as the input 
using PWM concept where the mean value of voltage that is given as the input is restricted 
by transmitting a sequence of on and off pulses.

•	 In order to control the rotation direction of the DC motor, a H-​Bridge technique can be 
used. It contains four switches with the motor at the center forming an H-​like arrangement.

11.6 � RESULTS AND DISCUSSION

On finalizing the most optimal software and hardware choices, the final integration stage is per-
formed. In this phase, the chosen hardware components were tested module-​wise and their respec-
tive codes were developed. This was done to ensure that the robot car developed is robust enough 
to withstand the nuclear power plant settings in terms of connectivity and individual specifications. 
After integrating all the hardware components with the main NodeMCU ESP8266 microcontroller 
board, the cloud linkage aspect of the work was investigated. Internet connectivity, latency, and 
overall system performance parameters are decided to be optimal. The final system prototype for 
the robot car after the complete integration and development phases is shown in Figure 11.12.

FIGURE 11.12  Final hardware setup of the developed robot car prototype.
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The variations in temperature, humidity, heat, and air quality monitoring are observed in real-​
time using the ThingSpeak cloud platform. In Figure 11.13, the temperature fluctuations over a span 
of 15 minutes are observed. As the car ventures to different locations in its surroundings, the fluctu-
ations of the temperature values are noticed. The values range based on AC and non-​AC conditions.

Similar observations are observed in Fahrenheit scale as shown in Figure 11.14.
In Figure 11.15, the humidity fluctuations over a span of 15 minutes are observed. The values 

range from as high as 50% to as low as 41%.
In Figure. 11.16, the air quality condition (in ppm) over a span of 15 minutes is observed. The 

values range from as high as 120 ppm to as low as 55 ppm.
The Node-​RED UI Dashboard’s illustrative output for humidity is shown in Figure 11.17, and 

that for gas and temperature sensor is shown in Figures 11.18 and 11.19, respectively.
Similarly, the UI dashboard from the Node-​RED software makes the device features much more 

easily accessible by the user, thereby making it user-​friendly. Real-​time monitoring of these param-
eters from the control center can help in detecting anomalies in its initial phase, thereby promoting 
immediate action in case of an emergency.

Hence, the proposed system can prove to be extremely useful for the IIoT sector, as it acts as the 
stepping stone in saving human lives working within dangerous nuclear power plant settings. As 
this novel design uses two NodeMCU ESP8266 boards to achieve the objective of vehicle movement 
and sensor data retrieval separately, it turns out be an ideal low-​latency solution. The design pro-
motes scalability due to real-​time cloud monitoring and control facility. The use of standard APIs 

FIGURE 11.14  ThingSpeak real-​time values obtained from the DHT11 sensor of the robot car for tempera-
ture in Fahrenheit.

FIGURE 11.13  ThingSpeak real-​time values obtained from the DHT11 sensor of the robot car for tempera-
ture in Celsius.
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of the ThingSpeak, Firebase, Node-​RED, and Arduino IDE software makes the solution interoper-
able across different kinds of devices. Also, as NodeMCU ESP8266 microcontroller board has the 
feature of adjustable clock frequency within the range of 80–​160 MHz, the power consumption of 
the complete system can be controlled effectively, i.e., can be used for low-​power requirement con-
ditions. The developed IoT robot car design has the potential to be deployed across various different 
dangerous settings for the purpose of recording critical information.

FIGURE 11.17  Node-​RED UI Dashboard humidity sensor widget.

FIGURE 11.16  ThingSpeak real-​time values obtained from the DHT11 sensor of the robot car for air quality 
in ppm.

FIGURE 11.15  ThingSpeak real-​time values obtained from the DHT11 sensor of the robot car for humidity 
percentage.
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11.7 � CONCLUSION AND FUTURE ENHANCEMENT

In this work, prototype of an IoT-​based robot car has been proposed. IIoT is one of the most evolv-
ing fields in the present times due to the onset of Industry 4.0. The pandemic has revolutionized 
the perception of technology, especially in the domain of manufacturing and industrial processes. 
The novel design proposed aims to reduce the involvement of manpower in dangerous sections of a 
nuclear power plant by facilitating the control center to record critical information such as tempera-
ture, humidity, and air quality index in real-​time from any part of the globe. The robot car performs 
very swift execution of commands taking less processing time due to the usage of an efficient 
NodeMCU ESP8266 microcontroller having strong onboard processing capabilities. The system is 
tested under different environmental conditions with satisfactory result of accuracy. This robot car 
can find its application in various different sectors such as agriculture, medical assistance systems, 
real-​time surveillance purposes, and space exploration applications, to name a few. The design can 
be extended to have computer vision technology to improve the decision-​making process by visual-
izing the environmental changes even more accurately.

To improve the efficiency and effectiveness of the system, camera-​enabled surveillance can be 
provided. Also, reinforcement learning-​based algorithms can be used to train the robot car to per-
form routine tasks effectively by taking adaptive decisions. NodeMCU ESP8266 boards can be 

FIGURE 11.19  Node-​RED UI Dashboard temperature sensor gauge widget.

FIGURE 11.18  Node-​RED UI Dashboard gas sensor gauge widget.
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replaced with Field Programmable Gate Arrays (FPGAs) to provide critical data analysis capabili-
ties with improved hardware acceleration for time-​sensitive applications.
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Abstract

Transformer health monitoring is a very important and crucial aspect when it comes to transformers, 
as it is a major static electro-mechanical device in micro and smart grids, so constant monitoring is of 
paramount importance. Recent innovations in fields like Internet of Things (IoT), machine learning 
and artificial intelligence have made the process of monitoring, analysing and protecting transformers 
more efficient and effective. This has further helped in increasing the lifespan of transformers and made 
the process of monitoring easier as well as in reducing the errors. These technologies have also made 
remote monitoring of transformers possible as well. In this chapter, various methods of transformer 
health monitoring systems along with advanced new-age technologies like IoT and machine learning 
are reviewed.
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12.1 � INTRODUCTION

Sensors like temperature sensor, potential sensor and current sensors are used to monitor real-​time 
parameters like temperature, current and potential, and thus quick actions could be taken to avoid 
any issue. The key aspect of technology used here is the Global System for Mobile communication 
(GSM)-​based system for data transmission which facilitates a better network for data transmission 
with robust features [1]. The Internet of Things (IoT)-​based monitoring system which monitors 
the parameters like current, voltage, temperature and load ability with the help of various sen-
sors are used for maintaining transformer health. If any of these parameters are above threshold 
value, then that information is sent through ESP8266 (Wi-​Fi) module under HTTP protocol to 
an IP address that shows real-​time data chart form in any web-​connected device. The system is 
also designed in such a way that it could correct some of these abnormalities [2]. IoT helps us to 
facilitate transformer health monitoring. Parameters like temperature, oil level, and vibration are 
detected through sensors, and this data is transferred to the control where it checks if any of the 
threshold values are crossed and if so then a message is sent to the concerned body [3–​5]. Sensors 
are used to measure voltage, current (overvoltage, undervoltage, overcurrent), and other equipment 
parameters. This information is delivered to the microcontroller, which checks the parameters 
before sending it to the IoT web server using Adafruit software, ensuring that the operator has the 
correct information [6–​8].

12.2 � TRANSFORMER HEALTH INDEX DEVELOPMENT AND THRESHOLD 
VALUES SETTING WITH THE HELP OF MACHINE LEARNING

Defining proper parameters for transformer health is very important when it comes to transformer 
health. To have greater insight on analytics of transformer health monitoring, we use tools like con-
ditional anomaly detection, correlation, evidence combination, diagnostics, health index estimation 
and prognostics modules. These tools are used on the data gathered by the sensor and help in early 
detection of malfunction [3]. Neural networks have been found to be very effective in developing 
the health index of transformers. A feed-​forward artificial neural network (ANN) is used to find 
health indexes, where parameters like acidity, water content, hydrogen content, break down volt-
age, methane content, ethylene content, acetylene content, loss factor, furans content, and total 
solids in oil for each transformers are used to develop the neural network [4,5]. Correlation analysis 
is used to find the parameters which influence a transformer’s health and the factors which come 
out are dissolved gas analysis (DGA), dielectric loss, breakdown voltage, acid value, micro-​water 
content, furfural content, etc. Using a mix of qualitative analysis and the analytic hierarchy process 
approach to determine the weight of the index, an index system is created, and a health status evalu-
ation model for the power transformer is created [6]. Transformer health is regularly monitored 
using an IoT-​based edge computing technique. They gathered buzzing sound data from both normal 
and damaged transformers, and then used a windowing approach to split the buzzing sound into 
2-​second segments. To extract features from these sounds, Mel frequency cepstral coefficients are 
employed, and a dataset is formed. Then we train this dataset using the Support Vector Machine 
(SVM) classifier, and through this, we are able to judge at what values the transformer is healthy 
and in those it is at fault [7,8].

12.3 � IoT-​BASED TRANSFORMER MONITORING

IoT provides a solution that can help identify internal transformer errors. Sensors are used to detect 
the malfunction of the transformer, which transmits a certain signal frequency to report abnormali-
ties occurring [9]. A data logger is used to monitor the life of the transformer on loading by regularly 
checking some of the key parameters that reflect the performance of the transformer. The param-
eters which are monitored include voltage on load condition, working transformation temperature, 
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transmission into the transformer, the amount of the oil present in the tank and the sensation of 
burning in the event of a heavy load on the transformer. All these data are sent to the website 
through sensors where they could be monitored. We use hardware like an Arduino Microcontroller, 
a DHT11 sensor, Voltage Sensor, ESP8266 Wi-​Fi Module, Accelerometer and Ultrasonic Sensor 
for this purpose [10]. Temperature, humidity and rate of loading are all monitored, and a self-​
protection mechanism for the transformer is created and implemented. If the transformer is not 
serviced quickly, it will separate low-​importance load and keep the high-​importance loads; if the 
transformer is unable to feed the high-​importance loads, it will separate all loads and remain in 
no-​load mode, where the transformer monitors its parameters on its own and automatically returns 
the loads to service if all parameters return to normal [11]. The importance of real-​time monitoring 
for fault detection cannot be overstated. For this reason, we monitor criterion such as transformer’s 
current and voltage, the oil temperature and the oil level of transformer on a regular basis, as well as 
whether there is any spark, flame or smoke, and send the appropriate alarm message [12]. We col-
lect a lot of data with IoT, since we use edge computing and an agent-​based system design. Without 
relying on the cloud, autonomous choices can be performed at the edge with locally accessible data, 
assisting in the management of transformer health [13]. Parameters like temperature, current and oil 
level are collected with the help of IoT technologies. Then this data is sent to the internet via TCP/IP 
protocol, and if any parameter is higher than the threshold value, then an alert is sent which could 
be seen on an android application [14]. For the proper functioning of transformers, some common 
checks need to be placed to extend its operating time. Some diagnostic checks on a regular basis 
using IoT sensors facilitate remote monitoring and proper functioning of transformers [15,16]. We 
monitor the transformer by taking into account several characteristics such as voltage, temperature, 
current and oil level using various sensors and a microprocessor. Operational data with a unique 
transformer status is received using IoT server, and this data is stored on a computer server with the 
help of a specific web address [17]. Detecting hazardous conditions such as cracks which are the 
most important parameters of current leakage in the substations and gas leaks based on data source 
file errors from isolated source, and we use this to create an IoT gateway. It contains a NODE-​MCU, 
a red node server and a mosquito server that acts as an intermediary between the NODE-​MCU and 
the red node server and ThingSpeak IoT platform [18]. ThingSpeak IoT platform is used for data 
processing so that the monitored value can be displayed on a regular or periodic basis. SPSS soft-
ware package is used to statistically update this analysed result [19].

We use IoT to send real-​time data from a transformer to a data centre where the engineer can 
track the performance and operating life of the transformer. An engineer is needed locally only in 
case of an emergency; However, the system notifies the engineer using the GSM module via SMS 
for any restrictions. In addition, automation is introduced into the transformer cooling machine, 
where the cooler operating capacity is controlled by a microcontroller-​supported response system, 
thus reducing human dependence to a great extent. The results from the experiments and simula-
tions performed are analysed to predict the performance of automatic IoT-​based transformers and 
are compared with the existing model, and real barriers to the same performance are discussed [20]. 
Real-​time monitoring using IoT on the distribution transformer where measurements on parameters 
like oil level, load current, line voltage and temperature are done along with implementation of 
MQTT protocol on their IoT divide for optimized high latency in the system [21]. In building a pro-
totype of an IoT system used for monitoring Power Transformers at Nuclear Power Plants, sensors 
like ultrasonic sensor and gas detecting sensor are used in the prototype to detect the parameters, 
and these parameters are then displayed on a remote screen. A prototype has been suggested for 
the real life construction [22]. An IoT-​based apparatus for Health Monitoring of the distribution 
transformer is developed. A prototype is built in which measurements of different parameters using 
sensors and GSM module are used to communicate the information using which details are shifted 
to the monitoring mobile phone [23]. An IoT-​based apparatus to monitor the basic parameters of 
prototype is made. The method of IoT communication used is LoRa technology for wireless com-
munication. But the flaw with this apparatus is that LoRa has very restricted range. Therefore, 
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wireless communication over very large distances is not possible. However, a matter of more 
research is required. Colour sensors and ultrasonic sensors that are used are readily available ones. 
They have created their own voltage sensing unit [24]. An apparatus is made to monitor a distribu-
tion transformer using Bluetooth technology for wireless communication. Prototyping is done on 
step-​down transformers. Measurement of oil level, temperature and voltage values has been moni-
tored to observe any abnormal readings [25–​27]. Executing wired apparatus using Arduino Mega 
is deployed to check different parameters and disconnect the transformer with supply if the values 
tend to cross the threshold. ThingSpeak is used to display the data [28,29]. Using different sensors 
which can be directly placed on transformers and then using the data from them enable applying 
anti-​theft measures to protect the transformer from any misuse. IoT has been used as an application. 
The GSM module has been used for wireless communication [30–​32].

A microcontroller based on relay can be utilized to provide the optimum protection for the trans-
former. The flow sensor, fans, temperature sensor, relay and buzzer are all connected to the protec-
tive microcontroller (ESP-​32). Real-​time data can be supplied to the cloud, and the transformer’s 
protection can be monitored by analysing the data in an online mode [33]. To observe and record 
properties of a transformer such as temperature, current, oil level, vibration and humidity, embed-
ded systems or GSM/GPRS methods are developed. The transformer site has remote devices that 
work with an 8-​channel analogue-​to-​digital converter. This system sends an alert message if some-
thing unusual happens and or reading exceeds the predefined limits [34].

A relay controls the fan that cools the transformer in the transformer cooling system. Sometimes, 
transformer temperature fluctuates, causing the air fan to frequently on and off, leading to mal-
functioning of the fan. So by using GSM technology we can operate the fan by using IoT remotely 
[35–​37]. It interacts with air due to leakage in oil tanks, creating an oxidation reaction in the trans-
former oil. The oil comes in the form of iron, copper and various metal alloys. The nature of the oil 
provided by the transformer will vary as a result of the aforementioned circumstance. As a result, 
the IoT-​based system checks the explosion’s vision, clarity and temperature before deciding whether 
to use the oil or clean and train a person under stress via IoT or GSM [38]. Substation monitoring 
and control in real time is a critical issue that is typically handled manually or with the help of an 
expensive Programmable Logic Controller (PLC) and Supervisory Control and Data Acquisition 
(SCADA) system. Now using IoT has become so much easier and cheap, and also reduces the risk 
of fault as human intervention will also get reduced [39]. Individual gadgets will be encouraged to 
use the internet for data sharing through machine-​to-​machine connectivity. The IoT procedure uses 
information sent to the microcontroller to evaluate parameter limitations before sending it to the IoT 
server via IoT modules [40].

The IoT has grown in popularity in recent years. Thanks to the IoT, it can communicate with system 
devices and use device data for controlling, monitoring and protecting it. Develop an online power 
consumption monitoring system for loads from a distribution transformer using the IoT. The sensors 
are pre-​processed to meet the controller’s analogue input needs. The controller processes the param-
eters based on the integrated algorithm. The output of the controller is then sent to the IoT server, 
where it is analysed with the help of a user-​friendly Graphical User Interface (GUI) and graphs [41].

The IoT-​based monitoring system combines a worldwide system of mobile communication 
modems with node microcontroller units, sensors and transformers that are processed and recorded 
in the cloud. Run a simple checkup to check the abnormalities in the system. If found any, a message 
is sent to the selected mobile at the same time and required action is taken automatically. Basically, 
the main focus is to reduce human interference and lower the cost and increase the efficiency as far 
as possible [42].

Transformer health index development and threshold values setting are done with the help of 
machine learning. Various transformer parameters like voltage imbalances, current volume, trans-
former oil levels, temperature and vibration are recorded for monitoring real-​time error in the trans-
former. Based on these parameters, the fail state and working state are predicted using the ANN 
algorithm [16–​18]. Two exciting ways of predicting volume have been found. In both processes, the 
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unique usage pattern has been defined using a parametric scale; neural network and backward vec-
tor support are being used to determine the total amount of the day-​use that is being redistributed 
according to the day pattern and find the final loading pattern [19].

General Packet Radio Services (GPRS) location technology-​based monitoring is used, where the 
threshold conditions are set and if any of the parameters cross any of these values, the system gener-
ates a signal. Distribution transformer parameters like oil temperature, current, etc. are monitored. 
Database Management System (DBMS) algorithms are used to sort this data [26]. The requirements 
of smartening of the distribution transformer are very important for its proper functioning. Usage 
of statistical data about different types of failures is one thing that is found to be useful, as well as 
finding threshold values. Incorporating new-​age technologies facilitate this process [27]. Different 
faults that can occur in a transformer are studied along with their causes. Statistical data about the 
probability of occurring of each fault and the possible reasons behind it are researched. A fuzzy 
network approach is used to recognize the fault [29]. A statistical approach is used to calculate the 
degradation of transformer by calculating the secondary output of the transformer and using the 
data in a logistic regression model which is specially designed for this scenario. On this basis, a 
smart meter is derived, which can be installed on the transformer and can record data and help in 
proper monitoring of the transformer [31]. Fuzzy logic is applicable on the data collected from the 
sensor. Sensors used are common, i.e., oil level sensor and temperature sensor, and then, on the basis 
of the output from the fuzzy logic, prediction is made on the health of the transformer [32].

An ensemble machine learning method and an IoT-​based monitoring system are used to detect 
faults. There are two pieces to the IoT system: a data-​measuring subsystem and a data reception 
subsystem. Transformer vibration signals are measured and sent to a remote server. The EML is 
made up of deep belief networks and layered denoising autoencoders with distinct activation func-
tions in relevance vector machines. This method has the advantages of being low-​power, incredibly 
trustworthy and long-​distance transmission [36]. By monitoring and checking physical and chemi-
cal changes in the environment, this technology checks not only the electrical parameters, but also 
the functional and defect state of the transformers. Different classifiers such as Bayesian networks, 
multilayer perceptron and random forest were used to classify the operation voltages versus ambient 
data in order to build a connection between the collected ambient data and transformer operating 
voltages [37].

12.4 � CONCLUSION

Monitoring of transformer is one of the key aspects while managing micro and smart grids, and 
therefore, sensing correct parameters is very important. The methods of IoT-​based monitoring of 
transformer mentioned here in the paper helps to know the real-​time condition of a transformer. 
Analysis of threshold values which can be achieved using machine learning is an advanced approach 
of monitoring and detection of faults. Further, with the techniques mentioned, a real-​time monitor-
ing system can be built.
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13 Design of Earthquake Alarm
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Abstract

It is estimated that there are 500,000 detectable earthquakes in the world annually. 100,000 of these 
are often felt, and 100 of them cause damage. Around ten thousand deaths are reported annually due 
to earthquakes. The common impacts of earthquake are damage to the buildings, fires, damage to 
transport facilities, landslides, liquefaction, and tsunami. In older days, the methods used to detect 
earthquakes included studying animal behavior like fishes in ponds gets agitated, snakes come to the 
surface, etc. but there was no such a perfect way tt o detect an earthquake. Saving the lives and reduc-
ing the damage are the key. Here, we present a piezoelectric sensor-based Early Warning Earthquake 
Alarm; it detects the SESMIC vibrations and sends the signal to the alarm system to avoid the above-
mentioned damages.

13.1 � INTRODUCTION

Earthquakes cause great dangers to human lives. Earthquakes are caused due to abrupt release of 
energy in Earth’s crust, which produces seismic waves.

This work’s objective is to make an earthquake alarm that can sense the seismic vibrations and 
thereby provide a preparatory time for the people.

13.1.1 � Motivation

Around 10,000 deaths are reported annually due to earthquakes. The common impacts of earth-
quake are damage to the buildings, fires, damage to transport facilities, landslides, liquefaction, and 
tsunami. Our motive is to reduce the loss as much as possible and save people’s lives.
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13.2 � DESCRIPTION

•	 In our circuit, seismic sensor is used to detect vibrations.
•	 Due to its height and sensitivity, vibrations induced by motion of animals and other objects 

might trigger the system to detect vibrations and thereby classify it as an earthquake. This 
is a major drawback of the alarm system.

•	 This apparent drawback could be utilized as an extended feature of the system by using 
it as a security measure which detects undesirable individuals or animals within private 
property.

•	 The structure of the circuit comprises readily available electronic parts which lead to a 
simpler circuit design that is accessible to even an electronics novice.

•	 To detect pressure variation-​induced vibrations, a common piezo sensor is used.
•	 The piezo element performs like a minuscule capacitor powered by just a few nanofarads 

of capacitance (Figure 13.1).

13.3 � COMPONENTS INFORMATION

13.3.1 � Piezoelectric Sensor

Piezoelectric element is made up of lead zirconate crystals, these crystals can store current immedi-
ately, and will also release current when the crystals orientation will be disturbed through mechani-
cal vibrations (Figure 13.2).

13.3.2 �IC  555

In this work, the IC 555 timer is in its monostable mode. In this mode when the voltage on the 
capacitor will be equal to two-​third of the supply voltage, the output pulse ends (Figure 13.3).

13.3.3 �T ransistor (BC547)

The BC547 transistor is an NPN transistor. BC547 is generally used for current amplification, quick 
switching, and pulse-​width modulation. When power is applied to the base of the transistor, it will 

FIGURE 13.1  Earthquake alarm circuit diagram.
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flow from the collector to the emitter. A small current of the base terminal of the transistor controls 
the large current of emitter and base terminals (Figure 13.4).

13.4 � WORKING PRINCIPLE

•	 The piezoelectric sensor converts seismic vibrations from the earth into electric signal.
•	 The electric signal generated by sensor is given to the transistor BC547 which is used as 

an amplifier.
•	 Transistor amplifies this signal and triggers the timer IC555. Here, IC555 is used in mono-

stable mode.
•	 In normal condition, its output is low. So, the buzzer which is connected to the output 

remains off.
•	 When it gets trigger pulse, its output goes high and the buzzer turns on.
•	 After sometime, its output again goes low and the buzzer turns off.

13.5 � RESULTS

The pictures of our earthquake alarm are shown in Figure 13.5, when the piezo element detects the 
seismic vibrations, the loud sound will be produced, thus alerting the nearby people. This is a low-​cost 

FIGURE 13.3  IC555.

FIGURE 13.2  Piezoelectric element.
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FIGURE 13.5  Hardware setup of earthquake alarm: (a) View 1, (b) View 2, and (c) View 3

FIGURE 13.4  Transistor (BC547).
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alarm and made with simple electronic parts, so it can be used in remote villages and can prevent lot of 
loss of life. The earthquake alarm is sensitive to vibrations; therefore, it detects the earthquake earlier 
and alerts people and gives people ample time to evacuate the area along with their livestock and their 
precious belongings, which help them in surviving the after-​effects of the earthquake.

13.6 � FUTURE SCOPE

We can further improvise this activity to help citizen of the city by adding a GSM module (sim card) 
which will send alert SMS to everyone whenever the alarm detects chances of earthquake.

Also, we are planning to use Artificial Intelligence to increase the accuracy of the device by 
eliminating inaccurate alerts caused by the animal and vehicle movement.

13.7 � CONCLUSION

Around 60,089 earthquakes are large enough to be noticed without use of instruments that occur 
annually over the entire earth. Out of these 50,000 plus earthquakes, 100 have the potential to cause 
substantial damage if their centers lie near the areas of settlements. Large-​scale earthquake occurs 
about once a year. Till now, they are responsible for many deaths and huge damage to the properties. 
To help prevent all this damage we have created an earthquake alarm.

Alarm activation works well and the cost and area required for the alarm are greatly reduced 
because this is a small tool. The structure of the circuit comprises readily available electronic parts 
which lead to a simpler circuit design which is accessible to even an electronics novice. It works 
like a normal alarm that produces a loud noise when the earthquake sensor receives a vibration. It 
is very sensitive and can get vibrated due to the movement of animals or other objects. A standard 
piezo sensor is used to detect vibrations due to pressure differences. The piezo element behaves like 
a small capacitor with a capacitance of just a few nanofarads. The alarm must be kept at a distant 
and isolated place due to its sensitive sensor. This alarm helps in detecting earthquakes and alerting 
people and giving them enough time to evacuate the area, thereby preventing the loss of lives. This 
alarm is developed keeping in mind the rural areas where usually most of the deaths occur due to 
lack of knowledge and money to afford huge technologies. This alarm occupies very less space, and 
it is low cost, so every village can afford this alarm comfortably and place this alarm in an isolated 
place in the center of their village so that more people will be alerted and many deaths can be pre-
vented. During earthquakes, the government spends a lot of money to spread knowledge about the 
earthquake. This money can be saved utilized for a different purpose if every village has their own 
low-​cost earthquake alarm.
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Abstract

Energy markets are likely to be impacted in several key ways soon. Energy prices are expected to 
rise in the short and long term, as per the energy information administration’s yearly energy outlook 
2011 report. The rising consumption of emerging economies like China as well as India is one factor 
driving up prices. In all likelihood, rising global demand will result in higher energy prices. Increased 
prices, which result in lower consumption, are likely to slow economic growth. In all likelihood, a 
higher domestic supply would result in increased energy use. Aside from these factors, climate change 
is projected to have a considerable impact on energy usage as well as production. In the United States, 
there is much doubt about the possibility and substance of climate change legislation. Comprehensive 
climate change legislation might have a big impact on how much energy the country uses. Climate 
change will have a considerable impact on energy demand, independent of the consequences of climate 
change legislation. The average temperature in the United States is predicted to rise as a result of cli-
mate change. Temperature changes have an impact on the heating and cooling requirements of build-
ings. This move gives scientists a starting point for assessing the influence of climate change on energy 
demand. Climate change has resulted in a net increase in energy consumption in the Western region due 
to major energy requirements for building heating and cooling. Because the number of cooling degree 
days has risen faster than the number of heating degree days, this is the case. The energy required to 
generate the additional power rises in tandem with the primary energy necessary to cool buildings.
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14.1 � INTRODUCTION

The goal of this research is to assess energy markets at the state level in the Western United States. 
The estimation of behavioural parameters is possible with a properly described supply and demand 
system. Previous elasticity estimates may be out of date due to the overall trend of continuing 
advances in the energy efficiency of the US economy. Based on the findings, the state-​​​specific 
expected elasticities will provide for even more precise estimates of behaviour in response to state 
energy policy. Negative externalities, supply, and other challenges will be addressed as a result 
of this. Energy strategies are also being developed by regions and governments. The Regional 
Greenhouse Initiative in the Northeast is one example, as is the multiplicity of state-​​​level renew-
able portfolio standards (RPS). State-​​​specific elasticity estimations will account for the differences 
in the economies of Western states. Hamilton has done a substantial study on the macroeconomic 
effects of energy price shocks. Consumers’ first changes to spending pattern is the most important 
process through which energy price affects economic performance. Due to the relative inelastic-
ity of energy demand’s price elasticity, policymakers should be aware that imposing taxes or other 
price adjustments will almost certainly affect the consumption of other commodities. Whereas the 
research focuses on total energy use, the findings can be applied to standard economic research 
in the Western United States. Price rises, according to Metcalf (2008) [1], are effective state-​​​level 
catalysts for increased energy efficiency. Studies by Keppler et al. (2006) [2] back up Metcalf’s con-
clusions about the relevance of pricing in technological progress. According to Hamilton’s research, 
increased costs will cause technological advancements, which will put downward pressure on eco-
nomic development. Income fluctuations have a greater impact on energy usage than changes in 
other demand components, according to the findings presented in this chapter. The contradictory 
pressures of rising earnings and rising costs emphasize the complexities of many energy concerns. 
By examining the quality and the quantity of state energy markets, the study adds to the literature 
on energy-​​​related elasticities. Supply and demand interaction can be controlled with a simultaneous 
system. In 2003, Gujarati symbolizes the econometric challenges that arise from evaluating a low-
ered assumption of one side of the economy [3]. The fact that supply and demand, which are both 
endogenous, influence price and quantity, is one of the most important issues. Lowered estimations 
of elasticities may not yield accurate results, since they do not enable supply and demand interac-
tions while calculating market prices. Consider the market as in charge of pricing and quantity 
adjustments without properly for the supply curve. An integrated component of energy usage is a 
second extension. The majority of research assessed elasticities for a single energy market or source 
in the literature. Expected elasticity for a given source of power is commonly used as a term for 
energy elasticity in the literature. The elasticity for domestic power, for example, is referred to it 
as the price elasticity of energy consumption. Specific energy sources should be considered so as a 
subset of total energy consumption. Although these calculations are crucial for a thorough under-
standing, they don’t accurately explain total energy advancements since they don’t have a good 
understanding of energy markets. Elasticities generated will be captured via aggregate measures 
of the impact of shocks on ultimate energy use as energy sources shift. Since energy consumption 
seems to be a derived demand that is used to offer a service rather than for its intrinsic worth, cumu-
lative energy utilization elasticities will drive policy regardless of whether or not energy sources 
are replaced. The study’s data, except for Hawaii and Alaska, covers states in the Census’ Western 
region. Due to their position beyond the contiguous United States, these states were deleted. The 
information covers a significant period, from 1970 to 2007. As a result, necessary adjustments in 
the energy–​​​economic relationship can be detected using the data. Increasing energy efficiency over 
time (for the majority of the states in the sample), rising real wages and prices, and a slew of energy 
price spikes are all examples of these dynamics. The investigation proceeds as follows: The relevant 
literature will be discussed in Section 14.2. Due to the enormous number of research, calculating the 
analysis would be constrained to a random sample of energy elasticities. The studies that have been 
addressed will place this study in the context of previous research and justify the data gathering 
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and estimation approach used. The theoretical framework is outlined in Section 14.3. Section 14.4 
contains the data. Section 14.5 describes the estimator utilized, as well as the results and estimates 
of changes in energy consumption caused by a variety of demand determinant shocks. Section 14.6 
brings the research to a close.

14.2 � LITERATURE REVIEW

There is a large body of work dedicated to estimating various elasticities related to energy consump-
tion. Elasticities for several energy sources and regional marketplaces have been calculated. The 
types of data used in studies span from local to global aggregates. Filippini (2010) [4] is an example 
at the city level. Data from Swiss cities were used to calculate the price elasticity of power demand 
at peak and off-​​​peak times. According to a study by He, Wang, and Lai in 2010 [5], oil demand is 
expected to have a long-​​​run price elasticity of −0.89 globally. This section will include studies that 
serve as a foundation for the technique. Some outcomes are easily comparable to the conclusions 
of this study. For decades, energy elasticities have been calculated. More focus will be made on 
studies from the mid-​​​90s onwards to put the findings of the study in a more current context. Longer 
time series and updated econometric approaches are now possible in modern investigations. For 
individuals looking for more information, literature surveys will be highlighted.

A review of recent energy elasticity estimates begins with Taylor’s (1975) [6] survey of elec-
tricity demand. Taylor summarizes many previous studies on demand elasticity estimation in the 
residential, commercial, and industrial industries. The large references offered will aid those 
interested in literature before the 1970s. Most of Taylor’s research recommendations already have 
been implemented. Modelling peak vs. off-​​​peak household usage, seasonal demand, and a closer 
look at industrial energy consumption are among the recommendations. Many of these extensions 
have been made possible by data availability and breakthroughs in econometric methodology. 
Pindyck (1979) [7] is significant research because of the breadth of its examination. In developed 
countries, Pindyck uses conflicts, to assess if energy as well as other production inputs is replace-
able or complements. A panel data technique is used to analyse data from ten industrialized 
countries from 1959 to 1973. This study is mainly interested in the projected energy use own-​​​
price elasticity, which is determined to be −0.8. This is a metric that examines how industrial 
energy consumption responds to price fluctuations in energy. Before and after the 1974 and 1979 
energy price shocks, Bohi and Zimmerman (1984) [8] performed surveys of energy demand. 
Their studies are focused on certain industries and fuel kinds. Short-​​​run elasticities are frequently 
lower in exact value than long-​​​run elasticities equivalents in markets where a consensus emerges. 
The price elasticity of demand for domestic electricity is −0.2 in the short term and −0.7 in the 
long run, for example. In the gasoline market, similar outcomes are obtained. A frequent motif in 
the literature is that elasticities becoming more elastic over time. Bohi and Zimmerman (1984) 
made a few observations that are pertinent to this study. The authors first explain that assessments 
of exploring elasticities have remained steady across a variety of energy types, including residen-
tial electricity, gasoline, and residential natural gas according to the impacts through time and 
have not been affected by the energy shocks of the 1970s. Because the price shocks they analysed 
were recent, the authors emphasize that this is a tentative result. Since this study, the US economy 
has become more energy efficient. As a result, having an updated test of relative elasticity stabil-
ity is beneficial. The level of aggregation, according to Bohi and Zimmerman (1984) [8], is a 
significant influence on projected elasticities. Insights around one level of aggregate must not be 
taken as gospel at a higher level. Using aggregated energy data as discussed in this chapter should 
allow you to capture shifting energy usage patterns. Maddala, Trost, Li, and Joutz (1997) [9] 
investigate the use of electricity and natural gas in several states across the United States. The 
application of Bayesian approaches in their research has made them famous. Except for Hawaii, 
all of the states’ data are from 1970 to 1990. Due to some difficulties with preliminary 
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estimations, Bayesian approaches are applied. The fact that estimates based on only a single 
state’s data produced theoretically conflicting indications is particularly relevant to this investiga-
tion. As a result, the authors employ panel-​​​based techniques. The short-​​​run price elasticity of 
power demand is −0.158, whereas the long-​​​run price elasticity is −0.263, according to Maddala 
et al. (1997). According to Bohi and Zimmerman (1984), the long-​​​term forecast is less flexible 
than the consensus forecast. In the short and long run, income elasticities are 0.39 and 0.89, 
respectively. Natural gas has a price elasticity of −0.099 in the short run as well as −0.28 in the 
long run. In the short term, income elasticities are 0.28, whereas they are −0.068 in the long run. 
To provide robust results, the study incorporates results from a variety of methodologies. Using 
all of the techniques, it is determined that the long-​​​run income elasticity is negative or zero. The 
authors propose several explanations for natural gas’s diminishing income elasticity over time, 
including households migrating from natural gas to electricity and natural gas usage declining 
over time. The conclusions of Bohi and Zimmerman on elasticity stability are contradicted by this 
recent study. Elasticities will not be as constant as Bohi and Zimmerman assumed over a longer 
time horizon. Olatubi and Zhang (2003) [10] use an approach and data set that is similar to that 
used in this chapter. From 1977 to 1999, data were collected for 16 southern states. An aggregate 
energy consumption variable is also used by Olatubi and Zhang. The long-​​​run estimated price 
elasticity of demand is −0.32, but the income elasticity is 0.4, implying that rising income has a 
stronger effect on energy use. The income elasticity of demand, according to Olatubi and Zhang, 
is decreasing over time. The Engel curve predicts this outcome. Energy will represent a smaller 
budget percentage as earnings rise, resulting in decreasing income elasticity of demand. The 
short-​​​run and long-​​​run categorization of elasticities is the product of Olatubi and Zhang’s (2003) 
theoretical model and the aforementioned investigations. Because structural characteristics are 
calculated in this chapter, both temporal dimensions are not directly comparable. The estimate is 
negative while statistically significant. For derived coefficients, the author doesn’t specify signifi-
cance or critical values thresholds but does say that those without theoretically consistent signals 
are statistically irrelevant from zero. For source and sector pairings, price elasticities are bigger 
than income elasticities in absolute value. The authors wish to know if they should estimate pric-
ing elasticities at the national, regional, or state levels, because the majority of the Energy 
Information Agency’s (EIA) research is done at a regional level. The Census’ Western region is 
divided into two sections by the EIA: Pacific and Mountain. California, Oregon, and Washington 
make up the Pacific area. Regional disparities are larger than state differences within a region, 
according to Bernstein and Griffin. For state-​​​specific policy challenges, state-​​​specific estimates 
would be more useful although there is higher variation inter-​​​regionally than intra-​​​regionally. 
This is a significant finding since studies can benefit from larger time series. Income elasticity 
declines rather than price elasticity changes. This appears to have influenced demand behaviour. 
This knowledge could be valuable in policymaking. It suggests that, over time, greater affluence 
will result in lesser increases in energy use. A pricing change is expected to have multiple effects 
at the same time. The absence of cooling degree days (CDD) and heating degree days (HDD) 
symptoms was unexpected. Households are likely to expand their energy use when the number of 
CDD or HDD days increases. When CDD interacts with a dummy that simulates air cooling and 
HDD interacts with a dummy that simulates electric heat, the results are as follows: the computed 
coefficients have the theoretically expected signatures. Their estimations are made using the gen-
eralized method of moments. The study uses a unique data collection from 2004 to 2006, the 
Consumer Expenditure Survey. Arizona, California, Colorado, Oregon, and Washington, accord-
ing to them, make up the West area. The survey allows for a more in-​​​depth examination of home 
behaviour than is possible with more aggregated data. The fact that not all states are represented 
limits their ability to apply their findings to the Western area. Lee and Lee (2010) [11] use data 
from 25 OECD countries from 1978 to 2004 to conduct a panel data analysis. Both aggregate 
energy and electrical usage are analysed by the authors. It is evident that the reader will discover 
an overview of estimated coefficients from similar investigations.
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14.3 � MATERIALS AND METHODS

Several themes from the literature review affected this research. For starters, panel-​​​based tech-
niques are prevalent in the literature. Time-​​​series techniques have some advantages and limita-
tions that panel data approaches do not. The fundamental advantage of combining numerous cross-​​​
sections instead of depending on isolated cross-​​​sections is increased diversity. The expectation 
that computed values are valid for all cross-​​​sections inside the estimation is a limitation of panel 
approaches. As previously stated, the variability of state economies shows that this premise may not 
be correct. Estimates will be made on a state-​​​by-​​​state basis for this reason, as well as to guide state-​​​
level decisions. To obtain demand-​​​side estimates, the most prevalent technique in energy elasticity 
research is to employ reduced-​​​form demand curves. The simultaneous calculation of a supply curve 
is often impossible due to data availability. Estimates in reduced form may not be correct estimates 
of elasticities because they do not account for the commodity in determining market prices. Then if 
the demand curve is calculated, quantity and price variations would be assigned to demand factors, 
rather than supply changes. It’s impossible to attribute only one side of the market experiences price 
and quantity changes without properly developing a supply and demand curve. When using a simul-
taneous system to estimate a reduced-​​​form specification, in 2003, Gujarati includes a thorough anal-
ysis of the econometric issues that can occur. Explanatory variables and error terms are likely to be 
connected in a supply and demand framework. A quantity-​​​on-​​​price estimation in simplified form, 
as Gujarati (2003) [3] points out, contradicts “the assumption of no correlation between the explana-
tory variable(s) and the disturbance term” (p. 719). Supply and demand mutually influence observed 
price and quantity; both supply and pricing are determined by endogenous factors. Because the price 
is an explanatory variable in both supply and demand, an error word will be linked to; if the shock 
is written as the in-​​​demand curve’s error term, it becomes an explanatory variable. From estimates 
that result from test cases, it is seen that a reduced-​​​form demand-​​​only estimation is considered to 
be effective. Price will not be associated with the error terms if it is presumed (or determined) to be 
exogenous. This assumption is used by Houthakker, Verleger, and Sheehan (1974) [12] to estimate 
demand elasticities at the state and regional levels. It would be more accurate to think of measured 
variables as exogenous when the price is exogenous, “short-​​​run multipliers,” as Gujarati (2003) puts 
it (p. 738). This study concluded that, contrary to what other studies have discovered, energy mar-
ket elasticities are also not immediately relevant across various energy types or aggregation levels. 
Collective energy measures appear to be useful when this is combined with the significance of total 
economic development and energy consumption. Sub-​​​national estimates will be relevant for a range 
of policy concerns because there is regional or state-​​​specific research in the literature. Many energy 
policy decisions are made at the state or local level. The findings of this study will be useful to poli-
cymakers that represent states in the Western United States.

14.4 � THERMOTICAL EXPRESSION

The theoretical supply and demand model will be described in this part. The following are some 
common supply and demand expressions:

	 ( )= ; ,Q f p Xt
D

t t 	 (14.1)

	 ( )= ; ,Q h p Yt
S

t t 	 (14.2)

where t is a time index, p is the supply-​​​side influence, and Y is the demand-​​​side influence. Each 
side of the market represents a different state in this research. Weather, price, income, and type of 
economy are some of the characteristics that the theory proposes should be included in X. Price of 
inputs, climate, and technology are examples of supply-​​​side variables. Which variables are included 
in estimations will ultimately be determined by the availability of relevant proxies.
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When the energy market is in balance,

	 = = ,*Q Q Qt
D

t
S

t 	 (14.3)

where * denotes a point of balance. The equilibrium market price, pt
*, is the energy price that equal-

izes the quantity requested and supplied in time t. The difficulty in accurately attributing energy 
market shocks to the correct side of the market is inherent in calculating the supply and demand 
system. Many studies in the literature use Houthakker et al.’s flow-​​​adjustment model (1974) [12]. To 
indicate desired demand, equation (3.1.1) of Houthakker et al.’s model is modified:

	 ( )= ,,
*Q f Xi t

D 	 (14.4)

where * denotes the desired supply. The term “desired” refers to the fact that energy demand is a 
stock rather than a flow situation. Consider a family’s gasoline consumption. A price rise will result 
in a decrease in the quantity sought due to the law of demand. The flow process of energy consump-
tion is represented by this change in behaviour. A household’s first response to a price shift is to alter 
its consumption. It may, in the long run, upgrade the stock of energy-​​​consuming goods in response 
to price fluctuations. A price increase in the future may encourage the purchasing of a more fuel-​​​
efficient vehicle. When given sufficient time, the capital stock of the choice may change as a result. 
When the market is only driven by demand, being examined, the flow-​​​adjustment model is used. 
As a result, the adjustment process is depicted rather than assuming that price and quantity imply 
market equilibrium. This model obtains structural parameters by estimating a supply curve rather 
than short-​​​ and long-​​​term estimations.

Lin (2011) assumed linear supply and demand functions in this study [13]:

	 α α= +* .1Q p Xt
D

t i t 	 (14.5)

	 β β= + .1
*Q p Yt

S
t i t 	 (14.6)

The reduced-​​​form system representations of pt and Qt could be solved using the premise of market 
equilibrium. When the estimator is ordinary least squares (OLS) or two-​​​stage least squares (TSLS), 
this method is commonly used (2SLS).

14.5 � CONSIDERATIONS IN ECONOMETRICS

The system is estimated using three-​​​stage least squares (3SLS). As Lin (2011) points out, this method 
is more consistent and efficient than utilizing OLS or 2SLS to estimate equations one by one. The 
use of instrumental variables, which are not used in OLS calculations, leads to increased efficiency. 
Due to the simultaneous nature of the estimation, consistency is improved over OLS and 2SLS. 
3SLS estimation incorporates a major component of the seemingly unrelated regression estimation 
(SURE) technique. It controls the relationship between error terms in differential equations. To 
account for the link between preset variables and error terms, instrument variables are commonly 
used. 2SLS uses instrument variables as well, but unlike SURE, it doesn’t account for the system’s 
simultaneous nature. Kennedy (2003) goes over the various ways in which 3SLS might be viewed 
as the simultaneous or comprehensive information version of 2SLS in greater detail.

14.5.1 � Data Overview

Energy consumption (E Con), energy price (E Price), gross state product (GSP), manufacturing 
employment (Mfg), and weather data were used to estimate the demand curve (Clim). The data 
ranges from 1970 to 2007. States in the Western region of the Census are considered, with the 
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exclusion of Alaska and Hawaii. These states are not included, since they are not part of the United 
States. The data are shown as natural logs, but the notation is hidden. The nominal figures (GSP 
and price) were converted to 2000 USD using the Bureau of Labor Statistics’ Consumer Price Index 
(CPI). GSP is the equivalent of gross domestic product (GDP) at the state level, and it is measured 
in millions of 2,000 dollars. The Mfg time series are impacted by the transition industry classifi-
cation system, from the Standard Industrial Classification (SIC) to the North American Industrial 
Classification System (NAICS). A seamless time series is not produced as a result of the reclassifi-
cation. From 1997 onwards, NAICS metrics of both GSP and Mfg are used. Although this is a flaw 
in the data, the series still allows for some flexibility in the capturing of major patterns in manufac-
turing production. The EIA provided energy-​​​related statistics. Two examples are the use of coal by 
a utility to generate electricity and the use of natural gas by a family to heat. Because the electricity 
was generated from a different source, it would not be considered primary use. Electricity usage 
is deemed secondary and is excluded from the calculation to avoid double counting. Data on sales 
and distribution in each state are used to generate consumption measurements. To reflect the state’s 
entire usage, net power imports are included in consumption. Renewable energy consumption refers 
to the sum of electricity produced minus any power utilized in its production. The price of energy 
is calculated using the average price of total energy (E Price).

The study uses a rate of 2,000 dollars per billion British thermal units (BTU) to convert nominal 
measures to dollars per billion BTU. When possible, taxes are included in the price. Excise and 
per-​​​gallon taxes are usually included, while municipal sales taxes are not. In-​​​state variances are 
not reflected because prices are state-​​​level, but aggregate patterns across time are. CDD and HDD 
are the two climate proxies used. The National Oceanic and Atmospheric Administration publish 
data for each state. The daily average temperature is displayed as a departure from 65° on CDD and 
HDD. When temperatures exceed or fall below the standard of 65°, the variable records the cool-
ing or heating requirements for a facility. The CDD for the day would be 35 if the daily average 
temperature was 30 degrees. Individual weather station observations are weighted according to the 
population to calculate state-​​​level measures. The estimation will be done separately for CDD and 
HDD, as well as summed for a particular year, as a robustness check. Urbanization, according to H 
Kara, O. A. M. A (2014) [14], is a significant predictor of carbon dioxide emissions. In metropolitan 
regions and, as a result, states with larger urbanized populations, energy usage per capita is lower. 
The increase in population in the state will affect energy demand. The amount demanded proxy and 
the weather variable were shown to be highly linked in early results, resulting in erroneous coef-
ficient values. As a result, it was eliminated from contention.

14.5.2 �P roblems with Using an Aggregate Energy Measure

Although the use of variations in aggregate consumption is not recorded, substitutions between 
energy fuels are necessary. A large portion of the energy strategy is concerned with specific fuels. 
Carbon regulation, for example, takes into account the carbon content of fuels. Market (or fuel)-​​​
specific elasticities cannot be predicted using aggregate-​​​based techniques. While fuel-​​​specific elas-
ticities are important for policy, overall energy consumption has a big impact on the expansion of 
the economy. In certain instances, energy cannot be replaced; for example, I need fuel to drive my 
car. Energy may be a compliment (or substitute) for other components of production in the manu-
facturing process. Energy, according to Pindyck (1979) [7], is a supplement to labour as well as a 
replacement for money. The literature on energy and economic growth is summarized by Stern 
(2003) [15], “it appears that capital and energy work more as substitutes in the long run and more as 
complements in the short run, and that they may be gross substitutes but net complements.” Stern 
(1997) [16] points out that the delicate nature of conclusions is dependent on the functional form 
used in the analysis because of the nature of the capital-​​​energy link. Greater manufacturing employ-
ment causes more energy consumption if the manufacturing elasticity is positive. Unfortunately, 
the energy capital link cannot be inferred, since capital is not accounted for in the calculations. For 
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states, there are no readily available capital statistics. The manufacturing elasticity of energy con-
sumption should be regarded with caution because capital is not constant.

14.5.3 �E stimation and Outcomes Calculation

The estimations are based on equations (14.5) and (14.6). Income, output composition, and climate 
are all represented by proxies in the X vector. GSP, Mfg, CDD, and HDD are the variables that 
function as these proxies, respectively. The supply vector, Y, is made up of input cost and climatic 
proxies. In estimates, Prim, CDD, and HDD compromise the Y vector. E Price and E Con reflect the 
equilibrium price and quantity. The system to be estimated is as follows:

	
α α α α α

α α

= + + + +
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The random error terms are denoted by uit. These are calculated at the same time for each state in 
the Western United States. To account for potential autocorrelation, a lag in energy use is intro-
duced as an explanatory variable. The instruments for the 3SLS estimations are predetermined 
variables. The simultaneous nature of the system will be taken into consideration by 3SLS estima-
tion. Tables 14.1 and 14.2 provide the most important findings. The calculated demand elasticities 
are shown in Table  14.1. Price is behaving as expected (when significant). Demand elasticity is 
continually inelastic when it comes to price. When significant, it ranges from −0.23 for Idaho to 
−0.06 for California. Their estimations are −0.98 in absolute value, which is lower than Fell, Li, 
and Paul’s (2010) findings [17]. In their panel research of the Southern United States, Olatubi and 
Zhang (2003) found a similar range of state-​​​specific elasticities. In the medium term, they forecast 
short-​​​term price elasticity of demand of −0.08 to −0.11 and the long-​​​term price elasticity of demand 
of −0.21 to −0.32.

As previously stated, Olatubi and Zhang’s (2003) short-​​​run long-​​​run categorization of elasticities 
is the consequence of their theoretical model. In the short run, except for Idaho and Utah, the price 
elasticity of demand in most states falls within Olatubi and Zhang’s range. Utah’s forecast is the 
most conservative and the only one that falls within its long-​​​term forecast range. The reason why 
the structural parameters found in this chapter are closer to Olatubi and Zhang’s short-​​​run estimates 
could be due to regional variations, a more recent data set, or structural estimation. The computed 
coefficients of Olatubi and Zhang (2003) derived reduced-​​​form models based solely on demand 
short-​​​run multipliers are the most appropriate interpretation of these figures. If the variations in 
price elasticity estimations revealed in this study vs. Olatubi and Zhang’s aren’t tied to the data 
collection, different timeframes, or geographical variances, price elasticity, in the long run, may or 
may not be a factor acceptable depiction of state energy market behavioural traits. Structural coef-
ficients, on the other hand, appear to be more short-​​​run in character. If this is the case, the tendency 
towards equilibrium in energy markets should be thought of as a result of short-​​​term shocks rather 
than a long-​​​term process. The methods presented in this chapter could be used to establish which of 
the three hypotheses is driving the various results in the study area (Southern United States).

In nine of the 11 states, the income elasticity of demand has the predicted sign. New Mexico and 
Wyoming are the two states with the lowest per capita income. The short-​​​run range of Olatubi and 
Zhang (2003) [10] is 0.08–​​​0.1, whereas the long-​​​run range is 0.29–​​​0.44. State-​​​by-​​​state assessments 
are often higher than Olatubi and Zhang’s short-​​​run forecast, but lower than the most conservative 
long-​​​run forecast. When significant, manufacturing elasticity (output composition) shows mixed 
results. It is negative in Arizona and Colorado, but positive in Wyoming, Oregon, Washington, and 
Montana. If state-​​​level capital is taken into account, a positive sign indicates that labour and energy 
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are complementary; a negative sign implies that they will be substitutes. The author anticipated a 
complementing partnership from the start. The qualitative results’ contradictions make it impos-
sible to come up with a uniform answer. The most straightforward answer is that manufacturing 
and energy do not have a universal relationship at the state level. The sort of manufacturing that 
takes place within the state could determine the aggregate link. In California, Arizona, Montana, 
and Idaho (at the 11% level), climate proxies are important. Climate’s importance is varied in other 
state-​​​level research. The treatment of climate in the literature is not uniform. The findings of esti-
mations using CDD and HDD combined will be briefly reviewed at the end of this section. Climate 
proxies are negative demand shifters, according to Fell, Li, and Paul (2011) [17], a finding that the 
authors did not predict. Climate change has regularly been demonstrated to be a positive demand 
changer in previous studies. Olatubi and Zhang (2003) [10] believe that the climate has no bearing 
on their findings. Increases in CDD increase energy demand in Arizona and California. This out-
come is unsurprising, given the enormous populations and mild temperatures of Los Angeles and 
Phoenix. HDD is considerable in Montana and Idaho (at the 11% level). Looking at the geography 
of these states, it’s only natural that heating needs would drive up demand. The lack of relevance of 
climate variables in the majority of states is striking. In eight of the eleven states, the supply price 

TABLE 14.1
Demand Elasticities

State Price Inc Mfg CDD HDD

AZ −​​​ 1.3442 −1.086 0.012 −​​​

−​​​ −1.0483 −1.023 −1.0695

CA −1.0594 1.1743 −​​​ 1.0532 −​​​

−1.0303 −1.038 −1.0305 −​​​

CO −1.0952 1.228 −1.1344 −​​​ −​​​

−1.0448 −1.0659 −1.417 −​​​

ID −1.2337 1.2743 −​​​ −​​​ 1.1376

−1.576 −1.647 −​​​ −​​​ −0.85

MT −​​​ 1.3494 1.3115 −​​​ 1.2338

−​​​ −​​​ −​​​

NM −​​​ −​​​ −​​​ −​​​

−​​​ −0.0674 −​​​ −​​​ −​​​ −​​​

−​​​ −0.1046 −​​​ −​​​ −​​​ −​​​

−​​​ −​​​ −​​​ −​​​ −​​​

−​​​ −0.1128 −​​​ −​​​ −​​​ −​​​

−​​​ −​​​ −​​​ −​​​ −​​​

NV −1.0888 1.3177 −​​​ −​​​

1.0379 1.0635 −​​​ −​​​

OR −​​​ 1.2003 1.3117 −​​​ −​​​

1.0308 1.642 −​​​ −​​​

UT −1.1433 1.1735 −​​​ −​​​

1.0649 1.0755 −​​​ −​​​

WA −1.1118 1.1713 1.3983 −​​​ −​​​

1.0503 1.0416 1.0804 −​​​ −​​​

WY −​​​ −​​​ 1.215 −​​​ −​​​

−​​​ −​​​ 1.1034 −​​​ −​​​

Note:	 The statistically significant coefficients are listed along with their standard errors. Except for ID’s 
HDD, every reported data was accurate.
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elasticity is in the expected direction. In Colorado, Washington, and Wyoming, it is minor. Supply’s 
estimated price elasticities are substantially higher than demands. The elasticities are calculated to 
be between 2.43 and 7.67. There are no directly comparable supply-​​​side elasticities because there 
are no studies of supply and demand at the state or regional level. The price elasticity of supply is 
inelastic in both Krichene’s [18] and Lin’s (2011) [13] studies of the global oil market.

This discovery sheds light on the tax consequences of energy-​​​related initiatives. The surplus loss 
caused by an energy tax will almost probably fall disproportionately on consumers (or policy). Any 
externalities related to energy consumption or production are omitted in the study’s approach. States 
that have high supply price elasticity also have high input price elasticity. The theoretically predicted 
negative sign is present in all significant estimations. Although input price elasticity is elastic, its 
absolute value is always lower than demand price elasticity. For a certain relative price shift in basic 
energy, the impact on supply will be bigger than the shock (coal, natural gas, and so on). In Arizona, 
everything is how it should be. Increases in supply act as a brake on regional price declines. One 
way for increases to occur is through technological advancements in extraction. A second strategy 
to boost energy supply is to continue to promote renewable resources. The data captures the pro-
duction and consumption of non-​​​renewable energies, except for energy from hydroelectric dams. 
Renewable energy sources, such as solar and wind, have zero input costs. A large rise in the per-
centage of renewable in overall production is required by many RPS in the region. Colorado, for 
example, has set a target of 30% by 2020. The input cost supply elasticity will most likely be if these 
percentages are met inaccurate, since it will not account for the significantly different composition 
of the energy supply. In California, CDD is present, HDD can be found in Montana and Idaho (12% 
significance level). HDD is negative in Washington at the 1% significance level. These findings may 

TABLE 14.2
Supply Elasticities

State Price IC CDD HDD

AZ 6.367 −3.9627 −​​​ −​​​

2.3679 1.5489 −​​​ −​​​

CA 3.132 −2.6838 1.0527 1.0812

1.9406 1.388 1.308 1.0443

CO

ID 5.9927 −3.9088 −​​​ 1.1355

2.4366 1.5863 −​​​ 1.0855

MT 5.3801 −3.5978 −​​​ 1.2808

2.6567 1.6685 −​​​ 1.1242

NM 3.6569 −2.1211 −​​​ −​​​

2.3807 1.577 −​​​ −​​​

NV 5.6628 −3.7155 −​​​ −​​​

2.4095 1.5638 −​​​ −​​​

OR 4.9373 2.6344 −​​​ −​​​

1.9318 1.3794 −​​​ −​​​

UT 4.0886 2.2929 −​​​ −​​​

2.4234 1.5686 −​​​ −​​​

WA −​​​ −​​​ −​​​ −1.1907

−​​​ −​​​ −​​​ 1.1196

WY

Note:	 The statistically significant coefficients are presented in parenthesis with their stan-
dard errors. Except for HDD in ID and WA, everything was reported.
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be due to a lack of state-​​​level heterogeneity, as in the case of demand. Although the negative result 
from Washington was unexpected, negative indicators have been observed in other research (Fell 
et al., 2011) [17]. This could be due to the state’s heavy reliance on hydroelectric power. In 2011, 
hydroelectric power accounted for 75% of the state’s total electrical generation (EIA, 2011). When 
the snow melts and river flows increase in the spring, the supply of hydroelectric energy increases. 
HDD is a proxy for heating requirements, which are most often linked to the winter months. The 
state’s energy supply reduces as snow falls, but increases after the snow melts. Elasticities can be 
used to forecast how energy markets will react to a variety of shocks. Income shocks cause the high-
est absolute changes in energy use for a given percentage shift in demand. Table 14.3 illustrates the 
anticipated rise in energy consumption over the data set if state income grows at the same rate as 
the national average. The biggest increases in energy demand are projected in Arizona and Nevada, 
while the lowest is expected in California and Oregon.

The reference scenario in the Annual Energy Outlook 2011 forecasts price fluctuations in the 
Western United States. The forecasts used are the predicted price increases for individual fuels from 
2009 to 2035. Estimates of energy prices are not made public on the whole. Motor gasoline is pre-
dicted to rise by 3.7%, natural gas by 3.1%, and electricity by 1.8% in the Western area. Table 14.4 
depicts the relative changes in quantity demanded and supplied, using the high and low estimations 
to provide a range of likely price increases. Price fluctuations produce huge difference between the 
amount of energy given and the amount of energy demanded by a given percentage change.

When you consider the ramifications of this study’s findings, you can see how complicated the 
utilization of energy in the Western United States has a bright future. Increased projected income 
leads to increased energy use, whereas price increases curb demand. Mostly, on the supply side, the 
equilibrium quantity has a positive association with market pricing but has a negative relationship 
with primary energy prices. The total impact of these conflicting pressures will be determined by 
the number of fundamental changes in energy supply and demand within states. Equations (14.1) and 
(14.2) were calculated using a single variable that combined CDD and HDD. Throughout the year, 
both cooling and heating requirements would be captured by this variable. Bernstein and Griffin [19] 
took a similar strategy (2006). The important findings are presented in Tables 14.5 and 14.6. Because 
the results are comparable to those of the disaggregated variable, output has been omitted.

The entire output from state estimations with CDD and HDD are separated. Because the results 
of their combined series are not significantly different from the estimates made with CDD and 
HDD separately, they are not reported. The estimations perform well when the F-​​​statistics are high. 
Durbin–​​​Watson statistics are usually always close to 2, indicating that autocorrelation does not 
affect the outcomes.

TABLE 14.3
Increased Energy Demand as a 
Percentage of Increased Incomes
AZ 2.5749

CA 1.5183

CO 1.8868

ID 1.8673

MT 1.7465

NM

NV 2.715

OR 1.5992

UT 1.6987

WA 1.5593

WY
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14.6 � CONCLUSION

Multiple energy elasticity of demand for Western United States was computed in this study. A fur-
ther contribution to the literature is more than just a demand curve, the estimation of a supply and 
demand system. The findings show that short-​​​run shocks in energy markets have a greater impact 
on demand than long-​​​run shocks. Supply-​​​side estimates show how the quantity delivered a response 
to different shocks. In most elasticity studies, the supply side of energy markets is ignored. The use 
of aggregate energy consumption metrics is a second expansion of the study. Renewable energy 
sources will certainly become increasingly dominant in the future, as will changes in the relative 

TABLE 14.5
Significant Elasticities

Demand

State Price Inc Mfg Clim

AZ −​​​ 1.3599 −1.0719 −​​​

CA −1.066 1.1816 −​​​ −​​​

CO −1.1006 1.2255 −1.1337 −​​​

ID −1.2319 1.2727 −​​​ −​​​

MT −​​​ 1.3453 1.2696 1.2279

NM −​​​ −​​​ −​​​ −​​​

NV −1.0875 1.3155 −​​​ −​​​

OR −​​​ 1.1833 1.3157 −​​​

UT −1.1404 1.166 −​​​ −​​​

WA −1.1117 1.1708 1.3988 −​​​

WY −​​​ −​​​ 1.2115 −​​​

Note:	 At the 10% level, all reported coefficients are significant.

TABLE 14.4
Quantity Demanded and Supplied Changes as a Function of 
Price Changes

Demand Supply

Percentage Increase Percentage Increase

3.70% 1.80% 3.70% 1.80%

AZ −​​​ −​​​ 27.2616 13.2625

CA −1.2194 −1.1068 16.2849   8.4359

CO −1.353 −1.1713 −​​​ −​​​

ID −1.8643 −1.4205 26.8726 13.5867

MT −​​​ −​​​ 24.6064 12.4843

NM −​​​ −​​​   8.8306   3.7825

NV −1.3299 −1.1598 23.6522 12.9928

OR −​​​ −​​​ 13.5676   8.0868

UT −1.5298 −1.2588 12.4275   6.5594

WA −1.4143 −1.2016 −​​​ −​​​

WY −​​​ −​​​ −​​​ −​​​
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pricing of non-​​​renewable. Variables on the demand side have an impact on total energy consump-
tion, and aggregate measures make this easier to see. Estimates of changes in overall consumption 
are excellent projections of changes in individual energy markets as a supplement because energy 
is a derived demand and is so crucial in the economic growth process. The study does have certain 
drawbacks. On both sides of the market, only four of the eleven states investigated had significant 
and theoretically consistent pricing elasticities. The states in dispute are California, Idaho, Nevada, 
and Utah. The geographical reach of state-​​​level energy markets may be insufficient. CDD and HDD 
have a surprising effect on supply and demand.
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Abstract

Internet of Things (IoT) alludes to the utilization of resourcefully coherent systems and devices to influ-
ence data collected through embedded actuators and sensors in automaton as well as supplementary 
tangible things. In this present digital era, societal problems like waste management, car accidents, 
agricultural issues like soil quality, water distribution, child security, etc. are still an open challenge. 
This chapter mainly concentrates on the child’s security. The child security system includes three pro-
cesses, namely face capture, face recognition and door detection. In the face capturing process, the 
face of the unknown person entering into the user’s house is captured and stored in the cloud server. 
Utilizing the mobile application, the user can keep track of the persons entering his/her house. The face 
recognition process recognizes the face of a child, and whenever the child tries to exit from the house, 
intimation is sent to the parent’s mobile. In the door detection module, once a person opens the locked 
door, a notification is sent on the user’s mobile. In this way, he/she becomes acquainted with, if someone 
opens the door in the absence of the user. An IoT-based prototype is developed and tested to accomplish 
the child’s security at home.

15.1 � INTRODUCTION

In the kinship, academy and association, offshoot ought to be completely secured so they can 
endure, develop, peruse and create their entire potential. Many children are not completely secured, 
and plenty of them need to be secured from viciousness, mistreatment, disrespect, misconduct and 
rejection along with segregation frequently. Similar infringements are ceiling their chances of abid-
ing, developing, accomplishing and pursuing their dreams. Any child is vulnerable to infringement 
in a variety of settings, including home [1]. Defending and advancing the child’s wellbeing, training, 
improvement and government assistance can provide care, heading, direction and control in a way 
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suitable to the child’s age and comprehension. The parental responsibility is defined as per the law 
as a responsibility to decide all parts of childhood and to provide a home, either straightforwardly or 
by implication, and maintain relations or ordinary contact if not living with the kid, act as the kid’s 
lawful delegate; safeguard and manage any property [2].

Nowadays, the prevailing desire for all parents is by virtue of what to deal with their scion, 
while the parents are in a far-​off spot. Numerous beneficial things are available in the world to all 
the individuals to lead a quiet life and make an amazing most with their beautiful family. However, 
just a portion of the individuals makes a mind-​blowing most by going through a ton measure of 
cash for sparing their kin or relatives from issues. The world needs to see extraordinary viola-
tions occurring the world over. Numerous crimes are threatened to human life as it were. Although 
those individuals aren’t ready to accept others, they are acceptable in character [3,4]. As a result of 
every one of these sorts of situation, guardians can’t release their kids out without their knowledge. 
Continuously, it isn’t conceivable that parents stay along with their kids all time in a day. Thus, par-
ents need to utilize gadgets from current innovations to follow the kid area or spot and screen the 
environment where they are currently present [5]. A group of ten international institutions led by the 
World Health Organization (WHO) produced and endorsed INSPIRE: Seven strategies for stopping 
aggression of children [6], which is a proof-​based specialized package.

15.2 � LITERATURE SURVEY

For event authority and parents, the security of a kid at a huge unrestricted event is a major worry. 
In Ref. [7], the authors addressed the importance of child’s security in a huge crowd. Also, they 
proposed an architecture model of the Internet of Things (IoT)-​enabled smart child safety tracking 
digital system. The geographical location of the child in the crowd can be easily tracked using the 
architecture model that combines the Cloud, Mobile and Global Positioning System (GPS) technol-
ogy. An IoT paradigm [8] has been proposed with dissimilar localization techniques such as Radio 
Frequency Identification (RFID) and GPS to provide security for the children on their daily routine 
from school to home and vice versa. In the real world, the kid’s security is a tremendous query in 
everybody’s psyche. Parents consistently expect their kids live in a made sure about the spot where 
they can invest their energy and psyche with no issue. Normally 50% of them are confronting end-
less issues.

A child environment monitoring system using IoT is designed in Ref. [9] where sensors are used 
to remotely monitor whether any unknown person is moving close to the child. The authors also 
suggested an alcohol sensor, a smoke gas sensor and a sensor to read the blood pressure, to monitor 
whether the child is in any anomalous condition. These measured input data can be used to make 
appropriate decisions by the parents to save the children. In Ref. [10], the authors provide a two-​
level security system to provide unapproved access into the industrial arena that eradicates security 
threats like spoofing, repudiation, etc., using fingerprint access and a biometric system. Also, an 
alternate solution is proposed through Virtual Private Network (VPN) and IoT if the authenticated 
user is not present in the industrial arena.

In Ref. [11], the authors proposed a face recognition system using Local Binary Pattern (LBP) 
feature extraction. Using wavelet transform, the input face image is divided into several sub-​bands 
of frequencies where each sub-​band is decomposed into non-​overlapping sub-​regions. A single 
feature histogram is created by concatenating all Local Binary Pattern Histograms (LBPHs) for 
effective face representation. The similarities of various feature histograms are measured using 
Euclidean distance and face recognition is done using the nearest-​neighbor classifier. A child track-
ing system using Android mobile applications has been proposed in Ref. [12]. This tracking system 
helps the parents to track the child’s position by getting the exact location of the child.

In Ref. [13], the authors developed an ad hoc network-​based children tracking system. Initiation 
of cluster formation is done when the participating terminals start communicating between them-
selves using Bluetooth. Since the implementation of this system is high, each child’s palm is read 
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using the palm reader before and after the child takes the school bus. The corresponding time gets 
updated in the cloud server. The school incharge can locate information about the bus and the child. 
But still, a challenge faced is the accuracy to read the exact values of a child’s palm using a palm 
reader.

An auto door unlock system is an automated technique proposed in Ref. [14] for home auto-
mation. The door can be opened using Wi-​Fi-​enabled mobile phone with a camera that takes the 
snapshot of the person at the door. The users at home after verifying the person’s face at door can 
proceed further with the door unlock option. This system is proposed specially to help disabled 
people, to access the gate beyond anyone’s help and to lead a normal life. In Ref. [15], the authors 
used the concept of a smart wearable device for kids. This user-​friendly device is a mobile platform-​
independent and does not depend on the latest smartphones. These devices reduce the burden of 
parents in tracking the child location. This device also has Save Our Ship (SOS) light and a buzzer 
which when activated by the parents creates an alarm. The authors aimed at providing the child’s 
security to the parents.

15.3 � PROPOSED SYSTEM

The proposed security system helps the user to secure home as well as children. The security system 
is integrated using cameras, IoT devices and some sensors. It enables the user to remotely monitor 
the persons entering or exiting the home. It also helps to prevent user’s kids from going out of the 
house in their absence. Besides, it also sends intimation to the user when someone opens the door in 
his/her absence at home. The security system includes their processes, namely face detection, face 
recognition and door detection. Haar cascade machine learning algorithm is used for detecting the 
face of the person. Face recognition is done by using LBPH and Eigenfaces algorithms. These algo-
rithms help the camera to recognize the person’s face. Door detection is done by using NodeMCU 
and a magnetic door sensor.

15.3.1 � Face Detection Module (FDM)

The FDM shown in Figure 15.1 is designed to detect the face of a person using Haar cascade algo-
rithm. Haar cascade includes all the facial features that help to detect the face by converting the data 
or image into grayscale. Once converted, it identifies the Haar features.

At a given position in a detection window, a Haar-​like feature analyzes nearby rectangular parts, 
sums the pixel intensities in all sectors and computes the variance between these sums. This distinc-
tion is then utilized to categorize image subsections. The detection of human faces is an example of 
this. The skin around the eyes is usually darker than the skin on the cheeks.

A collection of two neighbor rectangular parts above the eye and cheek regions is an example of 
a Haar-​like feature for face detection [15]. Haar cascade converts the data or image into grayscale 
to detect the face. When the image is converted into grayscale, it identifies the Haar features. The 
cascade classifier [16] is composed of several phases, each of which displays a group of debilitated 
learners. The system can recognize the objects in question by sliding a window over the image. All 
phase of the classifier assigns a positive or negative value to the precise region characterized by the 
actual location of the window. The presence and absence of an object in the image is indicated by 
positive and negative values, respectively.

Harr cascade features: Facial recognition is everywhere, from the surveillance camera on 
the front porch to the sensor on the phone. Haar classifiers were used in the first real-​time 
face detector. A Haar cascade classifier is Machine Learning (ML) object recognition soft-
ware that recognizes objects in images and videos. It is an Object Detection Algorithm 
[15] that recognizes faces in images and real-​time video. The algorithm is given numerous 
positive images with faces and negative images with no faces to train on.
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The method can be broken down into four phases, as portrayed in Figure 15.2: (a) Haar 
Features Calculation, (b) Integral Images creation, (c) Training using Adaboost and (d) 
Cascading Classifiers implementation. This approach, like other machine learning models, 
necessitates numerous positive photos of faces and negative photos of non-​faces for train-
ing the classifier.

The classifier decides whether to mark an item as found (positive) or to move on to the 
next zone based on this prediction (negative). Stages are set up to reject negative samples as 
quickly as possible because the majority of the windows contain nothing of interest. Since 
identifying an item as a non-​object would severely impede the object detection system, a 
low false negative rate is crucial. Haar cascades are one of several object detection meth-
ods now in use. To reduce the false negative rate, hyper parameters are set appropriately 
with Haar cascade during training the model.

15.3.2 � Face Detection Module: Implementation

The Haar cascade available in the OpenCV library is implemented in Raspberry Pi. This Haar cas-
cade file contains all the relevant features to detect the face. The face image of a person as presented 
in Figure 15.3 is captured, and it is uploaded on the server using Python’s FTP library. To detect the 
face through a camera, OpenCV library is utilized. In the OpenCV library, cascades are the .xml 
files that help to detect the face. The face detection requires only a cascade file to detect the face, 
and the Haar feature algorithm identifies the values of black and white pixels. The white pixels are 
eliminated from black pixel. When the value is closer to 1, the more likely it finds the Haar feature.

The image is stored on the server using 000webhost with the help of library files. The File 
Transfer Protocol Library (FTPLIB) in Python helps to connect with the server and uploads the 
image spontaneously. Duplicate loading of images is not supported on the server FTPLIB. The 
image captured by the camera is stirred in the local ID. The FTPLIB uses the same ID for uploading 
to the server. A mobile application is also created by using Android studio. Android studio consists 
of a web view that helps to convert the website into a mobile app, and with the support of web view, 
the application is created, assisting the user to see all the people visiting his/her home.

FIGURE 15.1  Face detection module.
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15.3.3 � Face Recognition Module (FRM)

In FRM as shown in Figure 15.4, the captured child’s face is recognized using the LBPH face rec-
ognizer algorithm, and a SMS is sent to the parent’s mobile using way2sms Application Peripheral 
Interface (API), whether the child is trying to go outside the house. If a parent or guardian is 
occupied with work at home, this device assists by sending an immediate message to the user’s 
mobile application, instructing them to take the appropriate action if their child leaves the house. 
The LBPH algorithm divides the window into small windows that have 16 × 16 dimensions. For 
each pixel in a small window, the center pixel is compared with the neighbor’s pixel. If the numeri-
cal quantity of the center pixel is greater than the neighbor’s value, mark 0, otherwise, mark 1. It 

FIGURE 15.3  Face detection.

FIGURE 15.2  Flowchart of the algorithm.
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creates an eight-​digit binary number that is converted to decimal. The decimal number helps to 
compute the histogram. This histogram combines the histograms of all the small windows into a 
256-​dimensional feature vector.

15.3.4 � FRM Implementation

The image dataset is created in the .xml format. The dataset behaves like a two-​dimensional array 
and allots an identity for a person. Whenever a person comes in front of the camera, the Python 
code detects his/her face and looks in the database for the recognition. The face is recognized as 
displayed in Figure 15.5. In case, if the camera detects the child’s face continuously, the system 
sends message continuously to the parent’s mobile. To avoid this problem, a flag is assigned and set 
to zero. So, whenever the face is detected and recognized, the flag is set to stops the SMS service.

15.3.5 � Door Detection Module (DDM)

Figure 15.6 represents the DDM. The purpose of this module is that if unknown person comes to 
the user’s home and opens the door, a notification is sent to the user. In this module, NodeMCU 
and magnetic door switches are used. NodeMCU is an IoT device that helps to get the input from 
the magnetic switch. Whenever someone opens the door, the magnetic switch sends its status to the 
NodeMCU and a notification is displayed on the Blynk app. It comprises firmware that operates on 
ESP8266 Wi-​Fi System on Chip (SoC) and on the ESP-​12 device.

FIGURE 15.4  Face recognition module.
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The magnetic switch is connected to the NodeMCU. The wires from magnetic switch are con-
nected to the D1 and GND (Ground) pins of NodeMCU. When the door is opened, the magnetic 
switch from the pin D1 sends an input to the NodeMCU. The input must be a zero or one. Arduino 
IDE microcontroller is used to process the DDM by receiving the signal from magnetic switch and 
send the notification to the mobile app. The system is receiving the input from the magnetic switch.

15.3.6 � Mobile Application

Mobile application to send a notification to the user’s mobile is created as shown in Figure 15.7. 
Blynk app is used to connect the IoT devices with mobile. A new project is created in the Blynk 
app and an authentication key is provided for the user. This authentication key needs to be setup in 

FIGURE 15.6  Door detection module.

FIGURE 15.5  Face recognized by camera.
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FIGURE 15.8  Notification on Blynk app.

FIGURE 15.7  Mobile application.
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the C code. If unknown person opens the door without the user’s knowledge, the user gets notified 
immediately as portrayed in the Figure 15.8 on the Blynk app.

15.4 � CONCLUSION

Security is an imperative part of any industry. This work most particularly focuses on criminal iden-
tification. The algorithm carried out in this study is a linear binary pattern algorithm. The presented 
system will be implemented using OpenCV and Raspberry pi. There may be fluctuations in the 
solution on report of the time interval, camera resolving power and lightning. Advanced processors 
may be used to reduce the processing time by supplementing more number of recognition servers to 
reduce the processing time for collection of images.
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Abstract

Road congestion can be a serious problem as there are many cars on the road. As traffic increases, the 
length of rows of cars waiting to be processed at intersections increases dramatically, and regular traffic 
lights cannot schedule them properly. Self-adaptive signal control is an efficient way to reduce traffic 
congestion in the city. In fact, traffic light junctions employ Computer Vision and Machine Learning 
(ML) to assess the peculiarity of traffic flow competition. It uses You Only Look Once (YOLO), a Deep 
Convolutional Neural Networks-based system. Depending on the data collected, such as traffic jams 
and waiting time per vehicle, the traffic light phase will be optimized to allow as many vehicles as pos-
sible to pass safely with as little waiting time as possible. The transfer learning approach can be used to 
implement YOLO in an embedded controller.

16.1 � INTRODUCTION

In the process of economic and social expansion, the number of vehicles on the road and the accom-
panying transportation needs are increasing. Frequent traffic jams on urban roads are detrimental 
to both the recession and the environment. Due to the defined space reserves of metropolitan areas, 
effective traffic control measures and improved efficiency of existing transportation facilities have 
become important research topics for reducing traffic bottleneck. Traffic regulation is one of the 
most lion’s share technology strategies for controlling traffic flow, reducing congestion and even 
reducing pollution. Advances in data processing, computer technology, and systems science have 
always been accompanied by their progress and growth. Based on the administrator’s control goals 
(such as minimum delay at intersections) and the influx aspect of traffic outflow at intersections, 
self-​adaptive control systems can change signal timing settings in real-​time. Compared to timed and 
operational controls, self-​adaptive control systems can better utilize the traffic capacity of the entire 
road network and dramatically improve traffic efficiency.

Low speeds, long travel times, and long vehicle waiting times result from uneven and different 
traffic in different lanes, resulting in inefficient use of the same time slot for each. Using cameras 
and image processing modules, we aim to design a self-​adaptive signal control system that allows 
a traffic management system to determine the time allocation of a particular lane according to 
the traffic density of other lanes. It can also include an automatic siren to speed up the car in a 
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distributed network, dynamic signal times, and interactive views via the dashboard to monitor the 
above features.

16.2 � LITERATURE SURVEY

It covers the development of intelligent signal control systems used everywhere the globe, their 
technical aspects, and therefore the present state of research on self-​adaptive control methods and 
signal control methods for divergent traffic flows from networked autonomous vehicles increase. 
Finally, signal control supported multi-​agent reinforcement learning may be a quite adaptive closed 
feedback control method that’s superior to several counterparts in real-​time characteristics, effi-
ciency, and Autodidacticism, and is therefore a crucial study. Within the future, it’ll specialize 
in the “model-​free” and “self-​learning” characteristics of control methods. Advances in adaptive 
signal control suggest that they’re going to play a crucial role within the destiny advancement of 
smart cities and therefore the mitigation of traffic jam. Compared to fixed timing techniques, our 
study demonstrated the adaptability of Reinforcement Learning Traffic Light Control to handle 
time-​varying flows and unpredictable traffic patterns. Our study demonstrates a model that includes 
three-​state depiction from low to high verdict and whose performance in simulation is compared 
using an asynchronous actuator critical approach using neural network function approximation. 
The results show that low-​resolution state representations (e.g., occupancy and average velocity) are 
almost exactly superior to high-​resolution state representations (e.g., individual vehicle positions 
and velocities). These results suggest that the implementation of signal control by reinforcement 
learning can be performed with conventional sensors such as loop detectors, without the need for 
advanced sensors such as cameras and radars.

It gives a whole evaluation of the connected and autonomous vehicle (CAV) primarily based 
totally city-​site visitors manage system. The evaluate started out with a deterministic and probabi-
listic technique of estimating site visitors’ situations primarily based totally on CAV, that’s vital for 
site visitors manage. In addition, a simple mathematical framework for the improvement of CAV 
primarily based totally city-​site visitors manage turned into proposed. A brief precis of normal 
effects indicates the strengths and weaknesses of numerous site visitor’s situation estimation tech-
niques and site visitors control systems.

Trying to escape the curse of dimensionality in solving the associated Hamilton–​Jacobi–​
Bellman (HJB) optimal control problem, the simulation result obtained from the traffic simulation 
model of an urban traffic network includes several node-​staging variants. The proposed strategy 
can be adapted to a variety of traffic situations, and the less complex and optimal solution param-
eterization, linear and bimodal piecewise linear approaches provide the appropriate compromise 
between computational complexity and network performance. The module is able to identify when 
a vehicle is being driven recklessly and reports the data to the appropriate authorities. The con-
troller sends a signal to the electronic throttle installed within the car and the vehicle’s speed may 
be regulated and reckless driving can be avoided. Additionally, the status of the car may be com-
municated to the police, the vehicle’s owner, or the appropriate authorities via a Global System for 
Mobile communications (GSM) module. Creating an automatic speed detection system notices the 
vehicle speed, and if the speed increases, pull out the vehicle registration number and email it to 
Toll Plaza to collect the fare. The Doppler Effect phenomenon is used to assess velocity. When an 
overspeed is detected, the camera immediately records an image of the vehicle and uses a Digital 
Image Processing algorithm to extract the license plate. The obtained license plate will be sent to 
Toll Plaza by email.

The goal of creating an intelligent system that can notice and path aggregate automotive objects 
in a video, while addressing background changes, lighting issues, and environmental conditions, is 
a difficult suggestion. Vehicle detection is achieved by background removal and is taken from each 
vehicle that has a scale-​invariant feature transformation feature identified. Neural networks and 
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support vector machines (SVMs) are used to classify vehicles. SVM has outperformed artificial 
neural networks in terms of generalization.

An imaginative and prescient, primarily based on smart machine structure for figuring out site 
visitors’ offenses is described. It utilizes a pc imaginative and prescient machine that aids within-
side the detection of site visitors’ offenses dedicated at the street intersection. The layout is split into 
three subsystems: video capture, smart running structure (IOA), and output. The IOA controls many 
strategies for detecting site visitors’ offenses. The test findings display that optical man or woman 
identity has an accuracy of 86.11% and velocity dimension has an accuracy of 88.45%.

It uses a real-​time embedded system, the Number Recognition System (VNPR), to detect 
the license plate of a car. It provides an option to VNPR by using an open-​source library called 
OpenCV. This system consists of an infrared sensor that recognizes the vehicle. During testing, the 
microprocessor set recorded the minimum time for the sensor to detect an object. When the timer 
reaches zero, the camera is activated, the license plate is recorded and the image is saved on the 
Raspberry Pi (RPi). The RPi processes the captured image and extracts the numbers on the image. 
Intends to assemble a deep getting to know version that is able to predict the registration of wide 
variety of automobile at the road. This version change includes the use of the You Only Look Once 
(YOLO) technique and convolutional neural networks. In this technology, the photo of the car is 
cut, and most effectively, the photo of the wide variety plate is given as output. The records are in 
the end surpassed to the Tesseract program, which turns the automobile’s registration wide variety 
to text. The version’s performance is measured based on three parameters: recall, precision, and 
suggest common precision.

It is important to demonstrate a model of vehicle license plate derivation and identification using 
image processing and wireless transmission over various network. This model utilizes the GSM 
module for this purpose. The goal of this project is to create a stand-​alone vehicle surveillance 
system that sends fraudulent license plates, speeding license plates, odd license plates, and other 
information to traffic and other authorities via SMS. The proposed application uses Arduino, while 
MATLAB® processes the captured photos and provides the data via serial communication.

A speed detection framework is introduced that uses only two speed guns to identify the speed 
of a vehicle, even if the vehicle is not in the line of sight of the camera. The goal is to determine the 
average speed of a vehicle moving between two points in a particular area, for example space. It uses 
an inexpensive RPi module and a regular camera to recognize the license plate of the car’s license 
plate. With a low-​power RPi, this hardware is more stable. It can run for hours without crashes or 
malfunctions.

The purpose is to path the pace of the vehicle, warn of speed fluctuations, and collect data from 
license plates. Using Artificial Intelligence (AI) with Machine Learning (ML), we visualized clear 
data captured by sensor cameras placed in strategic locations. Correctly, collected data are identi-
fied by ML-​enabled Internet of Things (IoT). It is used to section and recognize the character and 
send it to the server via the Wi-​Fi module.

In Ref. [15], traffic video surveillance automatically flags vehicles such as ambulances and 
trucks. This helped guide the car in an emergency. Here, we used a hybrid SVM with extended 
Kalman filter to path the car. Then we used the flow-​gradient feature histogram to classify the 
vehicles. Vehicles are calculated based on traffic density and video files, and emergency vehicle 
signals change dynamically. To detect the ambulance, we set the camera to take traffic records at a 
distance of more than 500 m from the signal and used a deep learning neural network. As a result, 
dynamic signal control was quickly implemented. Multinomial logistic regression is also used to 
reliably predict accidents in real-​time livestreaming video.

Reference [16] proposes a method primarily based totally at the dimension of real-​site visitors 
density on the street. Real-​time video-​ and picture-​processing strategies are used to reap this. The 
pictures are recorded and saved at the server, and the density is decided through evaluating them 
with the real-​time pictures captured through the camera. The concept is to modify site visitors 
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through figuring out site visitors’ densities on each facet of the street and presenting customers with 
sign manipulate alternatives through a software program (Table 16.1).

16.3 � PROPOSED METHODOLOGY

16.3.1 �S ystem Design

The gadget is made of software program and hardware parts. The software programs element han-
dles the stay shooting and time slot distribution for specific avenue lanes. Those time slots are dis-
patched to visitors lighting for functioning and controlling automobiles at the roads.

This paper works at the software program, a part of this gadget. First, the digital camera feeds 
snap shots to our gadget at everyday quick intervals. The set of rules then calculate the relative 
density of the lane when it comes to different lanes with the aid of figuring out the range of vehicles 
withinside the lane. Then the time allotment module takes this gadget’s input (inclusive of visitor’s 
density) and determines the most efficient and green time slot. Finally, the microprocessor sends 
this record to the suitable traffic lights (Figure 16.1).

16.3.2 �I mplementation

The designed system is first implemented by recording real-​time video of every lane at a specific 
point in time. These videos are processed by the system using the YOLO library. A replacement 
approach to visual perception is named YOLO. In previous work on object discovery, the classifier 
was reused to perform the invention. Rather, we consider object detection using spatially isolated 

TABLE 16.1
Comparison of Related Works in Terms of Algorithms Used and Metrics Evaluated

Method/Algorithm Used Metric (If Any) Results/Remarks

Reinforcement Learning [17] Queue length, vehicle speed 
(km/h), waiting time (s)

It is found out that RL-​TSC-​1 algorithm has least 
queue length and waiting time.

A3C Reinforcement Learning 
Algorithm [18]

Total throughput (veh/sim), total 
delay (s/sim), total queue 
(veh/sim)

When compared to the Actuated algorithm, all 
reinforcement learning methods outperform it in 
terms of lowering latency and queue lengths.

ANPR Algorithm [19] Accuracy MATLAB is used to extract the license plate 
number using Digital Image Processing 
methods.

For classifying vehicles: [20]: 
Artificial Neural Network 
(ANN), SVM

Accuracy A comparison of the performance of several 
approaches shows that the support vector 
machine outperforms the ANN in terms of 
generalization.

Vehicle Detection, Optical 
Character Recognition [21]

Accuracy Optical character recognition has an accuracy of 
86.11%, while relative speed measurement has 
an accuracy of 88.45%.

YOLOV5 Algorithm, Optical 
Character Recognition (OCR), 
and Tesseract [22]

Precision, recall, mean average 
precision

The YOLOv5 algorithm can identify the 
existence of the number plate with greater 
precision, even when the plate is inclined.

Hybrid SVM, Multinomial 
Logistic Regression (MLR) [23]

Accuracy in terms of quality, 
detection Time

The result validates that the MLR-​based system 
provides a very advanced executing rate in terms 
of accuracy, precision, recall, sensitivity, 
specificity, and detection time.
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conjugated boxes and connected class quantity as a regression problem. One neural network fore-
tells the conjugated box and sophistication quantity immediately from an entire image with one rat-
ing. Because the whole discovery pipeline may be a single network, it is often optimized supported 
end-​to-​end discovery execution.

Object recognition is the task of recognizing and classifying individual objects in an image. 
Previous methods, such as region convolutional neural network (RCNN) and its derivatives, used 
pipelines to perform this process at many stages. This can be time-​consuming and difficult to opti-
mize, as each component needs to be trained individually. YOLO is a single neural network that 
can handle all tasks.

This implementation uses the Yolo V3 neural network to count the cars in the video. Detection 
is done every x-​frame, where x is a variable. The dlib library may also be used to path previously 
detected vehicles. You can also change the confidence detection level, the number of frames to 
count vehicles detected before removing them from the traceable list, the maximum distance from 
the center of gravity, and the number of frames to delay detection and skip. It is capable of using the 
original video size or Yolo V3 size 416 × 416 as the annotation output. The Yolo V3 model has been 
downloaded and pre-​trained.

The system also determines the number of cars in a lane and calculates the relative density to 
other lanes. The time allocation module receives input (as traffic density) from this system and 
determines an optimized and efficient time slot. To do this, specify the base timer and the time 
range in which the time quota exists. The system provides time slots between time slots, and 
the total is close to the specified base clock. This value can be sent to each traffic light by the 
microprocessor. The value is validated by changing the base timer and time range to get the right 
results for different types of videos from different lanes. The formula used calculates the value 
according to the base timer and the number of vehicles to get the best and most efficient answer 
for each lane.

16.3.3 �R esults and Discussion

The vehicle detection results are accurately detected and various videos are checked. For each 
video, the vehicles are accurately detected and the total number of vehicles for each video is calcu-
lated. The YOLO model calculates the number of cars per lane and their waiting time. The continu-
ance of the succeeding phase is determined based on the wait instance and the queue length of each 
lane to provide the shortest possible wait time. Due to its accuracy and real-​time efficiency, YOLO 
could be used in place of police officers in traffic control optimization. To thoroughly evaluate the 
solution, you need to complete the hardware implementation. This system of rules is not restricted 
to cameras. Many sensors are utilized to compensate for poor performance in bad weather to avoid 
camera errors. The sensor fusion technique is used to integrate the sensors. Using automotive net-
work technology, intelligent transportation systems can also collect data and reduce traffic conges-
tion (Figure 16.2).

FIGURE 16.1  Flowchart of YOLO object detection.
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16.4 � CONCLUSION

The purpose of this study is to improve the traffic system by developing deep learning-​based self-​
adaptive traffic control algorithms. This new method makes it easier for cars to navigate inter-
sections, with benefits such as reduced traffic and reduced CO2 emissions. The need to push the 
boundaries of object identification, classification, and pathing in real-​time applications is demon-
strated by a wealth of video data. YOLO achieves very fast inference speeds with low resolution 
and small objects with little loss of accuracy. Real-​time inference is possible, but edge device appli-
cations require breakthroughs in the edge device architecture or hardware. Finally, we proposed 
a new method to reduce latency by optimizing the stage using real-​time data from YOLO. Future 
enhancements include the detection and identification of elevated vehicles using computer vision 
technology and the generation of automatic fines using a distributed blockchain network. You can 
also create a dashboard with the above features for monitoring purposes and view real-​time traffic 
on Google Maps
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Abstract

Savings and investment levels are critical predictors of an economy’s production. Changes in manu-
factured capital are measured by traditional investment measures. “Adjusted net or genuine saving 
measures a country’s true level of saving”. This “real level” represents changes in the whole capital 
stock of an economy or the “productive base,” as defined by Arrow. The productive base is defined by 
Arrow as “society’s capital assets and institutions”. The studies by Arrow, Hamilton, and Hamilton 
and Clemens calculated genuine savings (investment) for a variety of countries and regions and found 
significant disparities around the world. Investment saving measures provides crucial insight into a 
country’s long-​term growth potential. In the studies cited above, the importance of organizations and 
governance on spending time is not taken into account. Instead, they concentrate on determining the 
specific components of true savings. This includes both the theoretical and practical aspects of the 
estimation process. This chapter will look at how governments realize how people spend their time in 
energy-​rich countries.
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17.1 � INTRODUCTION

Quantifying and accounting for the variations in management will help researchers better under-
stand how institutional factors affect genuine investment. Several hypotheses will be examined to 
discover the relationship between governance and true investment. The motivation for hypotheses is 
a mix of economic theory and econometric issues. Democracy, stability, corruption, efficacy, regu-
latory quality, and the encouragement of the private sector are the specific governance aspects to be 
evaluated. Genuine investment measures that do not cause environmental harm will also be evalu-
ated. Real development considers variations in manufactured, human, and natural capital, as well as 
environmental harm, and considers regional and developmental differences. Due to natural capital 
depletion, on the other hand, by lowering capital assets, a country’s genuine savings are reduced. 
As a result, other types of capital investments boost genuine savings. Reinvesting a portion of non-
renewable resource depletion economic rents allows for the possibility of offsetting a reduction for 
one component of spending time with an increase in another. For resource-​based economies, the 
idea of expanding the productive base while diminishing nonrenewable resources has significant 
ramifications. It indicates that their economic growth will not be constrained by the depletion of 
nonrenewable resources. Decreases in nonrenewable resources can be offset by investments in these 
other types of capital, including human, economic, and social capital. The premise is that institu-
tion quality is a critical factor in attracting genuine investment and, as a result, long-​term growth. 
In Section 17.4, we’ll go over some of the previous research that looked at the relationship between 
institutions and economic success. Poor governance can stymie long-​term resource management in 
an economy. Resource rents may be used for nonproductive uses as a result of weak institutions, 
ill-​defined property rights, corruption, and other factors. The Hartwick rule serves as the theoretical 
framework for the analysis’s sustainability criterion. This rule is based on Hartwick’s and Solow’s 
work (1974 and 1986) [1]. Section 17.4 discusses data and their potential influence on genuine sav-
ings. Section 17.5 will look at the results and how they fit into the larger literature. As a robustness 
check, a variety of empirical specifications will be used. Section 17.6 brings the research to a close.

17.2 � LITERATURE AND BACKGROUND

17.2.1 �R esource Curse

Multiple types of literature devoted to evaluating the relationship between governance, environment, 
and economy provided the impetus for investigating the impact of governance on genuine invest-
ment. This section will offer elements from the resource curse and sustainability literature. Their 
relative strengths can be leveraged by incorporating approaches and findings from the literature.

A high natural capital endowment would appear to be an overall benefit a priori. According to 
the literature on resource curses, the opposite is true. Having a lot of natural resources, according to 
many studies, slows down growth. Sachs and Warner [2] are widely regarded as a seminal works in 
the field of resource curse research. The writers have revised and expanded their original work sev-
eral times since then. The majority of resource curse research looks at the link with both resources 
and growth from the standpoint of income convergence. Two early basic studies in the income 
converging literature are Baumol [3] and Barro and Sala-​i-​Martin [4,5]. Income growth is often 
approximated over some time as a function of a range of institutional and economic variables in 
income convergence research. Lower-​income countries, according to the study, grow more rapidly 
than greater economies. This conclusion is contingent on some circumstances. Sachs and Warner 
[6] discuss about literature on resource curses, the income convergence methodology has become 
mainstream. From 1960 to 1969, a proxy for basic accessibility, the relationship between economic 
growth, investment, rule of law, trade terms, and economic growth was utilized to regress economic 
development for some countries from 1970 to 1990 [7]. The abundance of natural resources is a hin-
drance to income convergence for states in the United States, according to Papyrakis and Gerlagh 
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[8]. Because of the institutional resemblance between states, this study is noteworthy. States have 
different government systems; despite this, they are all governed by the same federal system. Many 
theories have been proposed to explain the resource curse’s paradoxical nature. The “Dutch sick-
ness”, Rent-​seeking behavior, reduced motivations to spend on human capital, declining capital 
demand, and a lack of economic depths are all factors routes via which resource reliance can stifle 
progress, according to Gylfason [9]. The Dutch illness is manifested through a country’s exchange 
rate. Foreign investment and commerce in other items could be hampered by volatile currency 
rates. A financial industry that is reliant on natural resources may be limited in an economy. The 
channeling of a big portion of a country’s investment into the natural resource industry may stifle 
growth in other industries. As a result, natural resource economic returns are becoming increas-
ingly important for economic growth. The various advantages of having control over resources 
drive rent-​seeking behavior. Natural resource richness, according to Gylfason, reduces the incen-
tives to invest in education since they provide an economic source of non-​wage revenue. Individual 
(or all) of these channels may be exacerbated by insufficient institutions, property rights, and the 
rule of law. As a result, the domestic economy’s natural resource sector may develop to dominate 
over time. According to Gylfason, an economy that is unduly reliant on a single industry has lower 
long-​term growth potential. Kalyuzhnova, Kutan, and Yigit [10] identify essential methods that 
can aid in the sustainability of energy-​intensive economies. They discovered that lower levels of 
corruption are associated with less corporate rules and greater democracy. Corruption harms these 
countries’ growth rates and GDP per capita levels. Kaluzhnova et al. data sets are limited in terms 
of long-​term period observation, which is one of their shortcomings (averages from 1989 to 2006). 
They also employ fixed nonrenewable resource production measures rather than variations in differ-
ent kinds of natural capital across time. The resource curse is a contentious subject. Norway and the 
United States, for example, come to mind as counterexamples. The economic progress of countries 
like these does not appear to be hampered by a lack of resources. According to Brunnschweiler 
and Bulte [11], analyses that suggest the resource curse are based on model specification. Resource 
abundance measurements, in particular, are more accurate estimates of resource reliance when uti-
lized in estimations. Differentiating between resource abundance and resource reliance is critical. 
Dependency indicates a more volatile economy-​resource relationship. The economic rewards from 
the resource become inextricably linked to the economy’s growth. Abundance implies that enjoying 
the economic benefits from a resource has a low opportunity cost. Brunnschweiler and Bulte find 
no evidential basis and for curse when they control for resource dependence. Rather, they discover 
that resource scarcity has little impact on growth and that a plentiful supply of resources contributes 
to strong governance quality and growth. Another denial of the resource curse is Papyrakis and 
Gerlagh [5]. They discovered that controlling government, for resource extraction availability, con-
ditions of commerce, and education have a favorable impact on growth. Governance is a key control 
variable in both kinds of research. Neumayer [12] looked into whether resource curses exist when 
compared to true income metrics. The methodology of the resource curse is linked to Neumayer’s 
research and focuses on the concept of true involvement, which is a measure of sustainability. The 
presence of the resource curse is confirmed by his findings. The resource curse and environmental 
Kuznets curve techniques are combined by Costantini and Monni [13], who finish that long-​term 
progress involves human funding and effective capacity reform. It’s less obvious whether resources 
hinder growth or whether the resource stifles growth curse is caused by their impact on institutional 
development. Important components of the sustainability literature will be used in this study to 
address this issue.

17.2.2 �S ustainability

The literature on resource curses is a natural partner to the literature on sustainability. The 
resource curse literature is inherently retroactive, challenging the impact of resources on eco-
nomic advancement over time. Sustainability studies, on the other hand, are focused on the future; 
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what impact will today’s decisions have on future growth? Before moving on to the literature on 
sustainability, it is necessary to define “sustainability” in this chapter. Sustainability is used to 
address a wide range of concerns across disciplines. Even within the field of economics, the term 
“sustainability” can refer to a variety of topics. The use of sustainability standards clarifies a 
phrase that is frequently employed confusingly. The weak and strong sustainability criteria have 
significantly different implications in the context of resource management. The strong sustainabil-
ity criterion’s essential premise, according to Ayres [14], is that “minimal levels of several vari-
ous forms of capital (economic, ecological, and social) should be independently maintained”. To 
achieve the weak sustainability criteria, economic profit in an economy’s aggregate capital stock 
must be positive. The question of substitutability between kinds of capital is a significant differ-
ence between the two criteria. Capital substitutability is the subject of many studies in Ecological 
Economics (Volume 22, 1997). Among the contributors are Herman Daly, Robert Solow, and 
Joseph Stiglitz. Acceptable adjustments in capital stocks are subject to stricter conditions under 
the strong criterion. Because many decisions are irreversible, proponents of the strong criterion 
support careful ecological management. If a specific resource stock falls, the strong requirement 
may be broken, whereas the weaker criteria allow for displacement between dropping stocks in 
exchange for suitable gains in another. Consider an example of a nonrenewable resource like oil. 
By depleting its oil reserves while investing in education, a country can meet the weak sustainabil-
ity condition. Because of the strong sustainability, it may be necessary to refrain from extracting a 
certain amount of oil. The specific limitation’s criterion is used in this study. In the coming years, 
to keep track of resource management, the study could be tweaked or expanded difficulties arising 
out of sustainable economic criteria. Genuine savings metrics is an important parameter, accord-
ing to Pearce, Hamilton, and Atkinson [15], the net change in an economy’s assets gives vital 
information, depending on whether the stronger or weaker sustainability criterion is utilized. The 
Hartwick rule has become a well-​known indicator of long-​term viability. The formalization of this 
rule was influenced by Hartwick and Solow [1]. Extensions and clarifications of the Hartwick rule 
can be found in Dixit, Hammond, Hoel, and Farzin [16]. “A steady level of consumption can be 
sustained if the value of (net) investment equals the value of extracted resource rents at each point 
in time.” Hamilton outlines the rule and its ramifications. To achieve sustainable growth, accord-
ing to the Hartwick rule, such decreases in nonrenewable capital should be offset by increases 
in renewable capital growth in other types of financing. When this happens, there is no need to 
cut back on consumption. Hamilton, Ruta, and Tajibaeva [17] conduct a hypothetical study to 
determine the capital stock that would be available in each country if the Hartwick rule were 
enforced. The Hartwick rule has not been observed in countries where resource rents account for 
more than 15% of GDP, according to the researchers. These countries are investing far less than is 
required by law. This demonstrates that resource-​rich countries are still not, on average, following 
Hartwick-​defined stable growth paths. Furthermore, the authors demonstrate that consumption is 
not restricted by a constant positive level of true investment. Section 16.3 will offer a formal state-
ment of the Hartwick rule. To see if a country’s investment is satisfying the Hartwick criterion, 
precise measurements of the various components of its productive base are required. The right 
valuation of changes in natural capital is likely the most difficult obstacle in accurately evaluat-
ing the productive base. Natural capital changes have a less well-​defined valuation than produced 
capital changes. To create appropriate assessments, it is necessary to analyze the economic rents 
that come from resource extraction. The World Bank’s Kirk Hamilton has played a vital role in the 
creation of natural capital measurements or a net expenditure. These forecasts are used to create 
real cost-​cutting options. The core of meaningful savings initiatives is updating national savings 
for natural environmental capital. Hamilton summarizes the methodology that has been used in a 
significant amount of research in this field.

Genuine savings estimates were first published by Hamilton and Clemens in 1999 [18]. In 
Sub-​Saharan Africa, they find that true savings are negative. The theoretical framework for esti-
mating genuine savings measures is also outlined in this study. In Section 16.3, we’ll go over this 



193Genuine Investments for Economic Energy Outputs

material in further depth. These studies reveal that actual savings harm certain parts of the globe. 
The estimation of true savings measures is largely an accounting task, once changes in various 
capital stocks have been produced. These studies don’t go into great detail about the factors that 
contribute to negative true savings. This chapter examines the government’s role in further detail. 
Insufficient governance, according to the resource curse literature, raises the odds of natural 
resource management failing to achieve economic growth. If the economy’s productive founda-
tion is constrained by natural resource availability (or dependency), the economy’s growth will 
be stunted as well.

17.3 � MODEL AND METHODOLOGY

17.3.1 �T heoretical Model

The theoretical foundation for the analysis is the following social welfare function:
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where t is time, is the discount rate, U(C) is a utility from consumption, C(t) is consumption, and 
V(t) represents intertemporal social welfare. The consumption of society determines utility and 
consequently social welfare. According to one interpretation of the sustainability criterion, non-​
decreasing welfare necessitates:
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also, the rise in social welfare is not negative with time. The shift in the functional form could 
be zero in this interpretation and is the case if the true investment is exact enough to satisfy the 
Hartwick requirement. Arrow, Dasgupta, and Mäler [19] use the Ramsey–​Solow model to investi-
gate numerous aspects of economic sustainability in imperfect economies. Their research is pred-
icated on the idea that a country’s wealth is derived from its capital assets. The social welfare 
function V(•) can be written as a function of capital in an economy when social welfare is defined 
as a function of wealth over time. Non-​resource management and capital are the two categories of 
capital that make up an economy’s total capital stock. Make K(t) the vector of non-​resource capi-
tal and R(t) the vector of resource capital. Examples include manufacturing equipment, buildings, 
human capital, and other non-​resource capital. Let’s call a single type of resource capital Rj, j = 1, 
N, and non-​resource capital Ki, I = 1... M. V(t) becomes V(t) for the social welfare function (K, R). 
To reflect changes in the productive base of an economy, inequality (3.1.2) will be expanded. The 
Hartwick rule offers the requirement. When the criterion is met, according to Arrow, “society can 
continue a continual stream of consumption by investing in reproducible capital goods the competi-
tive rents on its current use of the waste resource”. The rule creates a link between consumption, 
investment, and social well-​being. Capital asset changes (the entire capital stock) will be considered 
first. Appropriate pricing must be developed to measure the economic worth of changes in capital 
stocks. Let the non-​resource and resource capital (Ki and Rj, respectively) shadow (or accounting) 
prices be represented by:
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As a result of the chain rule (16.2), it becomes:
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where λs denotes shadow prices and Kt(t) (or Ry (t)) denotes the time derivative of the capital stock 
or investment in question. When a stock’s time derivative is negative, it means the stock’s physi-
cal value is decreasing. Genuine investment is equal to the present value of the development in the 
economy’s capital assets over time, which is represented on the left-​hand of equation (17.5). The spe-
cific limitations criteria are satisfied, when genuine investment is positive. The wealth management 
part of the specific limitations criteria and Hartwick rule is captured by inequality equation (17.5). 
“Investing exhaustible resource rents in generated capital, and its extension, ‘zero net investment’, is 
an inherent feature of Solow’s [1] original and generalized constant consumption model Hartwick”, 
write Hamilton and Hartwick. The state of net investment can be seen in (16.5). If material capital 
stocks fall, (16.5) can only be met if non-​resource capital stock investments increase. Furthermore, 
the worth of a non-​resource capital investment must be equivalent to the price of the resource capital 
decline. “Zero net investment” arises when the losses and growth are equal. To indicate the high 
sustainability requirement, Inequality equation (17.5) could be enlarged or changed. For example, 
Ry (t) 0 could represent a constraint requiring a non-​negative change in a specific form of resource 
capital over time.

17.3.2 �E mpirical Strategy & Empirical Model

The amendment to Inequality (16.5) creates a reliable test of sustainability:
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where (t) is a parameter which indicates whether an economy’s net investment at time t complies 
with the Hartwick rule. To separate genuine investment, reorganize (3.2.1):
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However, if the left-​hand side is positive, (t) > 0, implying that resource capital investment (Rj 0) is 
not increasing. For some places and countries, genuine savings have been calculated to be negative. 
However, an economy’s productive foundation “consists of society’s capital assets and institutions 
at time t”, according to Arrow et al. [20]. The shift in capital assets is captured by true savings mea-
sures, but institutions are not included. The impact of institutions and other variables on true savings 
can be discovered by decomposing (t). That is, (t) can be thought of as a function of social features; 
(t) = f(Z), where Z is a vector with values of (1, Z1, Z2,…, ZK). When you substitute into (18.6) and 
assume that f(Z) has a linear functional form, you get:
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where (t) is a parameter vector that can be estimated. Equation (16.8) considers more than changes 
in capital assets to provide a more comprehensive treatment of actual investment. Genuine invest-
ment is now determined by social factors as well as changes in the value of resource capital. Let 
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VRt = ( j = 1)Nj(t)Rj(t) and VKt = (i = 1)Mi(t)Kt(t) be the variables. Rt decreases are expressed as a posi-
tive value in the data used in the estimations. As a result, (17.8) becomes:

	 α ( )− = ′ .VK VR Z t VRt t t 	 (17.9)

Genuine investment (GIt) is represented by VKt  – ​VRt, and the sign of Zʹ(t) denotes the sign of 
genuine investment. Finally, (16.9) may be recast to explicitly state how the various features in Z 
decompose (t):

	 α α α α= + + + … +GI .0 1 1 2 2Z VR Z VR Z VRt t t t t K Kt t 	 (17.10)

With a few tweaks, equation (17.10) can be used to make empirical estimates. First, you must include 
an error term. This will collect any data with unobservable attributes. In estimations, a panel data 
technique is used. The particular information that was used was previously discussed. The fixed 
effects (FE) estimator is used to account for unobservable time-​invariant cross-​sectional proper-
ties. Inside variation, or difference in the data inside this cross-​section unit of observation, will be 
captured by the estimator (nations). To account for occurrences that may have impacted the entire 
sample, time effects might be applied. The FE estimate for (16.10) is as follows:

	 α α α α ε= + + + + + … + +GI ,0 1 1 2 2y y Z R Z R Z Rit i t it it it it K Kit it it 	 (17.11)

where I represent the country index, t represents the temporal index, GI represents the global index, 
Rit is the return on an asset capital investment, I is the nation FE, t represents the time FE, Z1it, ZK 
represents the features to be included in the estimation, and it is a non-​observable mean-​zero ran-
dom variable. The calculated coefficients will show how the features of a country influence genuine 
investment (savings). For instance, consider Z1’s marginal impact:
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This means that the impact is dependent on both the R-​value and the estimated coefficient. R works 
as a scaling factor in this fashion. According to projections, Z will be harmed by a variety of gov-
ernance metrics, including the extent of corruption. If Z1 is the corruption proxy in the preceding 
example, equation (17.12) reflects a percentage increase in determining factors due to a change in 
corruption.

17.3.3 � Data

The data set used in the estimations is made up of countries with a lot of energy. The term “energy-​
rich” was coined by Kalyuzhnova, Kutan, and Yigit [10]. A country should have at least 0.2% of 
proven world oil or gas reserves to be termed “energy-​rich”. The BP Statistical Review of World 
Energy provides these figures. Energy-​rich countries are a fascinating case study because of the wide 
spectrum of growth of the economy they represent. Nonrenewable energy sources are one of the 
most well-​known elements of data used to assess resource capital changes. The methods needed in 
evaluating genuine investment and its numerous subcomponents are outlined by Hamilton. Genuine 
investment is defined as gross national savings minus fixed capital consumption plus education 
expenditures (Educ) less the cost of resource depletion and environmental harm. There are two 
techniques to assess genuine investment: either with or without particle emission impacts (denoted 
GIX as well as GI, respectively).

The present value of growth in non-​resource capital, VKit, is calculated using net national 
savings (NNS) and Educ. Gross national savings minus depreciation equals NNS. It tracks the 
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economy’s change in manufactured capital over a year. Education spending can be used as a proxy 
for human capital investment. Educ covers both running costs and educator pay. Tables 17.1 and 
17.2 list quoted definitions of the series. The GDP deflator in the United States was used to convert 
all data to 2000 US dollars. To reflect the changes in the resource capital stock, several variables 
are used. Overall rents from the exploitation of crude oil, natural gas, and coal are calculated using 
energy depletion (Energy). Gold, zinc, nickel, bauxite, lead, copper, iron, phosphate, tin, and min-
eral depletion (Mineral) is a computation of mineral extraction rents. Discoveries are not included 
in the development of these metrics.

Fresh finds were not included in the stock of resource capital when these measures are made 
since the global supply is fixed. As a result, measurements only capture depletion. The term “net 
forest depletion” (Forest) refers to the rents generated by cutting timber at a rate faster than its 
natural growth rate. When harvest exceeds growth, the metric is set to zero. It’s vital to understand 

TABLE 17.2
Genuine Investment Data Descriptive Statistics

GI GIX NNS EDUC Energy

Mean 51,34,47,253 47,05,36,995 38,77,00,339 18,75,96,589 10,51,48,496

Median 6,25,85,382 6,43,25,596 9,23,62,584 2,13,83,263 3,05,34,988

Max 13,56,79,03,612 13,86,02,59,395 15,99,05,33,489 5,64,43,86,760 2,75,89,54,842

Min −317861420 −634565675 −1138452286 23,376 0

Std. Dev. 1,44,36,77,879 1,36,43,11,979 1,00,36,36,379 64,00,84,459 22,93,04,189

Obs. 758 1,234 1,361 1,541 1,758

Forest CO2 Part dam Mineral
Mean 22,66,111 1,84,48,668 1,46,10,723 48,61,184

Median 0 31,06,275 18,76,323 52,645

Max 8,63,05,604 41,31,15,539 34,78,69,013 30,26,88,591

Min 0 0 0 0

Std. Dev. 89,51,223 5,18,36,264 4,42,45,687 1,76,74,823

Obs. 1,733 1,799 948 1,799

Note:	 The table does not include gross national savings, which are used to estimate actual investment.

TABLE 17.1
Genuine Investment Component Definitions

Variable Definition

National Savings Net Net national savings less fixed capital consumption plus transfers.

Expenditure on Education Current educational running expenses, including capital investments in buildings and 
equipment, including personnel as well as wages.

Depletion of Energy The total quantity of energy extracted in physical units plus the sum of unit resource rents. 
It includes, among other things, crude oil, natural gas, and coal.

Depletion of Minerals The total of unit resource rents plus the physical quantity of minerals extracted. Minerals 
such as bauxite, copper, iron, lead, nickel, phosphate, tin, zinc, gold, and silver are listed.

Deforestation on a Net Basis The surplus of Roundwood harvest above natural growth multiplied by unit resource rents.

The Harmful Effects of 
Carbon Dioxide

The cost of carbon dioxide pollution is estimated to be $20 per tonne (in 1995 dollars) 
multiplied by the number of tonnes emitted.

Damage Caused by 
Particulate Emissions

Calculated as the amount of money someone would be prepared to pay to avoid death as a 
result of particle pollution.
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that rentals are calculated using market prices. As a result, many resource-​specific pricing may 
be artificially low, since externalities are not taken into consideration. Particulate matter damage 
(PartDam) is a metric for how much people are ready to pay to prevent death as a result of these 
kinds of pollution. The prepared-​to-​pay measurements are based on Pandey et al. [21]. In some 
computations, just energy, mineral, and forest depletion will be taken into account. The series’ 
environmental damage measures have been deleted. Yemen, Iraq, Libya, Qatar, Turkmenistan, and 
also Myanmar are among the nations where data for any or all of the resource capital variables are 
insufficient.

When data is available for a country, it is typically accessible from 1970 to 2008. This is not the 
case for particle damage measured between 1990 and 2008. The descriptive statistics of the authen-
tic investment data are presented in Table 17.3.

As for governance proxies, some factors are employed. Six governance measures are provided by 
the World Bank’s World Governance Indicators (WGIs). Some of the themes covered are account-
ability and voice (Account), political stability and the absence of violence/terrorism (Stable), govern-
ment effectiveness (Effect), regulatory quality (Regqual), rule of law (Law), and corruption control 
(Control) (Corrupt). For 1996, 1998, 2000, and 2002–​2009, each indicator is calculated. These fig-
ures are derived from survey data. As a result, they capture how respondents feel about numerous 
indications. Kaufmann, Kraay, and Mastruzzi provide a more extensive explanation of how the 
measures are calculated (2010). Estimates will be based on each of these variables separately. Some 
of the WGI data’s shortcomings are discussed in Section 17.3. The Integrated Network for Societal 
Conflict Research is the second source of governance data. Their Polity2 metric is employed as 
a proxy for an economy’s level of democracy. Yemen, Libya, Myanmar, United Arab Emirates, 
Nigeria, Qatar, Poland, Australia, Canada, Germany, United Kingdom, and Denmark are excluded 
from the estimate when Polity is employed as a democracy proxy. The majority of countries’ Polity 
metrics are from 1970 to 2008. Table 17.4 shows descriptive statistics for data on governance.

To see if there are any geographical or economic differences in the data set, dummy variables 
are used. The regional dummy variable for the Middle East and North Africa (MENA) will be used. 
There are data constraints for several of these countries, so these should not be included in esti-
mates. The Organization for Economic Co-operation and Development (OECD) dummy will also 
adjust for high-​income countries, except for Mexico and Poland.

17.4 � RELATIONSHIPS TO BE EXPECTED

Many study findings can be used to form assumptions regarding the relationship between insti-
tutional quality and real investment. Stiglitz discusses the relevance of governance in long-​term 

TABLE 17.3
Governance Measures Descriptive Statistics

Account Corrupt Effect Law Reg. Qual. Stable Polity

Mean −1.4638 −1.1837 −1.0988 −1.2182 −1.1566 −1.35 −1.0687

Median −1.6839 −1.3807 −1.2689 −1.4503 −1.2408 −0.3 −4

Max 2.8368 3.4539 3.2468 2.965 2.3455 0.455 10

Min −3.1858 −2 −2 −3.0575 −3 −3.09 −10

Std. Dev. 2.037 2.0424 1.9943 0.0062 0.0308 1.989 7.7155

Obs. 560 559 559 550 550 551 2305

Note:	 Polity is published by the Integrated Network for Societal Conflict Research. The World Bank’s World 
Governance Indicators are used for all other governance variables.
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development and sustainability in a persuasive way. Economic growth has been proven to be harmed 
by political volatility and instability. While the reasons for political unrest are numerous, economic 
factors also play a role.

Gylfason explores the phenomenon that countries with more abundant natural resources have 
higher degrees of corruption. Increases in corruption may boost real investment if they occur within 
a government framework that encourages it (public works projects). Mo shows, on either hand, that 
corruption affects private investment, meaning that higher levels of corruption reduce real invest-
ment. According to Aidt, Dutta, and Sena [22], a country’s institutional context determines the 
impact of corruption on growth. Another significant institutional component is democracy. Citizens 
will be able to express their choices for the utilization of revenues from resource depletion vs. pub-
lic investment as democracy develops [9]. The development and management of sovereign wealth 
funds, as well as education spending, are examples of how preferences might be communicated. 
There will be factors to suppose that the level of democracy has a favorable or negative impact on 
true savings. When the amount of democracy is low, it creates an increase in economic growth. 
Whereas when the level of democracy is high, a marginal increase causes a drop in growth, accord-
ing to Barro. Democracy, according to Farzin and Bond [16], allows society to express its environ-
mental preferences. Given the extent to which societal preferences can be expressed, the level of 
democracy will likely have an impact on actual savings [23].

17.5 � DATA LIMITATIONS

The association between structural conditions is one of the study’s potential flaws. A country’s gov-
ernance scores may trend in the same direction from year to year. These variables are established 
using surveys, as detailed in Section 17.1. The scores of the governance proxies may be highly con-
nected, if they are evaluating the quality of government. To make matters worse, a few of the prox-
ies evaluate the same qualities of governance. For example, the public’s perception of the continuing 
stance for the private sector is measured by R equal, while policy quality is measured by Effect. The 
significant correlation among governance factors may produce multicollinearity in the estimations. 
Gujarati highlights a few of the probable repercussions that can happen when multicollinearity is 
present. The impact on calculated coefficients is particularly significant to our study. Because vari-
ances and co-​variances are greater, t ratios are statistically insignificant. The predicted coefficients 
using Ordinary Least-Squares (OLS) can be sensitive to minor data changes, which is a second 
potential effect. “Pair-​wise correlations may be a sufficient but not required condition for the occur-
rence of multicollinearity”, Gujarati writes. Table 17.5 shows the pair-​wise relationships among the 
institutional factors. Corrupt and Law have the strongest connection (0.95). Account and Stable have 
the lowest correlation (0.58) among the WGI. It’s not unexpected that Account and Polity have such 

TABLE 17.4
Correlation Coefficients for Governance Variables in Pairs

Account Effect Law Polity Reg. Qual. Stable Corrupt

Account 1 1.8044 1.7672 1.8587 1.8223 1.584 1.7768

Effect 1.8044 1 1.9537 1.5158 1.9268 1.76 1.9528

Law 1.7672 1 1 1.4286 1 1.814 1

Polity 1.8687 1.5158 1.4286 1 1.5608 1.255 1.4503

Reg. Qual. 1.8334 1.9268 1.9016 1.5608 1 1.708 1.8897

Stable 1.5844 1.7603 1.8134 1.2646 1.702 1 1.7556

Corrupt 7768 1.9628 1.9636 1.4503 0.8989 0.757 1
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a strong correlation (0.86), because they’re both democracy indicators. Polity isn’t as closely linked 
to the other WGI as Account [22].

More data series will be included in the research in the future, according to the author. This 
index assesses freedom in many areas, such as business, trade, and labor. The multicollinearity 
difficulties discussed in Section 17.5 may be eased by increasing organizational and institutional 
procedures. The use of any data series from various sources should reduce pair-​wise correlation, 
providing a more realistic depiction of the impact of Z’s true investment.

17.5.1 �E stimation and Results

This section will give estimates that will be used to test the hypotheses stated in the introduction. 
All governance variables are predicted to have an impact on real investment a priori. Despite 
the intended uniqueness of WGI, as explained in Section 17.3, there is a strong pair-​wise cor-
relation between them. The chance of multicollinearity affecting outcomes will be investigated. 
The connection between resources required and genuine investment is the first hypothesis to be 
explored. Given the concept of true investment, a negative association appears to be the most 
likely outcome. It’s feasible that high levels of investment in energy-​rich countries will be enough 
to counterbalance the predicted fall in genuine investment related to the depletion of resource 
capital before any governance variables are incorporated in the initial estimation. This phenom-
enon looks like this:

	 α α= + + + +GI .1y y R uit i t o it it 	 (17.13)

Tables 17.6 and 17.7 contain the results. The R vector is used as the major explanatory variable in 
these calculations, with no other nation characteristics taken into account. The importance of it is 
affected by the presence of lags. There is no agreement on the quality of the link between GI and R. 
This could be because other drivers of actual investment aren’t taken into account.

TABLE 17.5
Estimation with Resource Capital

Dep. Var. GI

Variable Coefficient Std. Error Coefficient Std. Error Coefficient Std. Error

C 52597701** 34970877 −26932607*** 16481592 12694264*** 1.60E+06

R 1.5544*** 0.1557 −1.1741** 0.0685 −0.026

GI(-​1) − 1.1614*** 1.0216 1.5669*** 0.0423

GI(-​2) − − −1.6582*** 0.0503

R2 0.07217 0.9578

adj. R2 0.8067 0.9647 0.9632

F-​stat 50.9514 318.5525 389.2658

Durbin Watson 
(DW) stat.

0.2354 1.035506 1.8665

N 758 701 566

T 1990–​2008 1991–​2008 1992–​2008

M 44 44 43

Note:	 C stands for the entire regression intercept. Fixed-​effects estimations with both cross-​section and period effects 
yielded the results. The levels of significance are ***, **, and *, and are symbolized by the letters ***, **, and *, 
respectively. The letters N, T, and M stand for the number of observations, period, and cross-​section units used, 
respectively.
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TABLE 17.7
Estimation with Individual Governance Indicators

Variable

Account Polity Corrupt Effect

Coeff Std. Error Coeff Std. Error Coeff Std. Error Coeff Std. Error

C 138750015 28474341 79025808*** 15219333 43821272 25637948 −406914 2.50E+06

R −1.5210*** 1.0981 1.0843 1.0612 −1.2143*** 1.0804 1.001 1.0765

R*Govi −1.5286*** 1.0539 −1.0653*** 1.0055 −1.4504*** 1.0733 −1.4616*** 1.0859

GI(-​1) 1.4681*** 1.0518 1.5086*** 1.0322 2.4832* 1.0651 2.6517*** 1.0649

GI(-​2) −1.4746*** 1.0517 −1.5921*** 1.0364 −1.4062* 1.0553 −1.4644*** 1.055

R2 0.7993 0.9717 1.9757 1.9755

adj. R2 0.967 0.9769 1.874 0.873

F-​stat 400 542 257 256

DW stat. 2.0758 1.9483 1.8867 2.016

N 42 42 42 42

T 1996–​2008 1992–​2008 1996–​2008 1996–​2008

M 397 651 397 397

Note:	 The letter C denotes the whole regression intercept. The results of fixed-​effects calculations integrating both cross-​
section and period effects are presented. The individual governance variable used in the estimation is called Govi. 
The letters N, T, and M denote the number of observations, period, and cross-​section units used, respectively.

TABLE 17.6
Regional and Development Categories

Dep. Var.: GI

Variable Coefficient Std. Error
C 5948987** 15006828

R 1.3221*** 1.0831

R*MENA −1.3452** 1.156

R*OECD −2.1400*** 1.1308

GI(-​1) 1.4828*** 0.0344

GI(-​2) −1.5356*** 0.0388

R2 1.9677

adj. R2 1.9677

F-​stat 433.8533

DW stat. 1.9855

N 566

T 1992–​2008

M 43

Note:	 C stands for the entire regression intercept. Fixed-​effects calculations of both cross-​
section and period effects yielded the results. The levels of significance are ***, **, 
and *, and are symbolized by the letters ***, **, and *, respectively. The letters N, 
T, and M stand for the number of observations, period, and cross-​section units used, 
respectively.
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The positive correlation could be influencing the results, as indicated by the low Durbin–​Watson 
value of 0.26 for the initial estimation. To account for the possibility of autocorrelation, lag GI terms 
have been incorporated. As a result, the remainder of the estimates will contain GI lagged twice. 
The R2 measure is quite large due to the high explanatory power of these lagged factors. High R2 val-
ues can be seen in all of the estimations in this section. The effect of environment and growth on GI 
is the second hypothesis to be examined. In this estimation, two types of dummy variables are used. 
For countries in the MENA region, a regional dummy is constructed. Tunisia, Iran, Oman, Saudi 
Arabia, Bahrain, Kuwait, and Egypt are all parts of the MENA area in the data set. Due to a lack 
of data, other countries, the areas identified as energy-​rich in the region, are excluded. The OECD 
membership dummy is the second dummy used. The OECD dummy is likewise a high-​income 
country control except for Mexico and Poland. The estimate is in the following format:

α α α α α α= + + + + ∗ + ∗ + + +GI MENA OECD GI GI .1 2 3 4 –1 5 –2y y R R R uit i t o it it it it it it 	 (17.14)

All of the coefficients of relevance are statically important in this specification. If a country is not 
part of the OECD or the MENA region, an increase in R leads to an increase in GI. GI has a nega-
tive association with both the MENA and OECD dummies. This shows that differences in regional 
or developmental status among countries have an impact on the connection with GI. The MENA’s 
and OECD’s dismal indicators are not surprising. As per the model, OECD membership results in a 
lower GI than MENA membership. According to Hamilton (2006), many industrialized countries’ 
GI is positive, and their production bases are growing with time, but several countries in the MENA 
have negative GI levels.

The following series of calculations attempt to represent the impact of governance on GI. This 
is in contradiction to the prior estimates’ findings. A rise in resource depletion causes a decrease in 
GI when governance is adjusted for.

17.6 � POTENTIAL WEAKNESS

The data used in this study come with a lot of limitations regarding how reliable the results are. 
It has been discovered that governance variables have a significant pair-​wise connection. A longer 
time series would be excellent for research like this, which analyzes long-​term development and 
growth difficulties. A longer time series would most likely catch more data variance. It would also 
capture a larger portion of the economic growth process. The availability of governance proxies 
is now constraining the time series. From 1996 onwards, the WGI is only available. A longer time 
frame would almost certainly provide a more realistic picture of how governance influences actual 
investment. In the theoretical model, the productive base accounts for all types of capital. Several 
key forms of capital must be removed due to a lack of data. Social capital, for example, is not taken 
into account. Educ are investments in human capital. Education spending is a common proxy for 
human capital investments, but the underlying benefit of human capital investment is an improve-
ment in labor skills. Education spending does not account for changes in skills.

Changes in energy, minerals, and forests are measured by resource capital. Fisheries are an obvious 
exclusion. Environmental damages include the effects of particulate emissions and the expected con-
sequences of climate change. Climate change impact measurements are fraught with uncertainty. The 
data on environmental damages do not take into account the quality of water and soil. Although the 
data used covers a large portion of an economy’s productive base, it does not fully capture its changes.

17.7 � CONCLUSION

The impact of governance on genuine investment has been investigated in different ways. Data was 
used to capture a variety of characteristics of governance, but it was ineffective. The WGIs assesses 
six major dimensions of governance: private and sector development, corruption, stability, quality, 
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effectiveness, and democracy. Considering this, the indicators’ high pair-​wise correlation shows that 
they only measure one facet of governance. Individual WGI can be used to gauge democracy due to 
the consistency of the democracy results. This conclusion holds even when environmental effects 
are excluded from genuine investment and resource capital depletion measurements. In terms of 
the underlying link between resource depletion and true investment, these estimates are inconsis-
tent. Because Polity has a larger time series and more observations, this inconsistency could be 
explained. In energy-​rich OECD countries, estimates that take into account both the location of the 
region and the level of development demonstrate a negative link between resource depletion and real 
investment. For members of the MENA region, the conclusion holds, but the relationship’s absolute 
value is lower. Other researchers, such as Arrow and Hamilton, have confirmed the findings relating 
to the MENA region (2006). The author intends to increase the governance features addressed in the 
study in the future by including additional data sets. The Heritage Foundation’s Index of Economic 
Freedom and the Wall Street Journal’s Index of Economic Freedom, for example, will be used. This 
data set could help to identify which characteristics of democracy are to blame for the skewed asso-
ciation between democracy as well as actual development. Analyzing the separate components of 
genuine investment is a second possible development. Measurements of investments, environmental 
effects, and resource depletion are all part of the genuine investment. To gain an insight into the 
mechanisms via which governance affects real investment, the effect of governance on such indi-
vidual variables could be investigated.
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Abstract

Electrical power theft is a significant issue in the global power system, and it is illegal and should 
be avoided at all costs. Power theft is defined as the usage of electricity without permission from the 
provider. A big problem is that we can never monitor how a theft occurred because the ways in which 
thefts might occur are limitless, and this issue should have been realized as early as feasible under the 
circumstances. To eliminate control theft, the area of the theft’s intensity must be identified so that 
appropriate actions against legitimate offenders can be taken. The client’s bills are increased as a result 
of the theft of electricity. We reduce human participation in electrical energy support in this context. 
This framework will be used to detect power theft. In this chapter, we will look at and plan an IoT-based 
energy meter theft alert system.
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18.1 � A COMPARATIVE STUDY OF MULTIPLE MACHINE LEARNING 
TECHNIQUES FOR DETECTING ELECTRICITY THEFT

Smart grids that integrate information and energy flows can help to reduce power theft. The smart 
grid is used in providing a massive amount of data and thus helps in detecting the abnormal pat-
tern in the electricity consumption. Based on the Wide and Deep Convolutional Neural Networks 
(CNNs) model, a novel electricity theft detection (ETD) approach is developed [1].

Electricity theft results in irregular power consumption and causes harm to the power grid. In 
order to address this issue, this research presents a CNN-​random forest (CNN-​RF) model for auto-
matic detection of power theft. A CNN uses convolution and downsampling to learn the differences 
in features across various times of the day [2].

A detector based on a deep neural network is suggested, that can detect electricity theft cyber-​
attacks efficiently. Sequential grid analysis is used for better performance in the theft detection 
process. Better results are seen using this detection process compared to other detectors [3].

ETD is proposed here using Supervised Learning Techniques and real electricity data. Adasyn 
algorithm is used, since the distribution data of electricity consumption is imbalanced. It is found 
that the proposed method is good in handling large datasets and detecting electricity thieves [4].

Electricity theft is a key source of concern for utilities, since it has a significant impact on the 
grid. To work on it in the best way possible, this paper describes combinations of various machine 
learning algorithms and data handling techniques. ROC is a probability curve and AUC represents 
the degree or measure of separability. Different machine learning algorithms, for example Logistic 
Regression (LR) and Random Forest, have been implemented and then results are computed, and 
the Area Under ROC Curve (AUC) and F1 score are compared to check which combination pro-
vides the best results [5].

Through data analysis techniques, smart grid adaption can considerably reduce this loss. The 
smart grid system creates a large amount of data, including individual user power use. With the 
help of this data, the ML and DL techniques may rightly identify electricity thieves. This study 
proposes an electrical theft detection system based on CNN and long short-​term memory (LSTM) 
architecture. CNN is frequently used in technologies that automate power like feature extraction 
and classification. This study also used a novel data pre-​processing strategy to find and evaluate 
missing chunks in the dataset [6].

The mechanism employed by businesses and academia to identify electricity theft is called ETD. 
The ETD, on the other hand, cannot be utilized effectively due to reasons such as unbalanced data, 
processing of high-​dimensional data, and overfitting difficulties. As a result, this study presents a 
remedy to the aforementioned restrictions. To detect aberrant patterns in electricity consumption data, 
a LSTM algorithm is used along with the random under-​sampling boosting (RUSBoost) algorithm for 
optimizing parameters. Support Vector Machine (SVM), Convolutional Neural Network (CNN), and 
LR are examples of state-​of-​the-​art approaches that outperform the proposed method [7].

This study proposes a deep residual neural network-​based model for power theft, which is in turn 
based on the timing and periodicity trait of smart meter data to mine the enormous amount of data 
offered by smart meters in a better way and improve the accuracy of power theft detection models. The 
proposed method has a high detection rate. Different studies on real datasets validate that the proposed 
model has a higher detection rate as compared to others as well as low false-​positive rate [8].

A brief analysis of machine learning research in power theft detection using the data of smart 
meters is offered in this study. It then summarizes and compares different algorithms utilized in 
terms of indicators, simulation and analytic environment, and sets of data used in these studies. At 
the end, it emphasizes the difficulties in detecting power theft. It also acknowledges that these issues 
have not yet been sufficiently paid attention to or explored in prior studies and that they must be 
solved to enhance power theft detection [9].

In this research, a gradient boosting theft detector is created for detecting electrical theft using the 
three most recent gradient boosting classifiers in extreme gradient boosting, categorical boosting, 
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and mild gradient boosting approaches. The XGBoost algorithm is an ML algorithm that provides 
great accuracy in a short amount of time. The smart meter data are pre-​processed and then feature 
selection is performed in this algorithm [10].

18.2 � POWER THEFT IDENTIFICATION AND ALERT SYSTEM USING IoT

One of the most serious problems that power companies face is electricity theft. The construction of 
a cost-​effective power theft detection system using the Internet of Things (IoT) is presented in this 
paper. The IoT is a type of technology. The microcontroller board Arduino MKR1000 is used as a 
bi-​functional component to coordinate operations. A website has been made to keep a visual check 
on the status of the meter and detect theft if any [11].

The distribution network undergoes a lot of challenges including power theft being the major 
one, since it results in unbalanced loads and thus impacting the utilities. An IoT-​based solution has 
been developed and described here to deal with the power theft issue. It will sense the power theft 
in a line by comparing the sending and receiving end current values and thus alert the authority to 
take the actions if the theft is detected. It also keeps a check on the energy consumption and alerts 
the authority if it exceeds [12].

This paper describes a strategy for locating power theft and taking appropriate action both under 
normal circumstances and when power theft is identified. When the controller detects a theft, it 
sends a signal to the circuit breaker to turn off the power and re-​check for the theft. If the theft is not 
detected after four attempts, the system is reset; otherwise, an alert message with the stolen location 
is issued [13].

Smart grid technologies and smart meters combined with Information Communication 
Technology (ICT) give a reliable way to identify power theft. The use of IoT in power theft detection 
and real-​time smart meter monitoring is discussed in this study. The Android application is used to 
track consumer consumption and inform authorities in the event of power theft [14].

In this paper, it is planned to create a web-​based prepaid energy meter with theft prevention. 
Anyone can replenish their electrical needs according to their needs using this approach. This sys-
tem will provide the user with real-​time access to peak load, power theft, etc. IoT is used to provide 
the user interface with the real-​time information. Location of the theft can also be located. This 
solution provides a convenient solution to access energy meter [15].

Power theft can take various forms, one of which is a registered customer circumventing the 
meter (i.e., tampering with the meter to make it read less or no consumption) or connecting around 
the meter to a live cable on the company side of the meter. To eradicate electricity theft, it is vital 
to first detect it [16].

The purpose of the proposed project is to create a system that can track the amount of electricity used 
per load, as well as trace and eradicate electricity theft in the current line and meter. This endeavor also 
comprises informing Electricity Board (EB) officials about the theft that occurred as a result of IoT. The 
transmission of real-​time data through the Internet is aided by a network of connected devices, such 
as sensors. The Arduino Uno is used to detect energy theft and send the data to the Global System for 
Mobile communication (GSM) module, which subsequently sends the data to the EB [17].

Detecting and eradicating power theft in third-​world countries like India are incredibly difficult 
due to infrastructure and human restrictions. This paper describes an IoT solution for monitoring 
and eliminating power theft, identifying distribution system faults, and upgrading existing grids to 
smart grids that can be added to existing power grid and discom infrastructure [18].

18.3 � ENERGY MONITORING AND THEFT SYSTEM USING IoT

In today’s linked world, the development of intelligent gadgets has ushered in a new era of inno-
vation. The development has opened new gateways of machine-​to-​machine communication with 
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Internet linked to it. This paper describes the design and implementation of energy meter utilizing 
IoT concept. Controls can be maintained from a distance and any theft if detected will result in 
automatically switching off of power [19].

IoT plays an important and significant role in smart grid. This paper throws light on the deepen-
ing of IoT technology and its application in the power system. An IoT-​based status monitoring and 
early warning system for the power distribution network is proposed. The system can be used in 
order to display the status of all equipment in the distribution network, and on-​line theft monitoring 
can be done [20].

Electric power is the lane to digitalization. With the increasing demand, many people are under-
going illegal practices of stealing power. This results in massive amount of losses. This paper 
describes how these losses can be worked upon if IoT technology is incorporated [21].

The paper describes the digitalization of the load energy usage and power theft using various 
hardware and software tools. Using this smart energy monitoring, the human intervention will be 
reduced. Using a channel ID the user can monitor the energy consumption using a webpage. The 
power theft detection is monitored using an infrared (IR) sensor and is fed to the Raspberry Pi 
which then relay it to the webpage [22].

In this paper, the current values are measured at the shaft and at the meter using current curl and 
loop. If the current at both points is found to be equivalent, then there is no robbery; else power rob-
bery is detected. The difference in units is sent to the predefined site page using the Wi-​Fi module. 
At the theft point a SMS is sent to the concerned specialist with the house number [23].

The goal of this research is to use IoT to measure power usage in a family unit and automati-
cally generate a bill. The information of electricity usage can be updated automatically, reducing 
the amount of effort required by humans. The microcontroller is used to enable workouts with the 
sophisticated metering system and for connecting the system to the Internet and the server. A latent 
IR sensor is integrated into the framework to detect any unauthorized changes in the metering sys-
tem. The proposed framework is capable of accurately detecting the amount of energy utilized and 
improves smart home security [24].

This study focuses on to develop a system for monitoring load consumption and to detect and 
eliminate power theft in transmission lines and energy meters. This initiative also focuses on using 
IoT to communicate theft information to the EB. A network of connected devices, such as sensors, 
has the potential to communicate real-​time information via the Internet. Power theft in this system 
is detected using Raspberry Pi which then sends commands to the GSM module and the GSM mod-
ule sends the theft information message to the EB [25].

With the transformation in the electric industry, the dependability of power supply and the qual-
ity of energy are receiving more attention. Electricity providers and users are both concerned about 
reliable electricity, regardless of whether the focus is on intrusions, aggravations, or protracted power 
outages. The primary hurdle to delivering quality control to valued subscribers is power theft [26].

The author of this work has proposed a way for conveniently monitoring power theft. The goal of 
the project is to build a load-​based power monitoring system. This method is also used to send infor-
mation about theft to the electrical board using an IoT application called Nexmo. The Raspberry 
Pi is at the heart of the entire network. Liquid Crystal Display (LCD), current sensor, and Analog 
to Digital Converter (ADC) are interfaced to the Raspberry Pi. The Raspberry Pi is used in power 
theft detection and to relay the information to Nexmo, which delivers that information to the EB 
internally [27].

18.4 � HARDWARE IMPLEMENTATION OF POWER THEFT DETECTION 
SYSTEM AND DISCONNECTION USING SMART METER

Earlier times, when analog meters were used, permanent magnets were used to slow down its rota-
tion. Later, in digital meters, power was looted through bypassing the meter. Smart meters with 
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communication network and database management system (DBMS) as discussed here can help to 
locate and thus minimize the power theft [28].

Arduino and GSM-​based smart energy meters are proposed in this paper. These smart energy 
meters can read and send billing and metering data via a wireless network utilizing GSM technol-
ogy and a GSM modem. Smart energy meters stores the data over the cloud and thus the user can 
access it using the mobile app. These smart meters will be cost-​friendly and at the same time with 
the advanced technology can also monitor the consumption and power theft [29].

A smart meter is a costly and reliable technology upgrade of an existing meter. Smart meter 
consists of various monitoring features and communication features inside the meter, but along-
side these are in a threat of cyber-​attacks which can disrupt the distribution in the area. The paper 
proposes the smart energy meter with Advanced Encryption Standard (AES) algorithm. The data 
generated by the meter are stored using AES algorithm in the cloud, and thus the data are protected 
from cyber-​attacks [30].

Smart meters provide a benefit of detecting power theft based on the consumption patterns. The 
energy theft detector detects theft by making use of prediction on customers’ regular and mali-
cious consumption patterns. Distribution transformer meters are used to locate areas with a high 
potential of energy theft, and suspicious clients are discovered by monitoring abnormalities in usage 
patterns [31].

With the increasing usage of smart meters, the frequency at which the household data are col-
lected has increased, and thus this opens doors for advanced data analysis. This work describes a 
temperature-​based model for detecting electricity theft in a given area using data from smart meters 
and distribution transformers [32].

For a long time, illegal electricity use has been a serious worry in the power system industry. 
An imbalanced demand–​supply gap could occur from fraudulent large-​scale electricity consump-
tion. With the increasing usage of smart meters and improved metering infrastructure, this study 
developed a data-​driven electricity theft detector based on random matrix theory. The suggested 
method’s important step is the use of an augmented matrix as the data source, which indicates the 
relationship between power consumption and system operating states under abnormal conditions of 
electricity use [33].

Due to the power losses constantly at different spots, in this paper a framework is proposed in 
which one can ceaselessly screen the power theft utilizing sensors. The input voltage and the yield 
voltage drawn are also checked. The sensor values are verified on a regular basis. If a power bur-
glary is detected, the customer receives an alarm message through the GSM Module. The alarm 
message includes the timing of the break-​in as well as the current sensor values [34].

Theft of electricity has been identified as a major danger to meter infrastructure. Because this 
issue poses a significant danger to the whole grid architecture, there has been a lot of research done 
on it. This study explores the most common thefts and dangers in such a setting, as well as the 
critical safety requirements that a smart meter must meet. To determine important hazards, a risk 
model is created utilizing attack characteristics. Various forms of power theft detecting strategies 
are investigated and analyzed in order to precisely identify and take into account the attack vulner-
ability in smart meters [35].

This study shows how to build a low-​cost method for detecting and preventing electricity theft based 
on IoT technologies. To unlock the feature in the distribution network and to the supply cutoff from the 
customer, the required data requirements for smart meters and distribution substations are defined. It 
becomes possible to generate bill for power utilized and also to identify those who have not paid. A load 
control meter is an intelligent energy meter that has a novel invention from load control [36].

Advances in energy meter research have resulted in the development of a number of novel and 
cost-​effective technologies for the construction of energy meters, which assist to improve both the 
billing and payment systems at the same time. In this work, a new energy meter concept is intro-
duced using embedded technology, a power factor meter, and a instrument transformer. The pro-
posed energy meter is intelligent enough to function as a billing and payment system as well [37].
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18.5 � THEFT DETECTION USING OTHER TECHNOLOGIES

Energy theft is an increasing problem with the growing consumers. This theft results in a lot of rev-
enue losses untraced. In this work, a new process based on the Microcontroller Atmega328P is used 
to identify and control energy meter power theft and to fix the problem by remotely disconnecting 
and reconnecting a specific consumer’s service (line). A to-​and-​fro message will be communicated 
between the utility central server and the microcontroller, resulting is disconnecting the unauthor-
ized supply [38].

Theft detection can be done at a cost-​friendly way using Zigbee module. The irregular con-
sumption pattern signal and the regional/individual theft detection algorithm are meant to identify 
regions with a high chance of theft and pick clients suspected of fraud. An alarm will be raised to 
the actual user if the theft is detected [39].

A power theft detection system is proposed here which detects the theft by periodically measur-
ing the current. The GSM/General Packet Radio Services (GPRS) module is used to send data from 
the distributor box to the server database. And similarly the electric meter current reading is also 
posted in the server database using the same module. These values are then compared and if there 
is a marginal difference then theft is detected [40].

In a smart grid setting, the authors propose a framework based on Universal Anomaly Detection 
and the Lempel–​Ziv universal compression method. The statistics on energy usage, the rate of change 
in energy consumption, the date stamp, and the time signatures are all monitored by this method. 
This method can give alerts in case any difference in pattern from the normal data is observed [41].

The design and implementation of an energy meter using the PIC18F46k22 microcontroller and 
the IoT concept are presented in this paper. The suggested system architecture eliminates human 
involvement in electricity maintenance. When an energy meter is tampered, the theft detection unit 
linked to it will alert the company, delivering theft detection information through Programmable 
Logic Controller (PLC) modem and displaying the theft on the firm’s terminal window. The IoT 
operation is carried out by the Wi-​Fi unit, which sends energy meter data to a webpage that can be 
viewed through IP address [42].

This research offers a detection method for energy theft attempts in advanced metering infra-
structure based on principal component analysis approximation (AMI). The AMI data are recon-
structed using principal components, which are then utilized to determine relative entropy. The 
proposed method compares the similarity of two probability distributions created from a recon-
structed consumption dataset using relative entropy [43–​46].

The present power grid has evolved into the smart grid. Increased use of contemporary tech-
nology, combined with advances in high-​speed connectivity and low-​cost sensors, gives utilities 
more information to operate the grid. It consists of a two-​way communication system in which the 
consumer and utility exchange electricity and information in order to maximize efficiency. With the 
use of smart transformers and smart energy meters, the control center ensures that the smart grid 
optimizes circuit Volt-​Amps Reactive (VAR) flow and voltages, allowing power theft to be tracked 
[46–​50].

18.6 � CONCLUSION

In today’s world, each and every machine takes a shot at electricity from the oscillating brush to 
tremendous engines. An existence without electricity is impossible today. With the headway of 
innovation tremendous measure of electricity is created today. This electricity can be transmitted to 
far away remote spots to be utilized by the general population. The intense interest of electricity has 
made it a multi-​billion-​dollar industry. It is the biggest business in the whole world with an intercon-
nection of machines like none other.

Proposed IoT-​based smart energy meter surveillance concerning IoT, IoT as an emerging topic, 
and IoT-​based gadgets have ushered in a revolution in electronics and information technology. The 
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primary goal of this initiative is to raise knowledge about energy usage and how to utilize home 
appliances more efficiently to save energy. The current electricity billing system has significant 
flaws due to manual labor. Using IoT, the suggested system will provide information on meter read-
ings as well as power cuts when power use exceeds the specified limit. With the help of the GSM 
module, the Arduino esp8266 microcontroller is programmed to achieve the goals. It is intended 
to eliminate all of the flaws in the current energy meter. All of the information is delivered to the 
consumer’s phone via IoT and GSM, and it is also shown on the LCD. It helps to avoid human inter-
vention when using IoT and thus saves time.
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Abstract

The main objective of the paper is home automation system using Bluetooth module and Arduino uno. 
In this study, we have made lights and fans be controlled by the app which is installed in our mobile 
phones. Single Pole Double Throw (SPDT) relays are used to control the amount of current flowing to 
the applications. The relays are connected to Arduino uno. We have done the coding part in Arduino 
IDE software which is installed in our device. Bluetooth module HC-05 is the connection between 
Arduino uno and the mobile phone. This module provides Universal Asynchronous Receive Transmit 
(UART) connection. LCD display is used as an indicator to the user about the working of the devices. 
This proposed system is useful for elders and physically handicapped persons to use it because it is 
tough for them to walk and use switches often. Since we have our phone at all time, we can switch ON/
OFF the lights and fans remotely through our phone at all times.
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ABBREVIATIONS

BCI	 Brain–​Computer Interface
DTW	 Dynamic Time Warping
EEPROM	 Erasable Programmable Read-​Only Memory
GSM	 Global System for Mobile Communication
IoT	 Internet of Things
LDR	 Light-​Dependent Resistor
Li-​Fi	 Light Fidelity
LoRa	 Long-​Range Radio
MQTT	 Message Queuing Telemetry Transport
OLED	 Organic Light-​Emitting Diode
PLC	 Programmable Logic controller
Wi-​Fi	 Wireless Fidelity

19.1 � INTRODUCTION

Smart home automation system is the booming technology in terms of electronics. Physically handi-
capped and elder people who are weak and unable to use switches can use this new technology 
for their convenience. Lights and fans can be controlled by connecting light-​dependent resistor 
(LDR) and passive infrared (PIR) sensor to the Arduino uno which is made of a microcontroller 
ATMEGA328P; based on the intensity of light sensed by LDR and the movement sensed by PIR 
sensor, lights and fans can be turned ON and OFF automatically [1]. Home automation system using 
Internet of Things (IoT) is very convenient and effective, and it can be used in many applications but 
it’s high time to adopt them [2]. Web-​based home automation system controls the appliances based 
on the web page. Raspberry Pi is used for controlling the appliances by receiving input from the web 
page and act accordingly [3]. A grid eye sensor is to see if people are present in house, and if pres-
ent, then automatically all the appliances will work, and no need to turn ON/OFF the switch. And if 
want to turn ON/OFF a specific device, then Android app can be used for it. In case of emergency, 
the Global System for Mobile Communication (GSM) module sends message to the user and warns 
them. Also, if someone wants to come out of house, GSM module is used for this purpose [4]. The 
garden light, outside light, motor and garden motor are controlled by using programmable logic 
controller (PLC) module. It will store the instructions and perform the task accordingly. If watering 
the plants is scheduled at 7 AM and running the motor at 4 PM, then a microcontroller can be used 
to control these appliances; thereafter one can use the PLC module to register the time at which task 
is in the process. Then any task would be performed without manual intervention [5]. Graphical 
User Interface (GUI) controls the appliances via phone in remote areas. Microcontroller is used to 
get input from user. In case of power cut, erasable programmable read-​only memory is used to store 
data. If a person wants to turn OFF the lights, which is turned on unnecessarily for a long period of 
time, then he/she can use the app where the lights in his home are connected to that app. One can 
use buttons in the app to turn OFF the lights. The input from that app is sent to microcontroller. 
And from the microcontroller, it can send to appliances [6]. Message Queuing Telemetry Transport 
(MQTT) protocol is used by IoT to control the devices. MQTT is used to transfer the information 
between two devices by Transmission Control Protocol/Internet Protocol (TCP/IP) protocol. When 
someone wants to turn OFF some appliances, then one can send message in our phone so that it can 
be transferred to main circuit by MQTT. With the help of MQTT, one can turn OFF the device eas-
ily [7]. This paper proposes a three-​phase system which can classify, extract and feature the data. It 
is based on one-​dimensional deep convolutional neural network, forecasting system for long short-​
term memory, a scheduling algorithm based on phase 2. These proposed schemes work efficiently 
which can control the devices and keep count of energy consumption [8]. Data transmission rate is 
an essential part in terms of efficiency and user’s satisfaction. In order to fulfil this, Light Fidelity 
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(Li-​Fi) technology is introduced to promote fast data transmission for instant function of the appli-
ances. Comparing to Wireless Fidelity (Wi-​Fi) speed, Li-​Fi gives the 100 times faster internet con-
nection as light travels at high speed to provide faster transmission of data [9]. High accuracy and 
less consumption are implemented in home automation system using dynamic time warping (DTW) 
where a guard sensor is selected which is common among all sensors. The function of the sensor is 
to reduce the energy consumption and extend the battery life to 137 days. There are many groups of 
neural networks which employ the recurrent neural network and DTW techniques [10].

19.2 � HOME AUTOMATION USING DIFFERENT MODULES

Wireless home automation system using Bluetooth module is used to control the lights and prevent 
overflow of tank using photoresistor and transistor via Arduino uno [11]. Appliances can be turned 
ON and OFF by Google Assistant or text through phone, Wi-​Fi module acts as an intermediate 
between the appliances and the phone; people present not only inside, but also outside the house 
can also use their phone to control the appliances in case if they forget to ON/OFF [12]. Safety and 
security play a critical role in this system, door can be locked and unlocked by typing the password 
in it and GSM module is used to send the status of the door to the user for safety purpose. During 
emergency situation, GSM module sends user about the condition and it also alarm the neighbour 
about the emergency condition if any abnormal sound is heard like screaming, noise, unusual move-
ments, smoke and presence of fire in the home for immediate evacuation [13]. Wi-​Fi communication 
acts as an interface between the phone and the appliances via voice control, Raspberry Pi controls 
the appliances based on the inputs given by the user via phone as it has in-​built Bluetooth and Wi-​Fi 
module [14,15]. Developing social media like Facebook Messenger for controlling the appliances like 
lights and fans even when we are not present in house is simple and effective as extending the social 
apps to an advanced level makes people easy to use it, as they are familiar in using those apps [16,17].

ARM Processor can be used to control the appliances by receiving instruction through phone 
via GSM module. Phones are used to send input to the user via Messager (SMS), and the ARM 
processor (LPC11U24) receives the input and controls the appliances [18]. Arduino mega 2560 is 
used for controlling the appliances by mobile appand the instructions are transferred by ESP 32 
Wi-​Fi module. More devices can be controlled using Arduino [19]. An economic wireless home 
automation system with more efficiency acts as a profit for users, as they spend less amount but get 
better results. Interfacing Zigbee and Raspberry Pi for low-​power application yields better results 
[20,21]. Home automation system is performed by Xbee to provide wireless connectivity to device 
[22]. Cloud computing is the emerging technology in today’s scenario. Command is sent through a 
website and the main circuit is controlled by Wi-​Fi module [23]. Efficiency of smart home automa-
tion system can be increased by calculating the distance between the main device and the control; 
Long-​Range Radio (LoRa) is used for calculating the distance, and based on the analysis, Bluetooth 
is used for short-​range and server-​based LoRa is used [24]. Protocols like RESTful and MQTT are 
used to integrate the small devices and sensors to provide modularity and flexibility, and a compara-
tive analysis is made between developed smart home framework and smart things from Samsung in 
terms of user-​friendliness, security and compactivity [25].

19.3 � ADVANCED HOME AUTOMATION SYSTEMS

Using auditory steady-​state response can control the home appliances for those who feel difficulty 
in speech and for motionless people. Connecting our brain and the external device can be done by 
Arduino uno and cortex headset. By receiving the impulse from brain, one can control the devices. 
If a person’s arms and legs are motionless, then he can just remain himself to turn on the light, so 
that it’s possible to analyse our brain signal by cortex headset, and it will analyse the signal type. 
Then the command is sent to Arduino uno, and Arduino uno will turn ON the fan accordingly 
[26]. By Arduino mega, we have connected many sensors across it which measures temperature, 
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humidity, light and motion. The data collected by the sensor are sent for the pattern analysis and 
stored in it. By analysing the data, it will turn ON/OFF the appliances. If the surrounding light is 
less, then the LDR sensor senses the data to the pattern analyser, and according to the pattern, the 
lights are turned on [27]. Chat box API is used to control the appliances. If one can type anything 
in the chat box, then the message is sent to the controlling unit by Hypertext Transfer Protocol 
Secure transmission lines. The controlling unit analyzes the problem and sends an instruction to 
the main circuit unit through MQTT protocol to control the appliances. If he/she wants to turn off 
the fan when she is outside the house, then she can type the command in chat box API. Then it will 
analyse the command, and it is sent to the main circuit board through MQTT protocol and the fans 
are offed automatically [28]. Audio IoT device is used to record the sound of the home environment 
throughout the day; the data are sent to the machine learning where it is divided to small levels and 
classified into various levels. If some gunshots, screams and glass breaks happen, then the audio IoT 
senses it and turns on the emergency alarm so that the neighbour people may know about it. If there 
is a gunshot, then the sound is recorded and it is used to alarm the neighbour about the emergency 
so that the neighbours can be alerted [29]. Using a smart door locking system using radio-​frequency 
identification card and password, the temperature and humidity of the home are displayed on screen 
to ensure that user can see it and turn ON/OFF the device by IoT; user also have gas and fire alarm to 
ensure safety. If someone wants to open the main door, then he/she should be aware of the password; 
without password, we can’t open the door. If there is a fire in a house, then the alarm is turned to 
alert neighbour and the housemate [30].

Smart mirror is used to interact with users and displays information like weather, date, news, etc. 
It can also open a website to book cabs. We can also interact with smart mirrors by voice control or 
by hand gesture. Smart mirror is nothing but a big screen which is used to display the choices which 
we have to use by voice control, and by hand gesture we can choose our own convenience and do it 
accordingly [31]. Wireless home automation system is used to make the appliances to run effectively; 
user can use microcontroller to get input from the user and the mobile phone which is used control 
the appliances by the user. If someone wants to turn off the heater when user is out, then one can 
turn it off in mobile phone itself by sending the command via phone. The command sent by phone is 
received by a microcontroller. Then the microcontroller will turn off the heater [32]. Ontology-​based 
system is used to represent the gesture and function of the appliances accordingly. If someone feels 
difficulty in speech, he/she can use gestures to turn ON/OFF the appliances. Then the main circuit 
understands the gesture and turn OFF the device accordingly. Gestures like using head and hands are 
allowed [33]. One can control the appliances by voice control, for example, the user can control the 
intensity or the speed of the appliances by voice. A wheel chair is controlled by voice so that it can 
be accessible anywhere in the house. An Android app is used to take the audio as input via Google 
Assistant. If the weather is moderate and medium, then we can adjust the fan speed to mode 3. Then 
we can adjust the fan speed to mode 3; if it is hot, then it will adjust to 5. If some handicapped people 
in home, then without anyone help they can use wheel chair by voice [34]. Home appliances and 
wheel chairs are controlled by air gestures. Like for turning light ON/OFF, one can use our hand ges-
tures so that the algorithm can identify the type of gesture and do the operation accordingly. If some-
one wants to turn on the lights, they can use the gesture like nodding the head, so that the algorithm 
converts our action into command and send that to main circuit so that the lights will be on [35].

In this paper, with the help of smart cities, by combining the mobile application with the Arduino 
using Bluetooth or Wi-​Fi, people can control their own home at any time with ease. It helps to level 
up the usability security and is helpful to achieve the main goal of the system. This paper also dis-
cusses about connecting intelligent systems to the new technology to make things faster and better. 
In this system, users have an option to choose either Bluetooth or Wi-​Fi according to the range of 
distance and signal [36]. This paper proposes the design, deployment, development and a prototype 
for the secure, wireless home automation system which uses the latest version of OpenHAB for 
overall home security and to maximize productivity. In this system, Raspberry Pi Model B and 
Arduino mega 2560 interfaced with a 16-​channel relay. Advanced Encryption Standard and JSON 
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Web Token interface procedures used for data encryption and authentication. This provides addi-
tion layer of security to the system. Both web and mobile applications were developed to view and 
control the status of home appliances [37]. In this paper, few examples of home automation and fea-
sibility and effectiveness of IoT giving to the system are discussed. This paper discusses about how 
the household appliances are controlled using low-​cost hardware board integrated with these soft-
ware applications. This paper also proposes the internal mechanism of architecture of the system. 
Security, cost and challenges faced while implementation is also highlighted in the paper. Finally, 
they come up with solution of low-​cost home automation [38]. A non-​intrusive approach of collec-
tion of data from IoT devices is used for personalization. By using big data analysis and machine 
learning, one can integrate all the info and access it with ease. There are some open-​source frame-
works, for example Apache Spark, Azure, etc. This paper elaborated about how the big data ana-
lytics and machine learning (ML) are applied to predict behaviour of users [39]. Using the mobile 
application, IoT user can track the status of the device. This system provides response to physically 
disabled persons, and also caretakers are informed about their conditions simultaneously. Assistive 
demotics, a type of home automation system, has a wide range of features that can benefit people 
with specific accessibility issues in their houses. These technological systems and aiding equipment 
have become a feasible choice for elders who choose to remain in their homes, rather in an assisted 
living facility. Home appliances are controlled by hand gestures using glove-​based home automa-
tion system. Simple movements used while wearing the glove can operate household equipment. A 
mobile app is created to keep track of the state and use of gadgets by members of house. As a result, 
the system delivers comfort to the differently abled while also keeping caregivers informed [40].

To connect IoT with household appliances, a voice-​controlled artificial intelligence system is 
deployed. Putting in place a safe and intelligent voice-​based system allows for seamless control of 
many home devices. This research focuses on three significant roadblocks: a lack of confidence due 
to security and privacy concerns, and consumers’ inexperience with how to use machine intelligence 
to fully harness the smartness potential. Voice-​based home automation systems are now imple-
mented easily because of cloud-​based systems that is present everywhere nowadays. However, there 
are demerits of using local speech channels and orders, as well as delays in fulfilling the needed 
reaction time for real-​time services. To accomplish the intended results of simplicity, security and 
integration, adoption is also necessary. To address these limitations, we offer a paradigm for estab-
lishing safe home automation system using a voice control-​based Artificial Intelligence (AI) system 
that incorporates IoT services and wireless technologies. This study addressed the embedding of 
IoT in a well-​planned infrastructure paradigm applied over several platforms in faraway locations 
with AI voice control [41]. Home automation system using IoT interacts with different types of 
renewable energy resources and realizes about maximizing the security, convenience, cost, energy 
utilization and clean environment for the society. The main purpose of the study is to achieve the 
green and sustainable environment. A survey is conducted among the people to study the influence 
of home automation system and identify the problems. For the sustainable development, they took 
the results using IBM SPSS statistics version 23. It includes the present development of wireless sys-
tem like GSM, Wi-​Fi, Bluetooth, Voice Recognition, Zigbee which are widely used during practical 
implementation of the home automation approach [42]. This paper is about the study of advanced 
security solutions for IoT-​based prototypes. It provides solutions for users and intercommunication 
with the technology and discusses about basic security requisites and secure intercommunication 
of IoT devices. According to surveys, it is important to secure storage systems as they are prone to 
hackers. Personal data are equally protected and managed by cloud service provider and data users. 
Cloud computing is linked to this home automation system, which takes data and detects the issues, 
and we further use this data to get solution for the hurdles [43]. Disabled person can be benefitted by 
steady-​state visual-​evoked potential (SSVEP) and eye blink signal-​based home automation system 
by brain–​computer interface (BCI) approach. It is a friendly channel configuration which has high 
accuracy, multiple commands and short response time, and might also offer a reference for the other 
BCI-​controlled applications. They used CNN algorithms and Fourier transforms. Eye blink signals 
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and SSVEP help the disabled. This experiment included two modules for analysing and processing 
electroencephalography (EEG) signals [44]. This paper discusses about comparison of 20 open-​
source home automation systems. It also provides ideas to change the existing system to make it a 
more efficient one. It would be helpful for developers who wish to improve and enhance the open-​
source home automation system.

This OpenHAB has a powerful result in all categories. They used two-​phase study with extra special 
quality for home automation. In first phase study, it’s about case-​based analysis and the second phase 
is used to perform criteria-​based analysis. This strengthens the open-​source home automation [45]. 
Home automation system uses separate bridges for each network and OpenHAB, where each bridge 
links with a single master Wi-​Fi gateway, providing a single window of control through an application 
or a web interface for an integrated Smart Home. In this paper, a cost-​effective system is proposed; the 
one challenge faced by industrial phase is compatibility. So, they came up with two methods namely, 
threshold-​based and Neural Network-​based. The evaluation of this system is based on cost, life span 
of battery and recharge time [46]. The actuators and sensors were connected to the NodeMCU to con-
tinuously control and monitor it through the web interface. A versatile, low-​cost and energy-​efficient 
environmental monitoring tool is provided through an intuitive interface based on IoT. The suggested 
system may quickly and efficiently operate IoT-​based devices for home automation and enhance home 
safety by operating autonomously, conserving energy and assuring occupants’ desired comfort and 
safety. For safety and security reasons, an email is also sent to notify us if there is a hazard within 
the house. Devices are readily and effectively controlled via the web page, either by manual ON/OFF 
operation or voice control. Green energy is a fantastic choice for conserving energy. Rechargeable bat-
teries, photovoltaic electricity, fuel cells, and wind turbines are just a few examples [47].

Speed of the fan and water level of the tank are adjusted automatically by temperature sensor and 
transistor, and PIC16F877A microcontroller is used to prevent fire accidents and protect the house 
owners and neighbours against fire accidents. Additional facilities are provided by notifying house 
owners, so they can investigate the problem [48]. Using the CNN model, we predict the gesture with 
the help of front-​ and back-​end processing and assign the task to take place at the home interface. 
In this work, an Android application is used to create a household automation model that allows for 
easy management of home appliances. With this system, especially, the aged and physically handi-
capped people can carry out their daily duties with ease. Accelerometers have been used to track 
activity in the past, and while they are accurate, they are neither flexible nor portable. The suggested 
system recognizes the user’s movements as input and controls the home appliance. The client inter-
face is in charge of utilizing an Android application to capture the user’s input gesture and transfer 
it to the Raspberry Pi server. It serves as a crucial pre-​processor. Back-​end processing includes pic-
ture pre-​processing, CNN model training and image class category prediction for the input gesture 
image [49]. This paper presents an IoT-​based hardware with reduced cost using voice command 
by the user using Google Assistant and the Blynk app. The ESP8266 NodeMCU microcontroller 
board serves as the system’s key component. When utilized as smart home automation, the system 
is activated by a voice command delivered by the user via Google Assistant, in conjunction with 
a co-​interfaced IFTTT (If-​Then That) and the Blynk app platform, which enabled this capability. 
The central unit is connected to the multichannel relay module for loads. The data are processed 
by the central unit according to the user’s input. Environmental factors such as soil moisture, air 
temperature and humidity (DHT11) have been assessed and shown on the organic light-​emitting 
diode screen when utilized for agricultural monitoring. A water motor was used to manage the flow 
of water based on the soil moisture threshold value. The ESP8266 Wi-​Fi-​based NodeMCU uses the 
Hypertext Transfer Protocol [50].

19.4 � HOME AUTOMATION USING BLUETOOTH MODULE HC-​05

The main objective of the paper is home automation system using Bluetooth module HC-​05. In this 
study, lights and fans can be controlled by the Android app which is installed in our mobile phone. 
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Single Pole Double Throw (SPDT) relays are used to control the amount of current flowing to the 
applications. The relays are connected to Arduino uno which controls the devices by the commands 
of user. Coding part is done using Arduino IDE software which is installed in our pc. Bluetooth 
module HC-​05 is the connection between Arduino uno and the mobile phone.

It provides Universal Asynchronous Receive Transmit (UART) connection. LCD display is used 
as an indicator to the user about the working of the devices.

19.5 � POWER SUPPLY

Figure 19.1 shows the block diagram of power supply. A step-​down transformer is used to convert 
230 V supply to 12 V to meet the requirement of the system. Diode-​based bridge rectifier converts 
the supply to DC, as the appliances work in DC. Electrolytic capacitor is used to eliminate the repels 
in pulsating DC supply, and LM7805 regulator is used to maintain a standard voltage to the appli-
ances as shown in Figure 19.2.

19.6 � MAIN CIRCUIT

Figure 19.3 shows the hardware setup of proposed system. In this paper, by using our mobile phone, 
which is used to control the lights and fans through Bluetooth module as shown in Figure 19.4. The 
Bluetooth module is connected to the Arduino uno (as shown in Figure 19.5) which controls the 
function of the lights and fan. Figure 19.6 is the relay connection, which ensures a standard current 
flowing through it. LCD screen is used to indicate the status of the devices as shown in Figure 19.6.

FIGURE 19.1  Block diagram of power supply.

FIGURE 19.2  Circuit diagram of power supply.
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19.7 � OUTPUT

Figure 19.7 indicates how the interface of the app occurs. In Figure 19.8, Bulb_1 is selected in the 
app. Figure 19.9 shows that bulb_1 is ON. Next, as shown in Figure 19.10, Bulb_1,3 and fan are 
selected in the app. Figure 19.11 shows that bulb_1,3 and fan are ON now. Figure 19.12 indicates 
that all the options are selected. Figure 19.13 indicates that Bulb_1,2,3 and fan are ON. Figure 19.14 
shows that none of the options are selected. Further, Figure 19.15 shows that all the appliances are 
OFF and LCD is turned OFF.

FIGURE 19.4  Block diagram of main circuit.

FIGURE 19.3  Hardware setup of the proposed system.
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FIGURE 19.5  Circuit diagram for Arduino to LCD display connection.

FIGURE 19.6  Circuit diagram of relay connection.
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FIGURE 19.8  Image showing Bulb_1 is selected in the app.

FIGURE 19.7  Interface of the app.
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FIGURE 19.9  Image showing bulb_1 is on.

FIGURE 19.10  Image showing Bulb_1,3 and fan are selected in the app.

FIGURE 19.11  Image showing bulb_1,3 and fan are on.
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This paper explains how to use Arduino uno, IDE and Tinkercad software and also learn about the 
different types of sensors, Bluetooth module and relays and their specification. Initially Tinkercad 
software is used for simulation of the basic circuit, followed which the hardware model is realized 
which provided suitable results. And also able to note the energy consumption, this helps to save 
energy. Through this paper, one can learn how to do hardware and creative projects which helps to 
advance the present technology in an eco-​friendly way.

FIGURE 19.13  Image showing Bulb_1,2,3 and fan are on.

FIGURE 19.12  Image showing all the options are selected.
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19.8 � CONCLUSION

The overall concept of the ideas presented is to make the work efficient and useful for physically 
challenged and elder people in accessing the appliances. The proposed ideas use modules like 
Arduino uno, Arduino mega, Raspberry Pi, ARM architecture, ESP826 and Bluetooth module for 
controlling the appliances by receiving proper input from the user. Moreover, advanced research 

FIGURE 19.14  Image showing no option is selected.

FIGURE 19.15  Image showing all the appliances are OFF and LCD is turned off.
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studies have been made in improving the quality of the work like pattern recognition and receiv-
ing input from the brain through impulse so that people with physical disabilities and cannot speak 
can use the home appliances without anyone help. LoRa technology is used to analyse the distance 
between the device and the user, which is used accordingly in other technologies like Li-​Fi. Overall, 
this paper gives a good idea of different modules; technologies used in home automation system 
make it a more efficient, convenient, cost-​efficient, and eco-​friendly environment to humans.
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Abstract

In all our houses, we use the same standardized electricity meter, which is approved by the Electricity 
Board (EB) department. Currently, there are no live updates available for the amount of power we use 
daily. Previously, to solve the electricity crisis, the government has taken initiative on solving it by cut-
ting the electricity down for an hour or two. With the help of the concept of Internet of Things (IoT), 
we can implement a smart energy meter, which can alert people on how much power they consume on 
a daily basis. The current and voltage values are collected with the help of sensors for a phase in the 
house. The collected inputs are then fed to the Arduino UNO microcontroller. The microcontroller then 
sends the data to NodeMCU ESP8266 Wi-Fi Module. The transmitted values then get updated in the 
ThingSpeak IoT website, thus helping the user for realtime analysis. This automated system is designed 
such that it can access the electricity meter of every consumer directly without any human intervention, 
and is also cheap, efficient and affordable.

20.1 � INTRODUCTION

The usage of electricity at home and business owners has always been a concern. As resources to 
generate electricity are getting depleted day by day, the electricity costs are constantly rising. It is 
very much necessary that the general public need to be aware of their energy utilization and how 
efficiently it can be used. An easy way to give awareness is by deploying a management system 
where the user can understand when they use much of the energy and the efficient techniques that 
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can be implemented to conserve the electricity. Management can be done in a smart way by under-
standing how the systems can work most efficiently. The preliminary steps in energy administration 
are to diagnose manageable electricity losses and prevent troubles in typical residential, commercial 
and industrial energy systems. The basic idea is to implant a smart device on an appliance to read, 
analyse and improve the performance.

The objective of the paper is to create a cheap and efficient Internet of Things (IoT)-​based smart 
energy management system with realtime monitoring using Web Application Peripheral Interface 
(API), and also, to make an app for smartphones where the user/consumer can see the power con-
sumption with automated billing.

20.2 � RELATED WORK

The discussion begins with a paper which focuses on Automated Systems for Energy Meter 
Reading and Billing. By implementing this system, the complexity in big apartments is reduced to 
a great extent. Also, this system can take a major share in the government’s “DIGITAL INDIA” 
campaign [1].

Another paper focuses on batteries powered by solar modules that are used to sense the over 
current and to switch the medium loads of appliances like fans or lights. All data are monitored and 
stored in the server. The various parameters like real and reactive power, current and voltage can be 
depicted in graphical forms [2].

While discussing struggles of developing countries, one paper focuses on developing countries 
that face struggles in electricity meter reading. The aim of the paper is to study the measure of 
electricity consumption in household segment. It also aims to detect and control energy theft. Web 
API like ThingSpeak is used for realtime monitoring. If any theft is detected at the supplier’s end, 
the user is alerted through a message and the energy supply is disconnected. It focuses on low-​cost 
implementation [3].

With respect to fault indication, this paper focuses on developing an IoT-​based smart energy 
meter reading system which also includes fault indications (happens every 15 days once), and also 
has the flexibility of automatic or manual options. Customers are alerted through SMS. In case of 
over power consumption in automatic mode, appliances are cut-​off. Fault in meter is indicated to 
users through notifications [4].

Later, the discussion continues about the billing system, so this paper focuses on the automation 
of the ARM-​based billing system. The proposed electronic meter will calculate the total energy 
consumed and automatically generates the bills and sends to the user’s mobile as SMS or e-​mail and 
thus helps in saving energy and cost [5].

IoT plays an important role in today’s world, this paper focuses on different types of applica-
tions of IoT in everyday life. Through intelligent monitoring, we can achieve a smart system envi-
ronment [6].

Another paper focuses on five parts: a voltage sensor, a current sensor, microcontroller, Bluetooth 
device and smartphone (Android app).The microcontroller reads the values of current and voltage 
from sensors and use the measured data to monitor the results of a three-​phase electrical system 
using a new Android application in smartphone wirelessly through Bluetooth [7].

Shankara Narayanan and his colleagues give a proposal on how customers can monitor and anal-
yse their usage using a user login process which can control the power supply during an emergency 
case [8].

Using Global System for Mobile communications (GSM) technology, Shaista Hassan Mir et al. 
gave a proposal which focuses on Arduino and GSM-​based totally smart electricity meters for 
superior metering and billing structures that are capable to study and ship records by way of Wi-​Fi 
protocol the use of GSM technological know-​how via GSM modem, successful of the meters as 
properly as the line connections [9].
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Using the same GSM technology in another proposal, a modification is made in the paper to 
make it smart. The paper uses a GSM module to send notifications as SMS to the user. Users can 
check the meters working from the web page as it shows the current reading with cost [10].

Another paper focuses on the design and deploying part of a single-​phase energy meter which is 
used to measure the instantaneous and average realtime power consumed and remote monitoring 
capability using SMS with the help of Neoway M590 GSM module [11].

Similarly, another work also uses GSM. The work offers a single-​section superior power meter 
based totally on a single-​segment strength meter IC, a microcontroller and a GSM module to 
improve a computerized machine via which month-​to-​month energy consumption will be calcu-
lated precisely and at the identical time the ensuing unit will be dispatched to a faraway receiver for 
similar calculation and an up-​to-​date statistics additionally be acquired by means of the users about 
any information [12].

In another paper, small modification is made to the existing energy meters into a smart meter 
by using Arduino. In this paper, the aim is to make these meters smart with the use of Artificial 
Intelligence (AI) technology and IoT, so that the Energy Board can show the monthly consumption 
and also check for any energy theft detection [13].

An idea also focuses on monitoring the energy consumption of the user and generation of auto-
matic billing systems, thus reducing the labour. The status of bill payment is updated to the user 
with due date, warning notifications. Thus, if the bill is not paid, the meter gets disconnected [14].

Smart energy meters need several parameters that need to be monitored. In a proposal, it allows 
the user to take a part in monitoring the energy management activities by monitoring various 
parameters like voltage, current, power factor, etc. The user also monitors the load in the house 
during the peak hours [15].

Although there are various ideas and proposals, this paper studies various proposed ideas and 
existing technology for smart billing systems and analyzes its use and drawbacks. Thus, in the 
proposed system in the paper, the electricity connection to each user may be given handiest to the 
registered person and the smart billing can be executed via IoT [16].

Energy shortages can occur during peak hours, so an idea which introduces smart electricity 
meters using wireless communication and LabVIEW is necessary. The smart meter uses something 
called Time Of Day tariff pricing, thus making the users to be an active part in it. This reduces the 
energy shortage during the peak hours [17].

IoT makes our lives easier. Smart electricity meters should not only benefit users but also meter 
readers who traditionally go to every house physically for meter analysing and recording the data. 
Thus, a proposal given in a paper discusses how the smart meter is preferred over the conventional 
meters, wherein the meter readers don’t want to go to every user to record the power and to distrib-
ute the consignment slips [18].

Thus, discussion concludes here, as we have seen several proposals and work ideas on IoT-​based 
smart electricity meters focusing on various scenarios and aspects.

20.3 � PROPOSED SYSTEM

Parameters like current and voltage values are calculated using the current sensor (ACS712) and 
the voltage sensor (Voltage Detection sensor module). These values help us to calculate the power 
consumption in that phase. Power consumption from all the phases in the building is calculated 
and added for total energy consumption. The input parameters and calculated result are uploaded 
to Arduino UNO Microcontroller. NodeMCU ESP8266 module gives Arduino the access to Local 
Wi-​Fi Network, to upload realtime data to ThingSpeak. Data on ThingSpeak are sent to MIT 
App Inventor through which the users can access the data real time through their phone devices. 
Consumers can also see their billing information in real time as well. The values are updated every 
15 seconds; thus, the cost of power used in 15 seconds is calculated as follows:
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	 ₹/15 sec = (Power × 10)/240 ₹.

	 Based on this formula, the consumers are billed in real time.

Real monitoring of power consumption and automated billing can help in reducing the energy 
wastage. In present time, saving energy is an important topic which helps in lesser usage of natural 
resources which in turn helps us to save the environment. Till now, monthly Electricity Board (EB) 
bills are computed by a person who visits the EB meters monthly and updates the power usage. 
Automated Billing can help in reducing the human errors and analysing the billing in real time.

Figure 20.1 explains the concept mentioned above. Most houses have three phases. Thus, sepa-
rately obtaining the electricity consumed in each phase, these data are then sent to Arduino UNO 
microcontroller. Thus, by interfacing NodeMCU which contains ESP8266 Wi-​Fi module, these 
data are sent to Web API (in this case, ThingSpeak). ThingSpeak allows us to enable realtime moni-
toring. Mobile application is created for users/customers for realtime monitoring and implementing 
automated billing processes in the IoT-​Based Smart Electricity Management System.

Figure 20.2 shows the schematic diagram of the hardware components. The load is connected to 
the voltage sensor and ACS712 current sensor’s +ve and −ve pins. Both sensors are powered by 5 V 
or 3.3 V pin and grounded by GND pin from the Arduino UNO. The signal pins of the voltage sensor 
and current sensors are connected to the analogue pins of Arduino UNO. Later, Arduino UNO is 
interfaced with NodeMCU through serial communication, i.e., two digital pins from Arduino UNO 
connected to the exact same two digital pins in NodeMCU. The GND pin of NodeMCU is connected 
to the GND pin of Arduino UNO. NodeMCU contains ESP8266 Wi-​Fi module which helps us to 
connect with the internet. When the Arduino UNO is powered, all the sensors are also powered up.

FIGURE 20.1  Block diagram consisting of important components.
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20.3.1 � App Creation through MIT App Inventor Blocks

Figure 20.3 shows the app being built using MIT App Inventor. The layout for both the login and 
main page is designed, and the block codes are assigned to each component such as buttons, text 
boxes and labels in their respective layout as shown in Figure 20.3.

20.3.2 � App Development Screen

Figure 20.4 shows the design for the layout of the app is created using the MIT App Inventor. The 
complete user interface (UI) is created in such a way that the user does not find it challenging to 
operate as shown in Figure 20.4.

FIGURE 20.2  Schematic diagram of hardware components.
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20.3.3 � Firebase Realtime Database Code for Storing Username 
and Password for the Application

The read and write rules are changed to true in the Realtime Database for storing and checking of 
the login credentials as shown in Figure 20.5.

20.4 � RESULTS

20.4.1 � Arduino Output in Serial Monitor

Figure 20.6 shows the output in the serial monitor configured for Arduino UNO. This displays the 
current and voltage values from a single phase.

20.4.2 �N odeMCU Output in Serial Monitor

Figure 20.7 shows the output in the serial monitor configured for NodeMCU. This displays the sta-
tus of internet connection and updates us about the data received from Arduino.

FIGURE 20.3  Block codes through MIT App Inventor.
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FIGURE 20.4  App development screen in MIT App Inventor.

FIGURE 20.5  Firebase database.
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20.4.3 �T hingSpeak Output

Figure 20.8 shows the output in ThingSpeak. Here, each field shows us the value obtained from 
ESP8266 Wi-​Fi module. Parameters like current, voltage, power and total cost are displayed both 
graphically and numerically.

20.4.4 � App Outputs

Figure 20.9 represents the sample layout of the login and main page of the app. The login page is 
made user-​friendly with a clear description of the text boxes to enter their username and password. 
The Login and Sign Up button is highlighted to give a clear view. The main page begins with a 
welcome message followed by four sections, current, voltage, power and cost.

FIGURE 20.7  Serial Monitor output 2.

FIGURE 20.6  Serial Monitor output 1.
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FIGURE 20.8  ThingSpeak output.
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20.4.5 � Firebase Realtime Database Storage for Username and Password

Firebase is used to do the task of storing usernames and passwords. On the sign up process, the 
username and password are sent to the Realtime Database in Firebase and stored in the format as 
shown in Figure 20.10.

FIGURE 20.9  App outputs.

FIGURE 20.10  Firebase Realtime Database.
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20.5 � CONCLUSION AND FUTURE WORKS

Our proposed smart meter achieves the required output needed and the current and voltage val-
ues are accurate. Power consumption values are calculated and displayed as required. The data 
are transmitted to the ThingSpeak IoT Web API with the help of NodeMCU ESP8266 module. 
Parameters can be viewed in real time in ThingSpeak IoT. Application for smartphone is created, 
which shows the parameters in real as well, thus ensuring remote access for consumer/user. Firebase 
Realtime Database is used for storing the username and passwords of the user/consumers. There is 
a scope for development in this project.

In future works, we are planning to find power usage for all phases in buildings and make their 
calculation and billing more accurate, by creating a user-​friendly app, which is more interactive 
with the user/consumer, and to send notification to the user the information regarding the usage of 
power consumption and billings. Making realtime analysis and creating an invoice and table in the 
app help the user remotely access billing details.
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Abstract

Coronavirus is a pandemic that changed the whole Earth upside down. Its outbreak has taken a toll on 
every aspect of life. Starting from the catastrophic death values to the huge drop in the stock market 
shares, some way or the other all humans in the planet Earth face an issue because of the ongoing 
pandemic. Though a solution to this pandemic is the need of the hour, we initiate to create an alterna-
tive platform that can play a vital role in treating the patients on time along with the required safety 
measures so as to save millions of lives and give hope for mankind to overcome this threat. The pro-
posed work can be implemented in various health zones and/or public places which are in need: The 
proposed work is split into 3 A sections. The first one “Attach”, which is developed to support hospital 
environment and maintain safety of doctors and support staff, is all about the patient’s personal health 
monitoring with respect to various parameters like room temperature, humidity and pulse rate. The 
second is “Alert” system where we have designed and created an Automatic Sanitizer Dispenser along 
with a temperature checking system, which can be placed in entrances of every store or other public 
places. The sanitizer level is checked and alert is sent to the admin according to the remaining level 
via Bluetooth Communications. Finally, the “Administer” concept is indicated to show the availability 
of bed in each hospital/clinic in the local and public sector. This monitors the bed availability status in 
health centres and the system tracks the bed usage condition and transmits this data via Bluetooth to 
the users through an app developed.

21.1 � INTRODUCTION

Centuries have witnessed major historical events that mark the construction or destruction of man-
kind and other lives on Earth. Coronavirus is one such pandemic that made the whole world topsy-​
turvy and human fear for many things till date, and the fear of uncertainty of life has become very 
common. Eventually every generation has survived with hopes and innovations of bringing up a 
better tomorrow, and we are now moving towards multiple safety measures to safeguard ourselves 
from this threat.
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Medical and engineering fields have given tremendous inputs here to find a solution for a secured 
way of living and are still working on the betterment of the decision made [1]. It is very obvious that 
loss of lives has drastically come down, which given a ray of hope for us to be optimistic. There is 
always light at the end of the tunnel and with that note we have come to a stage to face this threat. 
Every department finds a mean to solve this problem and from the student’s point of view, we have 
our own ideas to manage this situation. This may be of some help to meet out the needs as this is a 
trial-​and-​error scenario that we are forced in to. Vaccination procured in a short span of time proved 
helpful in many cases and people are trying to get new ideas every day to fight this hardship.

This paper aims to come up with an idea to add-​on hope to the people based on the technology 
that is available as it can be used without physical contact and thereby helps in stopping virus muta-
tion and multiplication of COVID cases. This paper is one such add-​on to the innovations, and it has 
come out with solutions to address to three major concepts: Attach, Alert and Administer.

Attach: The first concept focuses on the primary issue of monitoring patients’ personal health 
with respect to various parameters like room temperature, humidity and pulse rate [2]. 
This is advised through an instrument that constantly monitors, checks and uploads to the 
ThingSpeak Internet of Things (IoT) cloud platform. To have a better support to this sys-
tem, we also equip it with an embedded ventilator sub-​system which functions automati-
cally based on the weather conditions. The Bluetooth data collected by the admin are also 
uploaded online in hospital websites that enables the patient’s relatives to get the reports 
thus by avoiding physical contact. Doctors can also use this tool to monitor patient’s condi-
tion, as it is so much more convenient, easier and safe.

Alert: Our next idea is mainly to attract the corporates and the retail store division, as these 
places constantly have a check on the temperature of the customers and also have a per-
son to dispense sanitizer. To substitute this, we have designed an Automatic Sanitizer 
Dispenser along with a temperature checking system, which can be placed at entrances of 
every store or public places. The sanitizer level is also monitored from time to time and 
an alert is sent via Bluetooth Communications to the admin to refill the same. With this 
product, the long queues in front of a retail unit are thus avoided, and every customer is 
tested individually without any human intervention. This can reduce the transmission and 
mutation of the virus.

Administer: The third concept monitors the bed availability status in health centres. The 
system tracks the bed usage condition and transmits this data via Bluetooth to the users 
through an app. This is updated on a real-​time basis on the APP making the public know 
about the current status of the hospital.

21.2 � LITERATURE REVIEW

The discussion starts with an IoT node that monitors the fundamental readings which include a per-
son’s body temperature, heart rate, and blood oxygen saturation. It also checks the coughing pattern 
from time to time, and these parameters and individual risk factors are displayed on a smartphone 
app for further analysis. A mechanism via Bluetooth 4.0 technology is maintained for tracking the 
physical distance, and it does alert in case of any violation of safe social distancing and a fog server 
helps in collecting data from the IoT nodes. These users’ information is sent using an application of 
machinelearning algorithm for automation [3]. Daniel Shu Wei Ting and Tien Y. Wong discuss all 
about IoT with respect to the telecommunication networks for the next generation. Examples of the 
next-​generation networks like Artificial Intelligence, Big Data Analytics, Block Chain Technology 
and 5G. Hence, their establishments in hospitals and clinics with an interconnected digital ecosys-
tem can enable real-​time data collection at scale with a broader thought of involving AI and deep 
learning system in to it so as to understand the trends in healthcare, along with the model risk 
associated with them and predict outcomes [4]. In the case study stated by Cacovean Dan, Irina 
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Ioana, and Gabriela Nitulescu, there is a device that is worn by the person. This device reads the 
vitals of the respective patient, and the data are uploaded to the cloud. The physician can now access 
and analyse the data from the cloud and advise the patient on the necessary ailment. The wearable 
device is administered with a GSM module that alerts the patient in the event of any urgency and 
also consists of emergency contact numbers. In addition to that, these data are periodically uploaded 
to the regional health system, to monitor the current situation of the patient. By doing so, the COVID 
situation in the region can be analysed along with the symptoms and effects and that helps in getting 
an overall picture of the pandemic by collecting these data from various sources. The collected data 
are then used to figure out an idea for distribution of the effects and frequencies [5]. A wearable 
device designed to measure various vital signs related to COVID-​19 is the new development every 
company is working on. Needless to mention, any violations of quarantine for potentially infected 
patients will be sent as an alert to the concerned medical authorities by monitoring their real-​time 
GPS data. Primarily this is done by measuring the data from the IoT sensor layer which defines the 
health symptoms, and the next layer is used to store the information in the cloud database for pre-
ventive measures, alerts and immediate actions. Notification and alerts for the potentially infected 
patient is done by the Android mobile application layer. Furthermore, the work disseminates digital 
remote [6]. Constructing an open-​source mechanical ventilator at a very less price with a view to 
accommodate the need for the COVID-​19 affected patients’ region is the main objective taken by 
Vargas and Acho. It is designed to display numerical values on patient’s pulmonary conditions and 
pressure measurements read from their inspiratory limb. By doing so, the doctors understand the 
real-​time need for the patient and can evaluate if they are under a healthy or unhealthy situations [7].

Addressing all patients who live far away from the hospitals or in a remote zone where medi-
cal treatment becomes tough for immediate needs is a major problem. Hence, the compact sensors 
with IoT aims to create a huge impact on every patient’s life, as it monitors the patient’s condition 
irrespective of the distance from their home to the hospital and hence reduces the fear in patients 
of any danger. This can be accessed from anywhere as it works with a sensor. This sensor helps the 
doctors to have the analytical values of the patients, and they can address to their needs from a far-​
off distance too. This will really be a great achievement in the medical field [8]. IoT makes a doctor’s 
job easier as it opens up new healthcare opportunities and uplifts the information system to a higher 
level. The world-​class results aim at the best treatment systems in the hospital, by equipping medical 
students to detect the disease better and train them in proper usage of IoT. This extends to help the 
medical practitioner resolve different medical challenges like speed, price and complexity. It can be 
customized to monitor caloric intake of the patient and treating COVID-​19 patient for ailments like 
asthma, diabetes as well as arthritis [9]. The idea behind the IoT design for smart monitoring and 
keeping an emergency check on COVID-​19 patients uses sensors like temperature sensor, sensor to 
detect blood oxygen level, heart rate sensor and Arduino Uno controller to monitor a patient in stage 
1 of the disease. IoT server reads the patient’s information instantly through these sensors. By doing 
so, the mortality rate is reduced considerably. With the alert received from IoT, hospital admissions 
could also be avoided and many emergency situations can be addressed well in advance. Further, the 
system supports in generating warning messages to the nearest hospital irrespective of the patient’s 
health condition. Hence, this initiative of smart monitoring and emergency alert system will help 
in extending the monitoring support to COVID-​19 patients [10]. An IoT framework is set to receive 
symptomatic data in the real time from users, and it serves in early identification of the suspected 
coronavirus cases. This also monitors the post-​effect condition in virus-​infected patients by col-
lecting and analysing relevant data. It functions with the help of data from the following five com-
ponents: Symptom Data Collection and Uploading (using wearable sensors), Quarantine/Isolation 
Centre, Data Analysis Centre (that uses machine learning algorithms), Health Physicians and Cloud 
Infrastructure [11]. Antonio Pietrosanto and his co-​authors give a proposal of a device which could 
be worn by the patients for tracking their real-​time body temperature. This functions with the IoT 
method. It also records the patient’s indoor condition while in quarantine and indicates the data 
on emergency alert. This signal alert is given when the body temperature exceeds the allowed 
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threshold temperature. In addition to that, a Repetition Spikes Counter based on the accelerometer 
algorithm is employed to monitor human activity. This checks if the quarantined person is perform-
ing his physical exercises regularly and maintains an auto-​adjustment of threshold temperature. 
The real-​time data are stored, and it helps the family members/doctors in regularly monitoring the 
updates on the quarantined people’s body temperature behaviour in the tele-​distance. The devices 
used for this include an M5stickC wearable device, a microelectromechanical system accelerom-
eter, an infrared (IR) thermometer and a digital temperature sensor equipped with the user’s wrist. 
This sensor keeps track with the room temperature and humidity and restricts the virus spread. The 
quarantined patient’s room condition is also monitored, and all data are transferred to the cloud via 
Wi-​Fi with the Message Queue Telemetry Transport broker. In the event of Wi-​Fi failures or poor 
network connectivity, these data are sent through Bluetooth from the self-​isolated person to the fam-
ily member’s electronic device [12].

21.3 � PROPOSED MODEL

The proposal targets three different concepts to cover all possible industries. The “Attach” is a pro-
posal to support hospital environment and maintain safety of doctors and support staff. “Alert” is a 
proposal to support the sectors in retail and public services where the product developed is useful 
for the public and the locality members. Finally, “Administer” is a proposal to indicate the avail-
ability of bed in each hospital/clinic in the local and public sector.

	 A.	“Attach”: Proposal to support hospital environment and maintain safety of doctors and 
support staff.

In view of the hospital environment and safety of the patients, this proposal stands to 
check on the health condition of the patients affected with COVID-​19 who are isolated in 
different wards in a hospital. The rooms are regularly administered with temperature and 
humidity sensors to monitor the day-​to-​day room temperature. In addition to this, there 
is also an automated exhaust fan installed in these wards which automatically turns on 
whenever the temperature or humidity falls below the threshold value.

As per the instructions from the World Health Organization (WHO), hospitals have to 
maintain an optimum room temperature of 20°C–​24°C in cold regions and 24°C–​35°C in 
hot regions to reduce the transmission of the novel coronavirus. Hence, the relative humid-
ity should be maintained between 40% and 60% [13]. In adherence to these said values, 
the system is configured with a temperature threshold of 40°C and with a relative humidity 
level of 65%.

Oximeter heart rate sensor values are as well monitored and the SPO2 average value in 
humans should lie between 90% and 95%. In case of person with COVID, studies show a 
decrease in SPO2 measurement. To have a regular check on this value and to analyse the 
patients better, the system updates these values to the cloud. This can be viewed in the 
dashboard of ThingSpeak Environment for the doctors, and it enhances their treatment 
even in patient’s conditions remotely.

The sensors used for implementing the above-​stated statement: DHT-​11 Temperature 
and Humidity Sensor Module and MAX30100 Pulse Oximeter Heart Rate Sensor Module.

	 B.	“Alert”: Proposal to support the sectors in retail and public services where the product 
developed is useful for the public and the locality members.

On the outbreak of COVID in severe condition globally, big countries started to impose 
lockdowns to prevent the movement of the public in social gathering to stop the spread 
of the virus. This affected many industries globally and many were forced to even shut 
down their units. With the decline of the first wave, lockdown was taken back, and people 
returned to normalcy with a compulsion to maintain social distance and were asked to fol-
low sanitization procedures. But monitoring this has become a strenuous process, and the 
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risk factors became more to insist people on sanitization and temperature check on daily 
basis. At last, this became time-​consuming and also had a threat of spreading.

To avoid this, “Alert” proposal was introduced with an automatic non-​contact tempera-
ture check system with automatic provision of sanitizer. Every retail store or a common 
place disposes an access for these, which comprises a LCD Module, Sanitizer System 
and a non-​contact Temperature Module. As the client or the public of interest approaches 
near the system with an interval of 10 cm between the unit and the person [14], the module 
reads the temperature and also dispenses the Sanitizer with automatic door open mecha-
nisms. These values are regularly updated in an APP provided to the owner or the admin. 
Depending on the feedback provided by the APP, the admins can analyse the situation and 
act accordingly.

The sensors used for implementing the above-​stated statement: MLX90614 Non-​
Contact IR Temperature Module, IR Sensors and Ultrasonic Sensor Module.

	 C.	“Administer”: Proposal to indicate the availability of bed in each hospital/clinic in the 
local and public sector.

Sudden surge in COVID has limited the resources available around the globe. Full 
strength in hospitals has pushed the management to a state where they couldn’t admit the 
affected patients into wards. This situation is reflected in a confused public behaviour, and 
lots of deaths were recorded just because the patients were not admitted into hospitals at 
the right time.

To provide transparency in the bed status available at every hospital in the locality, 
“Administer” aims to showcase the status of the bed occupancy in an APP environment. 
Force sensors are placed under the hospital beds and these read the force exerted. If a 
bed is occupied, the reading of the force value is high, and if it’s vacant, there is no force 
exerted. To minimize the wrong readings, an interval of 15 minutes is provided between 
the free and occupied status update. This information displayed on the APP can be of great 
use to the public and depending on the availability in a particular hospital, patients can 
approach that hospital for treatment.

Force sensor with a specification of 39.1 mm sensing boundary is used to implement the 
above case.

21.4 � BLOCK DIAGRAM

Figure 21.1 explains the Attach concept as mentioned above. The MAX30100 Pulse Oximeter is 
used to measure the heart beat and SPO2 values from the patients, and these values are sent to the 
NODEMCU for processing and updating. Similarly, humidity sensors are placed in hospital wards 
and depending on the feedback analysed in NODEMCU, the exhaust fan is controlled remotely with 
commands from the NODEMCU. The values are also stored in the ThingSpeak cloud platform from 
NODEMCU for future analysis and predictions.

Figure 21.2 explains the Alert concept as mentioned above. Once the presence of a visitor is 
detected by the ultrasonic sensor, depending on the feedback from the sensor the Arduino starts the 
system. Also, there has to be sufficient sanitizer available in the dispenser for the system to start. 
Hence, an IR sensor measures this, and depending on the feedback the system is started. This feed-
back from the sensor is displayed in the LCD and also indicated with LEDs placed. If ultrasonic 
sensor detects a person in the range limit, the MLX90614 sensor is triggered to measure the tem-
perature of the person. This temperature value is compared with the standardized value in Arduino 
and servo motor is triggered to dispense the sanitizer from the dispenser.

Figure 21.3 explains the Administer concept as mentioned above. Force sensors are placed under 
the beds in hospital and Arduino is used to check for the minimum threshold. Depending on this 
feedback, the status is updated on an APP platform designed which connects with the Arduino 
using Bluetooth Technology [15].
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FIGURE 21.3  Administer block diagram.

FIGURE 21.2  Alert block diagram.

FIGURE 21.1  Attach block diagram.
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21.5 � CIRCUIT DIAGRAM

The MAX30100 Pulse Oximeter is powered on by connecting the VIN pin to VIN pin of NODEMCU 
and GND pin to GND pin of NODEMCU. The SCL pin is connected to D1 and SDA is connected to 
D2. The DHT-​11 sensor is powered by connecting the VCC pin to VIN and GND pin to GND. The 
DOUT pin is connected to D3. In this case, an LED is replaced in the place of an exhaust fan, and 
the positive of LED is connected to D5 and the negative is connected to GND.

Figure 21.5 discusses the circuit diagram of Alert concept, the MLX90614 sensor, IR sensor, 
ultrasonic sensor and the servo motor powered on by connecting the VIN/VCC pin to 5 V pin of 
Arduino and GND pin to GND pin of Arduino. The SCL pin and SDA pin of MLX90614 are con-
nected to the SCL and SDA pins in the Arduino, respectively. The Echo pin of ultrasonic is con-
nected to D10 and Trigger Pin is connected to D9 [14]. The servo motor output is connected to D6 
and the IR sensor output is connected to A0 pin. The Bluetooth Module is connected by connecting 
its TX pin with the RX pin in Arduino and by connecting its RX pin with the TX pin in Arduino. 
The VIN is connected to 3.3v pin and GND is connected to GND. The LCD is conventionally con-
nected by following the standard connections [15]. DB4 to DB7 are connected to D5 to D2 pins in 
Arduino. The LED+ is connected to 5 V and LED− is connected to GND. The Enable is connected 
to D11 and RS is connected to D12. The RW pin is grounded and VCC is connected to 5v and GND 
is connected to GND pin. The contrast is connected to a potentiometer with its one terminal con-
nected to 5 V and the other to GND.

In Figure 21.6, the Bluetooth Module is connected by connecting its TX pin with the RX pin 
in Arduino and by connecting its RX pin with the TX pin in Arduino. The VIN is connected to 
3.3v pin and GND is connected to GND. The force sensor is connected to the A0 pin and the same 

FIGURE 21.4  Attach circuit diagram.
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terminal is connected to GND through a resistor with 10 kilo-​ohm resistance. Another terminal of 
sensor is connected to 5 V Pin.

21.6 � IMPLEMENTATION

	 A.	“Attach”: Proposal to support hospital environment and maintain safety of doctors and 
support staff.

Figure 21.7 represents the Attach circuit implementation for collecting the responses 
from user; these responses are processed and depicted as data points in the cloud window. 
Figures 21.8–​21.10 represent the cloud window implementation.

FIGURE 21.6  Administer circuit diagram.

FIGURE 21.5  Alert circuit diagram.
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FIGURE 21.8  Attach cloud implementation A.

FIGURE 21.7  Attach circuit implementation.
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	 B.	“Alert”: Proposal to support the sectors in retail and public services where the product 
developed is useful for the public and the locality members.

Figure  21.11 gives an insight into the Alert concept circuit implementation, and 
Figure 21.12 displays the APP implementation screenshot.

	 C.	“Administer”: Proposal to indicate the availability of bed in each hospital/clinic in the 
local and public sector.

Figure 21.13 depicts the Administer APP implementation screenshot.

FIGURE 21.10  Attach cloud implementation C.

FIGURE 21.9  Attach cloud implementation B.
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FIGURE 21.12  Alert APP implementation.

FIGURE 21.11  Alert circuit implementation.
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21.7 � CONCLUSION

To conclude, we ensure to list the application of three concepts that were developed to set up a 
COVID-​19 Patient Monitor System with the resources available and listed above. By doing so, now 
one can collect the room temperature and relative humidity values and display in a cloud platform 
with an automatic exhaust fan linked with it as per the first concept. To satisfy the second concept, 
an automatic temperature checker system with provision of sanitizer is set up and these data are 
sent to an APP platform for analysis. Last but not the least, the bed availability status in hospitals 
is collected real-​time and updated in an APP platform that was developed. Hence, the aim of the 
paper is achieved, and we hope to serve the patients and ensure the helpers’ security alongside by 
our innovative mechanism using IoT module.
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Abstract

This paper delineates a novel high-gain DC-DC converter designed for photovoltaic (PV) applications. 
The proposed converter yields an overall gain of 22.22. The converter is synthesized by interleaving 
two similar cubic cell structures using a voltage lift capacitor. The two switches in each cubic cell 
operate at a 180-degree phase shift, thus canceling out the ripple currents. The switches in the pro-
posed converter are subjected to 50% of Vo. The prototype is simulated using PSIM software to verify 
the proposed voltage gain concept. The converter specifications are as follows: 18 V input, 400 V out-
put, 50 kHz switching frequency, and 200 W power rating. The efficiency of the prototype is 93.64%. 
Further, under closed-loop conditions, a regulated output voltage of 400 V is obtained.

22.1 � INTRODUCTION

The modern world is moving toward sustainable development. As an alternative to conventional 
sources, renewable energy sources are being increasingly used to meet the ever-​increasing electrical 
energy demand. A solar panel is one such source that supplies power to DC homes using a power 
electronic converter like boost and boost-​derived converters [1–​3]. Since the output from the solar 
panels is very low, high-​gain boost converters are preferred. For applications demanding a voltage 
gain >10, boost converters suffer from diode reverse recovery issues, incremental power loss, and 
high voltage stress on the semiconductor devices when operated at extreme duty ratios. The idea 
of developing hybrid boost-​derived converters stems from the issues faced by the classical boost-​
derived converters for high-​voltage-​gain applications [4–​9].
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Interleaved boost converters are mainly used in photovoltaic (PV) applications to obtain a ripple-​
free input current [10–​13]. In PV applications, input current ripples should be very minimal as it 
affects the overall life span of the panels [14,15]. In Ref. [16], an interleaved quadratic converter is 
presented. A cubic cell is a single-​switch multi-​stage high-​gain converter. The proposed converter 
has a single structure in which two cubic cells are interleaved using a lift capacitor which increases 
the overall gain. As coupled inductors (Cis) occupy lesser volume when compared to discrete induc-
tors and result in a compact converter when implemented in hardware, coupled inductors are used. 
The converter is designed to yield a voltage gain of 22.22.

22.2 � CIRCUIT DESCRIPTION

Figure 22.1 portrays the circuit diagram of the presented interleaved cubic boost converter (ICBC). 
The circuit comprises two similar cubical cell structures (voltage gain is cube times the gain of clas-
sical boost converter) interleaved using a CLift capacitor to increase the output voltage. The two cubic 
cell structures have two switches operating at the same frequency with a 180-​degree phase shift. 
Interleaving the two structures results in high efficiency, reduced ripple currents, and improved 
reliability. Additionally, the two switches being situated near the input side, experience low volt-
age stress only. The resultant output voltage gain is twice the gain of an individual cubic cell. The 
structure employs two coupled inductors and four discrete inductors. The inductors L1 and L2 are 
coupled in one cubic cell, and L4 and L5 are coupled in another cubic cell.

22.3 � MODES OF OPERATION

22.3.1 � Mode 1 (S1-​ON; S2-​ON)

In this mode, both the switches are turned ON. Inductors L1 and L4 start storing energy and linearly 
charge up to Vin and forward-​bias diodes D1 and D5, respectively. Diodes D2 and D6 will be in 
reverse blocking state. Capacitor C1 and C3 will transfer their stored energy to L2 and L5, respec-
tively, which forward-​bias the diodes D3 and D7, and diodes D4 and D8 will be reverse-​biased. 

FIGURE 22.1  The power circuit of the interleaved cubic converter.
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Similarly, C2 and C4 will be transferring the stored energy to L3 and L6, respectively, and CO 
expends its stored energy to the load. Mode 1 ends when inductors L4, L5, and L6 reach Imax.
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22.3.2 � Mode 2 (S1-​ON; S2-​OFF)

In Mode 2, switch S1 will be in ON state and S2 will be in OFF state. Inductors L1, L2, and L3 
continue to charge. Inductors L4, L5, and L6 forward-​bias diodes D6, D8, and D9 to transfer their 
stored energy to the capacitors C3, C4, and CLift, and diodes D6, D8, and DO will be reverse-​biased. 
The capacitor CO transfers its stored energy to the load. Mode 2 ends when inductors L4, L5, and 
L6 reach Imin.
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22.3.3 � Mode 3 (S1-​ON; S2-​ON)

In Mode 3, both the switches are turned ON. Hence, the circuit operation is similar to Mode 1.

22.3.4 � Mode 4 (S1-​OFF; S2-​ON)

In Mode 4, switch S1 will be in OFF state and S2 will be in ON state. Inductors L4, L5, and L6 
continue to charge. Inductors L1, L2, and L3 discharge their energy stored to the capacitors C1, C2, 
and CO through the diodes D2, D4, and DO, respectively. Diodes D1, D3, and D9 will be reverse-​
biased. The capacitor CO transfers its stored energy to the load. Mode 4 concludes when inductors 
L1, L2, and L3 reaches Imax.
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The equivalent circuit of each operating mode is depicted in Figures 22.2–​22.4, while the character-
istic waveforms are presented in Figure 22.5.
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22.4 � VOLTAGE GAIN AND DESIGN DETAILS

The proposed circuit is designed by interleaving two identical cubic cell structures using a voltage 
lift capacitor. Using the volt–​second balance in the circuit, the overall voltage gain expression is 
obtained; the voltage gain expression of a classical boost converter is given by
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FIGURE 22.3  Equivalent circuit of the interleaved cubic converter during Mode 2.

FIGURE 22.2  Equivalent circuit of the interleaved cubic converter during Mode 1 and Mode 3.
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Voltage gain expression of an interleaved boost converter with lift capacitor is given by
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As both cubic cell structures are identical in nature, the voltage gain across cubic cells remains the 
same which is given by
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Now the overall voltage gain expression of the circuit calculated using volt–​second balance is 
given by
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22.5 � SWITCH RATINGS

As the name suggests, voltage stress across a switch is the potential difference across the anode and 
cathode terminals of the switch when it is in the OFF state. The switches S1 and S2 function in 180° 
phase shift at 0.52 duty ratio. Due to the identical cubic cell structure, the voltage stress across the 
switches S1 and S2 remains the same. The voltage stress expression is given by
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FIGURE 22.4  Equivalent circuit of the interleaved cubic converter during Mode 4.
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FIGURE 22.5  Characteristic waveforms of the proposed converter.
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22.6 � DIODE RATINGS

Similarly, in diodes, the voltage stress is the potential difference across the anode and cathode ter-
minals of the diode in reverse-​biased condition.

During Mode 1 and Mode 3, diodes D2, D6, D4, and D8 are reverse-​biased. The anode terminal 
of the diode is grounded via switch S1, and the cathode is connected to C1. Hence, the voltage across 
D2 is the same as the potential at the upper plate of C1. Similarly, the voltage across D4, D6, and D8 is 
the voltage across capacitors C3, C2, and C4, respectively. The voltage gain expressions are given by
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In Mode 4, the diodes D1 and D3 are reverse-​biased. The cathode of D1 is connected to CLift and the 
anode of D1 is clamped by the potential developed at the top plate of C1. Hence, the voltage across 
D1 is the potential difference between C1 and the lower plate of CLift. This is because
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Similarly, the voltage across D3 is the potential difference between top plate of C2 and the lower 
plate of CLift.
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In Mode 2, the diodes D5 and D7 are reverse-​biased. The cathode of D5 is connected to CLift and 
the anode is connected to C3. Hence, the voltage across D5 is the potential difference between C3 
and the upper plate of CLift.
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Similarly, the voltage across D7 is the potential difference between C4 and the upper plate of CLift.
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The diode D9 operates in reverse bias condition in Modes 1, 3, and 4. In Mode 1 and Mode 2, as 
the cathode of D9 is connected to the upper plate of CLift, whereas the anode is grounded via S2, the 
voltage across D9 is the potential difference across CLift; whereas in Mode 4, the cathode of D9 is 
connected to the upper plate of CO and the anode is grounded via S2. Hence, the voltage across D9 
is the potential difference across CO.

•	 In Mode 1 and Mode 3,
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•	 In Mode 4,
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Voltage across DO is the potential difference between CO and CLift. The cathode is connected to the 
upper plate of CO and the anode is connected to the upper plate of CLift.
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22.7 � DESIGN EXPRESSIONS

There are two cubic structures interleaved together using a voltage lift capacitor. The respective 
inductors and capacitors in both structures have the same values. Inductors L1, L2, and L3 are 
connected to obtain one cubic cell, whereas inductors L4, L5, and L6 make the other cubic cell. 
Both cubic cells are operated by switches S1 and S2, respectively. They have a duty ratio of D and 
frequency of f.

The voltage across L1 and L4 will be the input voltage, and the inductance values are the same 
since the cubic structures are identical. The input current divides equally into the two branches and 
hence current through L1 and L4 is the same.

Inductors L2 and L5 are both energy-​storing elements and their respective voltages are the same 
due to identical cubical structures. Similar to L1 and L4, inductors L2 and L5 are connected to 
switch S1 and S2.

The current through L2 and L5 is the same as that through capacitors C1 and C3, as C1 and C3 
discharge through L2 and L5, respectively. Similarly, the voltage across inductors is equal to the 
voltage across their respective capacitors.

Similarly, the inductors L3 and L6 are directly connected to the switches. The current through 
L3 and L6 and C2 and C4 are same, when C2 and C4 discharge through L3 and L6, respectively. 
Similarly, the voltage across inductors will be equal to the voltage across their respective capacitors.
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Capacitors C1, C2, C3, and C4 are part of cubic cell structure. C1 and C2 are connected to switch S1 
which is part of one cubic cell, while C3 and C4 are connected to S2 which is part of the other cubic 
cell. CO is the capacitor across load. CLift capacitor is used for cascading both cubic cell structures 
in parallel and lifts the output voltage from the cubic cell.

22.8 � SIMULATION AND INFERENCE

The proposed converter is simulated in PSIM software using values specified in Table 22.1. The 
overall efficiency of the power circuit at a rated load of 200 W can be determined using the wave-
form in Figure 22.6, which turns out to be 93.64%. For the input voltage specified in Table 22.1, 
the desired output of 400 V is obtained. Hence, a voltage gain of 22.22 is obtained and verified by 
plugging in the values in the formulated voltage gain.
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The voltage stress across S1 and S2 are projected in Figure 22.7. The complementary operation 
of S1 and S2 are clearly observed. Further, their voltage stresses are equal and same as the voltage 
developed in a cubic boost converter. In percentage terms, the voltage stress of each switch is only 
50% of VO.

In Figure 22.8, the voltage stress on D1, D2, D3, and D4 is projected. The complementary opera-
tion of D1 and D3, and D2 and D4 is observed. The distortions in the waveforms of D3 and D4 are 
due to the leakage inductance.

Similarly, in Figure 22.9, the stress on D5, D6, D7, and D8 is projected. The complementary 
operation of D5 and D7, and D6 and D8 is observed. The distortions in the waveforms of D7 and D8 
are due to the leakage inductance.

In Figure 22.10, voltage waveforms of gate pulses of S1 and S2, D9, and DO are depicted. When 
both the switches are in ON state, the voltage across D9 is 200 V which is half of VO, while in 

TABLE 22.1
Parameters Used in the Proposed Converter

Parameter Values

Input voltage (Vin) 18 V

Output voltage (V0) 400 V

Output power 200 W

Switching frequencies 50 kHz

Inductance L1 = L4, L2 = L5, L6 = L3 178.9 μH, 444.98 μH, 2.215 mH

Mutual inductance L1 and L2 = L4 and L5 253.93 μH

Duty ratio 0.521

Capacitor C1 = C2, C3 = C4 136.8 μF, 27.49 μF

Capacitor CLift, CO 5.54 μF, 1.38 μF

FIGURE 22.6  Input and output voltage, and the current waveform of the proposed converter.
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FIGURE 22.8  Voltage across diodes of the first cubic cell of the proposed converter.

FIGURE 22.7  Voltage across switches of the proposed converter.
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FIGURE 22.10  Voltage across switches and diode D9 and DO of the proposed converter.

FIGURE 22.9  Voltage across diodes of the second cubic cell of the proposed converter.
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FIGURE 22.12  Voltage regulation due to variation of input current of the proposed converter.

FIGURE 22.11  Voltage regulation due to variation of input voltage of the proposed converter.
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Mode  4, maximum voltage stress of 400 V across D9 is observed. The diode DO is positioned 
between CO and CLift and its voltage stress is obtained from the voltage difference between the top 
plates of CLift and CO. The complementary operation of DO and S1 is also observed.

In Figures 22.11 and 22.12, a regulated output voltage can be observed. As closed-​loop control 
is employed, even when the input voltage is varied, a nearly constant output voltage of 400 V is 
obtained. In Figure 22.12, the load is indirectly varied by varying the output current using step cur-
rent sources in PSIM. Even when the load is varied, a regulated output voltage is obtained due to 
the closed-​loop control mechanism. Further, the initial overshoots during the transition period are 
also within acceptable limits.

In Figure 22.13, current waveforms at the input port and through L1 and L4 are visualized. Since 
the switches operate at duty ratio values different from 0.5, the input current ripples do exist but are 
minimal.

Figure 22.14 depicts the efficiency curve of the proposed ICBC. The maximum efficiency value 
of 93.6% is obtained at 200 W power level.

FIGURE 22.13  Input current and current across inductors in cubic cell of the proposed converter.

FIGURE 22.14  Efficiency of the proposed converter at various load power values.
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22.9 � CONCLUSION

In this chapter, an interleaved cubic boost converter was developed by interleaving two cubic 
cells with the voltage lift technique. The developed converter significantly enhances the volt-
age conversion ratio with low voltage stress across the switches. A cubic cell is a single-​switch 
multi-​level high-​gain boost-​derived converter. In the proposed converter, two cubic cells are 
interleaved to obtain an almost ripple-​free input current waveform. By the combined actions 
of the lift capacitor and the cubic cells, a high gain of 22.22 is obtained. The switches of the 
proposed ICBC experienced minimal voltage stress of only 50% of output voltage. Simulation 
results obtained from an 18 V/400 V, 200 W converter confirm the voltage gain extension prin-
ciple. Further, the converter operated under a full load efficiency of 93.64%, with a regulated 
output voltage of 400 V.
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Abstract

The relevance of modern computing tools and techniques is becoming quite significant nowadays. With 
time, such techniques will play a massive role in almost all spheres of human life to make it more com-
fortable. The renewable energy sector is also not an exception in this case. With the growing demand 
for clean energy and sustainable living, the need to integrate modern computing tools and techniques 
like Artificial Intelligence, Machine Learning and Internet of Things into the renewable energy sector 
is becoming more substantial. Such integration leads to meeting the demand satisfaction, improved 
output performance and reduced losses, which finally results in simultaneous as well as inclusive man-
agement of multiple energy generation, distribution and storage systems far and near. In this chapter, 
we put forward a wide-ranging discussion of these computing tools and how their integration can desir-
ably upgrade our renewable energy systems as well as provide us with a robust platform for sustainable 
energy management. We have also included the pros and cons of these modern techniques and a few 
applications for each one of them in the renewable energy sector. We have wrapped up our discussion 
with an appurtenant conclusion and future scope that lies ahead.

23.1 � INTRODUCTION

Presently, the global energy scenario is transforming very rapidly. With the rapid increase in human 
population worldwide and the huge exploitation of natural resources concurrently to satisfy the 
ever-​increasing energy need, unprecedented pressure on the ecosystem is being strongly felt. Due 
to the overuse of conventional energy resources like coal, oil and natural gas to fulfil the neces-
sary energy needs, a huge amount of pollution has already engulfed the global ecosystem. This has 
already started to show its consequences like climate change which is raising the average global 
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temperature resulting in global warming. The burning of fossil fuels causes a lot of air pollution and 
also leaves endangered particles that affect the health of the people. Looking at the present state we 
see no signs of abatement in pollution over the next few years but rather more possibility of further 
deterioration in the current environment. Given this alarming situation, it is quite wiser to quickly 
shift towards a clean and green economy as well as adopt a sustainable lifestyle for ourselves and 
our planet.

The energy sector is facing significant problems and requires immediate attention along with 
strong revival actions. Policy pledges like the Paris agreement for a net-​zero future, need a quick 
changeover towards a carbon-​free economy. While renewable energy is expected to thrive in this 
environment, its sporadic nature will make it essential to find methods to keep systems steady. To 
integrate renewable energy, the manufacturing sector is also shifting from a market based on prod-
uct pricing to a market based on technical resolutions. Reasonable predictions of power production 
and net load are becoming crucially influential, as the energy industry uses more variable generat-
ing options, ensuring system dependability, reducing carbon emissions and making the most of 
nonconventional energy resources.

Renewable energy techniques are one of the best options to combat the critical environmental 
challenges that we are facing today. They are non-​polluting sources of energy generation units which 
are almost ecofriendly and easily available around us in one way or the other. However, their ser-
vices are limited by constraints like less efficiency, performance losses, the smaller magnitude of 
production and most important intermittency in production. Therefore, these constraints outplay the 
renewable energy systems when compared with the conventional energy generation systems causing 
them to be less preferred among the masses. However, with the advent of technology, the integration 
of modern techniques like AI, ML and IoT is the need of the hour. The demand for renewable energy 
has soared rapidly in the last few years and the need for smart energy solutions is highly essential 
with this unparalleled soaring rate. Such integration will lead to inclusive management and control 
over all the assets simultaneously wherever located. This will help to prevent undesirable losses, 
hence better output. This will also make renewable energy cheaper and more reliable. For example, 
automatic or programmable solar photovoltaic/thermal systems can change their position as per the 
availability of sunlight during the day leading to optimized performance. Hence, such systems do not 
require human assistance for alignment or management as per need during operation, thus making 
them more efficient. Similarly, the health of any renewable energy system can also be thoroughly 
monitored round the clock even remotely to keep a close vigil on its performance and position. This 
will help to provide better control over the operation and maintenance of the system. Fault detection 
and any other malfunctioning of the systems and their components can also be identified and timely 
remedies can be provided. Such things can be done easily using robust and computerized systems 
which are run by modern computing tools. Such features have strongly supported the cause of install-
ing renewable energy systems worldwide and now it can be said that these systems can challenge the 
conventional energy generation systems within the next few years, when completely installed and 
integrated with modern techniques in multiple places suitably with more output than the traditional 
systems. Grid integration and development of microgrids for well-​organized and effective power 
distribution can also be facilitated using these tools. This work is a comprehensive discussion of the 
emerging computerized energy management tools and techniques. It also describes how these tools 
are potentially strong enough to robustly manage modern sustainable energy systems. Each one of 
these major tools is individually discussed below along with realistic examples in detail.

23.2 � ROLE OF ARTIFICIAL INTELLIGENCE (AI) IN 
THE RENEWABLE ENERGY SECTOR

AI is a very futuristic tool and its integration with renewable energy systems is highly ultramod-
ern. As we are determined to move towards more industrialized yet smarter societies, the need for 
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sustainable power cannot be ignored. Power producers, distributors and consumers are looking for-
ward to a system which can easily fulfil the huge energy demand with less pollution while operating 
from a common platform for operation and concern redressal. AI can be the suitable answer to all 
our modern requirements. AI’s feature of predicting things much before their occurrence can help 
us to provide improved forecasting on-​demand and failures, cost and asset management, etc. is a 
huge advantage.

AI when supported with other techniques such as ML, IoT and big data analytics makes the sys-
tem more robust with better output. Such things help us to achieve automation capabilities, opera-
tional excellence, competitive results, etc. Therefore, AI can help us to unlock the huge potential 
stored in renewables. AI is much superior to humans’ fault detection and addressing the complaint 
can be done within a shorter period. It can easily predict and accordingly suggest suitable solutions 
to a situation. AI algorithms are used for the said purpose. This increases the speed of operation 
with effective results. Seamless integration of complex electricity grids and real-​time data collec-
tion helps in better innovation and development of more advanced techniques of system manage-
ment in the future. This will make the grid and so the supply stable as well as reliable, therefore 
reducing carbon footprints indirectly through reduced losses.

23.2.1 � Merits

AI is said to be the most powerful tool in the modern energy sector. It can completely change the 
energy sector like it was never before, thereby shifting it into a completely digital platform. AI 
can be used for predictive analysis, and help to improve demand and supply forecasts in electricity 
trading. It can be used for policy framework, grid integration, supply security, etc. Nowadays, the 
concept of setting up a virtual power plant and regulation of energy storage can also be realized 
using this technology. This has reduced human dependence, which is a great achievement in itself.

23.2.2 � Demerits

The potential for AI to transform the nonconventional energy sector is apparent, but that does 
not mean that expanding its use across the sector will be without obstacles. Poor data, user dis-
trust and regulatory obstacles might all be hurdles for the technology. Questions have been voiced 
about relying too heavily upon AI could facilitate energy networks more prone to cyber-​attacks. 
Operational technology structures must be segregated from IT systems and have no network con-
nections between them, leading them much harder to enter. In terms of technology, reliance on 
cellular technologies would limit AI’s potential in many emerging nations, particularly low-​income 
ones. A lack of reliable connectivity is a significant barrier in areas where cellular network coverage 
is scant or limited. Insufficient theoretical background, practical expertise and lack of finance hurt 
the implementation of AI on a large scale in the renewable energy sector.

Users are likely to be dubious at first, as with any other new technology. Owners and occupants 
of buildings are likely to be concerned about the technology’s ability to cut energy use and expenses 
while preserving energy services and comfort. To persuade customers to trust the technology, exten-
sive awareness and marketing efforts will be required.

23.2.3 � Applications of Artificial Intelligence

23.2.3.1 � Improved Integration of Microgrids
Integration of microgrids and distributed energy management can both benefit from AI. When 
community-​scale renewable energy-​producing units are added to the major grid, balancing the 
energy flow within the grid becomes difficult. The AI-​powered control system has the potential to 
solve both quality and congestion problems.
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23.2.3.2 � Intelligent Centralization of Control Centres
To capture a significant amount of data, the electricity grid can be networked with devices and 
sensors. When combined with AI, this data can provide grid controllers with fresh insights for 
improved control operations. It gives energy companies the ability to intelligently adapt supply to 
demand. Advanced load control systems can be integrated with equipment such as industrial fur-
naces or huge air conditioners, allowing them to automatically shut down when the power supply 
is low. The flow of supply can also be modified using intelligent storage devices. Smart machines 
and modern sensors can also predict load and weather, which can help to upsurge integration and 
efficiency.

23.2.3.3 � Smart Grid with Intelligent Energy Storage (IES)
AI combined with IES can offer long-​term dependable results to the renewable energy market. This 
smart grid will be capable of analysing a large amount of data received from several instruments 
and making favourable energy allocation choices. This will also assist microgrids in managing local 
energy needs while maintaining power exchange with the main grid.

23.2.3.4 � Supply Chain Management in Biogas Plants
With the use of AI, threats or disorderly happenings that might occur across the supply chain can 
be quickly assessed and more effectively minimized. Resource evaluation, logistics planning and 
power plant design are the three main factors that influence the bioenergy-​producing plant’s entire 
supply chain management. By keeping their multi-​scaling feedstock database, which includes feed-
stock qualities, availability, demand, logistic data, etc., AI offers various other significant applica-
tions in supply chain management.

23.2.3.5 � Improved Safety and Reliability
While managing intermittency is the primary purpose of AI in green energy systems, it can also 
increase reliability, safety and efficiency. It can assist you in determining energy usage patterns, 
as well as identifying energy wastage and device well-​being. Data from wind turbine sensors, for 
example, can be collected using AI-​powered advanced analytics to track depreciation. The system 
will keep track of the machine’s general health and alert the operator when maintenance is required.

23.2.3.6 � Market Expansion
By providing new service models and encouraging greater participation, AI integration can help 
green energy suppliers to further develop and enlarge their business. Such systems will also assist 
to study the energy collection data as well as deliver valuable perceptions into energy consumption. 
Such information would aid vendors in optimizing current services and launching new ones. It can 
also assist retailers in reaching out to new consumer markets.

23.3 � ROLE OF MACHINE LEARNING (ML) IN THE 
RENEWABLE ENERGY SECTOR

Renewable energy is becoming more popular around the world. Predicting future situations becomes 
increasingly difficult as renewables become a larger part of the world’s energy generation. ML 
applications, thankfully, can improve renewable energy forecasts in various ways. ML is basically a 
subtype of AI in which algorithms learn to find patterns from data with little or no human interven-
tion. Many businesses utilize it to find ways to improve their operations or anticipate forthcoming 
changes. Renewable energy can also benefit from pattern-​based prediction. Because renewables are 
dependent on nature, their efficiency and output can vary greatly. Improved prediction technologies 
can assist energy providers and users in getting the most out of these installations. ML is a type of 
technology that can filter through algorithms and data and learn and improve its ways as it gains 
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more experience. It’s a subset of AI, which is referred to as a network capable of thinking like a 
person. AI will play a critical role in the future of energy, according to analysts and experts through-
out the industry. This is especially true in the subject of sustainable energy, where, while there are 
many uses of ML in this field, its potential to effect changes and innovation has yet to be completely 
realized. Some of the challenges that ML is beginning to tackle for energy businesses are an elegant 
fit. This is especially true for solar and wind generation, which have historically been hampered by 
difficult-​to-​predict weather patterns with numerous variables to consider.

23.3.1 � Merits

ML has a distinctive role to play and has a lot of advantages in the renewable energy sector. The use 
of ML in the renewable energy sector is quite new, but within this short span of time it has already 
started to show outstanding and promising results. Its efficient role in the field of two major renew-
able energy generation sources is described below:

23.3.1.1 � Solar Energy
AI has already aided solar generation in various areas, most notably in weather prediction. Grid 
supply may be forecast more accurately with more precise weather predictions. Grid operators place 
great importance on this. In the United States, the Department of Energy teamed with IBM to 
develop Watt-​Sun, an ML technology that sorts through data acquired from a large database of 
weather reports. The goal was to reduce the variability of solar energy’s variable output, with the 
project’s expenditure justified by the ability to drastically reduce expenses associated with excess 
energy storage and deficit energy production. Forecasting accuracy was increased by up to 30% 
because of this technology. The unpredictability of sunshine is unavoidable, but it may be man-
aged. Another fascinating area in which ML is being used is AI integration with microgrids. ML 
is increasingly being used to address the difficulties of intermittent electrical supplies and varying 
loads. Operators can strive to alleviate grid bottlenecks by assessing current flows and deciding 
whether energy should be stored in a battery, distributed or sold in an electrical exchange at a 
specific location and time, resulting in more efficient energy use. The battles over how to best dis-
tribute electricity that has surrounded the microgrid since its conception now appear to be relying 
on advances in AI and ML to be once again practicable. Such initiatives offer enticing benefits that 
aren’t confined to solar energy.

23.3.1.2 � Wind Energy
Wind energy suffers many of the same issues as solar energy when it comes to predicting weather 
conditions. In 2014, Google along with the AI expertise of the company DeepMind was able to 
anticipate 36 hours of production ahead of time using ML techniques and generally available 
weather reports. This helped them reach their goal of raising the value of their energy by up to 20%.

Another application of ML that is shown to be capable of dramatically lowering costs for energy 
producers is condition monitoring, particularly when applied to wind turbines. Recent models have 
been able to monitor blade defects and generator temperature, enabling quick repairs and main-
tenance utilizing ML and data. Because energy demand and production fluctuate, operations at 
offshore wind farms must work smoothly. A fundamental component of this is having dependable 
and precise monitoring and regulation. The effect of smoothing out the bumps in the energy supply 
chain and boosting efficiency cannot be overstated; nonetheless, this alone is insufficient to accu-
rately anticipate the power output of a particular turbine or even farm.

23.3.2 � Demerits

For correctly integrating ML approaches into energy system workflows, several methodological ori-
entations for ML are necessary. These include efforts to address the physical requirements of energy 
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systems through hybrid physical modelling and reliable ML, to better integrate ML into deployment 
workflows by using interpretable and uncertainty-​aware methods, and to address problems like 
dispersion shift and irregular data accessibility through transfer learning and domain adaptation. 
To support the adoption of ML models, the energy industry will need to solve many blockages, 
including data accessibility and the digital split, as well as offer testbeds or collaborative stages to 
fill the opening between investigative studies and implementation. Since ML is inherently a system 
amplifier within which it operates, strong regulatory steps will be needed to guarantee that energy 
system inducements are adequately harmonized with sustainable goals.

23.3.3 � Applications of Machine Learning

The growth of renewable energy, shifting towards a smarter grid, and aggressive marketing are all 
transforming the energy distribution industry and reducing the utilities’ margin of profit. The necessity 
to make wiser decisions is greater on a scale. Fast decisions must be taken to compete. The most impor-
tant instrument for choosing better prices and creating more effective consumer interactions is quickly 
evolving to be dependent on ML. The following are some potential areas where ML can be used.

	 1.	Estimate prices and demand.
	 2.	Optimize wholesale and retail prices.
	 3.	ML may help us to streamline retail costs, design the best attractions and draw in more 

consumers as well as lower the consumer turndown.
	 4.	Estimate the lifespan of the customers.
	 5.	Ultimately help both service provider and customer in reducing undue interruptions 

through smooth and adequate services.

23.3.3.1 � Accurately Predict Energy Demand
Any utility firm that serves its customers should be capable of anticipating their energy require-
ments with accuracy. Presently, due to the unavailability of any viable means for large-​scale energy 
storage, energy must be supplied as well as immediately used as soon as it is produced. To increase 
these projections’ accuracy, ML is now being applied. The amount of energy utilized is influenced 
by previous energy consumption data, prediction of weather and the kinds of consumers operating 
on a given day. Office buildings require more energy when the air conditioning systems are running 
at full capacity, as on a hot summer day during the week, for instance. To prevent rolling blackouts 
brought on by air conditioners in the summer, forecasting weather and previous data can help spot 
these patterns early on. For example, the day of the week, time, anticipated wind and solar radiation, 
historical demand, air temperature, mean demand, moisture and pressure, along with wind direc-
tion are some of the influencing factors that ML can uncover complex patterns. This information 
can be used to explain demand fluctuations. Due to its ability to identify more complex patterns, 
ML can predict outcomes better than humans. As a result, it is possible to purchase energy more 
effectively and save money without making expensive adjustments.

23.3.3.2 � Optimize Energy Consumption
Long-​time users of energy are aware of how much they consume both at home and work. We are 
unaware of which devices/appliances consume the highest energy because we are unable to gather 
an overall picture of energy use without performing numerous human calculations. The expansion 
of IoT and smart meters are to blame for the changes in all of that. Disaggregation, also known as 
non-​intrusive appliance load monitoring, uses ML to analyse energy use at the device level. Which 
appliances cost the most to run? That is something which can be helped with. Both commercial and 
residential clients will benefit from this in terms of fine-​tuning their consumption patterns to reduce 
their costs and energy use. The choice is theirs to use expensive gadgets infrequently or swap them 
out for energy-​efficient alternatives.
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23.3.3.3 � Prediction of Accurate Prices of Energy
Predictably domestic renewable (wind and solar) energy production will become more convenient 
and affordable, as consumers and companies are now insisting more on producing their required 
energy. Personal power generation enables individuals to produce, use and store energy. Depending 
on the place they reside, they could even be able to sell extra electricity to the energy production or 
distribution company. When it comes to choosing the most favourable moment to generate, store or 
sell energy, ML can help. Energy should be consumed or stored while costs are low, and supplied 
back into the system when costs are high. When we employ ML models to assess previous data, 
consumption patterns, and forecast the weather, we can produce hourly projections that are consider-
ably more accurate. This supports people and companies who have power generation systems in their 
strategic resource allocation decisions. An example of this is the employment of the Adaptive Neural 
Fuzzy Inference System in predicting short-​term wind patterns for electricity production. Such things 
enable businesses to enhance energy output while also reselling it at peak prices to the grid.

23.3.3.4 � Predict Merit Order of Energy Prices
Energy supplies available to utilities include nuclear electricity, fossil fuels and renewables like 
wind and solar. At the time of selling power, all these diverse energy means are arranged in a proper 
order depending on price. The order in which the different power sources are sold is affected by this. 
Considering that we have data available from numerous means, we may use ML to analyse both 
current and past data. By considering all of the various factors that affect pricing, including weather, 
demand, the amount of energy that is available from different sources, historical usage and so forth, 
ML algorithms are also good at anticipating optimum merit. You are then able to decide on your 
power source with greater knowledge. Since it can be challenging to predict when electricity will 
be available from renewable sources, like wind, this is particularly helpful in those markets. If you 
oversee wind turbines or another kind of power plant, you are well aware of the following: Every 
year, millions of dollars may be lost due to maintenance, human error, downtime and ineffective 
planning. ML is proving to be a potent tool for the following areas in which conventional statistics 
have stalled: Predict malfunctions more precisely and sooner, identify human errors before they 
become a major issue, and increase your profitability by optimizing power plant scheduling.

23.3.3.5 � Price Optimization through Better Trading
Offering the most competitive costs for electricity in a market that is open to competition is essential 
to surviving. Price comparison is inevitable when consumers have the opportunity to choose who 
supplies their electricity. To remain competitive, utility companies use ML to identify the proper 
times to purchase electricity depending on the lowermost prices. In terms of commodity tracing, a 
plethora of factors, like the time of day and the weather, affect energy pricing. Utility firms will be 
able to make better decisions about when to acquire and sell energy thanks to the application of ML 
to evaluate minor changes in these parameters. It can also help in better predicting the day-​ahead 
prices for the consumers, combining gradient boosting, general additive and deep learning mod-
els. ML can also help energy distributors in choosing trading strategies to lower the cost of future 
purchases.

23.3.3.6 � Modelling of Bioenergy Plants
Building models for accurate predictions based on previous experience or theory is challenging 
due to the intricate nature of bioenergy systems and the constraints of human understanding. New 
opportunities may now be available as a result of recent advancements in data science and ML. 
ML can assist in bioenergy technology, including the use of lignocellulosic biomass for energy, the 
growth of microalgae and the conversion and use of biofuels. A new generation of bioenergy and 
biofuel conversion technologies may advance due to the capabilities and possibilities of sophisti-
cated ML approaches while dealing with a wide range of activities in the future.
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23.3.3.7 � Predicting Malfunction of Wind Turbines
Despite being an excellent source of renewable energy, maintaining wind turbines is infamously 
costly. It may make up as much as 25% of the overall cost per kWh. Problems that are already pres-
ent may be much more expensive to fix. By identifying problems before the turbine breaks down, 
ML can help in keeping ahead of the issue and cut down on maintenance expenses. This is crucial 
since repair costs are significantly higher when wind farms are constructed in remote areas, like the 
middle of the ocean. Supervisory Control and Data Acquisition software which is used in gathering 
real-​time data could assist to identify probable issues with the system early enough to prevent disas-
ter. To train ML models to anticipate failure precursors like low lubricant levels, for instance, we 
can use data from turbine sensors, including oil, grease and vibration sensors. This method allows 
failures to be predicted a considerable number of days in advance.

23.3.3.8 � Increase Power Plant Profitability with Optimized Scheduling and Pricing
Because energy costs are as volatile, even something as simple as the time of day can affect the 
profitability of a power plant. However, due to the fast-​paced nature of the utility industry, manually 
tracking all of the data needed to make these judgements can be difficult. ML in this case can be of 
great assistance. You can estimate the optimal times to run your plant and generate more money by 
feeding previous prices and consumption data into a ML algorithm. ML can identify periods when 
energy consumption is high but raw material prices are low. These incredibly precise estimates 
result in a more profitable generation schedule.

23.3.3.9 � Reduce the Potential for Human Error
Human mistake is responsible for up to 25% of power plant failures each year. This results in ser-
vice interruptions for customers, as well as the loss of up to millions of megawatt-​hours of annual 
energy generation. It also means that the costs of correcting the problem and bringing the system 
back online are unnecessary. To overcome this, we can employ ML to assist control room workers 
in making judgements. ML allows for continuous system monitoring, which aids in the detection of 
anomalies. We also advise a course of action to keep the situation from getting worse. It can even 
solve an issue without the need for human intervention. This decreases the danger of human error 
owing to distraction, lack of understanding, or reaction time—​control room operators can’t always 
react quickly enough to stop a disaster.

23.3.3.10 � Predict Customer Lifetime Value (CLV)
Indicators like CLV must receive more attention from utility owners and providers in an open utility 
market. They can determine how much each customer will spend throughout their contract thanks 
to this ML technology. You can achieve more with ML than just increased CLV prediction accuracy. 
By incorporating information about the client, their consumption patterns, location, past purchases 
and payment behaviour, we may be able to anticipate the entire value of a certain client using ML 
models like deep neural networks. With ML, we are even able to recommend strategies to increase 
consumer value. This can entail making extremely specific offers to clients who behave similarly or 
enhancing customer service through the use of natural language processing.

23.3.3.11 � Predict the Probability of Winning a Customer
To stay ahead of the competition, energy providers operating in open markets must have a complete 
picture of their prospective clients. But ML is capable of giving you more than just this overall 
picture. Additionally, it could provide you with the information needed to make data-​driven market-
ing decisions. Such things imply that you’ll be able to identify right away whether a visitor to your 
website will convert to a buyer. With the use of ML, we can accurately portray the individual as a 
customer based on the information they provide, including their location, the type of computer they 
are using, their surfing and search histories and the number of times they have visited your website. 
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After that, ML can determine whether or not that person is likely to become a customer using a 
process commonly known as scoring as well as the best way to convert them.

23.3.3.12 � Make Incredibly Specific Offers to Customers
Consumers have a choice of utility suppliers in open energy markets. Particularly, in times when 
the loyalty of the brand isn’t as strong as it was once, personalized offers are essential for bring-
ing in new customers and keeping hold of existing ones. With the aid of ML, we can assist you in 
gaining the knowledge required to create enticing offers that specifically address the demands of a 
given customer. By analysing purchasing patterns and client information, ML can help you decide 
what kind of offer is most appropriate to make to a certain consumer at any particular time. You 
may offer to waive the connection fee at a customer’s new address if the data indicate that they are 
about to move. With a personalized offer like this, you can outperform the competition and reduces 
customer dissatisfaction.

23.3.3.13 � Reduction in Consumer Turndown
In open energy markets, wherein consumers have a selection of utility suppliers, it is imperative to 
comprehend which consumers will leave the market. The proportion of customers who stop using 
a service in a given year can reach 25% in the energy industry. You need to be able to predict con-
sumer turndown accurately and stop it from happening if you want to survive. Utility providers can 
forecast when a consumer is going to leave with the use of ML. Utility companies can use techniques 
like Cross-​Industry Standard Process for Data Mining, AdaBoost and Support Vector Machines, as 
well as previous consumption data, to identify crucial indicators that determine whether a customer 
would turn down or not. Examples of these include client happiness, employment status, energy use, 
home ownership and rental status. Any of these symptoms may change if a client is getting ready to 
discontinue service. If we recognize these symptoms early enough, we can stop consumer turndown 
by assisting clients in solving any issues they may be experiencing.

23.4 � ROLE OF THE INTERNET OF THINGS IN THE RENEWABLE  
ENERGY SECTOR

The IoT has successfully altered the current world landscape. It’s critical to develop future-​proof 
energy systems, and the IoT can help you get there quickly. IoT applications that are gaining traction 
in the renewable energy industry, include grid management, distributed systems, smart meters and 
residential solutions, as well as the benefits that IoT provides, such as better control, cost efficiency 
and transparency. IoT devices, in their simplest form, assist in the remote management and monitor-
ing of equipment in real time. They can also automate specific operations in a system and give work-
ers more control, resulting in lower operational costs and less reliance on fossil fuels in the energy 
industry. Finally, enhanced load control and process efficiency result in greater cost-​effectiveness. 
As a result, it is critical to implement smart energy production systems as soon as possible. The cur-
rent market dominance of IoT is inconceivable. IoT in the green energy industry alone can probably 
play a crucial role in raising corporate productivity, driving operational efficiency and improving 
employee safety, which is the need of the hour. As you can see, the tremendous shift to renew-
able energies necessitates optimization and digitization. This is especially useful when turbines are 
installed in inaccessible locations.

23.4.1 �T ypes of Internet of Things

In general, IoT is categorized into five different types:

	 1.	Consumer IoT,
	 2.	Commercial IoT,
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	 3.	 Industrial IoT,
	 4.	 Infrastructure IoT and
	 5.	 Internet of Medical Things (IoMT).

Commercial IoT applications are essentially a large-​scale version of Consumer IoT mostly utilized 
by supermarkets and commercial buildings. Consumer IoT includes typical IoT devices and appli-
cations used by consumers. In the meantime, Industrial IoT applications are employed in industrial 
settings such as factories, manufacturing units and so forth. Infrastructure IoT, on the other hand, 
refers to the integration of IoT technologies with intelligent infrastructures.

IoMT ecosystem allows for the gathering, analysis and transmission of health data to increase 
efficiency, enhance outcomes and reduce healthcare costs. However, more people are now highly 
interested in using IoT in the renewable energy sector.

23.4.1.1 � Actuators
Actuators are machines that turn one type of green energy into motion. Oscillatory, linear and 
rotational motions are among the movement patterns they produce. Actuators in the energy sector 
communicate with other nearby devices to provide useful services.

23.4.1.2 � Sensors
These units are used to collect and transmit real-​time data. The major goal is to produce, transfer 
and distribute green energy in real time, allowing for energy optimization and load control.

23.4.1.3 � Communication Technologies
Sensors are linked to IoT gateways via wireless systems, allowing for end-​to-​end data exchange in 
the environment. Wind and solar energy plants, as previously indicated, are frequently located in 
remote locations that are difficult to access. One can ensure real-​time data flow while conserving 
energy by deploying IoT devices.

23.4.2 � Merits

Optimization of resources and effectively monitoring the processes in a power plant, using sensor 
devices automates processes and provides superior, usually error-​free services. IoT technology is 
a clever notion that protects against the overuse of resources while also assisting with consistency. 
IoT enables smart process monitoring, which provides data on every aspect of the plant’s operations.

23.4.2.1 � Intelligent Grid
The IoT enables a smart grid system to gain control over power flow or significantly reduce energy 
use. It reduces the energy load, even more, to match generating that is real-​time or nearly real-​
time. IoT is a computerized concept that provides a cost-​effective method of interconnecting users 
for efficient power consumption. This also contributes to the economy by conserving energy as a 
resource and decreasing energy waste. To combat the environmental effects of increased vehicle 
traffic, plug-​in hybrid cars and autos are currently being offered. These vehicles also necessitate a 
smart grid for cost-​effective charging, which allows customers to save money. As a result, adopting 
an intelligent grid enables managers to get real-​time monitoring healthier energy management and 
speedier data restoration.

23.4.2.2 � Sustainability
All assets have been designed to communicate with one another via IoT. The energy sector is a pri-
mary driver of responsibility in terms of finding innovative solutions to address environmental chal-
lenges. IoT also allows for automatic maintenance and reporting, smart grid optimization, renewable 
energy generation and real-​time carbon consumption measurement. Through its sophisticated ways, 
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technology is enabling sustainability throughout the industrial world, allowing managers to make 
educated decisions for improved corporate success.

23.4.2.3 � Cost-​Cutting and Data Management
In the energy sector, the IoT is a sophisticated process that combines consumption pattern planning 
and energy management across different domains. It gives managers complete control over energy 
data and allows them to drastically improve the process. Sensor-​based technologies are used to 
establish the automated functioning of the energy sector when using an IoT-​powered solution. With 
real-​time data processing and analytical decision-​making, the industry has reaped the greatest ben-
efits. It effectively manages data and makes every piece of information matter by safely keeping it 
on the cloud platform. As a result, IoT has a tremendous impact on the energy sector, adding intel-
ligence to every critical feature.

23.4.2.4 � New Business Prospects
The IoT introduces new business opportunities as well as newer and more advanced concepts. 
Sensor devices, gateway connectivity and communication protocols are all combined to form an IoT 
architecture for a variety of enterprises. IoT technology can be used to help businesses and provide 
smart strategies for increased production and growth.

23.4.2.5 � Advanced Analytics
The power industry’s sensor-​based operation is ushering in a revolution. It makes use of innovative 
approaches to meet corporate needs and produce high-​quality output. Industrialists are maximizing 
the value of advanced analytics in their operations. It extracts data from assets using sensor-​enabled 
data and makes better decisions than before. The power sector can benefit from data analytics to 
optimize generation and planning.

23.4.3 � Demerits

Even though IoT is becoming more prevalent among consumers and businesses, the absence of secu-
rity is a major concern. Just a few years back a very well-​known European country faced a grid cyber-​
attack causing complete disruption due to a malware attack in its power distribution system leading to 
power cuts for longer hours. This kind of attack on the system stopped the normal functioning of the 
substations and affected millions of people, because IoT devices exchange data over the internet. As a 
result, the compromised data have a significant impact on consumer and industry privacy. IoT devices 
must build top-​notch encryption for sharing information over the internet to overcome the difficul-
ties. Apart from that, technology causes unemployment in poor countries by substituting thing-​to-​
thing communication for human interaction. People also want to complete their jobs faster and with 
less effort. While the IoT makes their jobs easier and more efficient, it also makes them lazy and 
reliant on technology. The main constraints at the moment are financial costs and some countries’ 
incapacity to keep up with modern technology. However, with a collective worldwide effort, IoT may 
be implemented and a sustainable future can be achieved. It is unsurprising that in modern times, we 
consume enormous amounts of natural, nonrenewable resources, particularly energy. Energy produc-
tion from nonrenewable resources is costly and has significant environmental consequences. Coal 
consumption, for example, results in the emission of additional greenhouse gases, particularly car-
bon dioxide, into the atmosphere (CO2). Many people are unaware, however, that 1.2% of the Sahara 
desert may be used to meet world energy demands by installing solar panels. According to research, 
the cost of installing solar panels in 2016 was around $5 trillion. Aside from the expense, the power 
loss owing to the remote position can be as high as 10%. As a result, it is becoming increasingly 
difficult to put global solutions into practice. Furthermore, most countries, particularly developed 
and developing countries, lack the necessary infrastructure to undertake large-​scale investments in 
renewable energy resources. In many circumstances, they lack the financial resources to do so. As 
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a result, they are unable to realize their ambition of constructing a smart city. Smart meters provide 
organizations with the difficult issue of integrating them with their existing infrastructure. They must 
also make it a valuable solution package so that their firm may reap major benefits. Most businesses 
employ antiquated infrastructure that cannot be coupled with contemporary, digital technology. As a 
result, they will need to completely redesign their operations to meet their objectives. Unfortunately, 
the majority of them lack the necessary funds.

23.4.4 � Applications of Internet of Things

23.4.4.1 � Smart Grid Management
Human labour makes continuous real-​time data collection nearly difficult. IoT, on the other hand, 
may make it so simple. Companies will be able to collect real-​time consumer usage data by integrat-
ing IoT technologies and sensors into smart grid distribution lines and power substations. It enables 
businesses to make smarter, more efficient decisions about voltage regulation, network configura-
tion and load switching between distribution lines. They can also detect problematic lines quickly 
thanks to real-​time data collection. As a result, the risk of wildfires, electrocution and other hazards 
is reduced. Furthermore, because IoT offers an automated procedure, allowing sensors to take deci-
sive steps instantly if the need arises, overall grid management becomes easier. In the event of a 
large-​scale outage, smart switches, for example, can effectively shut down troublesome areas. The 
distribution lines are, therefore, protected. IoT can effectively control and regulate power excess 
without disrupting overall operations.

23.4.4.2 � Efficient Smart Meters
Many negative consequences can be avoided by using IoT smart meters. If your meters are con-
nected to the internet via IoT, for example, you can keep a close eye on your energy consumption. 
You may also track your intake in great detail. There are various advantages to using smart meters. 
They are affordable and have the potential to eliminate power disruptions. They may be able to 
diagnose and correct the problem remotely in some circumstances. Power is soon restored as a result 
of this. Smart meters can also help people conserve water. They may track their water consumption 
in real time and adjust their water allocation accordingly. The most important advantage of smart 
meters may be precise invoicing. Nobody will be overcharged. There will be no more ludicrous 
behaviour. There will be no more astronomical invoices or unknown hidden costs. In an industrial 
setting, these meters provide the same benefit.

23.4.4.3 � Balanced Distribution Systems
Smart energy grids have seen remarkable growth in recent years due to an increase in residential 
and business demand. As a result, controlling the main generators and the smaller units dispersed 
throughout the smart grid is getting increasingly challenging. It is, however, very simple to con-
trol and monitor these vast smart grids using IoT apps. Between the manufacturing and transmis-
sion lines, strategically placed sensors gather real-​time data. The smart grid can be handled more 
efficiently the more control it has. In distributed power networks, this results in lower costs and 
improved balance.

23.4.4.4 � Higher Cost-​Efficiency
IoT technologies are the key to better power usage control and monitoring. Electricity producers, 
providers and energy firms can collect critical data via IoT technologies. They will be able to moni-
tor energy consumption, peak demand times and so on. As a result, people will have more informa-
tion to make better selections. For example, they can balance power demand and supply over a set 
period to reduce waste. Furthermore, IoT is more dependable and cost-​effective than having humans 
perform the activity. They can thereby save money in both circumstances.
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23.4.4.5 � Better Transparency in the Way People Use Electricity
One can acquire insights into their power usage habits and make adjustments using IoT-​driven data 
analytics and visualization solutions. Raw usage data can be transformed into illustrative graphs 
and charts, which can then be presented in an easy-​to-​read dashboard. As a result, both families and 
utility providers may benefit from the data and take action that matters.

23.4.4.6 � Supreme Residential Solutions
The advantages of renewable energy sources are becoming more widely recognized. Although their 
initial setup costs are substantial, their ongoing operating and maintenance costs are modest when 
compared to what they pay utility companies. According to several reports, the average power 
wasted per person per month is nearly 250 kW or more in a few developed countries. Installing solar 
panels means you won’t have to pay for such massive waste, lowering your costs. As a result, renew-
able energy implementation is not limited to public or private sector utility firms. Small-​scale solar 
panels can be placed in people’s backyards to generate electricity. Frequently, the product meets the 
energy needs of the houses. Sensors can be added to residential systems, and IoT technology will 
make management easier. They can simply operate their smart roofs, windows, solar panels and 
other home electronics via a desktop or mobile application, allowing them to control the electronics 
in their home remotely. Thermostats are an excellent example of one of the most widely utilized IoT 
devices in home settings.

23.4.4.7 � Monitoring Biogas Production
IoT can be used for monitoring biogas generation. Both the quantity and quality of biogas produced 
in the biogas plant can be monitored. To monitor, forecast and improve biogas output and thus get 
beyond the current difficulties and limitations of biogas production, IoT-​managed systems paired 
with several other types of controllers and software are utilized. The initial work is to detect and 
then forecasting is done followed by resolving the issue. All parameters like temperature, pressure, 
pH, the quantity of raw material loaded and the amount of gas produced are all measured. Based 
on the antecedents, further forecasting is done with the proper outcomes. The anticipated results 
are further visualized layer to identify the variables influencing gas production and the appropriate 
actions to be done to increase gas production.

23.4.4.8 � Better Control, Automation and Futuristic Possibilities
Wind and solar energy are the two most well-​known renewable energy sources in the world today. 
We are all aware that large-​scale electricity can be generated using many wind turbines and solar 
panels when connected together. Such systems can be built for domestic uses as well as for large-​
scale commercial and industrial uses. Though small systems to satisfy domestic needs can be set up 
in our homes or locality, these large-​scale systems require good amount of space, and hence they are 
installed in dedicated areas called power plants or renewable energy parks. Nowadays, the concept 
of generating electricity through hybridization of two or more renewable energy technologies is also 
gaining momentum. Most of the developing countries are not far behind, with a high percentage of 
commercial, industrial and residential solar power and wind power in use. The cost of constructing 
such power plants, as well as the cost of producing electricity, has reduced dramatically over time. 
As a result, technologically advanced nations are also now adopting this strategy. A huge amount 
of renewable energy in developed countries is produced from solar and wind. The entire operation 
will be more dependable if both production methods are combined with IoT sensor applications. 
For example, an IoT system can manage the dual-​axis trackers on solar panels remotely. Renewable 
energy workers may easily employ IoT sensors to vary their angle according to the sun’s beams to 
enhance radiation intake. In addition, IoT devices can be used in windmills to closely monitor a vari-
ety of important characteristics for generating electricity. As a result, total manufacturing efficiency 
is improved. This can also further lead to possible technological bloom in this sector in the future.
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23.5 � FUTURE SCOPES IN AI, ML AND IoT IN THE 
RENEWABLE ENERGY SECTOR

Given the above study, we can say that these tools are highly futuristic and hence hold a lot of prom-
ise. We see that these tools can address things much better than they could be done manually in a 
time-​bound manner. AI, ML and IoT will make things more user-​friendly and customer-​centric. In 
the energy sector, AI has a lot of promise to improve power generation, transmission, distribution 
and consumption. ML can act concurrently with AI and obtain results for policy framing. IoT can 
help in the efficient operation and maintenance of power-​generating systems. Hence, both the gov-
ernment and non-​governmental agencies can invest more in developing and integrating such systems 
to make this sector much more advanced, profitable, yet affordable and immensely people-​centric.

23.6 � CONCLUSION

From the above discussion, it can be easily inferred that the integration of modern computing tools 
into renewable energy systems is highly futuristic. Such facilities help us to realize the vast potential 
present in these renewable energy technologies which can capably satisfy all our energy needs. The 
role of these computing techniques is indeed prolific towards achieving sustainability, net zero and 
providing a respite from the evils of global catastrophes like pollution, unhealthiness and climate 
change. There are several other future scopes and promises as employment opportunities for engi-
neers, and technicians, reduced pressure on the global ecosystem and many more that do exist in the 
implementation of these tools which can certainly make human life more comfortable in the future.
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Abstract

World Health Organization suggested the primary steps to eradicate illness episodes including COVID 
infection 2019 (COVID-19, coronavirus), such as using disinfectants, safe drinking water, waste treat-
ment, cleanliness conditions, and most importantly ensuring human well-being. Ensuring proper waste 
management and washing practices in homes, workplaces, medical services, and commercial gather-
ings will help reduce contamination and human-to-human transmission of microorganisms including 
SARS-CoV. This paper demonstrates a hygiene solution for the current pandemic due to COVID-19. An 
automated water dispenser dispenses water automatically and is controllable based on its position and 
level and the quantity required. It has programmed, embedded controller using Arduino integrated with 
ultrasound sensor and infrared sensors, and the actuators used are solenoid valve and single channel 
relay. The achieved volume of 350 mL per serve is calibrated by the proposed model. The operation of 
working model is simulated using TinkerCAD, a virtual automation tool.

24.1 � INTRODUCTION

Water shortage is one of the serious issues which the significant urban areas face across the world. 
We as a whole realize that approximately 70% of the Earth’s surface is covered with water, but only 
a minor percent of it is utilized for day-​to-​day activities. Researchers have been looking for some 
strategies to make significant well-​springs of water, for example, ocean and sea water, to be utilized 
for human use. Apart from making dams and generating power, availability of water to all is a must. 
There are numerous diseases, which have come into prominence, mostly resulting from the pollu-
tion of water. As per reports, approx. 4,000 children across the world are biting the dust every year, 
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because of diarrheal sicknesses due to perilous water which they use in everyday life. 70% of the 
overall freshwater is designated for agriculture, and a large portion of these cultivating water system 
frameworks works at just 40% effectiveness. According to our predecessors, the following univer-
sal conflict if happens will occur due to water issues, as there have been numerous contentions for 
waterways, dams, and other water bodies [1–​3].

The programmed water distributor has a number of functions, including managing the water 
level, displaying Total Dissolved Solids (TDS) estimations, displaying temperature estimations, 
and releasing water according to a schedule. In today’s world, there should be a few components 
that are regulated, and the Programmed Water Allocator provides individuals with water that is 
of acceptable quality. Insightful frameworks are used in a wide range of situations in everyday 
life, and they are included into the plan. In order for some real components to carry out their 
typical tasks, they must be managed in daily life. According to a study, a programmed water dis-
tributor is a system that has the capacity to maintain every water boundary, such as water level, 
temperature estimate, and TDS assessment [4,5]. As a result, a control framework may be defined 
as a device or a group of devices that supervises, orders, coordinates, or directs the behaviour 
of several devices. This paper is engaged in introducing how a Programmed Water Gadget can 
be installed. The thing by which we get purred is the wastage of water and the contamination of 
water. Hence realize that it will help the climate and water cycle by which we can save water for 
our future [6,7].

24.2 � METHODOLOGY

The functioning of ultrasonic sensors is appropriate for the situation of water-​level monitoring, since 
it is a module that uses sound waves to measure the distance of an obstruction. It works by sending 
a sound wave at a specific frequency and listening for it to ricochet back. It is possible to calculate 
the distance between the sensor and the object by recording the lapse in time between the sound 
wave emitted and the sound wave bounced back. In this work, the distance of the item is estimated 
through an ultrasonic distance sensor and the sensor yield is associated with signal processing unit 
and after that, it is passed through an Arduino microcontroller. The distance measured is calibrated 
into a level of water of the glass [8,9]. Figure 24.1 shows the ultrasonic sensor with sonic burst and 
echo generation and IR module features. The infrared (IR) transmitter emits incessant infrared 
beams that are collected by an infrared receiver module. The acceptance of IR beams determines 
how an IR yield terminal of the beneficiary differs. Because this variety can’t be broken down this 
way, this yield may be handled by a comparator circuit, which uses an LM339 operation speaker 
(activity enhancer) as a comparator. When the IR receiver does not get a signal, the risk of receiving 
distressing information is greater than the comparator IC LM339’s non-​altering contribution [10,11]. 
Figure 24.2 shows the block diagram of automated water dispenser.

As a result, the comparator’s yield falls dramatically. The drive, on the other hand, lacks radi-
ance. When the IR beneficiary module receives signals from the modifying input, the potential 
decreases. The yield of the comparator LM339 rises as a result of this, and the drive shines brightly. 
For initiating the flow of water depending on glass detection and volume requirements, solenoid and 
relay actuators were employed [12,13].

The flowchart from Figure 24.3 describes the logical steps behind the automation process by 
which water dispenses into the glass as per the user requirements. The ultrasonic sensor and IR sen-
sor’s integrative work for solenoid triggers through the relay. When glass is detected with IR1 sensor 
and the level is below set value 15 cm using ultrasound and IR2 sensor did not detect the obstruction, 
then Arduino programmer generates a low pulse to trigger a relay to turn ON the solenoid valve for 
water filling [14,15]. When the ultrasound reaches above 15 cm or IR2 sensor detects the obstruc-
tion, Arduino programmer generates a HIGH pulse to trip the solenoid valve which stops the flow 
of water.
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24.3 � SIMULATION MODEL: AUTOMATED FILLING OF WATER IN TANKS

More often than not, we will turn ON the syphon when the tank is empty and neglects to remember 
the same. This causes large amount of wastage of water as well as burn-​through loads of electric 
force. For a shopper, to foresee the level of the water and control the valve ultimately is absurd 
constantly. A programmed syphon and a water-​level regulator are considered as solutions to these 

FIGURE 24.2  Block diagram of automated water dispenser.

FIGURE 24.1  Ultrasonic sensor with sonic burst and echo generation and IR module features.
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problems. The basic principle behind this concept is that when the tank is empty, the syphon should 
activate, and when the tank is full, the syphon should automatically shut off. In this paper, we dem-
onstrate the use of a programmed syphon and water-​level regulator with an ultrasonic sensor and a 
few actuators utilizing Arduino [16,17]. Figure 24.4 shows the block diagram for TinkerCAD level 
control.

FIGURE 24.4  Block diagram for TinkerCAD level control.

FIGURE 24.3  Flowchart for automated water dispenser system.
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The components of the proposed system are listed in Table 24.1, as well as the quantity of each 
component is mentioned.

24.4 � CIRCUIT MODELLING IN TINKERCAD

The first process is to start the tank-​filling cycle by looking at the sensor value, which determines 
the amount of water in the tank. The interaction will begin when the tank falls below sensor value, 
in which case the engine will turn on and water will be poured into the tank. After some time, the 
water will reach that level of the sensor [18,19]. Naturally, the motor will be turned off, and when 
the tank is empty, an indicator such as a bell sound signals that the tank is empty. The interaction 
will then resume, with a valve installed to drain the water. Observations are made for the following 
two cases 1 and 2 [20]. Figure 24.5 shows the Arduino connection diagram of automatic tank-​filling 
system.

FIGURE 24.5  Automatic tank-​filling system.

TABLE 24.1
Components for Automatic Tank-​Filling System

Name Quantity Component

M1 1 DC Motor

U2 1 Arduino Uno R3

U3 1 LCD 16 × 2

R1 1 220 Ohm Resistor

R2, R3, R4 3 1 k Ohm Resistor

SLIDE 1 Slide Switch

SERVO1 1 Micro Servo

TRANS1 1 Transistor
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Case 1: Tank level at minimum
Figure 24.6 shows the Arduino connection diagram of tank. The figure shows the output 

for an empty tank. When the tank’s level is low, it means that the tank is not filled. The 
valve is closed and the engine turns on. The tank is now at 9.82% capacity. A programmed 
syphon and a water-​level regulator are considered as solutions to these problems.

Case 2: Tank level at maximum
When the tank is empty, the syphon should turn on, and when the tank is full, the 

syphon should be turned off. Figure 24.7 shows the output for tank-​filled condition. When 

FIGURE 24.7  Output when tank is filled.

FIGURE 24.6  Output when tank is empty.
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the water level in the tank reaches a certain level, it means that the tank is full. Water is no 
longer syphoned, since the motor/solenoid valve is stopped (“0” rpm) [21].

24.5 � EXPERIMENTAL SETUP

The output voltage waveforms for five-​level and seven-​level inverters for different loads are obtained. 
Figure 24.8 shows the hardware setup of automated water dispenser. Worst-​case harmonics for both 
the inverters were determined and dominant lower order frequencies were obtained to be of order 
seven and nine, respectively. An LCL filter is designed for resonance to dominant lower order har-
monics, and its performance is evaluated in terms of complying IEEE 519 standards for harmonics 
in voltage and current [22]. A reduction in overall system cost owing to filter size reduction for 
seven-​level inverter compared to five-​level inverter-​ based system is achieved.

24.6 � RESULTS AND DISCUSSION

The working model of an automated water dispenser performed as per the expectation. Figure 24.7 
shows the RED LED indication for glass detection. The level set through ultrasound sensor is 
achieved for 15 cm, which provides 350 mL of water in the glass. IR2 interrupts the flow even when 
the user would like to stop the flow of water into the glass, i.e., when the user places his hand in 
front of the IR2 sensor. The proximities of ultrasound and IR sensors can be tuned using the trim 
potentiometers available on the IR modules [23].

24.7 � CONCLUSION AND FUTURE SCOPE

The automated water dispenser is designed and simulated and demonstrated its operation in this 
paper. The operation of sensors is reliable due to noncontact-​type transducers, and grid power driv-
ing made the module flexible and continuously operable [24]. The prototype is cost-​effective and 
durable, and can also be operated with solar-​driven inverter setup [25].

FIGURE 24.8  Proposed model of automated water dispenser.
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Abstract

This paper aims to study in detail and review the existing and proposed methods for effective waste 
management coupled with Internet of Things (IoT) and cloud-based management systems. This paper 
also proposes a smart waste segregation system for smart cities improvised with IoT and cloud integra-
tion. The waste is segregated into different categories like dry, wet, biodegradable, non-biodegradable, 
metal, and non-metal. The waste level in each bin can be monitored using ultrasonic distance sensors, 
and this data can then be sent to the cloud. This allows various optimisations like finding the shortest 
route, filling only the necessary bins, etc. This paper studies proposed methods for such optimisations 
and smart waste management systems in detail.

25.1 � INTRODUCTION

Segregation and smart management of waste can vastly improve utilisation of waste resources. 
It can also reduce the footprint of the waste materials on the environment. We have studied the 
existing methods for both smart segregation of waste using embedded systems and sensors and 
also the cloud integration in waste collections. Internet of Things (IoT)-​based waste management 
is employed to a rate of 85% accuracy. Here different sensors are used to identify and segregate 
different objects such as metals, plastic and paper containers but fail to identify glass objects. The 
sensors used are proximity sensors to locate any things without making direct contact. Inductive 
sensors are used to differentiate metallic and non-​metallic objects and capacitive sensors are used to 
differentiate solid and liquid wastes. These sensors are integrated to programmable logic controllers 
and an Arduino is used to operate robotic arm for systematic operations. Global System for Mobile 
communication (GSM)/General Packet Radio Services (GPRS) modules are used to communicate 
the expert regarding filled bin and status. A Liquid Crystal Display (LCD) is used in the framework 
to see the progress and status of the framework. The proposed system also has an image processing 
algorithm using a camera attached to differentiate biodegradable and non-​biodegradable waste. The 
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IoT mechanism is dealt with by a fixed sensor. Then the cloud is updated with the trash level and 
status-​related information [1].

This paper proposes an eco-​friendly IoT-​based waste segregation, separating waste into metal-
lic, plastic, and biodegradable categories utilising sensors for moisture, induction, capacitance, gas, 
level, and bacteria. The main heart of the proposed system is the STM32 microcontroller which 
controls most of the operations by getting the input data from different sensors. The bin has three 
segments for three different categories. To determine the level of segregated garbage, a level sensor 
is utilised; if it hits a threshold level, a message is sent to the user. A bacteria sensor is used to detect 
the microbial activities and odour sensor to stop the unpleasant odour by spraying chemicals [2].

Classification of biodegradable and non-​biodegradable waste cannot be easily done using clas-
sical methods but there are machine learning (ML)-​based approaches to classify the waste based 
on image classifications. This paper adds on to prove that Support Vector Machines (SVMs) can 
be modelled in a way to classify images where the basic structure can be featured into dimensional 
histograms. This mechanism can be used as a viable alternative to Radial Basis Function (RBF) 
kernels. A simple recurrence of the supplied input vector can be observed in the process as well. 
The superior performance of the SVM can be narrowed down to the high-​calibre generalisation 
in high-​dimensional regions. The steps involved are separating the hyperplanes and generalising 
the learning technique to classify said images. Selection of kernels involves using the Gaussian-​
plane separation formulae and experiments to sort out the histograms obtained. It is recommended 
to use nonlinear transformation of the input vectors rather than introducing kernels to maximise 
efficiency [3].

The cloud integration with waste management unlocks lots of new potential for effective seg-
regation and reuse of the waste and can also reduce the resources required in the process of waste 
management such as selective emptying of bins based on waste load patterns and also finding the 
shortest distance for the waste collectors. The paper proposes cloudSWAM, a cloud-​connected 
waste management for smart cities. Pre-​separated wastes are stored in different bins, with each 
of them containing sensors to monitor the level of waste filled in the bins with the categories of 
organic/plastic/metal wastes. The waste collectors are also notified of the levels of bins through the 
cloud. The real-​time monitoring of the data allows various possibilities like route optimisation for 
waste collectors or predicting the amount of potential recyclable material using cloud computing. 
This system introduces several possibilities for management of the collected waste through connect-
ing the live status of bins and all the stakeholders [4].

This paper explores the possibilities to improve waste management through IoT and deep learn-
ing. The primary novelty is a custom design for smart bin which has separate compartments for 
different wastes including one for general wastes which don’t fit in any of the categories. The waste 
placed in the bin can be sent to the appropriate bin using retractable platform and lids at different 
levels. It also uses Raspberry Pi and Arduino Uno-​based system for controlling of servo motors 
in the retractable platform and lids. There is also a Radio Frequency Identification (RFID)-​based 
authorisation which only opens the top-​most platform only if a valid RFID card is used, enhancing 
security. They have also used LoRa for sending data to the server. LoRa is suitable for applications 
which require low power and less bandwidth requirement. Tensor flow-​based deep learning algo-
rithm is used in the classification of wastes, which work on the basis of the images captured by the 
sensor and sent to the cloud via Raspberry Pi [5].

25.2 � SMART SEGREGATION OF WASTE USING 
EMBEDDED SYSTEM SOLUTIONS

In this proposed system, dry, wet, and metallic wastes are separated. In this model, servo motors 
operate a metal plate that drops trash onto a conveyor belt. The electromagnet affixed to the servo-​
driven arm separates metallic garbage from other rubbish, as it moves over the conveyor belt. A 
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DC air blower is used to remove dry waste, which is then directed into a different container. The 
remainder of the wet waste simply empties into a container, as it drops off the conveyor belt’s edge. 
The heart of this framework is ATmega328P microcontroller used to control servo motors, motor 
driver, and transceiver. The device is driven by DC helical geared motors, and servo motors are used 
for arm movements. Variable pulse width modulation is used to regulate servo motors. A proximity 
sensor is used to differentiate the waste so that the whole setup gets activated. A strong electromag-
net is used to identify metallic waste. The air blower module is a squirrel-​cage air blower. To guard 
against controller damage, it is connected to a microcontroller using a transistor switch and diode 
circuit. In this system, there are three drivers: two (2) for movement and one (1) for conveyor belt 
movement. Xbee series 2 radio modules are used for the segregator’s and the user’s wireless inter-
face. It wirelessly transmits and receives the data [6].

The proposed framework is divided into three layers, the top to drop the waste, the middle to 
segregate, and the bottom to store the wastes separately. Power supply for the framework is pro-
vided by solar panels which generate 12 V DC supply or AC supply is converted to 12 V DC supply 
using a full-​wave rectifier. Voltage regulator IC is used to convert 12 V–​9 V. The 9 V current will be 
converted into 5 V DC current using the microcontroller power input system, and this 5 V is used 
for GSM, a servomotor, an ultrasonic sensor, a motion sensor, and a rain sensor. A motion sensor is 
employed to find if waste is dropped; a rain sensor (moisture sensor) is employed to find the wetness: 
if it is more than 30%, then classified as wet waste, and if not, then classified as dry waste. Using 
a servo motor, the dry and wet waste are tilted to their respective bins. Two ultrasonic sensors are 
used in separate bins for indication of level to the microcontroller and to the LCD to display the 
level. Once 80% of level reaches, the microcontroller commands the GSM module to send notifica-
tion to the respective agent [7].

In this proposed system, automatic waste segregation bins namely SmartBin are employed. Smart 
waste management is an essential step towards smart cities. Arduino Mega 2560 acts as the brain of 
this framework that controls all workflow from segregation to sending messages via GSM module. 
A tray is fixed to keep the trash and attached to servo motors. This tray consists of a moisture sensor 
to identify wet and dry waste and an infrared (IR) sensor which acts as a proximity sensor to detect 
objects so energy can be saved. The Arduino issues orders based on the signal from the moisture 
sensor to the servo motor for tilting the waste into wet and dry waste bins. Each sub-​bin is attached 
with an IR sensor at 80% level so that when trash reaches 80% level, it activates a GSM module to 
alert the nearby waste collection centre [8].

In this paper, electronically assisted automatic waste segregation is achieved using robotic arm 
and five layered convolution layer. Here, an Arduino Uno microcontroller is used to control the 
whole workflow and the robotic arm. The robotic arm is fixed and has a 360-​degree range of motion 
which gives flexible workspace for the arm to move and pick the waste. The robot doesn’t have any 
intelligence and is controlled by an Arduino which also has several DC motors that use a driver cir-
cuit for the position control. Webcams are used to record the photos of the trash when it is deposited 
in a segregator which is fed to five layered convolution layers to identify biodegradable and non-​
biodegradable wastes [9].

In this proposed system, three types of wastes are segregated: wet, dry, and metal. Here, a con-
veyor belt is used to collect all the wastes, and this belt is driven by a microcontroller. The dry 
wastes are removed by a powerful blower, so because of the blower dry waste gets blown away and 
gets segregated in a separate bin, whereas the wet stays on the conveyor belt. The metal waste is 
removed by the help of electromagnet, so due to the magnetic field created metallic waste gets col-
lected separately [10].

In this paper, the waste segregation mechanism is basically a conveyor belt sensor detection 
model, that is, the waste is placed on a conveyor belt, initially IR sensor detects whether the object 
is metal or non-​metal depending on the material, the conveyor belt is operated clockwise and anti-​
clockwise, and further capacitive and inductive sensors are used to segregate glass and plastic waste. 
All this operations are controlled by Arduino Uno controller [11].
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In this paper, the waste is segregated into three main segments, dry, wet, and metal with a flap 
mechanism like if the waste is pushed into the flap system, the system starts by the detection of 
IR proximity sensor, and then the object is sensed by metal detection sensor to detect whether the 
object is metallic; and further if the object is non-​metal, a capacitive sensor is used to distinguish 
between wet and dry wet. The flap then drops the object into the appropriate container after detec-
tion [12].

In this paper, the waste is separated by the capacitance value and IR light absorption capability of 
the material. The system starts by opening the garbage bin using a proximity sensor. The main gar-
bage container has a two clab plate arrangement aligned at 45° to horizontal. So when a wet or dry 
waste is dropped in the bin, it first calculates the capacitance, since the capacitance values increase 
considerably due to high permittivity in wet waste. Further if the object is plastic, it is detected by 
the light absorption capability of the object. The bin inside the garbage can is rotated accordingly to 
drop the object in the respective bin [13].

This paper proposes a conveyor belt-​like mechanism to separate waste, which contains two con-
veyor belts (main and sub-​conveyor). The waste is initially placed on the main conveyor belt which 
is detected using a ultrasonic sensor, and it is sensed using a metal detector to classify it as metal or 
non-​metal. If it is identified as metal, the conveyor belt moves with help of servo motor and drops 
the metal object onto the sub-​conveyor which finally drops the metal waste into the metallic bin, 
and if it is non-​metal, it is further classified into wet or dry waste by using a capacitive sensor [14]. 
In this paper, the waste segregation is done by using IR sensor and two ultrasonic sensors to clas-
sify wet and dry waste. The whole proposed system is powered by a solar system. A GSM module 
is used to send alert notifications to the authority. All these operations are carried out by Arduino 
Nano microcontroller [15].

In this paper, the waste is classified by building an image classifier which identifies the kind of 
garbage being processed by a convolutional neural network (CNN). Four different CNN models 
are used here like ResNet50, DenseNet169, VGG16, and AlexNet are trained on ImageNet, which 
extracts different features from the image samples and feed them to the image classifier to dis-
tinguish the type of waste [16]. This paper adds on to prove that SVMs can be modelled in a way 
to classify images where the basic structure can be featured into dimensional histograms. This 
mechanism can be used as a viable alternative to RBF kernels. A simple recurrence of the supplied 
input vector can be observed in the process as well. The superior performance of the SVM can be 
narrowed down to the high-​calibre generalisation in high-​dimensional regions. The steps involved 
are separating the hyperplanes and generalising the learning technique to classify said images. 
Selection of kernels involves using the Gaussian-​plane separation formulae and experiments to sort 
out the histograms obtained. It is recommended to use nonlinear transformation of the input vectors 
rather than introducing kernels to maximise efficiency [17].

This paper emphasises the need and effectiveness in using lower-​level visual characteristics for 
the image classifying problem. Binary Bayesian classifiers are used to capture the high-​detailed 
complexities from the image supplied with the specified constraint. The main agenda aims to com-
bine multiple two-​class classifiers to form a single hierarchical classifier. The Bayesian Framework 
formally requires the quantisation of vectors used by the machines. The density estimation is done 
by selection of size of codebook. High-​level semantics can be provided for larger databases as well. 
The vector machine formed comes under the hierarchical SVMs. The proposed methodology can 
be used to classify both indoors and outdoors as well [18].

The paper solely aims at sub-​categorising the different parts of a ‘global’ image segment into 
smaller such segments. The study helps prove that a single model data set can indeed provide an 
effective competition to the performance of a multi-​level model and also provide us with superior 
classifying capability. The classification methodology begins with drawing size proportions and 
estimating each image region. The work takes inspiration from a model established in 2005 which 
uses probabilistic latent semantic analysis (pLSA) to set up the learning algorithms and uses the 
kernel nearest neighbour classifier for classification of results, but the other models usually tend to 
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adopt Scale-​Invariant Feature Transform (SIFT) features. The graphical model can be adopted to 
learn and understand the salient patterns from an already existing class [19].

The paper aims at targeting relatively smaller workloads that can easily fit into the ram of a typi-
cal desktop (about 4G to around 48G). Larger scale classifications are proven to be expensive and 
publicly unavailable, and hence there is a need for the development of a medium-​scale classifier. 
The main criteria to satisfy would be to balance the efficiency of the output while not compromis-
ing with the expenses of said machine. A parallel stochastic gradient (AGSD) algorithm is used to 
train the vector machine. Local Coordinate Coding and Super-​vector Coding are implemented to 
enhance the performance of the feature extraction mechanism. Although the output is not quanti-
tatively connectable to the extremely high performance of the machines available, the AGSD algo-
rithm still manages to provide a very fast convergence rate [20].

The paper focuses on utilising feature mining methods to provide better results on classifica-
tion of pedestrians and also aims at lessening the burden on core processing power by evolving 
and deriving a standard approach for histogram classification using ML. This also concludes an 
in-​depth study on the different types of data sets and offers a theoretical explanation about the vast 
techniques surrounding mining strategies. Feature mining as a whole is set up to serve as the basis 
for future classification and design systems. Although proving efficient, the framework does have 
few demerits, the most notable one being that the number of features do not increase beyond a cer-
tain limiting point [21].

25.3 � CLOUD INTEGRATION AND IoT-​BASED SOLUTIONS

The paper puts forth a generic image classifier based on randomised decision trees to form up a ML 
algorithm. The source image is scanned for subwindows whose sizes are randomly chosen between 
1 × 1 pixels and the minimum differential length along the image. A selection of a larger number of 
subwindows proves more efficient and yields better performance. The subwindows are trained and 
resized to build up a collection of extra-​trees and these form the basis for historical recognition. The 
model can be evaluated at the higher-​end services where images exhibit higher variability and clut-
tered backgrounds with noises too [22].

This paper proposes a model where the waste is placed on an upper tray which is the only visible 
part to the user. An IR sensor is used to detect the waste, the system is activated, and the waste is 
dropped onto the main tray where moisture sensor is used to distinguish wet and dry waste. The 
main tray is rotated using a servo motor by applying accurate angular momentum to dispose the 
waste into the appropriate sub-​bin [8].

Waste management is explained with two-​stage operations, where the first stage has two subdivi-
sions. The first subdivision consist of an effective route-​obtaining system for the bins to collect the 
garbage and the second subdivision focus on priority of visiting bins based on their level and other 
parameters. The second model takes into account trash sorting and transferring them into the recov-
ery value centre in order to optimise recovery value and reduce visual pollution [23].

This paper proposes a smart waste management system, in which all the bins’ locations are 
identified by a unique code, and also each bin is fitted with an ultrasonic distance sensor to get the 
waste levels in each bin. These bins also contain other sensors to detect the presence of hazardous 
and stinky gases. The real-​time knowledge of the bin levels allows us to selectively empty only 
the necessary bins, and along with cloud computing, it would be possible to find the shortest paths 
for the waste collections using the Dijkstra. This paper also demonstrated experimentally that the 
initial additional cost of setting up this smart waste management system is lower compared to the 
savings because of the optimised routes of the waste collectors [24].

In this paper a smart cloud-​based waste management system is proposed, where each bin is given 
a unique ID, and the weight and level of waste in the bins are determined using SUN load sensor 
and ultrasonic distance sensors. All these data are collected by a microcontroller and sent to a server 
using the GPRS module. Using Ant colony optimisation, the shortest route is found [25].
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This paper proposes a cloud-​based waste management system. An Arduino microcontroller is 
connected to ultrasonic distance sensors to find the level of the waste in each bin. It is connected 
to the cloud with the help of NodeMCU and ThingSpeak platform. The authors have used a Global 
Positioning System (GPS) module to get the exact latitude and longitude of the bin, which is also 
sent to the cloud. The level of the bin is visually shown to the waste collectors through a mobile 
application platform, and Google Maps is used to find the shortest route for the waste collectors to 
the bin which is filled [26].

This paper proposes a cloud-​based smart waste management system for smart cities. This system 
consists of smart bins which contain sensors to read the volume of waste and the weight of the waste 
in the bins and are connected to the cloud infrastructure with the help of GSM or GPRS technol-
ogy. Also each type of waste has a different priority according to which the transportation is called. 
This enables options to optimise the transportation allocation and selectively emptying of the bins 
is made possible [27].

This paper proposes a waste management model with rewards systems and a data-​centric collec-
tion service. Each citizen is involved in this process using a custom application that allows them to 
check their rewards for recycling wastes, service history, and lists of municipal notifications. Smart 
bags with QR codes are used for door-​to-​door garbage collection, and smart bins are scattered 
all over the city whose waste level is monitored and sent to the cloud. Garbage collection service 
companies can use this data to allocate optimal transportation for collecting the wastes. These bins 
allow the citizens to be authentic before disposing of the waste using QR codes and rewards are 
provided for the citizens [28].

This research paper proposes a waste management model with help of IoT and ML for a goal 
of creating clean, pollution-​free cities. Individual trash cans could be transformed into a network 
of intelligent, interconnected items using IoT. In the provided system, a dumper truck database has 
been created in order to collect all the information such as dumper truck ID, meeting date, and 
meeting time of waste collection. The waste management system and all operations of the truck 
driver are monitored using ML, which enables timely rubbish collection and automates vehicle 
tracking through a database using the GPS [29].

The paper proposes a proper effective methodology of collection of wastes irrespective of their 
types. The sole purpose of said paper would be to map out an efficient way to organise the waste-​
trucks’ routes, while also setting up certain limitations as to the number of times a truck passes 
through a particular street and this is done using the compatibility of the open-​sourced Net2Plan-​
GIS framework. This paper would certainly aid numerous environmental and economic bases like 
fuel consumption and vehicular pollution [30].

This research paper proposes a way to classify the waste by photographing it and sending the 
image to a server, where it would be automatically identified and sorting would be done locally 
according to the response sent back by the server. This would enhance waste collection planning.

In order to segregate e-​waste, a novel Region-​Based Convolutional Neural Network (R-​CNN)-​
based algorithm is proposed. A more light-​weight and faster algorithm is used to segregate multiple 
objects simultaneously. This algorithm also enables us to get the size and category of waste, hence 
aiding the waste collection planning. The selected e-​waste categories have recognition and classifi-
cation accuracy ranging from 90% to 97%. Reference [31] discusses how it is possible to automati-
cally identify and classify the waste’s size and type from the submitted photographs.

This paper proposes a smart waste management system using smart dust bins. There are two 
bins whose waste levels are monitored using ultrasonic distance sensors. IR sensor and servo motor 
mechanism are used to control the opening and closing of the bin. Both bins in a location are inter-
connected using Arduino microcontroller; only when the first bin gets filled, the next bin will be 
allowed to open. And the SMS alert is sent to the waste collectors using the GSM module connected 
to the Arduino. This interconnected network of bins allows the waste collectors to empty the bin 
only when all the bins get filled, saving fuel and transportation costs [32]. This paper proposes a 
cloud computing-​based approach with image classification to counteract illegal dumping in smart 
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cities. It uses the data from the existing security camera by connecting them to the cloud. An image 
classification algorithm is used to classify the different wastes into specific products like washing 
machines. When a suspect item is identified in at least two consecutive frames of the same scene, 
an alert is triggered along with time stamp, date and time, geo-​location and video are sent to the 
operators to take action [33–​36].

The paper talks about the benefits of segregating recyclable waste. It suggests CNN to auto-
mate the process of segregating waste, which makes the process efficient. ResNet50, DenseNet169, 
VGG16, and AlexNet are the pre-​trained CNNs. Pre-​trained models are used to overcome the time 
taken to configure and optimise new networks [37–​41].

This paper talks about the use of deep learning neural networks. For 28 × 28 images, there are 
784 neurons used as inputs. The output of this will be an input image based on the trained network’s 
weights and biases. Caffe, a deep learning framework, is used for implementation.

Deep learning networks have only recently presented good results; hence, a shared framework 
and models are required for further development in this domain [42–​44].

In this paper, CNN is used to perform the segregation task. The goal of this design is to reduce 
human intervention in the process (Adaptive and Interactive Modelling system). This study applies 
ML strategies for segregating materials using an induction algorithm. It was shown that recursive 
splitting techniques show promising results, and these will be compared with results from neural 
network representations in an attempt to maximise processing efficiency [45–​47].

25.4 � CONCLUSION

Thus, the research papers under smart waste management are studied and reviewed, which comprises 
two main blocks, effective waste segregation and IoT integration for effective disposal, where the 
waste is mostly separated into biodegradable, non-​biodegradable, wet, dry, metal, and non-​metal. The 
waste is distinguished by using ML technique and sensors like inductive, capacitive, and moisture 
sensors. The segregation mechanisms used are the conveyor belt and flap mechanism which is used to 
drop the waste into the appropriate bin. Even though the waste is separated and segregated into sepa-
rate bins, the IoT part which alerts the nearest bin collector can avoid the bin overflowing situation.
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Abstract

The novel electricity industry, known as smart grids, integrates the power generation and information 
transmission system with telecommunication networks to form a two-way infrastructure of electricity 
and information, which is a prerequisite for an intelligence network. The smart grid structure will be 
very efficient and cost-effective in terms of expense and management due to the presence of new tele-
communication systems and technologies. However, although having many benefits, the integration of 
these two structures has disadvantages in terms of system security and protection.

Concerning the information security of telecommunication systems of the smart grid, it must be said 
that the electrical network, which has a minor connection to the Internet, is exposed to considerable 
threats. These risks include security attacks by enemy gatherings and hackers to disrupt generating, 

DOI: 10.1201/9781003374121-26

CONTENTS

26.1	 Introduction......................................................................................................................... 310
26.2	 Communication Network Architecture in Smart Grids...................................................... 315

26.2.1	 Producing Section.................................................................................................. 315
26.2.2	 Transfer Section..................................................................................................... 315
26.2.3	 Distribution Section............................................................................................... 315
26.2.4	 Consumer Section.................................................................................................. 316
26.2.5	 Market Section....................................................................................................... 316
26.2.6	 Service Providers Section...................................................................................... 316
26.2.7	 Operation Section.................................................................................................. 316

26.3	 Wireless Sensor Network..................................................................................................... 318
26.3.1	 Zigbee.................................................................................................................... 319
26.3.2	 Low-​​​Power Wi-​​​Fi.................................................................................................. 319

26.4	 Standards and Protocols of Communication in Smart Networks........................................ 319
26.4.1	 Protocol DNP3....................................................................................................... 319
26.4.2	 Protocol IEC61850................................................................................................. 320

26.5	 Smart Network Security Goals............................................................................................ 320
26.5.1	 Availability............................................................................................................ 320
26.5.2	 Integrity................................................................................................................. 320
26.5.3	 Confidentiality....................................................................................................... 320

26.6	 The Most Important Cyber-​​​Attacks in Smart Networks..................................................... 320
26.7	 Intelligent Measuring Equipment and Home Networks...................................................... 321
26.8	 Security and Privacy of WSN-​​​Based Consumer Applications............................................ 321
26.9	 Conclusion........................................................................................................................... 323
References....................................................................................................................................... 323

https://doi.org/10.1201/9781003374121-26


310 IoT and Analytics in Renewable Energy Systems (Volume 2)

transmission, and distribution of electricity or to manipulate and corrupt data sent over the smart grid. 
The various layers of cyber security must be designed to minimize the chance of attacks. So, all con-
nections to an Internet network need to be extremely secure. It is not necessary to detect an attacker’s 
intrusion on the network connection port of the Internet. However, through the network, particularly, 
in the wireless data transmission environment, this system must be able to detect intrusion. All compo-
nents of systems and networks in a smart grid must be assessed when designing security. At the same 
time, in the event of an accident, the system must be able to respond appropriately as soon as a distur-
bance occurs. So, in such networks, the speed of detection, report, decision-making, and response is a 
vital characteristic of security.

26.1 � INTRODUCTION

Smart grids, considered by many to be the greatest technological revolution since the invention of 
the Internet, play a major role in today’s society. Governments worldwide invest huge budgets in 
research, development, and implementation of smart grids with many diverse goals. For instance, 
smart grids have the potential to reduce carbon dioxide emissions by employing renewable energy 
sources, energy storage, and hybrid electric vehicles. They can also increase the reliability of 
electricity sources by monitoring and controlling the generation, transmission, and distribution 
of power grids by advancing real-​​​time measurements. In addition, they can make power stations 
and power transmission infrastructure more efficient and apply dynamic pricing and load response 
strategies. Apart from these benefits, the products and services that the smart grid can provide are 
unimaginable.

Today, the power grid is a system that supports the operation of electricity generation, trans-
mission, and distribution. Power flows mainly from central generating stations (high-​​​voltage gen-
erators) to medium-​​​ and low-​​​voltage consumers. Power generation and consumption need to be 
balanced to prerequisite the stability of the entire network. For example, the energy of consumers 
who possess a renewable energy supply may flow to the grid. Due to the unpredictable character of 
renewable sources, it leads to a complex network structure. This makes their integration a challenge 
and requires optimizing the old electrical infrastructure.

The global energy infrastructure is expected to undergo a similar change to the telecommunica-
tions and media industry in the coming decade. The smart grid combines electronic power infra-
structure with modern digitally distributed computing facilities and communications networks. It is 
a set of dependent and complex systems whose main task is to deliver reliable and efficient power. 
This is made possible by an extensive awareness, peak reduction in load response schemes, and 
comprehensive integration of intermittent renewable energy sources through real-​​​time control and 
power storage.

It can be acknowledged that today, smart energy networks in any country are considered vital 
highways for sustainable development. Proper and cheap supply and distribution of energy to its 
consumers, which are the country’s major industries, give the ability to increase national production 
by producing products. Energy distribution has undergone major changes today due to new require-
ments and new methods of energy production, such as distributed generation. Information network 
infrastructure is considered a requirement of the energy distribution network, and monitoring of all 
network components in a centralized manner, the ability to execute commands on all sections, and 
rapid reporting of potential problems are among the first requirements. The connection of power 
network infrastructure, its dynamic properties, and optimal management strategies (such as load 
response and intelligent measuring devices) are properly combined. However, such a large volume 
of communications and data transmission have created many security vulnerabilities that pose a risk 
to the power system and jeopardize the system’s reliability, which is the main goal of the power net-
work in improving the performance of this indicator. For example, Ref. [1] has shown that intruders’ 
intrusion into the power grid can lead to dangerous consequences, including loss of information on 
the part of the consumer, successive breakdowns, widespread blackouts, and infrastructure failures. 
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High reliance on the information network certainly puts the smart grid vulnerable to communica-
tions and network systems. In traditional power grids, grid control systems were kept isolated from 
insecure environments such as the Internet. However, in smart grids, security attacks on the grid 
infrastructure can easily be carried out from different parts of the infrastructure. For example, the 
adversary does not need access to enclosed places or systems (such as narrators, substations, or 
command centers) to damage the power delivery process and can easily attack regardless of the 
distance between attaches and targets.

In recent years, many cases of cyber-​​​attacks raise the question of whether they can justify the 
security vulnerabilities and the devastating effects these attacks have on the power grid infrastruc-
ture. In this section, real examples of vulnerabilities and cyber-​​​attacks will be presented. These 
cases double the importance of the issue and emphasize the concept of protecting the infrastructure 
against cyber-​​​attacks.

•	 The virus 𝑠𝑡𝑢𝑥𝑛𝑒𝑡 was discovered which infiltrates the Windows operating system, 
Siemens industrial equipment and the software tried to destabilize the operation of the 
power system. This type of cyber-​​​attack, which manifests itself in the form of viruses in 
the industrial equipment of power plants, poses serious threats to both the cyber system 
and the physical system of the power grid [2].

•	 On August 11, 1983, large areas of the Midwest and Northeast of the United States and 
Ontario in Canada experienced a massive blackout that lasted even a day in some parts. 
The blackout affected about 93 million people and 63 MW of power in several parts of 
the United States. Although this historical blackout is not directly related to the malicious 
operations of cyber terrorists, it was caused by defects and errors in the software programs 
of the cyber system.

•	 In September 2003, Italy and some parts of Switzerland experienced their greatest black-
out, which affected about 96 million people. After 18 hours in Italy, the blackout ended but 
caused huge financial and economic losses. This blackout was caused by human error and 
a lack of effective communication between network operators.

•	 Another major blackout in southwestern Europe occurred on November 4, 2006, due to 
human error. Inefficient and inadequate network communication was the main reason for 
this disaster [3].

•	 On January 25, 2003, MS SQL Server 2000 worm attacked the Davis–​​​Besse Nuclear 
Power Plant, which caused data overload in the site network; therefore, the presented com-
puters could not communicate efficiently. The main impact of this action was the unavail-
ability of safety parameters.

•	 In March 1983, the US Department of Defense launched a test cyber-​​​attack that killed 
a narrator himself. The mentioned experiment was performed in a laboratory unit that 
resulted in the hacking of a power plant control system and the vibration of a narrator. This 
type of attack, which was coordinated on a large scale, could damage electricity infrastruc-
ture for months.

Security Consultant 𝑊𝑖𝑛𝑘𝑙𝑒𝑟 𝑊𝑖𝑛𝑘𝑙𝑒𝑟 and his group were hired by a company active in power 
electricity to investigate the vulnerability of the network computer system covered by that company. 
Using social engineering and destructive browsers, they could access the power plant control net-
work in 1 day, enabling them to monitor power generation and distribution. In addition to accessing 
the system, the group was able to obtain some records. Figure 26.1 shows the importance of smart 
grid security from the perspective of companies active in the field of energy services. According to 
Electricity News [4], smart grids have expanded rapidly in recent years, but their security still stands 
as a growing concern. 𝑀𝑜𝑑𝑢𝑙𝑎𝑟 Research Institute has provided the following statistics and results 
in its online surveys of some companies active in the field of energy services. How important do 
you think the issue of security in smart grids is at the moment? Figure 26.2 shows position of smart 
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grid security from the perspective of companies active in the field of energy services. In your opin-
ion (Figure 26.3), in the next 5 years, what will be the position of the smart network security issue?

•	 Figure 26.4 shows the best way to reduce security concerns from the perspective of com-
panies active in the field of energy services. Are smart grids vulnerable to security threats?

•	 Figure 26.5 represents the readiness of companies active in the field of energy services to 
implement cyber security. How prepared is your organization to invest in cyber security 
technology over the next 5 years?

FIGURE 26.2  Position of smart grid security from the perspective of companies active in the field of energy 
services.

FIGURE 26.1  The importance of smart grid security from the perspective of companies active in the field 
of energy services.
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•	 Figure 26.6 shows the most important areas of smart grid security from the perspective 
of companies active in the field of energy services. Which area of smart grids will be the 
most invested next year?

Also, security officials of energy service companies were asked to classify and rate their level of 
concern about the number of messages caused by security breaches in the above-​​​mentioned areas 
using a scale of 1–​​​9. Figure 26.7 shows the level of concern in different parts of the smart grid from 
the perspective of energy companies. Level 1 indicates low-​​​intensity anxiety, and level 9 indicates 
extremely high-​​​intensity anxiety.

As can be seen from the above description, some of the serious vulnerabilities in smart grid 
start from the cyber part of the grid. For this reason, the security of smart grid infrastructure must 
distinguish between the categories of a cyber-​​​attack by terrorists and spy networks, dissatisfied 
employees, personal errors, equipment breakdowns, and natural disasters and make each one trans-
parent. To protect critical smart grid infrastructure, anomaly detection can play an effective role 

FIGURE 26.4  The readiness of companies active in the field of energy services to implement cyber security.

FIGURE 26.3  The best way to reduce security concerns from the perspective of companies active in the 
field of energy services.
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FIGURE 26.7  Level of concern in different parts of the smart grid from the perspective of energy companies.

FIGURE 26.6  The most important areas of smart grid security from the perspective of companies active in 
the field of energy services.

FIGURE 26.5  How prepared is your organization to invest in cyber security technology.
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in identifying malicious information on the network. The cyber-​​​attack incidents discussed in this 
section have prompted researchers and electrical industry engineers for future research in this area. 
Since security challenges arise mainly from malicious attacks on the communication network, it 
is necessary first to review the basic but essential concepts of computer networks that are the basis 
of communication and intelligence to deal with the threats that can occur in the smart network. In 
Figure 26.8, the level of severity of the consequences of security breaches from the perspective of 
companies operating in the field of energy is shown. Now we can take the discussion to the smart 
grid and recount the standards and criteria provided.

26.2 � COMMUNICATION NETWORK ARCHITECTURE IN SMART GRIDS

In this section, after reviewing how cyber-​​​attacks are formed and enumerating the most important 
ones, the security goals and smart network infrastructure to create communication platforms are 
discussed. According to the conceptual model of the American National Institute of Standards and 
Technology, the smart grid consists of seven logical and working spaces:

26.2.1 �P roducing Section

Traditional large-​​​scale power generation units, such as nuclear power plants, thermal power plants, 
wind farms, and solar power plants, are considered components of this section. This production 
capacity is injected into the downstream network by transmission lines, so the interference of this 
space with the space of the transmission sector is the most important relationship of this sector.

26.2.2 �T ransfer Section

Local transmission operators (or system-​​​independent operators) are responsible for the safe opera-
tion of the transmission space. Power consumption is at the core of the process, minimizing system 
losses by reducing the voltage level.

26.2.3 � Distribution Section

This workspace is the interface between the transfer and the subscriber. Measuring equipment, 
loads, distributed generation sources, and microgrids are the main parts of this section.

FIGURE 26.8  Level of severity of the consequences of security breaches from the perspective of companies 
operating in the field of energy.



316 IoT and Analytics in Renewable Energy Systems (Volume 2)

26.2.4 � Consumer Section

As the name of this section indicates, the loads fed with the produced energy are classified in this 
unit, mainly divided into three categories: household, commercial, and industrial. With the emer-
gence of the smart grid concept, the role of consumer and producer can be changed (𝑝𝑟𝑜𝑠𝑢𝑚𝑒𝑟), 
and the state of the network determines this role. Issues such as distributed generation, storage, and 
energy management are driving the change. The key to connecting this group of subscribers to the 
smart grid lies in a microgrid concept. A microgrid is an interconnected set of loads and distrib-
uted generation sources that operate as an integrated network system despite predefined definitions 
and limitations. The microgrid can be connected to or disconnected from the network and, in both 
cases, support subscribers with high reliability.

26.2.5 � Market Section

Market management, retail, collecting companies, implementing the electricity market, and provid-
ing ancillary services are some of the important challenges and issues in this sector. Unit participa-
tion programs, coordination of distributed generation units, and power distribution between different 
microgrid units are important issues that should be managed well. Under these circumstances, there 
will be no more talk of monopoly because the owners of distributed generation resources, as a mar-
ket player, can enter and compete in this competitive environment.

26.2.6 �S ervice Providers Section

Solving issues related to the dynamics of the market system, along with ensuring the safe operation 
of the basic infrastructure of the network, is one of the commitments of the directors of this section. 
Customer management, installation of smart equipment, and intelligent management in reaction to 
the price signals of the load response program are among the conventional programs in this section.

26.2.7 �O peration Section

This unit is responsible for the safe and secure operation of the power grid. Energy management sys-
tems provide effective operation at the transmission level, while distribution management systems 
provide it at the distribution level. Applications in this area include power grid monitoring, control, 
protection, and related information analysis. Among the local networks (Figure 26.9), some require 
two-​​​way communication and power transmission, while others highlight the integration of informa-
tion and intelligent network management in a centralized manner. In Ref. [4], more detailed infor-
mation on this classification can be found. Also, to connect all these classes, the smart grid must 
be hierarchical and widely distributed. Figures 26.9 and 26.10 show the seven sections of the smart 
grid and its hierarchical structure for connecting these sections, respectively. The communication 
network consists of nodes that can be gateways in the local network or routers with high bandwidth 
to send messages in each of the infrastructures and floors of the smart network. Here, conventional 
wired communication technologies, such as fiber optic technology, can be used to speed up data 
transmission across different classes. For example, the supervisory control and data acquisition 
(SCADA) system, which is used to monitor the status of the power grid in the distribution, transmis-
sion, and operation sectors, uses this technology [5].

All power quality signals are transmitted from local networks in the distribution and transmis-
sion layers to the operating layer through the main network to be centrally processed. A local area 
network is used for interlayer communication. This network consists of a𝑑 ℎ𝑜𝑐 nodes containing 
measuring devices, sensors, or intelligent electronic devices. They usually have limited bandwidth 
and can make limited calculations for protection and monitoring discussions. These nodes are not 
limited to the use of wired networks. Many of them are expected to use wireless sensor networks. 
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FIGURE 26.10  The hierarchical structure of the smart grid to connect its logical spaces.

FIGURE 26.9  Seven logical networks of smart grids based on NIST.
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The advantages of using a wireless network are mentioned in the references. Figure 26.10 shows the 
hierarchical structure of the smart grid to connect its logical spaces. These advantages include easy 
access to network information, more dynamism, reasonable price, and less complexity. In the next 
section, wireless sensor networks (WSNs) will be introduced.

26.3 � WIRELESS SENSOR NETWORK

WSNs are composed of small and inexpensive mechanical micro-​​​electric systems that, with the 
help of several sensors, are able to collect the size of the environment and use their limited capacity 
to process and store these measurements and then, transmit this data through its transceiver devices. 
Sensor nodes perform this operation with their limited batteries. Although these sensors can also 
obtain energy from the environment, this energy will be relatively small.

The smart grid integrates Information and Communication Technology into its operations, 
intending to increase electrical services’ reliability, security, and efficiency and reduce greenhouse 
gas emissions. Figure 26.11 shows the layered structure of the intelligent network. The last layer is 
the electrical infrastructure, which includes conventional network power receiving equipment. At 
the top of the electrical infrastructure, there is a communication layer that includes low and high 
bandwidth standards such as 𝑍𝑖𝑔𝑏𝑒𝑒, 𝑊𝐼𝑀𝐴𝑋, and 𝑖-​​​𝐹𝑖. At the top of the communication, the com-
putational layer is responsible for data collection, storage, processing, and decision-​​​making and is 
key to smart grid applications. The top layer is smart grid applications, including remote measure-
ment, equipment coordination, smart grid monitoring, plug-​​​in Hybrid Electric Vehicle coordination, 
and more. The security layer is related to all four of these layers, and security in each layer must be 
done carefully.

Recently, WSNs have entered home applications, creating more opportunities to integrate homes 
with smart grids. In this context, the concept of smart homes, focusing on energy efficiency and 
smart grid operation, has doubled in importance [6]. In Ref. [7], for example, the microprocessor 
provides a simple interface for the consumer to check his/her monthly bills and the consumption 
of electrical equipment, thereby improving the home electricity meter. Consumer consumption is 

FIGURE 26.11  Smart network layer structure.
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an important part of the smart grid that benefits from two-​​​way information and energy flow. The 
flow of major information is controlled by smart meters. While sending consumption information 
to the electricity company to pay the bill, smart meters also give consumers different hourly price 
information.

They can use various wireless communication technologies as long as they do not interfere with 
power efficiency. Short-​​​range communication technologies are preferred due to their dense layout, 
cost, and energy issues. WSNs may communicate via 𝑍𝑖𝑔𝑏𝑒𝑒 or Wi-​​​Fi.

26.3.1 �Z igbee

Recently, several smart devices and home automation devices have been able to communicate via 
Zigbee.

Smart meter vendors have also developed smart meters that can be used with Zigbee and enable 
connectivity in smart meters, home appliances, and home automation tools. Communication via 
Zigbee is to enhance remote metering and Advanced Metering Infrastructure (AMI) and Smart 
Energy Profile mode and connect industries and home appliances. In short, Zigbee has been widely 
used in consumer electrical equipment and smart meters. Using Zigbee for connecting the sensor 
nodes increases the WSN coordination with other appliances in the home. This technology is based 
on the IEEE 4.15.802 standard.

26.3.2 �L ow-​​​Power Wi-​​​Fi

Conventional Wi-​​​Fi technology has been widely used in home and commercial applications to pro-
vide relatively high-​​​speed data communication, and the IEEE 11.802 standard is also intended 
for Wi-​​​Fi. In smart grids, the goal is for 𝑊𝑖-​​​𝐹𝑖 to become part of Home Area Networks (𝐻𝐴𝑁s), 
Neighborhood Area Networks (𝑁𝐴𝑁s), and Field Area Networks.

Wi-​​​FI has more range than Zigbee. For example, the approximate range of 500 m outside the 
home environment has made it an accessible solution for networks beyond distribution networks in 
the smart grid. Using 𝑊𝑖-​​​𝐹𝑖 in 𝑁𝐴𝑁𝑠, 𝐻𝐴𝑁𝑠 further increases interoperability with other parts, 
so Wi-​​​Fi is considered as a promising standard for smart grids [8]. Despite the advantages, its high-​​​
power consumption is a disadvantage, except in recent Wi-​​​Fi chips with very low power, which 𝑊𝑖-​​​
𝐹𝑖 can also participate in Wireless Area Networks (WANs). Wi-​​​Fi has been committed to operating 
like a Zigbee for several years, with data rates of about 1– ​​​2 𝑀𝑏𝑝𝑠 and a range of 10–​​​70 m outdoor 
of a home [8]. The applications of Wi-Fi based sensors in smart grids are recently studied and a 
comparison of low-power Wi-Fi and Zigbee is given in Ref. [9].

26.4 � STANDARDS AND PROTOCOLS OF 
COMMUNICATION IN SMART NETWORKS

Power grid protocols have evolved from their previous proprietary to their present standardized 
forms. The following is a brief discussion of the four major protocols in the smart grid: Protocol 
DNP3, which is commonly used in North America, Protocol IEC618260, recently standardized 
by the International Electrotechnical Commission (𝐼𝐸𝐶) for advanced substation automation, and 
Protocols MODBUS and 37IEEE std.c.118, which deal with information sent by phasor measure-
ment units (PMUs).

26.4.1 �P rotocol DNP3

General Electric implemented this protocol in 1550. Originally intended for SCADA systems, it is 
now used in many electrical, water, and security infrastructures in North and South America, South 
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Africa, Australia, and Asia. It was originally designed in four layers. These layers were the physical, 
data link, transfer, and application layers [10]. The physical layer is based on the serial communica-
tion protocol referred to in the 422 −RS-​​​232, RS, and 485 −RS standards. Today, this protocol is 
mapped to the Transmission Control Protocol/Internet Protocol (TCP/IP) model to benefit from the 
latest technology [11].

26.4.2 �P rotocol IEC61850

This standard has recently been proposed by 𝐼𝐸𝐶 for the automation of posts for network commu-
nication [12]. Unlike 3𝐷𝑁𝑃, this standard uses different types of protocols such as 𝑈𝐷𝑃/𝐼𝑃, 𝑇𝐶𝑃/𝐼𝑃, 
and 𝐴𝐷𝑀 for sensitive and real-​​​time communication [13]. In addition, it specifies schedules and 
time constraints on data transfer and the exchange of information in posts. It is noteworthy that the 
IEC 61850 standard is intended for replacement with the 3𝐷𝑁𝑃 protocol in substations and is lim-
ited to substation automation only, but has the potential to be used in all power grid communication 
infrastructures in the near future.

26.5 � SMART NETWORK SECURITY GOALS

Following the items mentioned in the previous sections, experts in the field of cyber security 
in 𝑁𝐼𝑆𝑇 have recently published a practical guide on smart network security, which is briefly 
explained below.

26.5.1 � Availability

Accessing and using the information in the most secure way possible is one of the most important 
issues in a smart network. Unavailability, disconnection, and non-​​​use of information lead to the 
depletion of the power system.

26.5.2 �I ntegrity

Dealing with changing and destroying information preserves the originality of the data and does 
not negate it.

26.5.3 � Confidentiality

Maintaining permissible restrictions on access to and disclosure of the information is an important 
point in protecting subscribers’ privacy.

This feature prevents unauthorized disclosure of information that is not in the public domain. Of 
the three mentioned cases, the sections with the consumers play an important role and are more effec-
tive. However, with respect to transmission and production, the first two cases are more important.

26.6 � THE MOST IMPORTANT CYBER-​​​ATTACKS IN SMART NETWORKS

Studying the cyber security of the smart grid is considered necessary because of the network’s 
vulnerabilities (areas where security attackers are likely to attack and irreparable economic and 
social damages occur if they malfunction), and the duties of security managers will become easier. 
Security issues are mostly studied in the field of control equipment and equipment responsible for 
collecting and sending data, including remote control terminals, smart meters, PMUs, and pro-
grammable logic controllers.

Cyber security issues can be explored from another perspective. When computer infrastructure 
and equipment software topics are studied, topics such as network routers, firewalls, encryption, 
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intrusion analysis, and cyber-​​​attack scenarios become the first headlines in this area. One of the 
most important and dangerous scenarios for a security hacker attack is implementing a middle-​​​man 
attack. The purpose of the attack, as previously described, was to intercept a data center and local 
equipment sending data and to manipulate information to achieve its security objectives.

As it turns out, this attack disrupts the integrity and privacy that are among the security goals 
of the smart grid. Because smart meters deal directly with subscriber information, the importance 
of these items is doubly important for security purposes. Such an attack can be very dangerous and 
cause irreparable damage.

A denial-​​​of-​​​service (𝐷𝑜𝑆) attack also tries to cause the operator to not perform optimally by 
overloading the capacity of computer equipment and overflowing the data sent by the network. In 
this case of accessibility, the first target of smart grid security is attacked.

Table 26.1 lists the various references that have studied the most important smart grid cyber-​​​
attacks.

26.7 � INTELLIGENT MEASURING EQUIPMENT AND HOME NETWORKS

AMI is an important system in smart grids. It provides the infrastructure for communication 
between the home network and manufacturers and is constantly connected to smart meters to moni-
tor consumption management and issues such as load responsiveness.

The National Institute of Standards and Technology (NIST) report lists nearly ten AMI-​​​related 
approaches, of which only two are important, related to the goals of smart grid integrity and privacy. 
Figure 26.12 illustrates these concepts. In this figure, the following approaches can be seen:

	 1.	Exchange of information such as read values and maintenance status between smart meters 
and manufacturers

	 2.	The connection between the electricity market and the control and analysis centers with 
the smart meters available at the subscribers’ place.

Real-​​​Time Pricing and load response can be mentioned among the connections between smart meters 
and the electricity market. Unlike the level of distribution and transmission, where the speed of sending 
and receiving information is of particular importance, in both cases, we are faced with time intervals 
ranging from a few minutes to several hours [13]. Figure 26.12 shows the two important communica-
tion approaches of AMI infrastructure in smart grid. As a result, the security goals of integrity and 
confidentiality over accessibility have attracted more attention in this area, as there is a great deal of 
confidential information in this area, including the subscribers’ personal use and financial matters.

26.8 � SECURITY AND PRIVACY OF WSN-​​​BASED CONSUMER APPLICATIONS

The power grid has become smarter with the advent of information and communications technol-
ogy (ICT), while the development of ICTs may increase the vulnerability of the smart grid to cyber-​​​

TABLE 26.1
The Most Important Cyber-​​​Attacks in the Smart Grid and Related Research

Reference Type Reference Type 

[5,6] Man-​​​in-​​​the-​​​Middle [7–​​​13] ARP Spoofing

[6] Precision Insider [11] Eavesdropping

[6] Rogue Software [2,5] Malformed Packet

[11,13] Denial of Service [2,5] Database Attack
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attacks. In particular, the development of hundreds of small sensors, which have been expanded ad 
hoc, has made the protection of smart grid data a major challenge.

The security of a WSN is related to a combination of several criteria such as availability, valida-
tion, integrity, and novelty [14]. Availability means that network services are available without inter-
ruption under any circumstances, even when an error is detected. Authority controls the access of 
sensors to which unauthorized sensors cannot send or receive data. Validation ensures the accuracy 
of the data, which prevents fake messages from being sent by incorrect nodes. Flawless means that 
a message on its way to the destination has not been modified. Finally, it recently ensures that old 
messages received from an attacker are not answered. Maintaining these security factors in WSN is 
challenging for several reasons:

•	 WSNs use a large number of sensor nodes that are deployed in unprotected environments.
•	 Sensor nodes have limited processing and storage capabilities.
•	 Sensor nodes have limited energy.

In WSNs, where wireless communication devices expose sensor nodes to eavesdropping or 
jamming, advanced signal processing methods cannot be used, because the use of these methods 
increases costs and power consumption. Sensor nodes may be deployed in an unprotected environ-
ment where it is easier to steal and intercept a node or sensor than any other network. In addition, 
popular encryption methods cannot be used due to the limited processing and storage capabilities 
of sensor nodes. Public key cryptography requires cost-​​​saving calculations, while symmetric key 
cryptography requires good key distribution methods, which are challenging in WSN. The limited 
batteries of the sensor nodes expose them to the dangers of non-​​​service (𝐷𝑜𝑆), which can easily 
drain the battery of the sensor nodes.

In short, the risks associated with WSNs can target different layers of communication, such as 
the physical, communication, routing, or transmission layers. The defense mechanism against these 
risks usually increases computational and communication costs. However, these mechanisms are 
essential for smart grid equipment.

FIGURE 26.12  Two important communication approaches of AMI infrastructure in smart grid.
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In fact, smart grid security is a broad topic that covers consumer equipment and smart grid 
accessories [11]. This section will focus on home appliance equipment, which includes smart meters 
and home power controllers.

Smart meters deliver consumer electricity data to the electricity company. Modifying this data 
by malicious attackers may result in incorrect billing, inaccurate load figures, incorrect forecasts, 
and incorrect pricing decisions. For example, smart meters may be a target for the risk of changing 
Internet loads, which could jeopardize the electricity company’s load control signal signals [15]. If 
these hazards occur through many smart meters, it may jeopardize network stability. In addition, 
improper configuration of consumer equipment in an interconnected smart grid can provide the 
basis for the risks of data alteration [16]. This type of risk works in two ways:

	 1.	Modified consumption data can be generated and sent to the electricity company.
	 2.	Modified control signals from the power company may be sent to consumers.

These types of hazards occur more easily in consumer equipment, and the power company has little 
or no control over this equipment. Attackers may extract data containing key information used to 
determine the validity of the network from the device memory and embed software that can be 
extended to other devices in the AMI [17].

Privacy is just as important as security and needs to be handled carefully for WSN-​​​based con-
sumer applications on the smart grid. Privacy refers to a person’s information and personal com-
munication or any personal data such as physical, psychological, or economic conditions that a 
person is reluctant to share with others. Finally, privacy is a person’s right to communicate without 
inspection or monitoring [18]. In Refs. [19–​​​22], the authors have shown that access to detailed 
information on household activities, such as the presence or absence of a person, sleep cycle, meal 
times, and baths, will be possible by accessing microdata on electricity consumption. If such data 
are published, it can pose risks to the consumer and be profitable. For example, this information 
provides a basis for analyzing the performance of an electric vehicle that can lead to damage to the 
manufacturer [23–​​​26].

26.9 � CONCLUSION

In the intelligent network, there is a close connection between all performances. In addition, the 
information received from each section, even the smallest sections, can significantly impact the per-
formance of the entire system and the decisions of the relevant units. That is why the security of this 
network is so important. The disadvantage of these networks is the existence of multiple sensors and 
connections to the Internet to establish a stable connection, which is the gateway for hackers and 
attackers. This chapter reviews the various components, how the network is vulnerable to profiteers, 
and how to deal with it. In addition to the extensions that lead to network instability, consumer data 
may be compromised if high-​​​quality power consumption data is made available to malicious users.
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