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Preface: Why Are We Here?



No one really knows yet what the Metaverse is. And fair enough – it's a loose concept, drawn from literary inspiration rather than a specific technical definition. It's something about the Internet, something about 3D digital worlds, something about avatars, something about Blockchain and NFTs, something about shopping, something about gaming – right?

Well, kind of. As it turns out, the lack of a widely agreed‐upon Metaverse definition creates the opportunity for those who get there first to be the ones who define it, which is why we see so many players from so many different industries rushing to embrace this space. Companies from the worlds of tech, fashion, Web3, manufacturing, education, telecommunications, and plenty of other industries, plus a host of new startups, are all planting their flags on Planet Metaverse.

That so many companies are jumping on the Metaverse concept, surprisingly so, indicates two main things: (1) a general feeling that there is something in here that is genuinely worth participating in, and (2) determination by those who were left behind by recent mobile/cloud/Internet disruptions to not get left behind again.

Facebook, one of the major movers of the Metaverse concept, is a case in point. They originally acquired Oculus, a virtual reality headset maker, because they had missed the opportunity to lead the mobile hardware space and found themselves repeatedly at the business mercy of Apple and Google. In 2014, while looking for the next big thing, Mark Zuckerberg tried on an Oculus Rift headset, and was blown away by the experience. John Carmack of Oculus explained his grand vision of “a world in the future where there are no displays or monitors … because we have glasses. Everyone has virtual displays – everywhere, all the time. And soon … it'll be almost primitive that we had these old computer boxes, and game consoles, and televisions up on walls.”1 Zuckerberg could imagine this world, too, and decided that Facebook would be the one to create the next paradigm, rather than be shut out again.2 Half bold creator of new worlds, half FOMO – that seems to be a pretty common recipe driving Metaverse interest and activity in many of the companies that I see.

I'm particularly familiar with this mix because it's one of the motivations for my role at Nokia, which is Head of Trend and Innovation Scouting. I've been with the company since 2000, and in the trend‐scouting role located in Silicon Valley since 2016. My job is to explore the innovation that lies beyond the world of Nokia's telecommunications domain, which is a wide swath that includes augmented reality (AR) glasses, haptic gloves, natural language interfaces, visual analytics of all kinds, virtual reality (VR), drones, robotics … pretty much anything new that has a connectivity component, which is more or less everything. I'm looking for new revenue opportunities for both Nokia and our operator and enterprise customers, as well as the bigger picture of what demands these innovations will place on the networks of the future, so that both we and our customers can be sure to build the networks that will be able to deliver the performance these innovations will need. In this context, having the courage to seize and define bold new opportunities and being afraid of missing the Next Big Thing are both frequent conversation topics I have with companies around the world.

In my research, the topics of VR and AR come up constantly. I'm an avid user of both, along with many other technologies, and over time have formed definite opinions about what each area is good for, and where they are lacking. (Which makes it a good time to say this: Views and opinions expressed in this book are my own and are not meant to represent those of my places of work, including Nokia.) It's in this context that I've been deeply involved for some time with the various elements that together make up the Metaverse.

In my role as a Silicon Valley–based technology trend scout, I look for what futurists call “signals.” These are today's developments that suggest new paths for all of us in the future, whether technical, social, or both. In this book, I'm going to share with you the most significant signals that I'm seeing around the topic of the Metaverse, so that you'll have a wide knowledge of what's already being accomplished today. There's only one Metaverse, just as there is only one Internet, but there are multiple subcategories of the Metaverse that solve different problems for different audiences, and we're going to look at a wide range of them.

From there, I'll look at the technical developments that we know are coming, both in the telecommunications industry where I have my roots, and elsewhere. These “Metaverse Game‐Changers” will enable the next generation of Metaverse experiences, and knowing what the most important of these are will help you understand the import of new developments as they're announced, so you'll be able to judge for yourself how quickly or slowly we're progressing toward the more fully realized Metaverse of the future.

Finally, I'm going to share with you my thoughts about where this is all headed, and what kind of world the Metaverse will be for us all. I'll be basing my conclusions on the signals that I've been tracking, the evidence of the new technical developments that we can see, and of course a healthy dose of my own personal experience, opinions, and hopes. If you come to different conclusions from your own experience, opinions, and hopes, then great! There is no one path to the future, but the more we think about what it could be, and what we would like it to be, the more chance we all have to intentionally create a future that we love.

The title of this book is Interconnected Realities, because that's the way I see the most important aspect of the Metaverse: its ability to connect our own physical reality with another entity, be that a person, a place, or information. But that definition is going to need a little more explanation before it entirely makes sense.

For now, let me just tell you that I think that the Metaverse and its method of interconnecting our realities are indeed the Next Big Thing. The Metaverse is important, not because we're all going to become avatars in a digital shopping mall or own a digital version of our homes on a digital planet somewhere, but because a significant paradigm shift is about to occur in how humans and computers interact with each other, and the Metaverse sits at the heart of this change.

Exciting? You bet. Scary? That, too. Inevitable? Probably. Opportunities, threats, disruptions, old businesses falling, new businesses rising? All of the above.

So fasten your seatbelts, and come check out how our world is about to change.




Notes

	1. Blake J. Harris, The History of the Future: Oculus, Facebook, and the Revolution That Swept Virtual Reality (New York: HarperCollins, 2019), 348.

	2. Ibid., 329.







1
Introduction to the Metaverse



In November 1995, Bill Gates was a guest on Late Night with David Letterman.1 This was in the very early days of the Internet, and David Letterman was puzzled by what all the fuss was about. Here's a shortened version of their exchange:




	Letterman:
	What is the Internet, exactly?



	Gates:
	A place where people can publish information. Everyone can have their own homepage. Companies are there, the latest information. You can send electronic mail to people.



	Letterman:
	I heard you could watch a live baseball game on the Internet. What I want to know is – does “radio” ring a bell?



	Gates:
	There's a difference. You can listen to the game any time you like.



	Letterman:
	Do “tape recorders” ring a bell?





The conversation carried on in this vein. For everything that Bill Gates told David Letterman that the Internet would be able to do for him – get motor sports updates, communicate with other cigar aficionados, interact with others with similar interests – Letterman was able to point to something already in his life that was, in his view, a perfectly adequate source of the same information. He already had cigar magazines and the Quaker State Speedline phone service for motor racing updates. Really, what more could the Internet do for him? Gates was not able to convince him, or the live studio audience, of anything new that the Internet could bring him.

This is the problem when new platforms and types of media formats are created: It's difficult to see how they're going to change your life, until suddenly they do. Back in 2010, my family got one of the first‐generation iPads. Even though we bought one, we really didn't have a good reason for buying it beyond playing the games Cut the Rope and Angry Birds. The moment of revelation came when we bought a new dining table from IKEA, but discovered that the instructions for putting it together had not been included in the box. What to do? We quickly found that the instructions for our Norre table were available online, but our home computer was in a room at the other end of the house, a room too small to assemble the dining room table in. My husband and I were just about to resign ourselves to running back and forth between our dining room and the study to check the plans for each new step of the build, when – ding! Inspiration struck! We could use the tablet to look at the instructions right there in the dining room! In that moment, the full power of a portable, largish‐screen computer became apparent, and I never had to wonder about the utility of a tablet again.

This is what Steve Jobs was talking about when he famously said, “It's really hard to design products by focus groups. A lot of times, people don't know what they want until you show it to them.”2 I didn't know what a tablet was for until I came across a situation that demanded a large, portable, readable screen in my own life, and felt the relief that came with discovering that I had the perfect solution to my problem already in my hand. We don't know for sure what David Letterman is doing on the Internet these days, but he's probably not subscribing to hard‐copy cigar magazines or calling the Quaker State Speedline anymore.

This is the situation we find ourselves in with the Metaverse. The Metaverse in the early 2020s is the equivalent of the mid‐1990s in the development of the Internet: Many people are talking about it, a few people are already building it, but no one can really define what it is, or what it will be able to do for us, or even if it will be relevant to anyone at all once it's here. For these reasons, it's very easy right now to both slap a vague “Metaverse” label on anything you want, and to ignore the concept altogether.

I know I certainly put the Internet into the “too‐hard” basket in my own mind back in 1995, and only eventually got excited about it in my own life when I discovered I could buy almost any book from Amazon and have it delivered to me at home. Same with the Metaverse. Most people are not going to get excited about it until they personally discover what it can do for them.



Toward a Problem‐Solving Metaverse

So what can the Metaverse do for people? Let's start by looking at what the general concept of the Metaverse is. In the two books that first got me excited about the concept, Snow Crash and Ready Player One, the Metaverse/Oasis is a digital world that humans can enter with the aid of some kind of hardware, in which they can interact with other people and entities in ways that may (or may not) have relevance and meaning back out in the physical world. It's immersive, it's unlimited, and your identity can be whoever or whatever you choose. I can be a giant banana and dance all night in a disco on a digital Mars if I want. Cool.

That's the general concept. But let's back up for a second and look at it in a different way.

After my slow start with the Internet in the mid‐1990s, I entered the hot new world of mobile telephony as a career in 1996, and have been asking the question, “Will this take off or not?” about new technologies ever since. What I've learned in the multiple decades that I've been working in this space is that new technology is only successful if it solves a problem without costing too much. Let's spend some time unpacking this phrase's implications with some examples before we bring this thought back to the Metaverse.


New Technology Is Only Successful If It Solves a Problem

My poster child for this statement is 3D TV. It might be fun to see “more realistic” broadcasts, but … is it really a problem to watch 2D images on your TV screen at home? Especially when producing 3D TV content is likely to be fairly expensive, and limited at first? The resounding answer from the global market (at least for now) has been no, watching 2D content on our TVs is not a problem that needs to be solved. 3D television has not become successful, because, in large part, it does not solve a problem.

Back in the 1980s, though, the mass market was interested in solving the problem of not being able to watch a TV show if you weren't able to be present at the one and only time your show was broadcast over network TV. Enter the video recorder – except which format should you buy, the higher‐quality Betamax or the lower‐quality VHS? As we all know, the VHS format is the one that won out. But it wasn't because it literally cost less than Betamax. A more substantial driver behind VHS's success was that it initially offered two‐hour tapes, while Betamax's first tapes were only one hour long. The problem that the TV watchers of the world had wasn't just that they wanted to tape one‐hour shows from live TV; it was that they wanted to record TV movies – which were usually two hours long. VHS owes its eventual victory in the VCR Format Wars not to its cheaper price, but rather to its offering being a better solution to the problem.



New Technology Is Only Successful If It Solves a Problem without Costing Too Much

“Cost” can be monetary, as in the VCR example above – it certainly didn't hurt the VHS standard that it was cheaper than the Betamax equivalent. Or in the case of my family's revelatory experience with the iPad, we only had that experience because the iPad itself wasn't prohibitively expensive, and we were able to buy one even without having a very firm idea about what we were going to use it for.

Cost can come in other forms, though, including time, inconvenience, frustration factor, and so on. Back in the late 1990s and early 2000s, for example, you could read your email on your mobile phone, but only if you could specify your phone's IP address and POP server during setup. What, you don't have that information easily to hand? No mobile email for you, then. The time and engagement cost for mobile email in those early days was just too high for it to catch on widely, which created the perfect market opening for the BlackBerry.

This now brings us to the gazillion‐dollar question: What problem does the Metaverse solve?

[Crickets]

Frankly, any conversation that we have with ourselves or others about this question is, at this particular moment of Metaverse development, very likely to sound like Bill Gates talking with David Letterman in 1995. Let's run through a few scenarios:



Metaverse Skeptic:

What is the Metaverse, exactly?



Metaverse Fan:

An immersive world where you can build a digital mansion and have all your friends’ avatars come over.



Metaverse Skeptic:

Do “Zoom rooms with a palace background” ring a bell?



Metaverse Fan:

Yeah, but you don't have to look like yourself. You can be a giant banana if you want!



Metaverse Skeptic:

Does “Snap Camera with a giant banana filter” ring a bell?



And so on.

The reason that we're here, the reason that I'm writing a book about the Metaverse and you're reading it, is that somewhere in that Metaverse concept there must be some kind of a solution to some kind of problem, even if we can't quite articulate it yet.

And there is one problem that the Metaverse directly addresses, although it's not a problem that we talk about or even acknowledge to ourselves very often. This problem is that most of our computing is currently locked behind 2D screens. To access it, we have to engage with a computer or tablet or phone screen using both our vision and our cognitive attention, thus withdrawing our looking and thinking from the people, places, and things that surround us in the physical world.

We make jokes about restaurant outings in which every person at the table is looking at their phone screen rather than talking to each other, but at the same time it's well‐understood that distracted driving kills thousands of people annually in the United States alone,3 and a majority of US parents are concerned that their teenagers are spending too much time on screens for both social media and gaming.4 You can probably name an incident in your own life within just the past week in which looking at a screen, rather than being present in your immediate surroundings, created a situation that caught you out socially, or made you neglect someone, or was even potentially dangerous. Yeah, I can, too. We're all complicit in this one.

The problem is that smartphones and computers have done too well at solving the problem of delivering information and entertainment to us, exactly when and where we want it. To get this spectacular convenience, we're prepared to pay a surprisingly high cost in terms of our connection to the people, places, and things physically around us, and it's a cost that we're paying quite thoughtlessly today. But make no mistake, we're paying it.




A Union of the Digital and the Physical

Let's now rethink what a relevant, problem‐solving Metaverse could be. If one of the problems that it's solving is our overcommitment to screens, then how is an immersive digital world the answer? Well, it's not. But if we start thinking about a spectrum of experience, in which the far‐left‐hand side is 100% physical experiences, the far‐right‐hand side is 100% digital experiences, then there also exists a middle point that is 50% physical and 50% digital, and sliding proportions of digital/physical mixes on either side of that middle point. It's the digital/physical mixes that deserve our attention – the interconnected realities.


Interconnected Realities: Digital/Physical Fusion

Now we're getting somewhere. This concept of the Metaverse is a world in which we can have the compelling, fascinating, relevant content that we currently access on screens, but integrated visually into our physical world in a way that enhances our lives, rather than removing us from them. This concept of the Metaverse imagines the digital and physical aspects being incorporated with each other on a constantly sliding scale, so that sometimes we are fully immersed in a digital world, when that serves the purpose of the moment, but it is also possible to spend significant time fully immersed only in the physical world. The main Metaverse action takes place in a mix of the two, which we would activate on an as‐needed basis, controlled by the end user, with the focus on digitally enhancing our experience as we continue to stay mostly aware of and present in our physical surroundings and the people and things that are there with us.

This Metaverse of interconnected realities will be a place where we combine digital information (or entertainment) from the world of the Internet with our physical surroundings so that we can be more efficient, more informed, more delighted, and more aware than we are today. A simple example of this enhanced future might be a sensor in my oven that connects with my augmented reality (AR) glasses and, when the oven is on, displays its current temperature in a visual digital overlay when my gaze lingers on my oven for more than one or two seconds – useful when I'm on the other side of the kitchen. (If that example isn't very compelling, hang on – later in the book I'm going to tell you about some really exciting mixed reality concepts that will blow your socks off.)

This, then, is my definition of the Metaverse:


The Metaverse is a partly‐ or fully‐digital experience that brings together people, places, and/or information in real time in a way that transcends that which is possible in the physical world alone, in order to solve a problem.


This definition covers the “two people meeting as avatars in a virtual reality space” concept that most people think of when they think of the Metaverse, as well as the very simple oven example that I just gave. In the case of the oven, it's a partly‐digital experience that connects me with the (invisible) current temperature of my oven, from any distance away. The problem that it solves is me wondering how much longer it's going to take before my oven reaches the temperature I need to cook dinner, without having to walk over to it and peer at its small, poorly‐illuminated readout. A minor problem, to be sure, but sometimes it's the solutions to the little irksome things in life that bring unexpected delight.

Noted Metaverse thinker and author Matthew Ball has said, “If there's any aspect of the Metaverse on which everyone … can agree, it's that it is based on virtual worlds.”5 Well, no, I don't agree – which just goes to show how fluid the definition and understanding of the Metaverse is in these early days. Purists from Ball's camp will object that the inclusion of “partly‐digital experiences” deviates from the “immersive virtual world” Metaverse concept suggested by early visualizations Snow Crash and Ready Player One, and they're right. And that's okay.6 If we're going to build the “next iteration of the Internet” and have it be an actual successful technology, it does us no harm whatsoever to thoughtfully expand our definition so that it includes the ways in which adding digitalized content to our lives will transform our experience at every point of the day, not just those moments when we're sitting in front of a computer or wearing a virtual reality (VR) headset. The Metaverse is a new paradigm for how humans and computers will interact, not a specific digital world.

Although this expanded definition of the Metaverse may not match the current common assumption that “Metaverse = immersive,” I'm hardly a lone voice in the forest on this point. Consider this 2022 statement from Nick Clegg, Meta's President for Global Affairs:


The metaverse isn't just about the detached worlds of VR … It stretches from using avatars or accessing metaverse spaces on your phone, through AR glasses that project computer‐generated images onto the world around us, to mixed reality experiences that blend both physical and virtual environments.7



Even more forcefully, Niantic's CEO John Hanke notably published a blog post in August 2021 titled “The Metaverse Is a Dystopian Nightmare. Let's Build a Better Reality.” (Come on, John, tell us how you really feel!) In this piece, he argues that the fully‐digital Metaverse is fragmenting, and ultimately potentially divisive, something we've all had a glimpse of during the Covid lockdown phase:


It's all too easy to get lulled into a routine of Zoom calls, online shopping, gaming … It encourages behavior toward one another that we would never tolerate in person, and is dividing our society by algorithmically pushing people into bubbles which reinforce the most extreme views.8



It's no surprise that as the company behind Pokémon GO, Niantic instead is focusing on leveraging technology to get us all off our sofas, out of the house, and connecting with others directly in socially meaningful ways – that's what the Pokémon GO experience is all about. The hundreds of millions of people who have played Pokémon GO since its introduction in 2016 (and the tens of millions who continue to play today) are telling us that there's something satisfying in this experience, in this digital/physical blend that moves with us as we move through our physical worlds. Noted tech observer Benedict Evans also confirms that the trend of our technology use across the past few decades is away from immersion and toward mobility, as we've shifted our most significant computer interactions from the PC to first the laptop and then the smartphone.9 We want to be out in the world, not chained to a desk.

“Bringing together people, places, and/or information” is another key part of this definition. There are a lot of wonderful VR experiences today that are truly enjoyable, but they are not part of the Metaverse. One example is single‐player VR gaming. I've spent hours playing engrossing games like Moss10 and Down the Rabbit Hole, but I don't think for a moment that I've been in the Metaverse for any part of that time. The Metaverse is about interconnectedness, and that alchemy is created only when two or more worlds are combined, whether it's by connecting physical and digital worlds, real or imaginary, or using digital means to connect separated physical realities. Playing a game on my own doesn't connect me with any person, place, or thing outside the imaginary world of the game.

Meeting the avatars of colleagues in PC‐based Virbela or giving a presentation in one of Engage's VR conference rooms, however, are Metaverse experiences. Playing a single‐player game doesn't have any ramifications beyond the game itself, whereas interacting with others digitally has just as much weight and importance as meeting them in the physical world does. Playing Beat Saber in real time against a friend is a Metaverse experience, while playing Beat Saber solo is not. Even if the only problem you're solving is “How can I share a memorable time with my friend who is not physically here?,” the presence of another person adds weight and import to your digital experience that solo experiences lack. The joint memory of the game is something that can deepen (or, if you're unlucky, destroy) a relationship; at the very least, it's a new memory that you've created together. Game design consultant Nicole Lazzaro has said, “The most important part of the Metaverse is people,” and she's absolutely correct.11 But the “bringing together” part of this Metaverse definition isn't limited to bringing people together; it's just as relevant for situations that take you to new places, or that teach you new information. It's the connection to something outside yourself, something new, that is king.

“In real time” is one of the key differentiators between Metaverse and near‐Metaverse experiences, which we'll look at in the next section. I have to give credit to Unity for bringing my attention to this factor. According to Unity, whose platforms enable the creation of a large amount of the Metaverse's 3D content, the Metaverse is “the next generation of the internet that is (1) always real‐time, (2) mostly 3D, (3) mostly interactive, (4) mostly social, and (5) mostly persistent.”12 The need for real‐time interconnectedness, awareness, and action has powerful implications, ranging from the ability to sense the immediate context and surroundings of the viewer to the need for low‐latency connectivity.

“In a way that transcends that which is possible in the physical world alone” is a wordy way to capture one of the Metaverse's most significant distinguishing factors: its potential for magicality. By creating digital and partly‐digital worlds that we can experience directly, the Metaverse offers us the ability to be, do, see, live, explore, and create literally anything that our imaginations can dream up, and probably even more than that. I once met some work friends in the VR meeting space RAUM for an end‐of‐year Christmas party, and we ended up shooting virtual hoops together with beautiful shiny digital Christmas ornaments. It was silly and funny and pretty all at the same time, and enchanting, while being very hard to explain to someone who wasn't there. That's the kind of magic that the Metaverse is capable of creating, the equivalent of sprinkling glowing fairy dust on even the most mundane of transactions. It's always important to keep the potential “wow factor” of the Metaverse in mind, and to remember that it's a place where even ho‐hum daily activities can be made fun. As ESPN graphics pioneer Marc Rowley puts it, “The goal when you are creating a product … is to make something magical. If you do this, people will come back for more.”13

Tucked into the end of my definition is, of course, the problem‐solving element, which we can also think of as “relevance outside the immediate world of the Metaverse.” As we move through this book and look at the various experiences that fall into the category of “Metaverse” and “Metaverse‐adjacent” today, I'll be continually applying the yardstick of whether each version solves a problem of significance or not. I've found this approach to be a useful guide to sorting out the Metaverse wheat from the chaff, and understanding which elements of what we consider the Metaverse today are likely to have longevity and which may only be flashes in the pan.

From this discussion, we can boil down the interconnected realities definition of the Metaverse into five key points:


	Partly and fully digital

	Interconnected

	Real‐time

	Magical

	Relevant



These five points are the experiential elements that will contribute the most to the creation of a useful, engaging, long‐lasting Metaverse that we will ultimately all participate in, whether we access it through AR, VR, our PCs, or a smartphone.




Interconnected Realities

Now that we've defined the Metaverse in a conceptual way, let's start getting concrete, to help us understand what is already here, what is yet to come, and how we will ultimately reach the transformational power of bringing together the digital and the physical.

I've found it helpful to think about the products of this digital/physical union in four different categories, as depicted in Figure 1.1.

The two key categories that I've found most helpful for classifying and understanding Metaverse and Metaverse‐adjacent experiences are:


	Whether they are a layer of digital information available in our physical world, or are fully digital. These are shown in the horizontal labels in Figure 1.1.

	Whether they're real‐time and allow for two‐way communications, or are asynchronous, one‐way communication (i.e., precreated information that is being accessed at a later point). These are shown in the vertical labels in Figure 1.1.



Let's look at each of the four resulting categories in turn. (The bulleted examples in each box will be described in detail in later chapters.) These first two categories are the two that, together, constitute the more broadly defined Metaverse as I've defined it above. The second pair of categories are not the Metaverse per se, but are rather Metaverse‐adjacent.
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Figure 1.1 Four categories of interconnected realities




Real‐Time Integrated Content

In this category, digital content is generated based on the user's immediate physical surroundings and needs. The first wave of this kind of digital content, already relatively widespread, consists of information such as user manuals or translated subtitles, which appear to hang in the air and do not interact with the physical world. In its advanced form (mostly still to come), this digital content will be visually integrated with the user's physical surroundings, such as seeing a live hologram of another person that seems to stand on the floor in the user's own physical space. The hardware used to access these digital/physical content integrations are largely smartphones today, and, in the near future, AR glasses, as well as via pass‐through video from some VR headsets.



Real‐Time Immersive Content

This is the category that most clearly contains “the Metaverse” in today's most widely understood definition. In these fully digitized worlds, you are represented by a digital avatar, through which you can interact with other digital people, places, and things, for various purposes. These worlds do not always need to be accessed via virtual reality headsets (Fortnite and most of the Web3 real estate spaces such as Decentraland, for example, are primarily accessed via PC), but many of them are.



Preexisting Integrated Content

This category is currently the smallest of the four, and consists of content created earlier that you can access when in the right location. The amount of actual integration with the topography of the physical landscape can be low – quite often you simply see a digital object hovering in space, as was the experience of the early players of Pokémon GO. A better digital/physical integration of precreated content comes from Snapchat's Community Geofilters. With these, you're able to look at a landmark such as the Eiffel Tower through a Snap Lens, and see the physical‐world visual experience transformed (it's now a giant penguin!) by a digital filter created by someone else in the Snap community. Most experiences in this category are currently accessed by smartphone.



Preexisting Immersive Content

This is a wide category, which includes almost all nongaming VR content today. The “preexisting” or “one‐way” nature of this content refers to its having been created earlier, and not changing when you access it (though it may change you!). Most VR created for training falls here, for example, as well as most VR for mental and physical fitness, and VR experiences for social good.



Metaverse‐Adjacent Categories

The Metaverse‐adjacent categories are significant because, as we'll explore later, the true Metaverse categories are fiendishly difficult to enable technically, especially at any significant scale, and it's the real‐time requirement, above all, that is the hardest bar to clear. As Matt Miesnieks, originally CEO of AR mapping company 6D.ai (later purchased by Niantic), puts it, “Anyone who has worked in telecommunications (or on fast‐twitch MMO game infrastructure) deeply understands that real‐time infrastructure and asynchronous infrastructure are two entirely different beasts.”14 The examples we have in those categories today are enticing tips of an iceberg that it will take years and many, many individual technical innovations to realize fully.

Metaverse‐adjacent experiences, however, are low‐hanging fruit. They're relatively easy to access today with existing hardware and connectivity, and they're relatively widely used (see Figure 1.2). They're the training wheels and the on‐ramp to what will later be the full‐blown Metaverse, and they teach people now both what kinds of unique and wondrous experiences can be created by digital/physical fusion, as well as how to access and enjoy them. Equally important, by looking at what is successful at this stage and what is not, we can begin to deduce what elements will be most important for building useful, relevant, and compelling Metaverse experiences in the future.

As we'll find, there are a surprising number of experiences that, even though they are technically Metaverse‐adjacent for the reason of not having real‐time two‐way flows of information, do fulfill my Metaverse criteria of being digital and solving real problems by providing magical connections to other realities. When thoughtfully crafted, even an experience that lacks a real‐time connection to something outside itself can build meaningful bridges between you and another world.
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Figure 1.2 Metaverse and Metaverse‐adjacent categories of interconnected realities






It's All Real

There's one last point that I'd like to make before we start individually examining the wide range of digital worlds and experiences that can today lay some claim to being part of the Metaverse, to see what problems each solves and how they might contribute to a larger, more unified Metaverse in the future. (In other words, which “realities” are going to become “interconnected.”)

You may not have noticed, but whenever I talk about the actual world that surrounds us, I always call it the “physical world” and not the “real world.” There's a very simple reason for this: Digital experiences are also real.

When I'm giving a presentation with slides in a virtual meeting room in RAUM, it makes no difference that the audience is a group of avatars – I'm still giving a presentation to an audience, and my memory of the event is no different from the experience of giving a presentation with slides in a meeting room in an office building. If someone in the audience rudely interrupts, it's equally rude in both situations. If someone crowds very close to my avatar in Meta's Horizon Worlds, it's just as invasive and disturbing as someone pressing too close to me in a crowded subway. And it's not just me – enough people have this feeling that Horizon Worlds and other VR gathering places have now instituted solutions like Meta's Personal Boundary, which prevents other avatars from coming too close to you.

In fact, experiences in digital worlds are so real that many couples have fallen in love after initially encountering each other as avatars in VR spaces, which is highlighted in the charming HBO Max documentary We Met in Virtual Reality.

The “reality” of digital worlds is not limited to person‐to‐person contact. In VR games with highly charismatic characters, I've been surprised on several occasions to find myself missing spending time with them after I finish the game. I had this experience with both versions of Moss, in which you work with the utterly delightful plucky little mouse Quill – which isn't surprising, because Quill is just so darn cute, and it's deeply rewarding when she high‐fives you after you've just solved some particularly thorny problem together. But I also had this experience after playing Trover Saves the Universe, which did catch me off guard because the character of Trover is so foul‐mouthed and ready to tell you what an idiot you are if you make a stupid mistake that I didn't realize that I was bonding with him. Hey, what can I say – he made me laugh!

Perhaps the best example that I can give of the “reality” of digital worlds is to talk about the VR situations that induce fear. I was as excited as the rest of the VR gaming community at the release of Half‐Life: Alyx, a beautifully rendered, deeply absorbing game that came out in 2018. But I had to stop playing the game about halfway through, because getting attacked by zombie‐like humans in the digital world terrified me so deeply that my hands shook too much in the physical world for me to reload my virtual zombie‐zapping gun quickly enough in the digital world, and I would just get killed over and over. I also stopped playing the VR version of Westworld, because the sensation of getting my throat slit when I got caught, even though it was just happening to my digital self, was incredibly unpleasant emotionally.15 As we'll see in a later chapter, digital experiences are indeed real enough to be successfully employed in phobia reduction and other measurable wellness programs.

Whether it's happening in the physical world, or happening in the digital world, or happening in a mix of the two, it's all real. As the saying goes, perception is indeed reality. Keep that in mind the next time you find yourself about to talk about “the real world,” especially if your intent is to contrast the physical world with the digital world.

And now – let's take a closer look at the digital worlds that are already here, and what kinds of realities they create.
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2
The Social Metaverse










	Purpose: Meeting other people in digital environments for socializing, education, and enjoying shared activities

	Problems Solved: Transcends the limits of physical location, allows you to display the identity and join the community of your choice, and wear great clothes

	Key Access Method: Consumer VR headsets, PCs, smartphones

	Contribution to the Wider Metaverse: Meaningful connection to others, proving the need for “rules of engagement” to discourage bad behavior, the ability to create new worlds as well as preserving those that might be lost









There are two main categories of digital experience that are most closely associated with the broad term “Metaverse” today: virtual reality (VR) social Metaverse spaces such as VRChat and Horizon Worlds, and PC‐based Web3 Metaverse spaces like Decentraland and The Sandbox. (I'm going to discuss these separately, because, as we shall see, they are indeed very separate from each other.) But they're not the only Metaverse categories in town. There are the gaming Metaverses1 growing in worlds like Fortnite and Roblox, and purpose‐built Metaverses like the ones created by apps in the areas of wellness, service provision, and social good. Then we have the whole separate category of Metaverses created for corporate use. These bear a relation to the general Metaverse not unlike the relationship between corporate Intranets and the global Internet – separate, but vital for the provision of key services to the companies that run them. Finally, there is the Metaverse‐adjacent category of augmented reality (AR), which is separate from the Metaverse now, but will become increasingly important to it in the future.

Let's spend some time getting to know what each of these Metaverse and Metaverse‐adjacent categories consist of today, including what problem each solves, what hardware each runs on, and what activities, values, and expectations each is likely to contribute to a more unified Metaverse of the future. Once we've done that, we'll have the foundation to look at how this world is likely to evolve, and what the most significant engines for that evolution will be.



Entering a New World

The social Metaverse is often the first fully immersive Metaverse that people experience when they put on a VR headset. Both VRChat and Horizon Worlds, already mentioned, are big titles here, as are Engage and Rec Room. These are all full‐blown Metaverses, featuring two‐way communication with other people in real time in an immersive, interactive environment. You can access all of them in either a VR headset or on the two‐dimensional screens of a PC or smartphone. Rec Room gets the award for supporting the most access platforms by being available via Android, iOS, Windows, Xbox, and PlayStation, as well as in most VR headsets.

In all of these digital locations, when you first enter, you're prompted to create or import an avatar that will be your digital embodiment while you are in the space. Personal preferences vary at this point – you can either choose to have a different avatar in each different world, perhaps looking professional in Engage while looking scruffy and streetwise in Rec Room, or you can go with a service like Ready Player Me that gives you the option to reuse a favorite avatar across a growing number of popular platforms. Because the most common VR headsets only know where your head is, and the VR hand controllers only know where your hands are, many avatars of the current generation don't have legs. This changes when you move into higher‐end VR hardware, as we'll see later, but for now, be prepared to be a floating torso with a head and hands in many VR social Metaverses.

Once you've selected what the upper half of your body will look like, you will then be given a choice of which individual room within the digital world you would like to join. The mechanisms for each platform vary slightly, but in general, you'll see a list of public events that anyone can attend, as well as a list of private events to which you must have an invitation to attend. Selecting an event teleports you to the room or space where it's happening. Once you're in the room, you can join whatever the event is. If it's a presentation, you can sit or stand in the audience and ask the presenter questions. In many platforms, you can raise your hand to be recognized, just like in the physical world, and can stream emojis over your head to indicate your response to what someone else is saying, in lieu of facial expressions or body language, then can mingle and meet people afterward, just like in the physical world. Destinations like Engage, Virbela, and Spatial tend to be a bit more business‐focused than some of the other locations, and gathering is, in many cases, done purposefully in certain rooms among certain groups, to discuss certain topics.

VRChat, Rec Room, and Meta's Horizon Worlds are more about wandering and discovery. Instead of starting off in a private place, where you have alone time to read through a menu that is mostly text, you're dropped into a central spawning point, with lots of other people, and it's up to you to wander around and discover portals to other worlds that other people have created, which use more visuals to advertise themselves than text. These worlds can be very elaborate – I've gone bowling with friends in VRChat, and had archery competitions with strangers in Horizon Worlds, for example. The emphasis in these worlds is more the serendipitous discovery of new places, and new people, as well as having fun.



What Problems Does the Social Metaverse Solve?

While these activities sound very simple, they are actually solving several problems at once.


Physical Location

One of the most obvious problems is the problem of physical location. If I want to spend some time with a friend who is located somewhere else in the world, whether it's Kansas City or Canterbury, meeting in a VR social Metaverse space really does give me the feeling of spending time with them, far more than a phone call or even a Zoom call does. There's something that happens when your avatars are both moving in the same digital space, maybe trying to figure out how to pick up that bowling ball, or putting on costumes together and dancing at virtual Burning Man, that gives that sense of presence, of an actual visit, that you don't get from a 2D screen.

There are several other immersive worlds worth mentioning that focus specifically on bringing people together, including Bigscreen and Meta's Horizon Home. Notable for its focus on families and children is Half + Half, while AlcoveVR creates a cozy space for family to visit, share memories, and play games with elderly family members who live too far away to visit often in person. vTimeXR adds an extra dimension of providing exotic 3D environments for your gatherings, so if you'd like to get together with your distant pals in a Japanese garden or a beach on Bali, vTimeXR can be your group's VR travel agent, while gathering around a 3D map of a physical location in Wooorld can help you share memories of a past trip, or plan a new one together.



Identity

Another problem that the social Metaverse solves is the problem of identity. In VR worlds, you can choose any avatar to represent yourself that you damn well please, and it certainly doesn't have to look like the physical you at all. This can be extremely liberating if there is anything about you that others may judge you for, consciously or unconsciously: gender, disability, height, weight, age, skin color, shoe size, place of birth, you name it. As one 18‐year‐old woman in South Korea put it in a recent interview about the Metaverse, “There are parts of this avatar that are reflecting the real me and some that are not. … In real life, I gain weight easily, but in the Metaverse, you can choose your body.”2

If you've ever wanted to explore how people treat you when you're something that you're not in the physical world, now's your chance.3 Even if you're just experimenting with unusual haircuts or different clothing styles than you would sport in the physical world, the Metaverse offers the opportunity to display yourself to others as you would truly like to be seen, instead of being limited by the body that you were by chance born into. When surveyed, 52% of GenZ (born roughly 1995–2010) says that they feel “more like themselves” in the Metaverse, and this freedom of identity, or even from identity, plays a large part in that sensation.4 This was recently expressed by an 18‐year‐old woman in the United States in this way: “I feel I'm more able to express myself when I'm online. I like the combat look because it shows people that I'm a fighter, I'm strong. It gives me a sense of equality.”5

The freedom that many people feel when represented by an avatar, rather than their identifiable physical selves, does have a downside in that sometimes people feel that this gives them carte blanche for bad behavior. (This is why personal boundaries in the various spaces are so important.) For example, I was once in the audience at a presentation in one Metaverse platform about the future of computing, and at the end of a riveting half‐hour talk, the speaker opened up the floor for questions from the audience. The first person she called on, an avatar who had been three people over from me and who had been listening during the entire speech, just said, “[bleep] [bleep] [bleep],” and vanished from the room. What the heck? They waited for half an hour, just to shock us all with awful language, then run?

I've been to plenty of events before and since that did not have any teenaged profanity bombers, but when everyone is effectively wearing a mask, that can give rise to a certain kind of rule‐breaking courage that is negative, as well as encouraging a rule‐breaking courage that is very positive indeed. The kind of personal freedom and courage granted by the Metaverse is summed up well by a 20‐year‐old woman from the United Arab Emirates, who said in a recent interview, “You can forget about the anxiety you have speaking with people, it's much easier online. You feel the freedom to make your own house, world, people, family, and friends.”6

On the other hand, there are plenty of people who want to appear in the Metaverse exactly as they do in the physical world, particularly for business or professional reasons. Meta is working on what it calls Codec Avatars 2.0, which uses multiple neural networks to generate photorealistic 3D avatars from nothing more than a smartphone face scan paired with real‐time eye tracking and voice input. Although we don't know when these will be available, one person working on the project commented in May 2022 that while this goal once seemed “ten miracles away,” now it's only “five miracles away.”7



Great Clothes

Seeing and being seen are necessary functions of virtual worlds, so it's no surprise that looking good matters. The welcome news is that it's easier to look good in the Metaverse than in real life, which was hinted at by the South Korean woman we heard from earlier who was pleased to be able to have skinny avatars. Another South Korean woman addressed the attraction of outfitting yourself digitally in this way: “You can buy clothes in the Metaverse for much cheaper than in real life, and you get a satisfaction from being able to wear clothes you don't usually wear.”8 Outfitting yourself is a different topic from the identity expressed by your avatar's body characteristics; the clothes you choose can represent fashion, or a role in life, or a whimsical outlook, or a declaration of what's important to you. A gorilla avatar wearing a tutu gives off a completely different vibe than a gorilla avatar dressed in combat fatigues, for example.

The satisfaction of being able to dress your avatar in – well, whatever you want – is attractive enough to inspire even nonimmersive Metaverse versions, such as Ifland, created by SKT, a telecommunications company in South Korea. In this smartphone‐based Android app, you create an avatar and enter a virtual room on your screen, where your avatar can interact with other avatars. The main activity in Ifland is the viewing of social videos, which play on the walls of the virtual rooms. It's the same as watching YouTube or TikTok videos on your smartphone, currently the favorite pastime of most of the world's teenagers, except you're watching the videos and commenting on them with other avatars, and you all have more fabulous clothes, makeup, and hair than you'll ever have in the physical world. In these digital havens, you can wear branded, cutting‐edge fashions, or create your own looks and start your own fashion trend. The other people in the room are as much a subject of your gaze as the videos are.

Looking amazing through your avatar is a central driver of the world's most popular Metaverse platform, which you may be surprised to learn is South Korea's Zepeto.9 With more than a quarter of a billion individual users around the world, 70% of them female, this smartphone‐ and PC‐based virtual world allows users to create and sell clothing or to architect environments where they can interact with friends and strangers. It's not Web3 (that is, there's no Blockchain involvement or non‐fungible tokens [NFTs]), and it's not immersive, but the avatar‐to‐avatar interaction that's at its center is powerful enough to keep its 300 million users coming back day after day. One of the main activities is taking selfies with your friends, which absolutely requires striking poses while wearing stunning clothing. Crucially, you can take selfies with the avatar of anyone you friend, and these friends can include celebrities. The avatars of Ariana Grande, Selena Gomez, BTS, and Blackpink are all hanging around in Zepeto, just waiting to be photographed with you – so you'd better be well‐dressed when you meet them!10 Happily, branded fashion from houses such as Nike, Gucci, and Ralph Lauren are affordably available in Zepeto, so keeping yourself eternally on‐trend is satisfyingly within reach.



Virtual Communities

By erasing physical distances and allowing people to represent themselves in any way they choose to be seen, social Metaverse spaces lend themselves remarkably well to the formation of communities. I belong to Bookflow, a weekly book club dedicated to future possibilities in human development and technologies, for which leader Michael Morrissey has created a VR meeting place in Spatial adorned with giant stacks of the books we've read in the past.11 Because we meet in Zoom as well, I know the physical aspect of most club members, and it's mildly revealing of their personalities to see what they choose to focus on in their choice of avatar. In this community, most people stick pretty closely to their physical world manifestation, although we do all seem to look much younger in Spatial than we actually are. (Myself included!)

The other end of the spectrum is represented by the devoted communities formed around the concept of VR roleplay. Many of the worlds built by this community, including Fractured Thrones, Neon Divide, and the Aether Chronicles, have been lovingly constructed within VRChat. Each world features a story created by the equivalent of a Dungeon Master, with roles assigned to various known characters, who have been developed over time by the real‐world humans who play them. This is immersion on a grand scale – not only are players immersed in the digital world of the story, but they are also consciously crafting and acting out a part, remaining in character no matter what happens in the roleplay. While the starring roles in the most complex stories are played out by characters who have established themselves in the VR roleplay world over time, the community is also very welcoming of new players. Purple Lotus specifically has a staff to help newbies understand the ins and outs of the community, and trains new users how to participate in the ever‐evolving stories. You can begin as an NPC (non‐player character), the equivalent of a spear carrier standing in the background, and work your way up, especially if you've put in the time to create and embody a unique character who brings something new to the environment. Devotees of VR roleplay are passionate about their worlds, their craft, and the other people in the community, even if they've only ever encountered them as a certain character who has an assumed voice and particular body movements.

Because VR roleplay is all about character creation, it's in this world that we encounter people who have gone the extra technical mile and use full body tracking as part of their VR experience. This requires having a higher‐end VR headset than the Meta Quest 2, such as the HTC Vive or the Valve Index, which connects through a wire to a high‐spec gaming laptop, and costs roughly three times as much as the Quest. In addition, the player must attach Vive Trackers, round pucks about four inches across, to key joints (generally the hips and ankles) so that their full body motion can be detected by external sensors that go in the corners of their VR space. Once all of that is in place, VR picks up not just the motion of your head and hands, but everything about how your body moves. Algorithms calculate the probable position of body parts that don't have pucks on them, such as elbows and knees (though they don't always get those right, with results that can range from comic to alarming).12

For VR roleplayers, this extra effort is worth every penny of cost and every moment of extra setup time, because they're able to truly express their characters with their body as well as their voice. The results are astonishing – having that additional body animation, as well as the higher level of rendering enabled by the higher‐spec headsets, makes VR roleplay characters vibrant, immediate, and human in a way that makes the avatars in other worlds look like wooden puppets. And you can dance! It's probably no accident that the people who were interviewed for the HBO Max documentary We Met in Virtual Reality, which was entirely filmed in VRChat, were all couples who have fallen in love with each other's full‐body avatars. Even if you're seeing an idealized avatar face and body, you're still hearing their true voice and watching their true body movements, which is enough information to be the basis of a genuine connection between you and someone new. As one GenZ interviewee on the subject of the Metaverse put it, “What I like most is the social aspect … it makes the community feel connected. It's not just some guy in a suit in a boardroom dictating what we should play, it's a game driven by users.”13



Preserving the Past

Perhaps the most meaningful use of the democratized power to create new worlds that digital worlds offer is shown by groups who are not creating new worlds, but rather recreating lost ones. The Manitoba Anishinaabe tribal group created Manito Ahbee Aki, or “the place where the Creator sits,” within the Minecraft gaming platform to be a “fun, engaging world where [visitors can] gain insights into genuine Indigenous experiences and perspectives.”14 Crucially, the Anishinaabe digital world represents a moment before European colonization, and is thus able to teach culture, knowledge, and tradition in a fully Indigenous environment.

Similarly, tribal groups in Colorado have collaborated on the VR project Resonant, which layers history and culture over a 3D capture of Balcony House in Mesa Verde National Park.15 Tribal members narrate the immersive experience, using spoken examples of the Tewa language and tales from the Hopi and others to stitch together the ancient site with the lived experience of the site's stakeholders and descendants today. Visiting both of these virtual Indigenous sites is more a connection to a culture than to another person directly, but the intent is that by more fully understanding the culture and history of other groups, improved person‐to‐person empathy and connections will follow.

Tuvalu, an island nation of 12,000 in the Pacific, is so threatened by rising ocean levels that it is estimated that it will be completely submerged by the end of this century. In addition to figuring out where the nation's citizens can go when the worst happens, the island's leadership has called for a Metaverse‐based copy of the island to be created, so that the place and its culture can be preserved forever.16 Tuvalu's Minister of Justice, Communication and Foreign Affairs, Simon Kofe, chillingly addressed the COP27 global climate convention in November 2022 from what at first looked like a physical island, but quickly turned out to be a digital copy of a small island at risk of soon vanishing forever. His closing words were, “We must step up to the climate challenge today. Otherwise, within a lifetime, Tuvalu will only exist – here.”17

This heartbreakingly brings to mind one of the most beautiful episodes of television in the history of the world, the 1992 episode of Star Trek: The Next Generation entitled “The Inner Light.” In this episode, Enterprise captain Jean‐Luc Picard is knocked unconscious by an energy beam from an unmanned alien craft. When he awakens, he finds himself living a life on an unknown planet with a peaceful artistic culture. Unable to leave the planet, he ends up spending 40 years of his life there, becoming an active part of the community and learning to play the flute. As he nears his death from old age, surrounded by his loving family, he is finally informed that this planet was doomed to destruction by its expanding sun, and he was the target of a mindray sent out into space to ensure that at least one person in the universe had a memory of the place and its culture before it vanished. Picard then wakes up to find that only a few minutes have elapsed in his life on the Enterprise. But he's now an expert at playing the flute and never forgets his second parallel lifetime lived in creative tranquility.

Community sites in the Metaverse being able to capture and preserve the love, joy, accomplishments, and unique worldview of places and cultures that are no longer present in the physical world is a far more profound purpose for Metaverse social spaces than just being a great place to show off your latest Gucci kicks. We won't need an alien mindmeld to transport us to Tuvalu, Mesa Verde, or, I hope, many, many more underrepresented places and peoples in the future.




Branded Experiences

So far, we've been looking at social Metaverse spaces that are largely created or populated by individual communities and users. There are also plenty of other commercially backed social Metaverse experiences developed by corporate entities for branding and customer mindshare. Most of these externally sponsored social Metaverse sites provide a place to meet others, alongside some sort of brand experience. The best of these take unusual turns, which offer surprise and delight as well as a location to hang out. One example is Nope World, which launched in Horizon Worlds in 2022 in conjunction with the release of Jordan Peele's movie Nope. Made up of visuals and interactive games based on the films Nope and the earlier Get Out, Nope World was designed not only as a place for fans of Peele's films to relive the spookiness of both movies, but also as a gathering point for fans to discuss their theories about what's really going on in the films. The site includes plenty of Easter eggs, but, critically, no spoilers.

An unexpected juxtaposition of themes occurred in 2022, when McDonald's created a VR Hall of Zodiacs in Spatial to celebrate the dawning of the Chinese Year of the Tiger. This was a large hall, dominated by a gigantic tiger sculpture, with 12 separate alcoves that each represented one of the signs in the Chinese zodiac. Within each alcove was a smaller sculpture of that sign and the horoscope for that sign for the coming year written in text on a panel. When I first arrived in the hall, I made a beeline for the snake, since that's my Chinese zodiac sign. I was so engrossed by what I learned, and what I was learning about the Chinese zodiac from the whole experience in general, that I ended up looking up the horoscopes for all of my family members, then all of my friends whose birth years I knew. At that point, I realized that each of the zodiac sculptures had on them a tiny McDonald's charm somewhere – like a tiny golden bag of fries dangling from the end of the snake's tail. This made me go back to all 12 of the individual statues, trying to find the charm on each one. Only then did I realize that there was a balcony behind the pavilion, from which you could launch floating, glowing lanterns into the sky. I ended up spending well over an hour at the site, and recommended it to many of my VR friends afterward. There's not a clear connection between McDonald's and Chinese New Year, beyond, I suppose, McDonald's just wanting to reach out to the global Chinese community, but that really didn't matter. I had an enchanting, engaging experience, where I learned more deeply about a culture that is not my own, and I came away with a greatly improved mental image of McDonald's for having taken the time to provide me with a world like that to explore. Brand engagement, brand awareness, brand loyalty – all of these are enhanced by well‐crafted locations and experiences in the Metaverse.

As much as I loved the McDonald's experience, the branded social Metaverse experience that has been the most meaningful to me personally was a 2020 concert by Janelle Monáe held in VRChat in conjunction with the HBO series Lovecraft Country. It was the final event in a string of Lovecraft Country‐linked VR experiences created by HBO, and just thinking about it now gives me goosebumps again, even years later. Janelle was on an otherworldly stage as a statuesque, queenly avatar, and all of us in the audience were dancing around her. She sang and spoke words of engagement and empowerment. Being there as an avatar, surrounded by other galactic‐looking avatars, made it easier to forget the reality of my daily life, and to truly absorb Janelle Monáe's inspiring words and really think about what they meant for me. Being fully present there as an avatar made it possible for me to be far more aware and receptive than watching the same event on YouTube would have made me. By the end of the concert, I had tears in my eyes from the beauty of it all, and new iron in my soul from the power of her words.

HBO was clearly experimenting with VR in their Lovecraft Country event series. Another bold social Metaverse VR experiment came from the theater group The Under, who in July 2020 collaborated with developer Tender Claws to present actor‐driven live and interactive performances of Shakespeare's The Tempest with up to eight audience members at a time. Performances occurred in a purpose‐built app within Oculus Quest and tickets had to be purchased ahead of time at $15 each. When it was time for the performance to begin, audience members’ avatars were met in the virtual theater lobby by the avatar of a real‐world actor, who then took the audience into a series of virtual worlds that represented the successive scenes of the play. The actor played the lead role of Prospero (with gusto!), and assigned different audience members to play various other roles, which involved plenty of interaction with the other audience members as well as with the virtual world of the play. No knowledge of The Tempest's plot was necessary, and if the resulting experience wasn't exactly Shakespearian, it was great fun, especially since what happened was very much down to the whim of the actor driving the performance on that particular day. I enjoyed it so much that I attended multiple performances, and had massively different experiences each time. The feeling of being part of something that was being created in real time, almost on the fly, as the actor got a sense of who the audience members were and what they were capable of, was thrilling and daring and magnificent. Kudos to the actors who drove those performances! This was a whole new kind of participatory theater that I hope we see more of; watching someone else play the character of Miranda is very different from being Miranda yourself.

The desire to be part of something, rather than just watching it passively, is a big driver for many fan‐built environments in the social Metaverse. When the TV show Squid Game reached the heights of popularity in 2021, its concept of playing childhood games with lethal consequences caught on big in the social Metaverse, where of course lethality is only temporary for your avatar. Developer Soaring Roc, for example, created an unofficial multiplayer version of Squid Game's Red Light/Green Light game that was available on the Oculus VR headset through Sidequest, a platform for accessing VR apps that have not been approved by Meta for inclusion in the official Quest store. For all those people who watched the Squid Game series and wondered how well they'd do in those circumstances, playing reenactments of the show's games in the Metaverse was the perfect way to find out.



Hello? Is There Anyone Here?

The social Metaverse locations that routinely attract the most users and the most repeat visitors seem to be the ones that, like Zepeto, make the creation of new content extremely easy. Rec Room, which has had 75 million unique visitors since its launch in 2016, excels here. Mindblowingly, creators on the platform have built “more rooms than Apple has apps on the iOS App Store,” and they can make money from other users by selling access as well as in‐room objects and even currencies. Rec Room paid out more than $1 million to its creators in the first quarter of 2022 alone.18 We'll take a closer look at the creator economy in a later chapter.

Not all social platforms are this successful, though. Leakage of internal Meta documents in October 2022 revealed that although Horizon Worlds does provide tools for visitors to build their own experiences, fewer than 1% have actually done so, and less than 10% of the worlds that have been built have been visited by 50 people or more in total across the life of the space.19 Ouch. As one internal document baldly states, “an empty world is a sad world.” Perhaps most damningly in the comparison to Rec Room, a monetary mechanism to reward creators for their efforts had at that point generated payouts of less than $500 globally.

This is pretty horrifying. Without knowing the ins and outs of the actual tools, payout mechanisms, or creator experience of both Rec Room and Horizon Worlds, I can't comment on whether some difference there is leading to this spectacular difference in engagement. And even though Rec Room is widely available on PCs, and Horizon Worlds is currently only available through a VR headset, that's not the answer, either – VRChat is also a VR‐only experience, and it's filled with passionate communities and creators.

Whatever Horizon Worlds’ ultimate challenges may be, there are some other unsuccessful social Metaverse sites that I've experienced whose problems are immediately and painfully visible. Most of these have fallen into the category of “worlds created to show off an organization,” and most of them are PC‐based. There is nothing more tedious than having to download a (usually pretty large) file, wait for it to start up, then to use your arrow keys to navigate your avatar around a room or series of rooms whose only contents are text, video, or objects celebrating the accomplishments of the organization that created it. Yawn. If I wanted to know about the organization, I'd get the same information much more quickly by reading bullet points on a website; putting it in a “Metaverse” where each information nugget is accessible only after time‐consuming and awkward avatar navigation is shockingly disrespectful of my time.

Not to pick on the EU, but their Global Gateway Metaverse, unveiled in late 2022 and intended to highlight the EU's Global Gateway Investment Plan, is a perfect example of this kind of space that is focused on the organization that created it, not on the end‐user experience. Here are some highlights, as reported by the website Devex.com:


Stories about EU development cooperation are playing on video screens in various locations. There is a 24‐hour beach party … Dolphins jump through the air. Drones hover, carrying multiple screens flashing words such as “education” and “public health.”20



The space was supposed to foster discussion among its youthful attendees about big picture topics, but tellingly, it was “much easier to wave and dance at other people's avatars than strike up conversations,” a sign that the EU paid more attention to promoting its own story than building mechanisms for actual human connection. When they threw an opening gala, only six people attended.21

Now contrast this self‐centered, self‐serving – and ultimately empty – build to my cheerful, engaging McDonald's Chinese New Year experience, in which I happily spent an hour exploring information that had nothing to do with McDonald's but was relevant to me. McDonald's own products were present only as Easter eggs whose whimsical placement encouraged me to seek them out, and the compact environment was quick to download and simple to navigate. There were about 20 other people there when I was, and it was easy to communicate with them, as I found when I asked someone how lighting the lanterns worked.

In sum, social Metaverses seem to work best when they are:


	Magical (lighting and flying lanterns in the McDonald's world was beautiful)

	Interactive (ditto)

	Relevant/interesting for visitors (and truly so – your organization's products or accomplishments are neither)

	Easy to access and navigate (I'm so tired of bumping into virtual furniture that serves no point in the Metaverse as I try to move my avatar through some of these spaces, or feeling the clock tick away my life as I'm forced to traverse unnecessarily long digital distances)

	Effective at allowing interactions and conversation among visitors



Tellingly, it's the Metaverses that focus on solving its users’ problems (erasing physical distances between people, providing awesome digital clothes, informing me about my Chinese horoscope for the year) that get it right, and the ones that focus on solving their own problems (not enough people know our corporate mission!) that fail. Full marks to McDonald's, then, and a whopping 0 out of 5 for the EU's first attempt, as well as to many other similarly limp corporate‐created Metaverse worlds I've encountered (and won't mention by name). But hey, it's early days, and we're all learning. Not all websites launched in 1995 got it right, either.

▪ ▪ ▪

The social Metaverse is a wide‐ranging set of digital experiences, both immersive and not, that take place on a wide range of platforms. What ties them together is their ability to connect people with each other, as well as with places, experiences, and even the long‐vanished past.

Above all, the social Metaverse is profoundly human, erasing barriers of both distance and time to solve problems of disconnectedness of all kinds. It soars when it brings people together in magical, interactive environments, and flops when it is populated only with self‐referential content that would be more efficiently delivered as text on a website. As we develop these new technologies and spaces, it's important to remember that the Metaverse won't be the answer to every communications challenge, but for those that it is suitable for, it has the capacity to create memorable and inspirational experiences that will bring its audiences back again and again.




Notes


	1. Noted Metaverse thinker Tony Parisi is a strong proponent of the “There is only one Metaverse, just as there is only one Internet” school of thought. I agree, and want to make it clear that when I talk about something like “the gaming Metaverse,” I'm describing a certain category of experience within the wider Metaverse, not a separate entity. The different categories are on separate platforms and accessed in different ways today, but they're all going to contribute to the formation of the Converged Metaverse eventually. (Tony Parisi, in conversation with Amy Peck, “The Metaverse Won't Be Here Until It's Truly Open,” presentation at the Economist Metaverse Summit 2022, San Jose, California, October 2022)

	2. “GenZ and the Metaverse,” Nokia/Ipsos Whitepaper, September 2022.

	3. Of course, this only goes for your physical appearance – for categories like age, gender, or nationality, your voice will still give the game away if you talk to anyone. I suspect we'll have voice‐changing tools to take care of that before long.
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	5. “GenZ and the Metaverse.”

	6. Ibid.
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	8. “GenZ and the Metaverse.”

	9. https://www.bbc.com/news/business-59558921
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	11. Shoutout to Bookflow! What an amazing collection of thinkers.
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	13. “GenZ and the Metaverse.”
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	16. https://www.theguardian.com/world/2022/sep/29/could-a-digital-twin-of-tuvalu-preserve-the-island-nation-before-its-lost-to-the-collapsing-climate
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The Wellness Metaverse










	Purpose: Self‐improvement for positive outcomes, mentally and physically

	Problems Solved: Physical and mental fitness in a judgment‐free zone; participation with a wider community with similar goals

	Key Access Method: Consumer VR headsets

	Contribution to the Wider Metaverse: Active tools for self‐improvement and self‐actualization show that the Metaverse has gravitas, and can be the source of positive, life‐changing experiences









In this chapter and the next, we'll look at three areas that are each accessed by consumer VR headsets and contain varying degrees of interconnectedness of people, places, and things. This makes them sound vaguely the same, but they're not. Where these three realms – the wellness, social good, and service Metaverses – differ is in their individual purposes, and their resulting potential for affecting the everyday lives of real people in different ways. Let's start with what I call the wellness Metaverse, encompassing physical and mental fitness.

It was actually VR fitness that made me buy my very first VR headset, back in 2018. While at a telecommunications conference, I experienced the groundbreaking cycling app VZfit. The demo involved me getting on a stationary exercise bike, then donning a VR headset that put me right in the middle of a tank battle. I was one of the tanks. I could steer by tilting my head, I could shoot by pressing a button on the handlebars, and how fast my tank moved was controlled by how fast I pedaled the bike. Magical Metaverse alert – it was unbelievably fun! I played that game, right there in the middle of the expo hall, for a full 30 minutes before I reluctantly got off the bike and let someone else have a go. And this was when that “you don't realize you're working out” element that's a key part of VR fitness kicked in. There I was, in my lovely conference‐attending business clothes, surprised to find myself completely drenched in sweat. And grinning from ear to ear!

I have never been super‐athletic, but I do love playing games, and I realized at once that VR fitness was the thing that was going to make me enjoy regular, strenuous exercise for the first time in my life. And it has. Once I bought my own VR headset and exercise bike and started using VZfit and Supernatural every day, I lost 20 pounds. Another magical experience!



Physical Fitness: Getting Buff in the Metaverse

If you've never tried it, you may think that exercising in VR would be inconvenient, or even impossible. How can you really exert yourself with a box of electronics on your head? (Not a problem in a purpose‐designed fitness app.) Doesn't the headset get all sweaty? (Well, yes, but a rubber sweat guard over the VR headset foam that is in contact with your face solves the problem.) Wouldn't you crash into your furniture? (Honest answer: Sometimes!) The surprising news is that using VR for physical fitness is not only possible, but is also highly fulfilling, because VR exercise solves several problems associated with working out. The three main ones are convenience, self‐consciousness, and making it fun.

For many people, it's far easier to put on a VR headset in the privacy of your own home and to box or slice a sword at targets, squat or lunge to avoid obstacles, or cycle around the world than it is to exercise in more traditional ways. In VR, you don't have to lose any time driving to a gym, and if you're self‐conscious about your body in any way (and who isn't?), not only do you not have to show yourself to any other people when you're in VR, you don't even see your own body, which can lead to a feeling of freedom that helps you commit to the exercise all the more.

And then there's the gamification. Instead of counting endless reps or dreading how much this exercise is going to make your muscles hurt in the morning, you're smashing targets! Exploring the world! Getting that high score before the time runs out! And you don't even notice how much you're exerting yourself as you do. Studies by the Virtual Reality Institute of Health and Exercise have shown that people routinely underestimate how much effort they expend while within a VR fitness app.1 In direct measurements of physical exertion, the VR fitness app Supernatural works people just as hard as a vigorous bike ride does, while boxing apps like FitXR or The Thrill of the Fight are roughly equivalent to cross‐country skiing or playing singles tennis. I can tell you from personal experience that these apps move your muscles in a serious way. A further study at San Franscisco State University not only confirmed this underestimation of effort when working out in VR, but also found that participants actually enjoyed the experiences that demanded greater exertion the most, so they were more likely to return to the workouts that offered the most challenge.2

Even better, time invested in VR fitness apps gives more efficient return on that investment in terms of calories burned than traditional trips to the gym do, since there is almost no extraneous preparation or travel time involved. I take my VR headset with me on business trips now, so that I can get in my morning workout in whatever hotel room I'm in, without having to locate the hotel's gym or wonder if the equipment that I want to use will be available.



A Range of Metaverse and Metaverse‐Adjacent Experiences

Within the VR fitness category, we encounter not only fully immersive, real‐time, two‐way Metaverse experiences, but also prerecorded, one‐way Metaverse‐adjacent experiences. As I mentioned in Chapter 1, Metaverse‐adjacent experiences are important to consider as on‐ramps to the full Metaverse, areas where people can get a first taste of how exciting it can be to connect your reality to another. Let's look at fully immersive, two‐way Metaverse experiences first.
 

Metaverse Fitness Apps

The fully‐immersive real‐time VR fitness category is fairly small at the moment, chiefly because fitness is relatively easy to deliver by streaming a recording of a coach and a workout that was recorded (and edited and polished) earlier. But there is one standout in the category, which is one of my favorite VR experiences of all.


VZfit I have been exercising in VZfit since 2018, and I'm still in there every single day that I work out – which is most days, except when I'm traveling. (Full disclosure: I have been so impressed by my experience with VZfit that I have become an investor in VirZoom, its creator company.) My first exposure to them was in their fully imaginary, computer graphics‐based VZfit Play arena, where you can be the tank in a battle that I played during my first experience with them, or you can ride a flying unicorn through the trees, hunting for apples or gems, or you can chase dastardly horse thieves on horseback in the Old West – these are just a few of their many games. Or you can go over to VZfit Explorer, which uses Google Street View's 360‐degree image library to let you ride down any street in the world that Google has mapped.

Let me repeat that: Any street in the world! Thanks to VZfit Explorer in my VR headset, I have ridden my physical (stationary) exercise bike down into the Grand Canyon, through the abandoned towns near Chernobyl (how did Google get there?), through the breathtaking Alps, across Japan, along the length of Austria, and too many other places to count, let alone mention. I now know what the mountain highlands look like in both Peru and the Philippines. I've been fogbound in Alaska and seen stunning sunrises in Montenegro.3 Through VZfit Explorer, I'm able to connect my physical reality at home with locations literally almost anywhere on the globe, and truly feel transported there. Just this morning, I was riding through some stunningly spectacular mountains in Brazil north of Rio de Janeiro. An advantage of cycling in the virtual world is that when I'm visually riding up or down mountains, my actual pedaling resistance doesn't change, so it's a lot easier to ascend the heights of the Serra dos Órgãos National Park in my VR headset than it would be in the physical world. (Though I swear it feels more difficult to pedal when all my eyes see is a steep gradient in front of me!)

I genuinely look forward to my daily rides, because of this ability to connect myself with another location, and am constantly asking my husband to “come take a look at where I am today” because I'm seeing so many amazing places in the world that I never thought I'd visit. I'm combining the physical reality of sitting on an exercise bicycle in my house in California with the visual reality of being in a 360‐degree representation of somewhere else in the world, and that kind of interconnection is just magical, every time.

It's true that the VZFit Explorer experience would seem initially to fall into the “prerecorded, one‐way information” category, because Google Street View pictures were taken at some point in the past and are individually static. However, part of the magic of VZFit is that they use algorithms to stitch consecutive images together, generating a sense of apparent forward motion as you progress through the landscape. You really do feel that you're riding down the street in London, or Fargo, or Murmansk, as you go. It's your own movement that generates the two‐way information flow.

To add another Metaverse credential, there's an option to join other riders in VZfit Explorer in real time. When you select “ride with others,” other people on their own bikes in their own homes, wearing their own VR headsets, can join you on your journey, so that you can talk to the other rider while both of your avatars are cycling together down the Champs‐Élysées. Or through a redwood forest in California. Or wherever it is in the world that you'd both really love to see up close.

Most rides in VZfit Explorer have been created just by entering addresses or GPS coordinates for the start and stop points. If you don't feel like making a new ride of your own, there are literally thousands of preexisting rides created by other riders to select from. There's so much choice that I use a random number generator to choose my next ride – I like the surprise factor. The ability for any member to be able to create and share rides with the rest of the community underscores the collaborative mindset and shared experiences that VZfit encourages.

A ride's creator can also add text notes to various points along the ride, so if you're creating a route that has personal meaning for you, you can share whatever information you think will deepen the experience with whoever takes that ride later.

These labels are powerful. I recently rode virtually around a pond in the town of Unity, Maine, where VZfit team member Jason Warburg's family has had a summer home for several generations. The written comments that he had dropped ahead of time along this route had me both laughing out loud (when he blurted out in a sudden text box that he was a terrible golfer as we rode through the golf course), and sniffling back tears of happiness (when he described proposing to his wife under a certain ancient tree). To be clear, this was an asynchronous experience, and there was no one else in the app with me as I rode. But having these little text boxes pop up to tell me what to look for as I rode past the good pizza place, or through the section of the road with the best view of the pond, made me feel that Jason was with me, commenting on everything we rode past, just as he would have done if he'd been with me in person. It was a remarkably effective way to transport me to a small town in Maine, and make me feel that I really understood its ins and outs, so thoroughly that I would be able to point out many of the things that I learned virtually from Jason if I were to travel to Unity in person.

In VZfit, you're able to travel digitally to somewhere you've never been before, experience what it's like to move through that physical space, meet other people that you've never met in person, and come closer to those who have left a record of their childhood, their special moments, or their favorite historical facts in those places. The combination is a powerfully satisfying experience that has kept me coming back almost every day ever since I first discovered it. (Because oh, yeah, you also get a great workout.)




Metaverse‐Adjacent Fitness Apps

As I mentioned earlier, VZfit is one of the only full Metaverse experiences in the physical fitness category, with two‐way, real‐time interactions between you and another place, and possibly even another person as well. Most of today's VR fitness apps fall more easily into the Metaverse‐adjacent category, since they're prerecorded sessions of a coach taking you through a workout. They're popular, easily accessed with a VR headset, and provide an excellent introduction to the power of immersive experiences. In fact, VR fitness is quite literally a union of the digital and the physical, in that you are using digital VR cues to move and improve your physical body. What sets these experiences apart from more run‐of‐the‐mill streamed workouts in which you're following a coach on a 2D screen at the edge of your workout area is their immersiveness, gamification, and ability to banish your own self‐consciousness because you can't see your own body at all.


Supernatural In Supernatural, my other daily go‐to, you're boxing or swinging bats at incoming targets, while a coach gives you advice for both physical and mental wellness. Music is a key part of the Supernatural experience, and for each song (from a wide range of rock, pop, EDM, country, and even classical choices, usually five songs per workout) you're immersed in a different 360‐degree photograph of an amazing view somewhere in the world. You can't move around within the environment as you can in VZfit, but the locations are truly stunning, ranging from soaring Alpine peaks to Easter Island to the pyramids of Egypt and Sudan (did you know there were pyramids in Sudan?) to velvety green Scottish glades to the actual surfaces of the Moon and Mars. Just being in these inspiring places as I swing and slash to hit all the targets and get a top Diamond rating for the session (hard to do!) gives me a mental uplift nearly as powerful as the endorphins generated by the physical activity itself.

Where Supernatural really shines, though, is in its choice of coaches. You see a video recording of the actual coach, not an avatar, standing in front of you to lead you through the warmup and cooldown sessions, and their encouraging voice accompanies you as you attack the workouts themselves. Each coach is a fount of positivity, while remaining honest about the challenges that they've faced in their own lives, and speaks with wisdom about how to develop your mental strength along with your shoulder muscles. I have never met any of the coaches in person, or spoken to them directly, but they've been talking to me nearly every day for the past few years, and I feel affection and gratitude for them all – a further testament to the “digital is real” aspect of immersive content.



FitXR The third VR fitness app that I use regularly is FitXR, which is my standby when I travel. I mentioned earlier that yes, you do have to be careful not to hit the furniture or the walls with your controllers while you're using VR fitness apps, and this certainly comes from my own experience. I've killed two VR hand controllers already by smashing them into the wall during vigorous workouts in places away from my own living room – oops. FitXR gives me a great workout with a much smaller arm‐waving footprint than other fitness apps, which makes it ideal for use in ungenerously sized hotel rooms. In this VR fitness experience, you're competing against the avatars of others as you box through waves of targets, always seeking to improve your power rating and your form. The human coaches are represented by avatars, and the locations are all imaginary and computer‐generated, so you don't connect emotionally with the coaches, other players, or the places as deeply as you do in VZfit or Supernatural, but the workout is real, and, as with the first two apps, you can develop relationships with other users in the apps’ active and encouraging Facebook communities.

▪ ▪ ▪

VR fitness, at its best, offers a community with a common interest, whose members meet and interact in a digital space, while working together (or at least alongside each other) to achieve a common goal. The results, as I have found personally, can be life‐changing. Using digital incentives grounded in immersion and a positive experience to make a change in the physical world – in your own physical body – is one early example of how bringing the digital and the physical together opens up possibilities and incentives in our personal lives that we've never dreamed of before. And while it's not directly related to the fitness element, those apps such as VZfit and Supernatural that transport you to another part of the physical world are creating another essential bridge between the digital and physical worlds as they do so. I never experienced the stir‐craziness that many of my friends did during the worst of the Covid lockdown, because I was riding down yet another fascinating road in a new part of the world every single day, even when I couldn't physically leave the house.

Perhaps the most important function of full Metaverse and Metaverse‐adjacent physical fitness apps, though, is that when users discover one or two that they love, they often return to them every single day. I certainly do. This creates a familiarity with the whole idea of putting something on your head and experiencing a digital reality that is a vital part of breaking down barriers to long‐term Metaverse understanding and adoption. When you're already used to putting on a Meta Quest 2 over your glasses, or have already gotten used to juggling the wire coming off the back of your Valve Index, getting you to try other VR experiences is far more easy and natural. The next thing you know, you're touring the International Space Station in VR or giving a cool‐looking multiplayer game a try. That's why I've included these Metaverse‐adjacent experiences in our discussion of the wellness Metaverse; they're excellent ambassadors and training wheels for the main event.





Improving Mental Well‐Being in the Metaverse

As transformational as VR can be for your body, evidence is mounting that it's just as effective at transforming your mind. Immersing yourself in specially‐designed visual and audio environments can help you switch the world off and find relaxation and inner peace. These environments can also be active shapers of your brain, by helping you to overcome phobias and develop new mental skills. It's not all about you, though – the mental wellness Metaverse turns out to be a great place to learn how to deepen your empathy and capability to communicate well with others.


Metaverse‐Adjacent Wellness Apps

Metaverse‐adjacent apps dominate mental wellness, largely because the model of flowing a tailored experience to a receptive participant is so effective at delivering results in this space. Let's start with these examples, and conclude with a fuller Metaverse example that includes real‐time two‐way interaction.


Finding Happiness and Inner Peace Because the key value statement for a VR headset is that it creates a digital world in place of the actual world around you, it should be no surprise that VR offerings of relaxation and escape are some of the most popular and effective. TRIPP, one of the leading VR mental wellness and meditation apps, reports that its members experience a 25% improvement in their mood after only a few minutes of immersion. TRIPP accomplishes this through a combination of engrossing yet calming visuals, soothing audio to guide your meditation, and breathing exercises, all of which help you release yourself from your everyday cares to find a deepened state of tranquility. I've personally found that it can be quite calming to simply close my eyes and remember the visual and audio experience of a TRIPP session afterward as well.

As a side note, for me TRIPP is also notable in its bold embrace of the abstract. Because absolutely anything is possible in fully digital worlds, I get quite disappointed when I enter yet another virtual NFT gallery that looks like … an art gallery from the physical world. Come on, it's all imaginary, you can do whatever you want! Why are we still simulating gravity, for example, in almost every VR experience? Why do we need to hang our virtual art on virtual walls? This period in VR development strikes me as being similar to early cinema and television, which pretty much were just filming proscenium‐based plays. It took a while for early directors and producers to realize that they could move the camera, and liberate the viewer from their distant seat in an imaginary audience. TRIPP has figured this out in a big way, and takes massive steps in breaking away from being bound by physical‐world mechanics, which I love.

Belgium's OnComfort has taken the idea of using VR for relaxation into the medical realm with their trademarked Digital Sedation solution designed for hospital settings. This experience involves using a VR headset to deliver clinical hypnotherapy via a series of calming, immersive situations (swimming with whales, anyone?) designed for both adults and children. While the patient is relaxing on the bed, floating virtually down a flowery path in a gold‐tinged forest, the doctor can perform invasive procedures using only local anesthesia. This is ideal for those for whom full intravenous sedation is not recommended, as well as pretty much everyone else. Patient anxiety is reduced or even eliminated, doctors can focus and perform the procedure faster, and recovery time is shorter because the patient isn't all loopy from having been fully unconscious – all measurably better outcomes for both the patient and the hospital.

Another project using VR to create a different kind of mental well‐being was launched by my colleagues at Nokia Bell Labs, along with the phone company Telefonica and the city council of Segovia, Spain.4 They filmed live performances of musicians playing popular Spanish music of earlier times, then, using VR headsets, showed the performances to nursing home patients with Alzheimer's and Parkinson's. Almost instantly, most viewers began taking part in the concert themselves, waving their arms to the music and singing along to the familiar melodies of their childhoods, huge smiles on their faces. For those of us who have cared for a loved one with dementia, we know that every day in which you can turn a frown into a smile is a good day.



Building Mental Strength As uplifting as these mood‐enhancing VR examples are, it's when we look at VR mental health apps that address very specific issues that we start to understand how powerful a tool VR can be for literally changing our minds.

In one example, a study in New Zealand found that by combining VR exposure therapy with cognitive behavioral therapy, participants were able to significantly reduce their fears of flying, heights, needles, spiders, or dogs.5 In only six weeks, the average phobia severity score dropped from 28/40 (moderate to severe reactions) to 7/40 (minimal reactions) across everyone in the study. There was no difference in effectiveness based on the kind of fears participants faced, and no one was so overwhelmed that they left the study. Confronting a spider, airplane, or sheer dropoff in virtual reality turns out to be as effective for training the brain not to panic as gradual exposure to these triggers in the physical world is – and a heck of a lot safer. (Often cheaper, as well.)

Proving the veracity of these New Zealand findings, the Brazilian vaccination clinic Hermes Pardini has already been a successful pioneer in the use of VR to help children conquer their fear of needles. As early as 2017, they started putting VR goggles on children as part of the vaccination process.6 Within the VR headset, the kids are immersed in a beautiful cartoon world that is being threatened by an ugly monster. A kind female knight greets the child as “the hero that can save us all” and explains that in order to raise a powerful shield over the city, the child must have a “fire fruit” pressed into their upper arm to grant them the necessary power. The videos for this are amazing – kids are so engrossed in the story that they don't flinch at all when the knight in the VR story presses the virtual hot coal against their shoulder (an action that is matched by the nurse, who is also watching the story on a smartphone screen, giving the vaccination at exactly the right moment). It's an astounding lesson in how relative the perception of pain can be, and how the right setting can diminish the fear factor of even a literal shot in the arm.

For children with ADHD, Akili Interactive has developed the groundbreaking tablet‐based game EndeavorRX, which was the first video game to receive FDA approval as a therapy.7 In the game, designed for children ages 8 through 12, players must ignore a wide range of distractions as they try to reach their in‐game goal. The game has been crammed chock‐full of distractions, and gameplay is tailored with algorithms to deliver precisely the most challenging diversions to each individual child who plays it. It was found that when children played for only 25 minutes a day for five days a week over the course of one month, many children's ADHD symptoms showed a dramatic reduction that then persisted over time. The team at Akili is hoping that this kind of “digital prescription” (you can download the game from the App Store only if you have a prescription for it), which has been shown to be an effective alternative to medication in some children, may in future be just as common for improving mental health as taking a pill is today.

To be fair, EndeavorRX is not a VR app – it lives on tablets and iPhones. But if it's this effective on a 2D screen, I'd love to see how additionally effective it would be in an immersive 3D environment. Even now in its current incarnation, the game hints at enormous potential in the “digital medicine” department.



Preparing Mentally for a Challenging Environment Sometimes the challenge is not that we have a phobia that needs to be overcome, but that we're simply unfamiliar with and hesitant to enter an environment that sounds like it might demand more from us than we're equipped to give, whether physically, emotionally, or both.

Faced with the need to find more nurses willing to apply their skills to prison inmates, Health Education England (HEE) developed a VR experience that shows nursing students that inmates are patients just like any other.8 “We wanted to be able to show students that prison clinic rooms look like any other clinic room, and a prisoner is a person with health needs, it's just in a different setting,” explained Ellie Gordon, senior nurse for learning disability and mental health.

At the same time, HEE didn't want to candy‐coat the more challenging aspects of attending incarcerated patients. The experience includes training scenarios based on actual events, in which the user is shown what can happen in a prison setting and must then decide on the most appropriate action for themselves. From managing pain relief to conflict resolution and de‐escalation methods, the scenarios demonstrate confrontational situations while simultaneously equipping students with the tools and mental techniques needed to perform confidently in them.

The result is a VR experience that can help students understand whether they might be interested in and mentally ready for such work, long before they ever set foot in a prison. As Gordon puts it, “This event needs to be experienced, even if just the once, because you never know if you might find prison nursing is your new calling.” And for those whose calling it isn't, they can discover this about themselves ahead of time, without putting themselves or their inmate patients in a traumatic situation.



Developing Empathy In addition to showing us new capabilities within ourselves, virtual reality also has unprecedented power in finding new understanding of others by putting us directly in their shoes. For example, the company Embodied Labs uses VR to help caregivers learn what it is like to have a variety of problems that affect the elderly, including macular degeneration and dementia. My father had dementia, and I was for a time his primary caregiver. I'm a generally empathetic person, and I thought I could imagine what was happening inside his head, but the Embodied Labs dementia modules astounded me with much that I hadn't been able to imagine about my father's condition at all.

In Embodied Labs’ VR sessions, you are the person with dementia, and you get to directly experience not being able to understand your doctor because her words are coming across scrambled, or drifting away into your own memories as others are demanding answers from you, or being unable to comprehend the simplest of directions. After the Embodied Labs training, I was absolutely a better carer for my father, partly because of what I'd seen in the VR sessions, but perhaps even more because the VR had taught me that I could no longer assume that I knew everything about what was going on in his mind. I switched from barreling ahead, based on my abilities, and hoping that he'd be able to keep up, to letting him take the lead, based on his abilities. The empathy I gained from Embodied Labs helped me advance from being a merely competent caregiver to being a compassionate one as well.




Metaverse Wellness Apps

All of the examples listed above are Metaverse‐adjacent, because they ask the viewer to observe content that was developed earlier and there is no real‐time two‐way interaction. They're all important for connecting you to new ways of thinking and being, and for discovering new skills and strengths within yourself. Now let's take a look at an example of a fully Metaverse wellness app, which accomplishes the same thing through immediate feedback.


Improving Communication Skills Not all instances of VR‐based mental wellness involve relaxation. Some solutions can be almost confrontational, as you're brought face to face with yourself, in the service of learning how to be better.

Bodyswaps is a terrific example here. In its VR‐based training approach, you are put as an avatar in a potentially difficult situation that you would like to learn how to manage, such as practicing active listening, navigating microaggressions, or defending yourself against sexual harassment. In the simulation, you have a conversation in real time, using your own words, voice, and body language, with AI‐generated avatars, in a scene that requires the skill you seek to master.

Then – you swap. From the vantage point of one of the other characters, you watch the replay of your own avatar, speaking the words you said with your voice, making the eye contact that you did (or didn't) make, and you can see for yourself how sincere, empathetic, or otherwise you appear to others in that situation. AI also analyzes how positive you sounded, whether you called the other characters by name, how long your response times were, and other elements that can suggest concrete ways in which to improve your performance. You may have a plan ahead of time to be completely reassuring or forthright, but then in that immersive environment, speaking in real time with an avatar that might say something that you really didn't expect, just like in the physical world, you can find out for yourself whether you do have the presence of mind to master that difficult situation. If you don't, you can practice some more. There may be no faster way for you to learn whether your communication skills are everything you think they are than by going through a Bodyswaps session.



Intentional Wellness Metaverse Moments One of the most calming and beautiful Metaverse experiences that I've ever had was not with an app at all, but was a “Winter Wonder” Solstice meditation created in 2020 in VR by Caitlin Krause, founder of the XR studio and design consultancy MindWise, teacher at Stanford, and now also the Chief Wellness Officer at TRIPP. Over the course of an hour, Caitlin took me and about 20 other people through a series of interactive landscapes, inviting us to explore and embrace the darkness of the longest nights of the year. We started in a snowy nighttime landscape in the Engage Metaverse platform, and eventually found ourselves in the full dark, each holding a single digital candle. Caitlin invited us to think about the ending of the year and other endings in our lives, before bringing us back into a gloriously‐lit landscape with vibrant colors and designs that inspired us to move our thinking from endings to beginnings and the promise of the new year. I had tears in my eyes at the end, and even remembering that experience again now fills me with thoughts of promise, beauty, and hope.

Digital artist Krista Kim has defined the Metaverse as “an ongoing art project,”9 and it's in the work of pioneers like Caitlin Krause that we're starting to see new possibilities and ways of being emerge. Caitlin's “Winter Wonder” meditation was indeed a work of art, a work of art that came alive at the junction of her guidance and our, the audience's, thoughtful and personal journeys through the dark and into the light again at the end. This is the Metaverse starting to reveal its extraordinary potential, including the ability to take us out of ourselves and the ordinary world, and to connect us with something larger and grander than ourselves.

Sometimes, though, we don't need an artist to create a magical world for ourselves – sometimes just escaping our everyday reality is enough. The Creators Against Childhood Cancer project has used VR to connect immunosuppressed pediatric cancer patients, who are unable to venture beyond their protective environments, with family members and with other kids in the same situation. In VR, they can do the everyday things that are denied them in the physical world, like playing mini‐golf or learning how to create cool videos with mixed reality effects. These experiences take sick kids out of the dark place they may be in and puts them in a world where they can laugh again, a sound that their families may not have heard for a long time.

▪ ▪ ▪

All of these digital solutions for mental fitness are examples of how virtual experiences can make positive and very real changes in the emotions, mindset, and even worldview of participants, and lead to more productive and empathetic communication with others. This is, I admit, a rather abstract view of the concept of “digital/physical unity” and interconnectedness, even if the relevance and magical nature of these apps is clear. But the main reason it's important to include mental and physical fitness in the Metaverse is to emphasize that the Metaverse can and will be a measurable force for good in the lives of individual people, in a way that is much more serious and meaningful than the Metaverse being just a destination for shopping or gaming.

Almost all the original thinkers who first conceived of Metaverse‐like concepts were authors who were writing dystopian stories about the future. In addition to our standby examples Snow Crash and Ready Player One, I was surprised recently when, rereading Ray Bradbury's Fahrenheit 451 (written in 1953) for the first time since eighth grade, I discovered that the action of the novel is propelled by the main character's wife getting hooked on participating in an immersive soap opera that she joins via a two‐way screen that covers an entire wall of their living room. She wants her husband to be able to pay for putting screens on all four walls so that she can feel that she is living entirely in her story, even though that seems to mean that she'll never spend time with him again. This kind of “getting sucked into the void” plot device occurs repeatedly in works of Metaverse fiction, which is why it's important to point out that the same technology that has the capacity to bewitch and beguile also has the capacity to cure, improve, and transform. The wellness Metaverse demonstrates in many ways that, as with all technologies, it's not the technology itself that is good or evil, but rather how it is used. And when used for good, the wellness Metaverse is already showing that it can be a powerful force for positive change in both the bodies and the minds of its participants.






Notes

	1. https://www.washingtonpost.com/technology/2022/04/21/vr-workout-games/

	2. https://www.psypost.org/2023/01/virtual-reality-could-offer-a-mode-of-exercise-that-elicits-lower-perceived-exertion-study-finds-65172

	3. I've also become very, very good at the competitive app GeoGuessr, which also uses Google Street View to challenge players to identify where in the world a series of places are. There are many ways to travel the world virtually!

	4. https://youtube.com/watch?v=ETCdqoHUe38

	5. https://www.otago.ac.nz/news/news/otago228744.html

	6. https://www.youtube.com/watch?v=gUqEnquWoL4; I really recommend watching this one. I get tears in my eyes every time!

	7. https://www.techtimes.com/articles/259282/20210420/first-prescription-video-game-receives-fda-approval-post-covid-treatment.htm

	8. https://www.nursingtimes.net/news/workforce/virtual-reality-app-provides-taste-of-prison-nursing-experience-18-11-2022/

	9. https://nftnow.com/features/futurist-krista-kim-living-in-the-metaverse/
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The Service and Social Good Metaverse










	Purpose: Direct access to services that help the user, as well as access to information that enables the user to better help others

	Problems Solved: Reduces remoteness and impersonality of online service providers; increases understanding and empathy between users and those they may be able to help

	Key Access Method: Consumer VR headsets

	Contribution to the Wider Metaverse: Metaverse for public good, Metaverse as effective avenue for governments to interact with citizens









Let's continue with the theme of “Metaverse for good” by looking at two more areas that are growing quickly: service and social good. In the service sector, forward‐leaning governments are experimenting with providing necessary services to their citizens within immersive, two‐way environments. In the social good sector, charities and aid agencies are leveraging the ability that VR has to create empathy for others by immersing potential donors in the lived reality of those they may be able to help. These tend to be more one‐way, asynchronous experiences, but then become two‐way by sparking later action in the physical world. I'm highlighting these functions within the service and social good Metaverse to emphasize that our new digital worlds can have significant utility that reaches far beyond simple entertainment.



Public Service in the Metaverse: Bringing Government to the People

Increasing numbers of government entities are beginning to offer their services in the Metaverse, alongside existing services that are presumably available via the Internet. As we will see in the examples in later sections in this chapter, most of these currently take the form of announcements of services yet to come, so it's difficult to assess whether creating a government office in the Metaverse will actually solve a problem that can't be handled just by going to a website.

There's also a question of access. Most of these announcements do not address what kinds of hardware and connectivity will be needed for citizens to use these new Metaverse services. Presumably, at least some immersive experiences will be available in VR, but with the penetration of VR headsets still in its early days, it almost seems a given that they'll have to be made available on PCs or smartphones as well. This is a recurring issue within the Metaverse industry. The VR‐based company Spatial, for example, built its corporate meeting spaces first for Hololens users and then for the Meta Quest 2, but the number of users remained stubbornly low, until they added PC and mobile access. Now 80% of Spatial's users come through PC and mobile interfaces, and most users don't really seem to mind that they're not getting an immersive experience.1 (We'll come back to this point in a later chapter.)

This access question will certainly have to be addressed if Metaverse‐based government offices are indeed going to reach the populace they are intended to serve. There's also going to be a question of time efficiency. If I can log into MyLocalGov.com with my computer, or a public computer at the library, and, say, renew my dog license in a relatively short period of time, does it really benefit me to navigate my avatar through an immersive environment to get to the right virtual counter where I can transact my business instead? How much time and effort does that navigation add? Remember what I said about failed Metaverses in Chapter 2: If navigating a space with an avatar is tricky and gimmicky and doesn't add any actual value to the dog license renewal processes, then the Metaverse is not the right place to provide these services. It's difficult to judge this class of service provision because we haven't seen many concrete examples yet, but they're going to have to be thoughtfully streamlined and efficient processes if they're going to get any traction from the public. Novelty doesn't last; true problem‐solving does.

The one place that I can see where an immersive experience might be able to improve upon what's available on the web is in a replacement for services that require a user's physical presence at an office meeting. But for that to work, these processes will need to be supported with a legal framework that can guarantee an avatar's identity and allow an avatar to sign legal documents.

The United Arab Emirates is way ahead of the curve on this one; they've already opened a digital copy of their Ministry of Economy in the Metaverse and enabled legally binding documents to be signed there. Abdulla bin Touq Al Marri, the country's Minister of Economy, has pointed out that this is a huge step forward for business efficiency, since people who have business with the Ministry “no longer have to come to the UAE to sign an agreement.”2 Putting similar capabilities in place in other countries around the world will doubtless take years, but at least the single pebble that may start a later avalanche has already been dislodged and is bouncing down the slope.

Let's be optimistic here, and assume that Metaverse‐bound governments will take all this into account (or be forced to take it into account after unsuccessful first launches – we all know how that goes). From the announcements that have been made so far, there are four main categories of benefit from providing government services in the Metaverse: convenience, anonymity, objectivity, and increasing tech savvy.


Convenience and Democratized Access

In 2023, Seoul became the first major world city to open a virtual City Hall in the Metaverse.3 In this parallel world, citizens are able to file official documents, register complaints, find answers to questions about their tax filings, and even remotely visit top Seoul attractions, all without having to travel downtown in person to get their business done. Metaverse Seoul will build on this initial platform over time and, by 2026, is planned to have a virtual mayor's office and spaces for government‐backed entities as well, including a fintech incubator and targeted support for the business sector.4 I'm encouraged by this planning that stretches considerably into the future, and by the fact that the initial access is through Google or Apple apps downloaded to smartphones, guaranteeing the widest possible accessibility to these services among the populace. Metaverse Seoul also includes real‐time English translations for discussions that take place on the platform, a real boon to foreigners living in South Korea whose Korean may not yet be at the level required for bureaucratic conversations.5

Phase Two will focus on increasing access to seniors, who make up 17% of South Korea's population. Along with people in rural areas, and all others for whom travel is onerous or impossible, seniors are one of the demographic groups that might find it most difficult to travel to the city center in order to perform mandatory tasks like filing certain documents.6 As long as the interface isn't too technically challenging, intimidating, or clunky, Metaverse Seoul has the opportunity to truly democratize access for all citizens, no matter how housebound or language‐challenged, which is surely part of the project's goal.

The police force in Ajman, United Arab Emirates, is going one step beyond the simple provision of services and is using the Metaverse as a social outreach tool. They have built a virtual copy of the Al Nuaimaiah police station that can be visited in virtual reality.7 Citizens can come to the VR police station and interact with photorealistic avatars of the policemen and ‐women of the station, which are driven in real time by the actual people represented by the avatars. These staff are “trained to meet people and listen to their concerns,” a digital way to offer neighborhood policing in which residents and the local police force come to know and trust one another.



Anonymity

While the Ajman police are making themselves personally and directly accessible via the Metaverse in order to strengthen bonds between themselves and the community they serve, it's entirely possible that their constituents might enjoy the Metaverse police station for the exact opposite reason: the ability to drop in and have a discussion while remaining anonymous. A 2022 Australian study discovered that 30% of people found it easier to speak about negative experiences with a virtual reality avatar rather than with a person who was physically present.8 This finding has significance for therapy outcomes, as well as indicating that a virtual police station might have even more utility than other government offices, if it can ease the discussion of difficult issues. Perhaps people will find it easier to “ask for a friend” if they're an avatar talking to another avatar, without any identity tracking at all.



Objectivity

One government program that has already been made public in South Korea is a plan to use VR to test the driving skills of the elderly. Because older citizens are responsible for a growing number of road accidents in South Korea, the National Police Agency has announced that by 2025, it will be using VR to administer cognitive, driving, and memory tests on a regular basis to drivers above the age of 65.9 Virtual reality is ideal for this kind of testing, since it allows the precise and objective measurement of driver decision‐making and reaction times, without endangering others on actual roads.

This objectivity is key in a ticklish situation such as deciding who gets to keep their driver's license and who has to give theirs up. As I know from my experience with my own parents as they have aged, a subjective statement from a family member (“I'm afraid to get in the car with you because your driving scares me to death!”) tends to cause older drivers to dig their heels in and assert what good drivers they still are. In contrast, being able to point to actual measurements such as a reaction time slower than a certain threshold, or a documented instance of the driver changing lanes without looking, can provide irrefutable evidence that someone who once was a good driver may no longer be. These are the kinds of things that can be tracked and recorded in a VR session, where everything is digital and measurable, whereas they're harder to capture with in‐person testing (“I did look before changing lanes, you just missed it!”). Testing in VR is also cheaper than running in‐person driving evaluations.

This objectivity of VR in general makes it a terrific medium for precisely assessing someone's ability to perform physical tasks. Other ways in which this capability might be harnessed by governments in the future might include professional licensing examinations in areas ranging from hairdressing to health care. Or government staff may be able to conduct remote inspections of buildings or vehicles by having the assessor wear a VR headset while an on‐site assistant wields a 360‐degree camera, eliminating travel time and increasing productivity for the more expert assessor. We'll look more closely at examples like these when we talk about the enterprise Metaverse.



Increasing Tech Savvy Across a Population

Part of a larger South Korean Digital New Deal, Metaverse Seoul and other initiatives are designed to help the country recover from the Covid era. But at its heart, it's mostly a clever digital education move by the Seoul government, aimed at inspiring more people to become involved in digital spaces and thus increase the tech awareness and skillset of the general population. However the virtual City Hall develops, it's undeniable that by getting in early, both the members of city government and the residents of Seoul will gain direct experience in what works in the Metaverse, as well as what doesn't, while supporting the spread of advanced digital literacy in the country. I find this admirable; if South Korea can get this right, they will surely inspire other cities and countries to follow them. And if they get it wrong, other municipalities will be able to learn from that, too – sometimes failures provide better lessons to later new technology attempts than successes do.




Education in the Metaverse

Where we may see the most government service activity in the Metaverse, however, is most likely to be in the realm of education. Education in the Metaverse is a huge topic, with public and private institutions worldwide leveraging virtual technologies not only to deliver remote class and laboratory experiences, but also in training students for jobs related to this technology of tomorrow.

The benefits of using the Metaverse to deliver education are plain to see, especially after Covid. Immersive spaces are more engaging than Zoom calls for uniting teachers with their students, and the absolute freedom of operating in a digital environment allows for the creation of any kind of interactive content a teacher could ask for, from digital frogs for nonsqueamish dissection, to a 3D model of a complex molecule, to the ability to put on a class performance of Julius Caesar with everyone wearing digital togas in a 3D model of the Roman Forum. Because the advantages of VR education are already well understood and in use, I'm going to focus here on examples that highlight some perhaps less‐obvious benefits.

The technically advanced nature of the Metaverse makes people often unconsciously associate it exclusively with the developed world, but the specific problems solved by the Metaverse – particularly the ability to bring people together into a virtual space, erasing challenges of distance or geography – have caused Metaverse education to be embraced early by some of the world's less developed areas.

For example, the government of the Bahamas announced in 2022 that they would be launching a nationwide Metaverse education program, specifically for the purpose of overcoming barriers to equity within the country. “We have students spread across the islands in The Bahamas. The only way we can bring them together in one common classroom is to build a metacampus that is accessible to all,” proclaimed Zane Lightbourne, Minister of State, Education, Technical & Vocational Training, when the program was announced.10 Highlighting the challenges of the Bahamas’ island topology, he went on to say, “We cannot provide every school with an engineering teacher, but we can offer a class on our metaverse campus and invite every student interested in engineering to attend. This takes geography out of the equation when providing equitable access.” The teachers of the Metaverse courses will also all be Bahamian, keeping the education culturally relevant – something missing in the alternative of just sending everyone to existing online schooling from places like Khan Academy or Coursera.

Starting with a pilot program in 2022 that saw selected students provided with Meta Quest 2 headsets and Internet access, the Bahamas aims for a nationwide rollout of their education metacampus in 2024. Implicit in their announcement is that it is more cost‐effective to send VR headsets to students so that they can amplify the reach of a single Bahamian engineering professor to all aspiring engineering students than it would be to find many Bahamian engineering professors and send them in person to every corner of the country.

The state of Nevada is also using VR training to teach its residents who live in remote areas, but with a focus on skills acquisition and job training rather than on general university education. This way, they can teach people who already live in far‐flung locales how to do jobs that are needed locally, bringing skilled employment and services provision to areas that need both. As part of this win/win approach, the Nevada State Library has partnered with the College of Southern Nevada to create a VR training module that teaches people how to become a dialysis technician, without having to travel long distances to go to school in a city.11 The library system has VR headsets that it lends out as part of the program.

One element that the communication around the Nevada State Library VR training program doesn't address is the question of certification, which is a larger question for VR‐based training globally. If you have been trained in VR as a dialysis technician, or a lab assistant, or for any other measurable skill, certification and accreditation programs need to recognize the validity of your digital‐only training. In many places, VR training capabilities have leaped ahead of authorities’ willingness to acknowledge that skills acquired in digital worlds are indeed skills that can be applied in the physical world, and you can't get certified if you've only trained in VR. This is something that needs to shift globally before VR training, especially in remote areas, will fulfill its potential.

As with Seoul's City Hall, if the Bahamas and Nevada can get this right, they will provide a model for other geographically challenged parts of the world to deliver locally relevant advanced education to their student populations, no matter where in the country they may be, while simultaneously raising the level of digital literacy for everyone involved in the process.

Ireland's Road Safety Authority has also turned to the Metaverse as a more engaging way to teach schoolchildren about proper safety practices as both a pedestrian and a driver.12 The RSA Learning Portal offers timeslots that can be booked by individual schools, which are then able to give students access to their immersive training experience through PCs, tablets, smartphones, or VR headsets.

The project was met with such student enthusiasm that the portal, which launched in early September 2022, was immediately fully booked to the end of the year. This reminds us once again that the Metaverse always has the power to be magical and fun, and when properly applied, leveraging that power can transform even learning what street signs mean into an exciting and memorable experience.



Using the Metaverse as a Lever to Move the World

One thing these government‐provided services in the Metaverse have in common is that they increase service accessibility and efficiency (or at least I hope they will!) by connecting people directly to the entities that can deliver these services. This same mechanism of connecting people with remote people and places is being leveraged by charitable organizations to reach beyond mere transactional functionality to create empathetic connections as well.


Direct Experience of Change and Hope

I first became aware of the digital immersion being used for social good when I met Sarah Porter of Hope for Haiti at the Augmented World Expo (AWE) in June 2022. We started chatting at a pre‐event cocktail party, and at first I was surprised to meet someone from the charitable world at an AR/VR event. Sarah explained that she was there as a presenter, to highlight the power that her organization has found in using VR to show potential donors the benefits that their donations can make.

“We know how Haiti is often portrayed; the narrative is corruption, poverty and natural disasters. But we know there is so much more to Haiti's story, and we see that hope every day. Our organization believes that there is always a pathway to a better life, despite the challenges. Our team in Haiti proves this time and again through the work they do in the community and our programs in poverty,” she told me. “If potential donors could come to Haiti with us, we could show them how much positive change is possible through their giving. But since they can't all come to Haiti, we're using VR to take them to a virtual version of one of the schools that we've built there. Visitors can go into the digital school and not only see moving NFTs created by artists to support our cause, but they can also experience the beautiful natural surroundings that are also a part of life in Haiti.”

I did experience Hope for Haiti's VR build,13 and it worked for me just as Sarah and her team had hoped. I've never been to the island in person, but after walking through the digitized school, appreciating the lush vegetation of the school's surroundings, and seeing the evidence of the positive change that Hope for Haiti has brought to the area, I was left with a far more positive mental picture of Haiti than I had had before. And I mean this literally – before entering Hope for Haiti's VR world, the actual mental image that I had if I heard the word “Haiti” was, sadly, a post‐earthquake image of rubble. Now the first thing I think of is a tidy new school, filled with hopeful students, where the emphasis is on a promising future rather than a conflicted past. That's the power of VR: The Haiti that I visited in 3D, even though it was a CGI image and not photorealistic, has now supplanted the 2D Haiti that existed in my mind beforehand.

Sarah is also frank about the limits of creating Hope for Haiti's VR experience only within virtual reality:


We started this as just a proof of concept, and have been thrilled with the response that we've received from both the donor and the AR/VR communities. The attention we've gotten, and the additional funding that we've generated, has exceeded our expectations. We've found, though, that the 3D, immersive experience is so crucial to the persuasiveness of the app that we have not wanted to port it to more accessible hardware, such as a web browser that you could access through a laptop or tablet. More people could see it, but we'd be losing what makes it special and convincing.



What Sarah's getting at here is that without digital immersion, Hope for Haiti VR would lose its magic, lose its emotional connection to the viewer, and stop being part of the Metaverse. This tradeoff between the bonding created by an immersive experience and the less persuasive, but wider, reach of nonimmersive formats is now becoming a familiar tension.



Direct Experience of Calamity

Hope for Haiti stands out as an organization that focuses on the positive to encourage and inspire potential donors. It's more common for nonprofits to use virtual reality to transport potential donors to crisis sites, to help them understand the scale and urgency of global problems in a far deeper way than is possible from hearing a news report.14

The UN screened its first 360‐degree immersive video, Clouds Over Sidra, at Davos in January 2015, sharing the plight of a 12‐year‐old Syrian refugee living in a Jordanian refugee camp. Through the VR experience, viewers were able to see the reality of life in a camp that held 90,000 people at the time, in a far more immediate and hard‐to‐dismiss way than just reading about the situation would bring.

The power of such immersive films can be seen in the effects on donations. After viewing Clouds Over Sidra and a later UN‐produced VR experience that centered on an Ebola survivor, for example, donations to both causes exceeded projected amounts. In New Zealand, one out of six people who viewed Clouds Over Sidra then went on to make a donation to UNICEF, which is about double expected donation rates. It's harder to measure, but it's also hoped that such lived‐through experiences, when shared with government heads, can ultimately help to influence future policy formation.

Other awareness‐raising projects using VR have embedded the VR experience within a wider dedicated physical exhibit, such as 2022's CARNE y ARENA.15 Translated as “Flesh and Sand,” the exhibit was created by Mexican film director Alejandro Iñárritu, and is designed to share the reality of real‐life migrants as they cross the US border in search of a better life. Visitors to the exhibit must first walk barefoot across a rocky recreation of the desert floor before donning VR headsets, which then treat them to the experience of being caught by border guards at night, complete with darkness, bright lights shining in their eyes, the disorientation of helicopters overhead, and armed police shouting in their faces in a language they don't understand.

After virtually living through those frightening encounters, visitors then hear personal stories from people who have lived through this in the physical world, and can learn why they left their homes to go through this harrowing ordeal in the first place. Border agents also tell their stories of finding people dead in the desert from injury and dehydration. The overall experience is designed to amplify the voices of migrant hopefuls who are trying to enter the United States, so that those north of the border can develop a more informed and nuanced view of what is an ongoing, highly‐politicized situation.

Ukraine is also using virtual presence to spur empathy and donations to help in its resistance to the Russian invasion. In this case, however, they're not using VR on a headset, but rather AR viewable on smartphones, doubtless for its wider potential audience reach. The experience, titled SunflowAR, places the viewer in the center of a field of sunflowers, the national symbol of Ukraine.16 Images of war slowly replace the sunny blue sky of the beginning, as child narrator Sonya tells of her and her family's experiences during the Russian invasion, and her hopes for the future. Created by Ukrainian‐born immersive artists now resident in the UK, SunflowAR aims to break through the news fatigue in the West about a conflict that is far from over. Even though the work ends on a donation screen, it's even more important that Sonya directly asks viewers not to forget about what Ukraine is facing, and to keep reminding others that her peril continues.

The image of the bright sunflower field fading into clouds of war is indeed difficult to forget, even if it's only a series of drawings experienced on a smartphone and not as fully physically present as something seen in a VR headset. In my case, the fact that it was just on a smartphone, allowing me to see my cozy living room all around me even as Sonya was showing me the destruction in her life on my screen, created a contrast that made me feel all the more deeply what she and millions like her are going though.

There are many more worthy charitable creations in the virtual space, designed to build bridges between people, places, events, and even animals. Project Dastaan, created in response to the 75th anniversary of the Partition of India and Pakistan in 2022, allows now‐elderly citizens of one country to revisit via VR the towns and villages of their youth in the other country, since turbulent relations between the two countries has always made direct travel between the two difficult.17 The aim is not to relive the difficulties of the Partition process, but rather to rekindle fond childhood emotions of a place that they left long ago, and to commemorate the anniversary with positive emotions rather than anger.

Project Shell, on the other hand, uses VR and a special chair that puts you on your stomach to help you become a loggerhead sea turtle, at least for 15 minutes.18 You begin by chipping your way through the eggshell that surrounds you on the beach of your birth, and then you must survive the harrowing journey to the water's edge that all baby sea turtles face. From there, you experience the exhilaration of swimming freely through the ocean, even as you must dodge boat propellers and fishing nets. The creators hope to achieve “body transfer,” in which people really feel that they are sea turtles, and their research shows that in many cases, they are successful in this goal, especially with younger participants. The Project Shell team has been able to document increased compassion for marine life as a result of the experience.

▪ ▪ ▪

Both the government services and the social good VR experiences that I've described here are positive contributions to the wider Metaverse. Government services, with their two‐way interactions in a virtual world, are a welcome and practical addition, especially if they fulfill their promise to resolve existing problems such as time‐consuming travel, or time spent in waiting rooms, language barriers, or overly subjective evaluations that may be associated with accessing the same services in the physical world. Similarly, if the Metaverse can extend the reach of advanced education to remote areas, so that people living in these areas can have access to better training and better jobs without having to leave home, the Metaverse may prove to be a tool that improves both individual and community lives on a global scale.

Within the social good sector, most experiences today are Metaverse‐adjacent, with a viewer watching something rather than interacting with something or someone. However, since charitable VR is designed to inspire action in the physical world following the one‐way receipt of the virtual experience, it is actually fair to consider these as two‐way interactions that are merely staggered in time – especially since these charitable VR experiences turn out to be quite good at inspiring that action.

Digital experiences that help people connect with remote places, situations, and other people, which then creates an actual change in the world, are the heart of what the Metaverse is about. And as I highlighted in Chapter 3, the power of the Metaverse to produce a positive change in the world, by creating awareness, empathy, and action, is exactly the kind of Metaverse that we should be uniting to build.
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5
The Gaming Metaverse










	Purpose: Entertainment, social connections, earnings

	Problems Solved: Eliminates physical distance between friends/family, provides the ability to meet new people with the same interests, and pleasure from conquering challenges

	Key Access Method: PCs, gaming consoles, consumer VR headsets, smartphones, tablets

	Contribution to the Wider Metaverse: Social interactivity, importance of player agency and rewards/gamification, immersive worlds created with only 2D interfaces









Much is made of gaming worlds and their role in the Metaverse as fully‐fledged worlds in which people interact with each other as avatars. Gaming certainly sets a precedent for creating worlds that players can spend hours or even days in at a time (my total playtime of The Legend of Zelda: Breath of the Wild must be at least one full month's worth of hours, maybe two), but it makes strong contributions to the concept of an ideal Metaverse in several other areas as well. Gaming fosters connections between people, even while being all about competition on its surface. It demonstrates the attractive power of giving players agency and asking them to perform certain tasks to receive rewards, and gaming shows that even a two‐dimensional screen can deliver an experience that feels immersive. All of these elements will be important building blocks for creating the Metaverse of the future.



Gaming Connects People

I've been a gamer since 1978, when Space Invaders showed up at my local bowling alley. Before long, it was accompanied in an increasingly‐busy side room by other arcade games such as Centipede, Dig Dug, Missile Command, Pac‐Man, and my two personal favorites, Rally‐X and Joust. Even though most of these games involved one person playing at a time, the social element was an important part of those early gaming experiences. Many high school afternoons I could be found with my friends at the bowling alley, scraping our money together to buy a $10 roll of quarters to split, and then spending the rest of our time either playing games ourselves, or hanging over the edge of the arcade console and watching as our friends played, the crashing of falling bowling pins always in the background. (The attraction of watching someone else play a game was big long before Twitch.)

From these humble beginnings, games evolved to be more complex and more portable, eventually landing on PCs and gaming consoles at home. But the social element has always been a mainstay of the digital gaming experience. I have fond memories of gathering with my friends around my PC to play Infocom's text‐based adventures Zork and Leather Goddesses of Phobos at university, and even trying to figure out how to spell “Rumpelstiltskin” the right way to solve King's Quest with my parents on their home computer while visiting them after graduation.

Fast‐forward a bunch of decades, and now I'm living in Finland with my husband and two kids, who at this point are eight and six years old. My eight‐year‐old comes home one day and tells me about this game he played on the computer at his friend's house that involves something about building things and hiding from zombies at night. It was a little garbled, but of course he was describing Minecraft. Minecraft went on to dominate our world. The kids eventually had Minecraft clothes, shoes, backpacks, anything you can think of. One memorable birthday featured a Minecraft cake made by a friend, and a Creeper piñata I made out of tissue paper and a box that turned out to be slightly too sturdy for little kids to beat open with sticks until it was on the ground and everyone could stomp on it at once.

Then we moved from Finland to California in 2015. My boys were 10 and 7 at the time, and at first they were hesitant about leaping into American culture. They spoke English, but Finnish was their first language, and they missed their friends. One Saturday morning soon after we moved, I heard one of my sons yelling very excitedly in Finnish in his bedroom, and I stuck my head in, ready to referee some kind of brotherly disemboweling. But no – instead of fighting his brother, my son was playing Minecraft online with his best friend in Finland, and together they were taking on a dread Enderman, yelling to each other quite enthusiastically over their digital connection as they did so.

Even though I had a lifetime of experience with the shared joy that comes from playing video games while with other people, this was the first time that I glimpsed the true potential of meeting up online to play a video game with others. It really helped my homesick kids to be able to stay in touch with their friends in a way other than a phone call (preteen boys aren't much for talking when there isn't a zombie to destroy), and while hanging out together in Minecraft couldn't erase the 10‐hour time difference, it effortlessly banished the thousands of miles of physical distance between them.

Time passed, my kids did make friends at school in America, and they graduated from Minecraft to Fortnite. By the time the Covid lockdown began in March 2020, my older son was on a pretty decent Fortnite tournament team with two other people he'd never met in person, but who he spoke to for hours every day, coordinating strategy over Discord while they built and destroyed defensive ramparts at a blinding pace in order to dominate their battles royale. My younger son spent all of his spare time online with his best friend, who lived nearby but went to a different school, playing Rocket League and watching Netflix films together on Discord. We had a Netflix account, but my son's friend didn't, so my son would stream Netflix on his computer, then share his screen on Discord so they could while away afterschool afternoons in classic style, watching TV together, just without being physically in the same place at the same time. (Apparently Netflix has something in place to prevent this kind of sharing, but my son tells me he was able to get around this, and I haven't asked how.)

This is online gaming's superpower: It connects people by uniting them in a virtual environment that eliminates whatever actual distance may lie between them in the physical world. This is a good time to recall what I said back in Chapter 1 about what happens in the virtual world being real, especially between two people – my sons and I all have multiple good friends who we've never met in person, but we've met through gaming online. The places we met may be virtual, and we might have met as avatars, but the resulting friendships are real.1

My family is not alone. In one survey conducted in the United States in 2021,2 78% of respondents agreed that video games had introduced them to new friendships. Fifty‐four percent stated that gaming helped them meet people they never would have met otherwise, and 42% revealed that they had met someone who became either a close friend or a significant other while gaming. That's nearly half of gamers who now have a close friend – or even a romantic partner! – due to the connections they made in virtual worlds.

Whenever I hear someone express concern about players using gaming or virtual reality (VR) to withdraw from the world, I quote them these statistics. As this and other studies show, we are far more likely to connect to others while online than we are to isolate ourselves. When platforms don't facilitate this kind of social connection natively, users are creative enough to find their own solutions. Witness the meteoric rise of Discord, which provides a parallel voice discussion and typed chat venue for gamers to communicate with each other while they're playing the same online game. Founded in 2015, Discord had grown to 150 million monthly active users by 2022, and is currently valued at roughly $15 billion.3 In the “if you can't beat them, join them” category of business moves, Xbox finally integrated support for Discord voice chat with its platform in September 2022. Both of my sons saved up for a second computer monitor for their desks at home so they could more easily have a Discord window open on one screen while they were gaming on the other.

The development path of gaming juggernaut Roblox is another example of how important shared social experiences are to online players. Roblox began not as a social site, but as a physics simulator developed for students to see the results of experiments that would be too dangerous or expensive to try in the physical world, such as car crashes.4 Founder David Baszucki noticed students were building simulations as he had expected, but what he hadn't expected was that students were extremely eager to share their simulations with their friends, and that friends loved commenting on them.5 This discovery eventually led to the creation of Roblox in 2006, and the rest is user‐generated content history. Today, Roblox is home to literally millions of user‐created locations, where you can build games, play games, attend concerts, show off your gear, and sure, just hang out with your buds. In other words, Roblox wasn't launched as a social site until after actual users had demonstrated that what they most wanted out of a physics simulator, surprisingly, was the ability to be social. It was pretty sharp of David Baszucki to understand what his users were telling him with their behavior, and then to have the courage to make this pivot.

Similarly, the importance of social connections has morphed Fortnite from being “just” a group shooter game to being one of the largest fashion houses in the world. Sales of digital avatars, backpacks, clothing (“skins”), and dances (“emotes”) have netted Fortnite's parent Epic tens of billions of dollars in revenue since 2017.6 None of these elements have anything to do with actual gameplay, unlike the digital weapons used in the game. They are for expressing yourself, whether you feel like being a space bunny, a Celtic warrior, or Aquaman today. It's all about seeing and being seen by others.

Niantic, the creator of Pokémon GO, has always had (positive) ulterior motives behind their games, specifically structuring gameplay to get you off the couch, walking around outside, and meeting other people. More than six years after its explosive 2016 launch, Pokémon GO still boasts an impressive monthly average of 80 million players worldwide, thanks to its gameplay based on hunting down rare Pokémon in the physical world, then competing (and connecting) with others who are doing the same.7 Recognizing the power of the social element of its game, in 2022, Niantic launched Campfire, a social smartphone app designed to complement its games, through which players can look for other people playing the same game in their area, or see which of their friends are playing nearby at any given time.

The takeaway for the larger Metaverse from these examples is that people want to be connected in virtual environments, and it's one of the first things they seek. If a platform doesn't provide that kind of connection on its own, gamers will find a workaround that lets them be with their friends – somehow – while also being in the virtual world. Far from being the refuge of the socially inept, gaming worlds are filled with friendships, and the shared experience of ambushing an enemy or solving a problem together is creating new ones all the time.



When Two Dimensions Are Enough

It's important to note that this chapter makes a fundamental switch in the kind of experience we're discussing. The previous chapters have focused on various flavors of VR experiences, largely accessed through VR headsets (smartphone‐based Zepeto and Metaverse Seoul are exceptions), and delivering a fully immersive experience. But Minecraft, Fortnite, and Roblox are played on PCs or gaming consoles, and Pokémon GO is played on a smartphone. These absorbing games where all of these people are meeting each other are played on two‐dimensional screens! Is that really a Metaverse experience?

I maintain that live multiplayer games are indeed part of the Metaverse. There are two reasons behind my thinking. The first is that the games connect people in real time within the gaming experience. The second is that game environments provide immersive, transportive experiences, no matter what hardware is being used.

If you're a gamer, you'll know that it's completely possible to feel that you're spending time in a different world when you're in a highly absorbing game, even if it's only on a two‐dimensional screen. This was well‐expressed by Matthias Strodkötter, Senior Product Manager at real‐time engagement technology leader Agora.io, who estimates that he played about 3,000 hours’ worth of World of Warcraft on his PC in his teenage years. (That's 125 24‐hour days. Impressive.) “The technology doesn't have to be immersive, but the experience has to be. Even a book can be immersive if it's really good,” he points out.8 That's exactly right; a well‐crafted game brings you into its world, just as a well‐crafted book does.

In fact, I'd go even further and suggest that a well‐crafted story in almost any medium can create an immersive experience. I'm a huge fan of Six to Start's audio app Zombies, Run!, which weaves a gripping tale of you, Runner Five, and your companions as you survive a zombie apocalypse. This app isn't part of the Metaverse at all; it's an audio‐based smartphone fitness app that you listen to while running or walking. Whenever the zombies start to chase you in the story, you have to speed up 20% more than your base speed in order to outrun the slavering monsters, which you can hear right behind you. I came for the running incentive and stayed for the story. It's astonishing how vividly I can picture the basecamp and its surroundings, and my adventures in that imaginary world. After each run, I remember the imagined story experience almost more than the physical features of the landscape that I actually ran through. Once they've been adequately engaged, our imaginations do a huge amount of fill‐in work to give us the illusion of immersion, no matter the form factor of the original material. This immersive potential is why I consider the Metaverse to exist beyond VR headsets.

It's clear that real‐time multiplayer games are, as I defined in Chapter 1, “partly‐ or fully digital experiences that bring together people, places, and/or information in real time in a way that transcends that which is possible in the physical world alone.” Single‐player gaming, however, falls short of the full standard, and remains Metaverse adjacent. Even though I feel that I've been deeply immersed and have personally lived for years in the Kingdom of Hyrule by playing The Legend of Zelda: Breath of the Wild, it does not connect me to other people and therefore does not qualify as part of the real‐time, two‐way Metaverse, despite its breathtaking magicality.

There's also the question of which platforms have mass‐market reach. Meta had sold about 14 million VR headsets as of late 2022, and sales of other consumer VR devices are similar.9 Roblox, Fortnite, Minecraft, and Pokémon GO are accessible via various flat screens such as smartphones, PCs, and gaming consoles. The majority of people on the planet above the age of 10 already has access to these platforms, and these games attract hundreds of millions of monthly users – exponentially more users than all people on VR headsets combined. Knowing this, if you're a developer, which market will you create games for? It's a matter of pragmatism to include 2D screen experiences in our consideration of what the Metaverse is, at least for now, because so many avatar‐based interactive experiences are happening there. (We'll be looking at Web3 Metaverses, which also largely happen on 2D screens, in the next chapter.)

Don't just take my word for it, though. In a report on the Metaverse in March 2022, Citigroup stated, “We believe the Metaverse may be the next generation of the internet – combining the physical and digital world in a persistent and immersive manner – and not purely a virtual reality world. A device‐agnostic Metaverse accessible via PCs, game consoles, and smartphones could result in a very large ecosystem.”10 Device agnosticism is the difference between the Metaverse being a niche world, inhabited only by dedicated wearers of VR headset, and the Metaverse being a widely inclusive world in which anyone can participate.

Just to be absolutely sure that these 2D screen‐based games are significant parts of the Metaverse, let's return to my Metaverse definition checklist. Real‐time multiplayer gaming certainly ticks these boxes:


	Partly and fully digital

	Interconnected

	Real‐time

	Magical

	Relevant



In a wide and diverse range of games such as League of Legends, Among Us, or No Man's Sky, you are a digital avatar in a digital world. You interact in meaningful ways in real time with other digital avatars that represent other physical‐world people, to compete, collaborate, confound, or confuse them. Your experiences are magical, taking you out of your day‐to‐day world in environments that range from cartoonishly kooky to beautifully profound. The first four bullet points on that list? No problem.

That last bullet, though – how can we define gaming as relevant or solving a problem? To tackle this question, let's turn to the topic of what you can actually do in a game.



Gaming's Hidden Superpowers: Agency, Competition, and Rewards

For all of the importance of the social side of gaming, it's still secondary to the main event: the game itself. Games exert a powerful pull on many of us, something that scratches a primal itch in the human soul. Playing games is compelling enough that the term gamification has now entered the Merriam‐Webster Dictionary, where it is defined as “the process of adding games or gamelike elements to something (such as a task) so as to encourage participation.”11 According to this definition, gaming itself is so intrinsically attractive that adding gameplay to nongames is something that makes us want to do it more, the spoonful of sugar that makes the medicine go down. In fact, gamification is so compelling for so many people that unless creators are careful, it can slip over the line into being coercive, a point that game creator and author Adrian Hon forcefully makes in his book You've Been Played.12

What are the components of gaming that make it so attractive? Three elements of gameplay with particular relevance for the Metaverse include agency, competition, and rewards. Agency is the ability to exert control, to make your own decisions and take your own actions. This can be particularly gratifying in gaming contexts when you decide to take subversive actions that are not possible or acceptable in the physical world, such breaking down a brick wall with your bare hands or betraying a friend. Agency, which often takes the form of making choices in a very short time frame, is such a strong component of gaming that a Georgia State University study found that habitual gamers had superior decision‐making skills and response times, associated with enhanced brain activity, compared to nongamers.13 Trained by their gaming experiences, they're just used to taking action when the opportunity arises.

Competition, often the result of agency, involves the ability to compare your skills to someone else's, and see who wins. Implicit in the concept of competition is the presence of someone to compare yourself to. This suggests connectedness, although it's not necessary. You can compete against your own past performance or against an ideal standard as well.

Rewards are the result of achievement, which may come from competition but can also come from solving a puzzle, mastering a skill, or following a set of instructions accurately. A secondary reward can come when you gain social standing and status for displaying the rewards that you've accumulated.

When playing a collaborative Metaverse‐world game like Fortnite or League of Legends, it's easy to see where these compelling gaming elements come into play. You're an avatar interacting with the avatars of other people in real time, you have the agency to make your own decisions, you're competing directly against others, and if you do well, you get rewarded. If you're in a tournament for one of these games, your reward can be serious amounts of cash.14 Even very simple Metaverse situations, such as the multiplayer game Beat Saber in VR, share the same characteristics: You're an avatar competing alongside the avatar of another person in real time. You have the agency to choose when to strike the blocks coming at you (as well as to choose the difficulty level and song of the level). If you do well, you defeat your opponent and perhaps get a score that moves you up the leaderboard.

It may seem obvious to be talking about gameplay elements such as agency, competition, and rewards in the context of gaming. Where this gets interesting is when we start to see these key gaming elements applied with significant success to nongaming situations and events.

One of my favorite pastimes in the gaming Metaverse over the past few years has been watching the evolution of in‐game concerts. The very first one, which took place on February 2, 2019, featured an avatar of DJ Marshmello spinning beats on a digital stage in Fortnite's Pleasant Park.15 Sure, there were 90‐foot‐tall puppets dancing above the stage, and the avatars in the audience could leap super‐high in the reduced gravity of the event, but otherwise, all of the visual elements were lifted directly from a physical‐world festival concert. The stage was static, the audience was in front of it, and there were “lights.” Marshmello stood in front of a mixing table onstage, and the trippy visuals on the screen behind him were no different than you'd see in any high‐end concert these days.

Now, come forward less than two years, and everything is different. It's as if the team at Fortnite finally realized that in a fully digital world, you don't have to mimic the physical world … at all! The Ariana Grande Fortnite concert, which occurred on August 7, 2021, demonstrated this perfectly. There was no stage, and no separation between the singer and her fans. Instead, audience members flowed with Ariana from one digital experience to another, several of which featured interactivity and choices for the audience members to make that would affect their experience. It began with attendees surfing a digital wave into the concert venue at the start – what an entrance! – then moved into a series of flying, floating, and otherwise physically impossible spaces in which they could end up riding a rainbow unicorn, or teaming up with the other audience members to slay a monster with lasers (high scores were posted at the end of that segment). The concert became less about watching the artist play the music, and more about attendees and the artist experiencing the music and the different vibes produced by the different songs together. The quality of the experience was driven by how engaged you were – the more you interacted with the environment, the more interesting things happened. Even if you weren't an Ariana fan, it was fun!

Ariana Grande's Fortnite concert shows us what the Metaverse will be able to do for us as we apply more digitalization to real‐world experiences. In the Metaverse, concerts don't need to be something that we passively sit in the audience for, but can instead be interactive adventures where we have agency, and even a little competition. The music, perceived closeness to the artist, and the experience are our rewards.

Twenty One Pilots’ September 2021 concert in Roblox, which was similar to the Ariana Grande concert in that it was not constrained by trying to emulate a physical concert venue, added a useful interactive twist by asking audience members to vote on the next song between each track. All 40 avatars that were in each concert instance were dumped into a gritty environment that looked like a brick‐lined back alley, and were asked to stand in front of the icon that represented the song each person wanted to hear next. The one with the most votes would be the next song played, back in the free‐floating concert environment. (The social dynamics of this were fascinating to watch – it usually took a little time for one song to get a few more votes than the others, and then most of the undecided people would pile on that mildly preferred song right at the end.) Giving listeners the ability to structure the song order changed the power dynamics of the concert significantly, showing again how the free‐ranging creative power implicit in the Metaverse is going to upend our expectations and assumptions around a lot of different processes and experiences going forward. Concerts are just the start.

It's no surprise, then, that we find an increasing number of sponsored brand engagement sites within gaming worlds that feature interaction and/or games for its visitors. In Nike's Nikeland within Roblox, you can play minigames like tag with your friends, earn Nike shoes for your avatar by completing sports challenges, and use the provided tools to build your own games.16 This combination of interactive experiences and Nike‐branded verch (i.e., “virtual merchandise”) has been so successful that one year after launch, Nikeland has had 7 million visitors, from 224 countries.17 Their NFT drops alone have earned them $185 million, which begins to explain the wisdom of Nike's purchase of notable Metaverse collectible creator RTFKT in December 2021 for an estimated $1 billion – even though RTFKT had only been founded one year previously18 (!!). Nike's digital revenues now represent 26% of Nike's total brand revenue.19

For 2022's Wimbledon, the tournament partnered with The Gang to develop its own Wimbleworld, also in Roblox, where tennis fans could visit a digital recreation of the storied venue and challenge their friends to a game of tennis on Centre Court. Talk about agency! Of course, it is a natural fit for a sport to be recreated in a digital world as a game, since sports are already games. Even more impressive is the gamification of yoga that you can experience in Alo Sanctuary, created in Roblox by Alo Yoga. Alo Sanctuary is set on a craggy island that you must explore to discover and unlock yoga poses, which your avatar can then use while following guided meditation in calming environments such as a forest or an ice cave. New clothing items and other gear can be unlocked by returning to the site and meditating for multiple days. Gamification is cleverly being used here to help you develop new habits of mindfulness and calm, a world away from the adrenalin and competition that are normally associated with the concept of gaming. Alo Sanctuary is so successful at leveraging gaming elements to attract people to yoga that the site boasts a whopping 89% positive rating, even higher than the 81% positive rating enjoyed by the popular Nikeland.20

In another example of a nonsporting business entity successfully attracting visitors through integrated gameplay, the restaurant chain Chipotle has its Burrito Builder game in Roblox, in which you stuff your own burritos in a replica of the original Chipotle kitchen. In September 2022, Chipotle became the first commercial entity to launch a new physical world menu item in the Metaverse when they announced the addition of Garlic Guajillo Steak to their protein range and unveiled the new Chipotle Grill Simulator within Burrito Builder.21 In this new kitchen experience, you're taught how to cook and season the steak by an avatar of the real‐world chef who created it (giving him credit is a nice touch). The first 100,000 people to complete the experience were rewarded with a coupon code for a free entrée at any Chipotle restaurant in the United States or Canada, as well as virtual currency to unlock new gear for their Roblox avatars. Linking in‐game experiences to physical world benefits rewards customer loyalty and engagement, and creates brand awareness within new potential customer groups. The coupon‐redemption process also provides a way to measure just how strong an incentive Metaverse campaigns can be. Chipotle hasn't published any numbers, but that this was not their first Metaverse coupon campaign suggests that they're finding it to be a useful mechanism for driving customers into their physical restaurants.

Gamification is, in fact, so effective at generating user engagement that we're starting to see some very serious, unplayful topics also benefit from the application of gameplay to them. A prime example here is TIME Magazine's March Through Time experience, created in Fortnite in 2021 to honor the legacy of Martin Luther King, Jr. Visitors begin by listening to the full 17 minutes of King's 1963 “I Have a Dream” speech, while exploring the visual history of the Civil Rights movement for context. Afterward, they're able to play minigames with others that embody the speech's fundamental principle that “we move forward when we work together.” This is history both recreated and gamified, leveraging proven gaming principles to inspire deeper personal engagement with a time and place that might otherwise feel remote. We will see much more of this going forward.

▪ ▪ ▪

The gaming Metaverse scores very high on “magical experiences,” “real‐time,” and “interconnectedness” measurements, and finds its relevance in the increased participation and engagement it generates for almost any subject. The fluidity of the digitized Metaverse as a whole is such that it allows game elements such as agency and rewards to be added to almost everything, no matter how somber, silly, or significant the original topic may be. In fact, as children born in Western countries since 2000 have grown up entirely in a digital media‐dominated world, and as gaming occupies a large part of their time, it may be that they will increasingly expect gaming elements to be present to make any content interesting. Gamification and its power to engage users has the potential to be the engine that drives the mass‐market takeup of the Metaverse in the future.
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The Web3 Metaverse










	Purpose: Creating artificially scarce assets to drive monetization; ability to guarantee the uniqueness and ownership of a digital good to drive monetization

	Problems Solved: Monetization, questions of ownership, ability of creatives to generate ongoing incomes

	Key Access Method: PCs (and some VR)

	Contribution to the Wider Metaverse: Monetization, gambling, ownership, assertion of creative rights









Decentraland. Somnium Space. The Sandbox. Earth2. These are all examples of Web3‐based Metaverses, in which you can buy virtual real estate, build something to share with others or enjoy on your own, and hang out all day long as your avatar, interacting in real time with other people's builds and avatars. More and more physical world companies are announcing their coming presence in one or the other of these Metaverses, and for many people these fully virtual worlds are the first thing they think of when they hear the word Metaverse.

But … I don't get it. This is the one Metaverse category that I'm not passionate about, because I struggle to understand the relevance of digital real estate to anything outside itself, and especially to anything in the physical world. To be flippant, the only problem that the Web3/Blockchain‐based Metaverse seems to solve is the problem of having too much money – and investing in virtual real estate sure seems like a good way to solve that particular issue.

It's not the use of Blockchain that I object to. I do see the value of using Blockchain to orchestrate decentralization, which is important to help offset the hegemony of Web2 powerhouses such as Meta and Apple.1 I do see the value of using NFTs to grant a share of future sales to the original artist who creates a work, or to create unique branded goods that can be worn, sold, or traded.2 I understand how people could get excited about Metaverse real estate back when cryptocurrencies were strong and virtual land values seemed to be headed inexorably upward. But now that we've seen that downturns are possible in this market, just as in any other, does virtual real estate just turn out to be just another flimflam operation?

Just because I'm a skeptic, though, doesn't mean that we shouldn't consider this Metaverse area as well. I'm going to go through some of the things that are happening in the Web3 Metaverse, then look at both its positive and negative aspects before turning to the topic of NFTs. I'm certainly open to the idea that there is value in the Web3 Metaverse that I just haven't spotted yet. I'm also aware that not every new Metaverse idea is likely to be successful in the long term. Maybe this category is the one that doesn't make it. (Or maybe it is the one that comes to define what the future Metaverse truly is, and readers in 2033 will get a real hoot out of these paragraphs.)



The Web3/Real Estate Metaverse: Does Artificial Scarcity Make Sense in a Digital World?

Before we begin, I'd like to point out that I'm hardly the only doubter of the value of Web3 real estate. Cryptocurrency fan and NFT owner Mark Cuban said in August 2022, “The worst part is that people are buying real estate in these places. That's just the dumbest shit ever.”3 His complaint, and mine as well, is that neither one of us can see utility in selling something that depends on scarcity in the physical world, when the availability of land is essentially unlimited in the Metaverse. I may not be able to buy the plot right next to Snoop Dogg's mansion in The Sandbox, but one of the best things about the Metaverse is its ability to erase physical distance. Why can't I just put a portal in my virtual living room that lets me travel instantly from my land to Snoop's, thus rendering our respective holdings effectively next to each other? Even if I don't have such a portal, I can still instantly teleport my avatar to Snoop's front door (or any other location in The Sandbox) using the tools of the platform, so what makes one piece of Metaverse “land” more valuable than another? Are we, in this early development phase, erroneously using the measurements of the physical world (“Location, location, location!”) to assign value in the digital one?

I'm getting ahead of myself. Let's start by looking at what the Web3 Metaverse is. As they exist today, Web3 Metaverse platforms such as Decentraland, The Sandbox, and Earth2 are all PC‐based digital worlds in which you can buy land and build things on it. You can also roam around with your avatar and visit other people's creations. At least for now, the Web3 Metaverse world is very emphatically one that takes place on a two‐dimensional screen; Somnium Space is the only one of the major Web3 worlds that is available in VR as well as on PCs. As we discussed earlier, this doesn't make these spaces any less a part of the Metaverse, but I have met with several people who had assumed that these fully digitized virtual worlds were available in virtual reality, and were surprised to find that they're not.

All of these worlds are linked to the Blockchain, thus guaranteeing “eternal” ownership of your land, your art, and any other property you acquire.4 Members play, build, create, host events, and socialize, just as they do in Roblox or VRChat, but in the Web3 worlds, the focus is on creating an economy rather than on creating interactive experiences. This is particularly evident when you look at the prices of land. The Sandbox held a special “Snoopverse” sale of the plots of land “adjacent” to Snoop Dogg's land in December 2021, and the most expensive lot went for a staggering $450,000 worth of Ethereum. That was only one sale in a week in which 4,433 separate land sales generated a total of $70 million for the platform.5 The land might be virtual, but the money is real.

One possible reason for spending thousands of dollars on a piece of virtual real estate is the potential for it to help you earn an income in the future. This concept was expressed with passion by a 20‐something interviewee in the March 2022 CBS documentary Welcome to the Metaverse, who said that instead of saving up to buy a physical house in the physical world, he would rather have “something where it's possible for a million people to access my land, and access my business, my creativity – because remember, the new generations are all about doing business online, and connecting our creative and our talents and our skills through the Internet.”6 In this view, having a piece of virtual turf with high foot traffic that gives your digital business wide exposure is more important than owning a physical place to sleep at night. Hmmm.

It is likely the focus on economy and commerce in the Web3 world (as well as the PC focus, which makes these worlds available to more potential visitors than VR‐only worlds like VRChat) that has lured businesses from the physical world into setting up shop in the Web3 Metaverse. In June 2021, Metaverse investor Everyrealm spent $913,000 on a plot in Decentraland that it subsequently developed into the shopping district Metajuku Mall, inspired by the Harajuku District of Tokyo, the capital of Japanese street fashion. One of the first tenants was JP Morgan Bank, which opened a lounge dedicated to Onyx, their Blockchain banking arm. There wasn't much you could do there when it opened, except try to pet the tiger that randomly wanders through the space, but JP Morgan is getting in early and says it is preparing for the day when virtual real estate owners will need nonvirtual banking services, such as credit, mortgages, and rental agreements.7 JP Morgan was followed into Decentraland by Fidelity Investments, which built an eight‐story tower that focuses on financial education, with a rooftop dance floor to lure in the 18‐ to 35‐year‐olds that the space is intended to target.8 HSBC and Siam Commercial Bank's venture group SCB 10X have both announced plans to open in The Sandbox as well.

TIME magazine is planning to build a New York City‐inspired area named “TIME Square” in The Sandbox, linked to their issue of TIMEPieces NFTs.9 Holders of TIMEPieces will have exclusive access to events such as screenings of movies and documentaries produced by TIME Studios. Issuing an NFT that is essentially a membership card is a common approach taken by several Web3 Metaverse projects, following a path similar to that taken by the Bored Ape NFT group in their creation of the Bored Ape Yacht Club. The Web3 Metaverse NFTs have an advantage over non‐Metaverse membership NFTs, in that they can naturally provide a central place for events and meetups in their Metaverse (in TIME magazine's case, in TIME Square). Paris Hilton, for example, has been inspired by Snoop Dog's spread in The Sandbox, and is planning to build her own megamansion there, complete with NFT drops that will be the entrance ticket for the parties she plans to host.10

Back in Decentraland, Sketchers has opened a store in the Fashion District, while tequila maker Jose Cuervo has built a “metadistillery” in the Vegas City area. Decentraland has also been the site of several notable one‐off events, such as 2022's Metaverse Fashion Week, in which more than 60 high‐fashion brands from the physical world participated. Instead of running any television advertising at all, Miller Lite beer chose to do all of their Super Bowl advertising in Decentraland for the 2022 game, building the Meta Lite Bar and inviting fans to join them there. Many other companies have been spotted filing trademark applications that will allow them to create Metaverse presences (and possibly NFTs) somewhere in the future. McDonald's, CVS, Panera Bread, and Rihanna's Fenty fashion line are just a few.

As 2022 advanced, however, and prices of virtual land began to fall in line with the general global economic slowdown, Decentraland pivoted and began to allow big brands to rent space for their initial Metaverse forays, rather than asking them to buy plots of land outright, which might have been a harder sell for corporate CFOs than it had been when the market was at its hottest. Netflix took advantage of this new offering by renting a large 45‐parcel piece of land for one month in August 2022 to promote its movie The Gray Man.11 The interactive experience recreated a labyrinth that featured in the film, with trivia questions about the movie scattered throughout. Once players reached the center of the maze, they could record their completion time in their connected crypto wallets.

One developer estimated in May 2022 that it costs about $13,500 to build a storefront in Decentraland.12 The large footprint of Netflix's labyrinth guarantees that they spent more than this on their Gray Man build, but it's also safe to assume that the total cost of this Metaverse construction was less than a typical movie advertising campaign. According to Decentraland, 2,000 people went through the maze during its first week of availability. Whether this is enough exposure for Netflix to repeat this kind of investment in a Web3 platform will be something to keep an eye on.

So sure, there are some games and other things to do in these Web3 worlds, but, frankly, these Metaverses seem to be more about money than anything else. If you see an article about Decentraland or The Sandbox, the headline is far more often about some aspect of finance, or promotion by some famous person, than it is about actual experiences in those worlds. There's nothing wrong with that, but … is this really what the Metaverse is for? Returning to my recurring question: What problem is being solved here?

There's also the reality of how difficult it is to access these Web3 worlds. Decentraland is a very large program that must first be downloaded to your fairly capable PC, then takes a loooooong time to open whenever you want to pop in. Changing locations within Decentraland also generates a long wait time, every single time you switch to another point on the map. Just to make this move at all requires you to know the coordinates of your destination ahead of time, because there's no address catalogue or search engine. Then of course there's the need to have a MetaMask, WalletConnect, or CoinBase wallet in order to create a Decentraland account (wallet fatigue, caused by needing to create a new account in yet another wallet type every time you participate in a new Web3 project is a problem in the crypto world at the moment – I've lost count of how many crypto wallets I have). Add to that the high cost of land in the first place.

When the news first broke that companies such as McDonald's were filing trademarks that might in the future be used to create stores in Web3 worlds that you could order goods in, then have that item delivered directly to your own home in the physical world, my first thought was, “What a pain!” Having to start up a Web3 world, then having to figure out where in the world the store is, then having to navigate my avatar to that specific site (probably having to wait for a new client load during that process), then having to negotiate the purchasing process – heck, it's far faster just to order a Big Mac from Door Dash on my phone. Part of the reason that we haven't yet seen the same level of commercial involvement in the Web3 worlds that we have in Roblox is probably due to corporate marketing managers also coming to the realization that Web3 worlds create more problems for users than they solve. There are some seriously high barriers to entry here.

This brings us to a delicate subject – just how many users do these Web3 worlds actually have? In October 2022, data aggregator Dapp Radar revealed numbers of daily active users for Decentraland and The Sandbox. They defined an active user based on the interaction between a unique crypto wallet and the platform's smart contract.13 This generally occurs when a transaction is made using MANA or SAND, the platforms’ respective in‐world tokens. People who just come in and look around, attend a free event, or talk to others without spending any money are not tracked in this metric, and we can safely assume that the numbers of actual people visiting each site are higher than Dapp Radar's active user count. Nevertheless, it's still a surprise to find that, according to Dapp Radar, the largest number of active users in a single day ever in The Sandbox is 4,503. For Decentraland it's only 675. Decentraland fiercely disputes this measurement, asserting that in September 2022, they had 56,700 visitors but only 1,074 (less than 2%) interacted with a smart contract. That's more activity than Dapp Radar is picking up, but it's still not good news for the future of the platform if fewer than two visitors in 100 are engaging economically with either the platform or other users on it.

The Web3 platform NFT Worlds has also seen a tremendous decline in users from its 2021 peak, with only 235 users during the whole month of September 2022.14 For comparison, Roblox gets 43.2 million active users every day.15

Crypto casino ICE Poker claimed in February 2022 that it was generating 30 percent of Decentraland's daily traffic.16 Maybe that's the problem that Web3 worlds solve – where to gamble virtually with crypto, since gaming platforms like Roblox and Fortnite that cater more directly to children ban almost all types of gambling. We began with a vision of digital paradise, and ended up at a poker game? This is not the Metaverse that I had in mind.



An Optimistic View

It's time now for me to rein in my pessimism and start looking at the unequivocally positive projects that are out there in Web3‐based Metaverses, because they do exist. One of my favorites is a recreation of the stunningly beautiful Finnish Pavilion at the 1900 Paris World Fair Exposition, built in Decentraland in October 2022 by the Finnish National Gallery.17 Within the iconic architecture hang replicas of the 12 paintings that were originally in the Finnish Pavilion in 1900. However, all of the works were painted by men, since that was a time in which women's art was far less celebrated publicly. You can fix this injustice today in the Metaverse by pressing a button on a kiosk in the center of the hall, and instantly swapping out the 12 paintings created by male artists for 12 equally vital paintings from the same era, all painted by women. This project brilliantly combines an actual representation of history as it truly happened, with an idealized reworking of that same history that addresses the injustices that were not visible then but that we can see with hindsight. This is a problem‐solving Web3 Metaverse project that I can get excited about!

Perhaps the most unusual Metaverse‐based marketing promotion of 2022 came from Taco Bell, which in August opened a contest to identify one couple who would get married in the Taco Bell Wedding Chapel in Decentraland.18 Guests were to receive exclusive NFTs for their participation, and of course the lucky couple would receive their marriage certificate as an NFT. We saw a lot of physical world activities, such as graduations, weddings, and even funerals, move onto digital platforms during the pandemic, and while this example is a specific marketing campaign, it does highlight that digital platforms can still bring people together from across long distances for socially significant activities.

Others have also looked at the general monetary focus of Web3 worlds and are actively seeking to walk a different path. Thai Metaverse startup Translucia has announced that it will be building its own Web3‐based world in 2023, with a particular focus on sustainability. As explained by Melbourne‐based partner Two Bulls’ founder James Kane, “A lot of metaverses are around profiteering and opportunism, whereas in this metaverse there really is a strong central vision around putting people first before coins, putting people before profit and putting the environmental concerns before profit.”19 What this world will look and feel like remains to be seen, but the mere existence of Translucia's intent indicates that the limitations of highly money‐focused worlds are becoming clear to at least some.

Alóki is another project that is leveraging Web3 land ownership structures to create change in the physical world.20 In this project, the virtual land that participants can buy is linked to an actual 750‐acre plot of land in the Costa Rican rainforest. The land is managed sustainably by farmers who are making it productive by planting fruit trees, and who will plant a tree on your behalf in the physical world if you plant one on your virtual land. A game is planned for the virtual space that will give participants play‐to‐own opportunities for the actual land in Costa Rica, as well as the chance to win trips to the physical land for retreats and meetups with other community members. This is another promising project that is still in the planning stage as of this writing – we'll have to see if this innovative physical/virtual land twinning does indeed bear both digital and physical fruit.

Even though this might be too Black Mirror for some, I also put Somnium Space's announcement that they are planning to build a “Live Forever” mode in the positive Web3 Metaverse category. Saddened by the too‐early death of his father, Somnium Space founder Artur Sychov realized that it was possible to capture vast amounts about people while in his platform, which could then be used to feed an artificial intelligence that could later recreate an avatar that moved, spoke, and behaved like the original person.21 This is particularly true of Somnium Space, more so than of the other Web3 Metaverse worlds, because in addition to its PC client, Somnium Space has a VR version that can track how a person's body moves in the physical world. A 2020 study in Nature showed that recording the movement of a person's eyes, mouth, torso, and hands for only five minutes in VR can subsequently enable that person to be picked out of a group of 500 people, with 95% accuracy. A record of how someone moves, a recording of how they speak and laugh, a count of the vocabulary words that they use and the frequency of each – yes, the Metaverse is indeed a place where all of this can not only be recorded, but also analyzed and recreated later. Too creepy? I don't think so. This is, on a certain level, no different than using VR to capture and replay the wisdom and experience of threatened cultures and places, as we saw earlier in the examples at Mesa Verde and Tuvalu. Consider how meaningful it can be to watch videos of people you loved who are no longer living. I can certainly think of family and friends who are no longer with us whose voice and mannerisms I wish my kids were able to hear, and I'd dearly, dearly love to play cribbage with my grandfather again.

Now that I look back at all of the examples that to me show positivity and promise of intriguing futures, I see that what they all have in common is that they connect to a reality in the physical world that goes beyond mere financial value – and they each solve a problem. The Finnish Pavilion recreates and corrects a flawed historical happening, the Taco Bell chapel hosts meaningful social moments that can be attended by family and friends from everywhere, Translucia's plans address environmental concerns, Alóki is improving and allowing ownership of a physical piece of land, and Somnium Space is connecting people across even the curtain of death.

What can we learn from this Web3 Metaverse? It certainly demonstrates that people want to invest in the Metaverse as a way to make money, but if that's all there is to do in a world, will people show up once the novelty has worn off? Is a digital world without meaningful relevance to physical world realities – well, irrelevant? It may be that some of what we see in the Web3 Metaverse is a negative lesson that is showing us how not to proceed if we seek to create participant passion and project longevity, not too different from the self‐serving (and empty) builds we saw in the social Metaverse.

It could also be that there is value or utility in the ownership of digital real estate that I have completely missed. I remain highly critical of real‐estate‐driven Metaverse projects, but I am keeping an open mind; it could be that the Web3 real estate world is lacking some tiny pivot that brings all of these projects into sharp relevance for us all. At least for now, the jury is still out.



What Does Make Sense: Digital Scarcity Through NFTs

As previously noted, one of my main objections to Web3‐based real estate is that while a plot of land can be uniquely owned and guaranteed on the Blockchain, the instantaneous porting that is a feature of most of these worlds renders the concept of proximity – and the value of one lot over another – essentially meaningless.

Where Blockchain does make sense in the Metaverse is in the minting of NFTs. NFTs usually represent a thing, not a place, which is created by an artist or an architect or by a desirable brand, and is produced in limited numbers, thus guaranteeing scarcity. Because NFTs are portable, there is no delusion that its physical location matters in any way at all, thus avoiding the “location overvaluation trap” that exists for Blockchain‐guaranteed plots of virtual land.

NFTs hit us directly in the fashion/collectible part of our brains, which makes us want to adorn our bodies with cool swag, or to fill in all of the spaces on the shelf holding the collection that we're trying to complete. We'll pay money to dress ourselves well and to complete that collection shelf, and we'll feel that we did indeed get value out of the simple possession of the coveted item. I personally have in the past spent many dollars rounding out my collection of the Lego Minifigures Simpsons range, and if you ask me why, my answer is really not any more complicated than the famous “Because it's there!”

Where NFT creators have gone even further into creating desirability and pull for their products is in adding digital functionality, very typically turning NFTs into membership tokens for exclusive online clubs and events. Bored Ape Yacht Club, for which you need a Bored Ape NFT for entry, is probably the best‐known example thanks to its wide range of celebrity endorsements (which later were alleged to be paid for),22 but there are plenty more of these mini‐communities out there with more honest provenances. As a typical example, Metaverse investor and developer Everyrealm released several snazzy outfits designed by Jonathan Simhkai as limited edition NFTs in association with their Metaverse Fashion Week in February 2022. One gorgeous glittering pink dress NFT, named Lucee, sold for 0.21 Ethereum, which at the time was worth $627.18. That's a lot of money for a real dress, let alone a virtual one, although dressing your Ready Player Me avatar in the striking clothing lets you wear it in multiple programs. Purchasers were also whitelisted for all future Everyrealm NFT drops, putting them at the head of the line for future unique goods.

If being allowed to buy more NFTs in the future isn't a compelling driver for you, there are other approaches to community creation that you may find more appealing. One outstanding example comes from noted artist and DJ Steve Aoki. In August 2021, he created Dominion X, which consisted of an engaging three‐minute animation that he divided up into ten 30‐second segments, minting each short video as its own NFT. He auctioned off 499 copies of these segments on the Nifty Gateway, plus auctioning off a single copy of the entire 30‐second film.23 In addition to ownership bragging rights, Dominion X NFT owners received physical world perks, including concert tickets and access to an exclusive Discord channel. The whole set of 500 video NFTs sold out in seven seconds, with the single NFT of the entire film selling for $26,000. I don't know if anyone set out to collect all 10 segments so that they could have their own copy of the entire film, but I'm sure the temptation was there for at least a few purchasers.

The whole experience was so successful that in 2022, Aoki returned with ReplicantX, a collection of 4,000 NFTs from the same creative universe as Dominion X. These NFTs are static images rather than video segments, but as the website explains, they grant their owners “entry into a new type of community driven, gamified storytelling. This is your chance to help write an animated series as it goes into production.” 24 How this will work across 4,000 potential collaborators is not clear, but what is evident is that ownership of the NFT brings you closer to Steve Aoki and his creative process, which would be a highly rewarding experience for devoted fans.

Some NFTs have high social cachet … just because they do, and without any specific functionality to them beyond being able to show off your ownership of them. CryptoPunks, first mined by Larva Labs in a set of 10,000 in 2017, are a case in point. Even though they are low‐resolution, 24×24 pixel images of skinny punk heads on pencil necks, they took off in a big way during 2021. At the height of their popularity, even Visa invested in its first NFT by purchasing CryptoPunk #7610 for $150,000, stating that “NFTs will play an important role in the future of retail, social media, entertainment, and commerce,” and that they were purchasing the asset in order to “gain a firsthand understanding of the infrastructure requirements of a global brand to purchase, store, and leverage an NFT,” which is fair enough.25 I'm not sure I would have been able to convince my management to spend that much money on such a learning adventure, but the point that it takes getting involved in order understand this marketplace and the opportunities it might offer your corporation is a good one.

Switching focus from investors to creators, NFTs actively solve two significant problems faced by artists worldwide. One problem is that in traditional media, the artist only makes money from their initial sale of the work. Because NFTs are minted on a Blockchain, and the work's metadata includes information about the original artist, the artist receives a percentage of every subsequent sale of the work, forever. This holds true whether the work is a visual piece, or music, or a full‐scale digital copy of Pike's Peak. The ability to guarantee future income from their masterpieces is a massive incentive for creatives to work in digital spaces, all over the world.

A second problem addressed very well by NFTs is the challenge of exposure. In the traditional art world, to get your art seen by the many, you're driven to find a patron or a gallery or a record label or some other production entity that may: (1) end up causing you to compromise your artistic vision, and (2) siphon off the cream from whatever profits you generate. The NFT markets of the Web3 Metaverse eliminate the need for artists to work with a production company. The March 2022 CBS documentary Welcome to the Metaverse recounted the rise of 15‐year‐old NFT artist Jaiden Stipp, who earned over $1 million during his first year of minting NFTs based on his drawings. In the film, Stipp directly credited his success to the democratization of access available through digital platforms: “I definitely believe this [NFT] space is allowing a lot more people to be creative … it's about how easy it is for anyone to mint or promote themselves. You don't need to contact galleries, you … just get your name out there, and known.”26

One drawback to NFTs is that while discovery and purchasing are highly democratized processes, they are still tightly connected to the Blockchain and platform on which they are minted. If you buy an NFT using Tezos coin, for example, you have to store it in your Tezos wallet. Genee AR is taking tiny initial steps in breaking down NFT silos with its launch of the browser‐based multiplayer game NFT All Stars, which includes characters from multiple NFT worlds, including The Sandbox, Non‐Fungible People, Ready Player Me Punks, Doodles, and others. You can sign in using your Metamask wallet, and play as an NFT that you hold in that wallet.27 NFT All Stars isn't itself a cross‐wallet project, only linking to Metamask, but at least they're starting to throw a rope bridge across the divide by bringing visual richness from multiple NFT universes into a single playing arena.

There are several Web3 projects that attempt to bring together the best aspects of both digital land and NFT ownership, uniting them through play‐to‐earn gaming models. Examples here include the multiplayer DeFi Kingdoms and Treeverse. Still in development, the Ethereum‐based world Illuvium is attempting to bring together the best aspects of both digital land and NFT ownership, uniting them with Pokémon‐like gameplay. Players can outright pay for land, discover assets in the Illuvium universe, and increase the value of their holdings by winning battles with others – possibly earning back the value of the money spent on land. Early game plans also reveal a mechanism for allowing bets on battles, made by either asset holders or spectators. And yes, there it is – we're back to gambling. Somehow, in the Web3 Metaverse, gambling is never far away.

It's the speculative and financial aura around all Web3 projects, including NFTs, that have made gaming platforms that cater mostly to children avoid them like the plague. After initially signaling openness to NFTs, Minecraft banned them in July 2022, stating that “NFTs are not inclusive of all our community and create a scenario of the haves and the have‐nots,” leading to kids focusing on money, and not on the game.28 Epic's CEO, Tim Sweeney, has said that his company is willing to consider future gaming based on the Blockchain, but that he found NFTs “scammy,” and that they wouldn't be brought into Fortnite.29

Away from the gaming world, CNN got cold feet and performed an unexpected NFT about‐face that investors angrily called a “rug pull” in October 2022, when the company suddenly closed down Vault, their Web3 project based on minting NFTs based on CNN newscasts.30 NFT owners were to be compensated for the money they had spent on the assets at an estimated 20% of purchase price, which I'm sure satisfied no one. This “rug pull” risk is another one of my concerns about the Web3 world – the Blockchain creates an eternal, decentralized record of your ownership of a digital asset, but what happens when the server on which the actual digital asset resides is turned off by a company that decides it's not interested in this marketplace anymore, or goes bankrupt? NFTs issued by the music festivals Coachella and Tomorrowland met exactly this fate when the cryptocurrency exchange FTX collapsed suddenly in November 2022.31 The servers that held, among other things, Coachella lifetime pass NFTs and the artwork linked to FTX‐generated NFTs, even those held in external wallets, were shut down and access to their “eternally guaranteed” assets was denied to thousands of holders, unlikely to return until the exchange's bankruptcy process is resolved. Messy.

Moving in a different direction, Meta began allowing Facebook and Instagram users to display their NFTs in their accounts in mid‐2022, mirroring a trend that had been going on in Twitter (with all those Bored Ape and CryptoPunk avatars) for a while. Perhaps more mainstream platforms will find it acceptable to simply display NFTs, without offering the capability to sell or trade them, and therefore stay away from the speculative nature of such volatile goods.

▪ ▪ ▪

Even though both are powered by the Blockchain, and the curiosity about both is certainly driven to some extent by financial interests, Web3 real estate worlds and NFTs address very different markets and solve very different problems. While they're still strongly associated with money, the structure of NFTs have the potential to solve some very real problems faced by the global artist community, such as discovery and the ability to generate recurring revenue for popular works that trade hands more than once. As far as Web3 real estate goes, though – nope, I still haven't found any problems that that solves, only problems that digital real estate creates in terms of high usability barriers matched with low functionality.

The experience of Spatial may be indicative of the future of the Web3 Metaverse. Spatial, which is not a Web3 platform, was initially built as a corporate meeting space that could be accessed by PC or VR headset. In early 2021, however, NFT artists who were looking for a non‐Web3 world to show and sell their art in began creating gallery spaces within Spatial that were open to all. Suddenly, 90% of Spatial users were NFT artists, and the company shifted its focus to serve them by offering prebuilt display areas and Ethereum wallet integration.32 A year later, Spatial has merged its original intent with its pivot and contains a combination of NFT galleries and user‐built gathering spaces.

Spatial offers an example of how NFTs can be a valuable part of the Metaverse, enhancing the experience of those who visit, without needing to be in a world in which the most significant thing about every object in view is how much it costs. As Oscar Wilde said, “Nowadays, people know the price of everything and the value of nothing,” which, as far as I'm concerned, is a scathingly accurate review of the real estate side of the Web3 Metaverse.




Notes
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	2. For a thorough exploration of this topic, I recommend Cathy Hackl et al.'s Navigating the Metaverse (Wiley, 2022), which goes deeply into the economics and opportunities of the Blockchain‐powered Metaverse, especially from a brand opportunity perspective.

	3. https://fortune.com/crypto/2022/08/08/mark-cuban-criticizes-metaverse-land-sales-yuga-labs-otherside/

	4. Though what happens to your holdings if one of these worlds goes offline or is otherwise shut down is unclear. Call me a pessimist.
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	6. “CBS Reports: Welcome to the Metaverse,” March 24, 2022. CBS News, 46:29, https://www.cbsnews.com/video/cbs-reports-welcome-to-the-metaverse/#x

	7. https://fortune.com/2022/02/16/jpmorgan-first-bank-join-metaverse/
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The Enterprise Metaverse










	Purpose: Using digitization to make the invisible visible for corporate presence, visualization, and problem‐solving

	Problems Solved: Connecting people with remote people, places, and things for observation and/or action in real time; training for processes that are dirty, difficult, dangerous, or expensive in the physical world; hands‐free access to task information for improved enterprise productivity; visualization of what‐if scenarios for the discovery of the most effective solutions to new problems

	Key Access Method: VR, PC, AR

	Contribution to the Wider Metaverse: See list of problems solved, plus incubation zone for hardware to become more suited for mass market audiences









So far, we've been looking exclusively at Metaverse experiences that are targeted at the general public. There's a whole other category that has, in many ways, already advanced beyond this consumer Metaverse: the Metaverse of the workplace, or the enterprise Metaverse. This is the world in which factory workers think nothing of putting on a Hololens to get assistance to complete a task, digital twins are well established, and a high‐resolution VR headset can cost as much as $15,000.

We don't see this Metaverse as easily as we see the consumer Metaverse. One reason for this is that corporations don't make their Metaverse builds available to anyone from the outside, just as companies safeguard their Intranets and do not make them available to the general public. This means that we don't hear about a company's hot new VR development unless they choose to tell us about it in a press release, and for a VR or AR build that gives a significant competitive edge, a savvy company will keep information about it to themselves. We also tend not to hear about failures in the enterprise Metaverse world; if an experiment goes wrong, at best there will be some quiet internal learning about what could have been done better, and at worst the company will drop the entire Metaverse topic and never approach it again. There are a lot of successes in this area, though. If you're interested in learning more about Metaverse best practices for enterprise use, I recommend Jeremy Dalton's book Reality Check (Kogan Page, 2021), where he draws from his experience as Director of Metaverse Technologies at PwC.

Even though these corporate Metaverses will, for security reasons, never be interconnected with anything outside their own walls, and will always remain their own little islands, they are nevertheless worth looking at for three main reasons:


	Enterprise Metaverses are always built to solve a problem. No CFO would approve the project spend if they didn't have at least the promise of an improved process or a reduced operating cost. Looking at how enterprise Metaverses have been deployed today is a great way to understand where the technology is making its most significant contributions to human endeavors.

	Corporations are more likely to be able to afford expensive, high‐end equipment than individual users are, thus creating a market for advanced and experimental hardware. Corporate spend on high‐end devices kickstarts the developmental flywheel that will eventually see that same technology become affordable enough for the general public.

	By requiring workers to wear certain hardware, such as an AR headset, to complete a specific work task, companies give their employees direct experience with what AR and VR can do. This creates a workforce across multiple industries that has already had hands‐on experience with AR and VR and who can begin to imagine how those technologies might be useful in their own lives. This experienced workforce can become a potential army of future early adopters.



These last two points are critical for the birth of a new industry, as happened in the early 1990s with mobile phones. Back in those prehistoric times, mobile phones could do one thing: make a phone call. Even text messages were still in the future at this point. The phones themselves were heavy, bricky, and unglamorous. Over time, more and more people were given these phones by their employers because companies realized there was a benefit to being able to contact their employees when they were away from their desks, or even out of the office altogether. As more and more companies bought these phones, their spend created an influx of cash that was able to fund the next wave of phone hardware and software development. Over time, phones became smaller, lighter, and ultimately gained more functionality as they slowly developed into a common, affordable computing platform that was ideal for offering new and monetizable services to large numbers of people. At some point, the phone shifted from being an enterprise product that you got from your company to being a consumer item that most people bought and treasured for themselves.

We're going to see a similar progression in the enterprise Metaverse. Many people will encounter their first VR – and especially their first headset‐based AR, or augmented reality – experience at work, and it will be by using a device that is heavy, bricky, and unglamorous. Employees will wear these clunky headsets because they're required to do a job, just as they carried early clumsy mobile phones (and pagers before that) because their employers required it. Over time, the technology will improve, and the devices themselves will slowly shift toward being consumer products, so much so that we'll eventually forget that we did indeed get our first AR headset from our employer, just as people of a certain age (that would be me) have generally forgotten that their first mobile handset in the 1990s was put in their hands by the organization that they worked for.

Even though the enterprise Metaverse will never escape beyond the walls of the factory or office space where it is put into use, the education that the enterprise Metaverse will bestow upon the workforces who use it will have ripple effects that will have a strong positive long‐term effect on Metaverse awareness and, one hopes, enthusiasm among the populace in general.



Training: The Low‐Hanging Fruit

Let's start our tour of the enterprise Metaverse with training, the most easily understandable corporate use of Metaverse technologies, and possibly the most widely spread today. Immersive virtual reality, in particular, is excellent for creating safe, relatively low‐cost environments for any training scenario that is dirty, difficult, dangerous, or expensive to replicate in the physical world. It reduces or eliminates travel costs associated with training for both teachers and students, and gives virtual access to even the most complicated of machinery to far more people than may be able to be accommodated on that machinery in the physical world. We've already seen that a number of government entities have begun to invest in VR‐based training to reach people in rural or geographically inaccessible locations. Driven by the same visible benefits, an even larger number of commercial enterprises from across multiple industries have already embraced VR‐based training and made it part of their corporate culture.1 Walmart and McDonald's use VR to train their employees in customer service. Boeing uses VR to train future astronauts. FedEx and UPS use VR to train drivers before they get out on the highway. Bank of America uses VR to train their employees on how to handle difficult discussions.

VR isn't just useful for making training safer, more widely available, and more cost‐effective; it has inherent benefits that make it actually better than in‐person training in a wide variety of scenarios. For example, stopping a production line because some newbie has made a rookie mistake is a massive expense for any company. At Ford Motors, a new F‐150 pickup truck rolls off the line every single minute. At about $40,000 per truck, any assembly line stoppage costs Ford $40k per minute at a minimum, so the benefits of training new workers in VR, safely away from the actual line, are obvious.2 Keep those unpredictable humans away from the machines until we're sure they know what they're doing, please.

A second area in which VR training excels is in an example that we saw earlier, with the assessment of elderly drivers in South Korea: Everything is measurable in VR. I learned this first‐hand in a VR session with Immerse, one of the earliest and most successful VR training specialists. They created a training scenario for Shell several years ago that taught the trainee how to change the flow of oil at a refinery from one tank to a second one. Immerse was kind enough to take me through this scenario, and afterward they showed me how every microtask that I had performed in service of the larger goal was logged, including the amount of time elapsed between each action. Even though I did eventually get the correct pipe hooked up to the correct tank, the record of my actions revealed that for a brief second, I had thrown the wrong switch, which in the physical world would have flooded the platform I stood on with oil. Not a good look. I had also had to stand and think for quite a while at one point to figure out what my next move should be, another giveaway that I wasn't quite ready to get oilfield accreditation just yet. Both of these points of failure might have been missed by a human assessor if they had happened to glance away (“Look, a bird!”) at precisely the wrong times in the physical world.

My mistakes at the virtual refinery can be overcome by the third great superpower of VR training: the ability to repeat an action over and over, until you know it cold and can prove to others that you do. This is particularly important in areas that are literally matters of life and death, such as surgery or flying a plane. Being able to repeat a process virtually 10, 20, or 100 times will make a better doctor or pilot, especially if you can then validate their expertise by tracking the speed and surety of individual microactions through virtual testing. Studies have in fact shown that performance on VR simulators is a better predictor of physical‐world success than performance using more traditional training methods.3 In VR, none of that learning process needs to endanger a single human life, which is not always the case when practitioners are still on a steep learning curve out in the physical world. This is also a huge advantage in training for situations that are unusual or rare as well as dangerous. It's hard to build up, say, a great wealth of bomb‐defusing experience in the physical world without great risk, but repetition with many different bomb types in VR can create expertise even in situations that are mercifully uncommon out in the field. Once created, digital training can also be shared widely and instantly with an entire team, no matter where in the world they are, so that everyone on the bomb squad can develop the same expertise with even infrequently‐occurring devices.4

A fourth advantage of virtual training is that in addition to seeing what would be present in the physical world, you can also be shown digital interiors and annotations that help you understand the larger function of the various components of an overall system, which helps you learn what to do more quickly. Going back to the oil tank example, Immerse's training showed me digital arrows over every pipe, indicating the direction of the flow of the oil inside. Seeing that information made it infinitely easier to understand what is going where, and therefore why this pipe needs to be closed off before that one, when all you can see in the physical world is an inscrutable tangle of metal. Training then becomes a more satisfying process of understanding the bigger picture, rather than the burden of memorizing a series of discrete actions by rote.

Almost all enterprise training systems today are prerecorded, Metaverse‐adjacent experiences, but they're widespread enough that they are likely to be the first VR experience many people have, and as such are important on‐ramps to the full Metaverse that connects users to another reality in real time. Let's shift now to look at the main category of real‐time digital/physical fusion in the workplace: presence.



Presence: More Than Just Meetings

Presence refers to bringing you into perceived proximity to another person, thing, place, or information set, and in the enterprise Metaverse, this usually is done to solve a problem. There are many ways to create digital presence by interconnecting disparate realities, and here we're going to look at five of them.


Conversation in Virtual Reality

The first kind of presence that we'll look at is the kind that unites multiple people in real time in order to enable conversation, information sharing, analysis, and brainstorming. Like many of the companies and technologies in the Metaverse area, this sector got a boost during Covid, when people couldn't travel and needed to find other effective ways to interact. A real challenge during this period was whiteboarding and other kinds of abstract ideation, anything where you needed to represent ideas for all to see. PC‐based solutions tend to be unwieldy: idea boards can get very big, and sometimes are difficult to navigate around to see everyone's contributions.

This is where VR‐based meeting platforms excel. In VR‐located working environments such as RAUM, MeetinVR, Arthur, or Engage, everyone is an avatar in a fully digital, immersive environment that is generally architecturally stunning and located in an inspirational location, such as on a tropical island or high up on a volcanic mountainside. Each provides various easy‐to‐use tools to create digital drawings, notes, and objects that can be hung midair, made larger or smaller, and rearranged by anyone, making teamwork and brainstorming incredibly visual and participatory.

The benefit of being able to represent literally anything digitally while in a Metaverse group meeting was explained to me by Patrick Fish, an experienced Metaverse training leader from the SAP Academy for Digital Sales:


It sounds counterintuitive, but in the VR training sessions I run for SAP in RAUM, I start the group off in a completely empty room. I then ask them to build me a representation of a process, say a particular customer journey. Before I know it, the students have created the customer at a desk with a phone over here, the warehouse over there, a delivery truck on the road between them, and so on. It's all in three dimensions, and very easy to construct and modify as they think through the process and the support systems that are required at each step. Instead of sitting through a boring slideshow that most of them will forget within an hour, asking students to create everything themselves motivates them to think through the situation thoroughly, hugely boosting topic understanding, retention, insight, and even spurring unexpected moments of innovation.



Patrick has also found that VR meeting spaces are excellent for team building. Once, when he ran out of time to decorate a VR space for a party with a team whose members were all working remotely, he ended up just putting notes on various walls on the room: “Build a firepit here” and “Build a toy store here.” The partygoers had a blast using their imaginations to construct each area – “the creativity that was unleashed was crazy!” – and formed strong bonds among the team members, much stronger than if Patrick had built something himself ahead of time. As Patrick's experiences show, the Metaverse is ideal for both presence and interactivity, creating connections with others and fostering new ideas through hands‐on experiences with even abstract concepts.

Enterprise VR meeting spaces are also excellent for more traditional communication formats such as giving a presentation to a group, because they easily enable much higher audience interactivity than is possible in the physical world. Patrick and I originally met when we were both panelists at an end‐of‐year celebration in RAUM, which put us both up on stage talking about the Metaverse, with an audience in front of us. The geniuses behind RAUM5 had come up with some terrific ideas to make the format interactive, the most effective of which was to inject multiple‐choice opinion questions every couple of minutes into our discussion, then ask the audience which option they would choose. For each question, the audience quickly grouped themselves into the areas labeled A, B, or C, a process that was faster than Internet polling and even gave some people the opportunity to indicate that they agreed with both A and B by standing in between the two spaces. Even though the audience was muted, their ability to contribute their various opinions about what we were discussing by moving while we were talking made them an active part of the information‐sharing experience in a way that is a marked improvement over the usual conference audience that is only visible from the stage as a series of vague blobs on chairs.

A less immediately obvious, yet critical, aspect of meeting in VR is that it demands your undivided attention. This was articulated by a marketing executive at a company that went all‐in on internal Metaverse meetings, who discovered that wearing a VR headset actively prevents you from stealthily doing your email at the same time. “You've got literally blinders on, so distractions aren't occurring,” he observed. “I found that I was getting into a much deeper state of work.”6

Yet another benefit of meeting in immersive VR spaces may come from the soaring dimensions of many of these digital meeting spaces themselves. Studies have found that we think more creatively and expansively when we're literally located in expansive spaces.7 Stanford researchers looking at this question specifically in VR environments found that participants in wide‐open virtual spaces demonstrated not only a wider range of creative responses to tasks, but also “reported increases in many positive measures such as group cohesion, pleasure, arousal, presence, and enjoyment, versus when the students interacted in constrained surroundings.”8 Outdoor environments with natural elements such as trees and clouds also generated more positive feelings in participants, regardless of the apparent room size. Bring on the fluffy white clouds and digital palm trees!

Corporations can engage with VR meeting spaces in different ways, either signing up with platform providers to use generic meeting rooms from time to time, or subscribing and receiving their own persistent, customizable digital space for a team's long‐term use, as SAP has with RAUM. Other companies, such as Accenture, have gone all the way and have built their own digital space for corporate activities. Developed in conjunction with Microsoft, Accenture's purpose‐built Nth Floor contains digital twins of many local offices from various cities around the world, plus One Accenture Park, an entirely virtual campus that was created specifically to give all global Accenture new employees the same onboarding experience, thus unifying Accenture's corporate culture and helping new hires to meet a wide range of people from day one, no matter where they may be located physically.9



Conversation (and Typing) via PC

Most of the interaction that occurs in these rooms is conversation and the manipulation of digital objects, for the very practical reason that if you're wearing most VR headsets, you can't see your own physical laptop keyboard or desk, and so you can't write anything. Meta and other companies are working to change this with passthrough video and other solutions (including expanded peripheral vision on the Meta Quest Pro headset), but the keyboardless VR headset meeting is the dominant reality for now. There are VR meeting spaces that are accessed purely via PC, though, that get around this limitation. One of them is Virbela, which, like some of the wholly VR‐based digital workspaces, can build you your own corporate or event campus. The advantage of taking the non‐VR path is that Virbela is designed for people to work in for longer hours than just one meeting, so that you have the chance for your avatar to serendipitously bump into the avatar of a colleague who's also in the space, to have those water cooler conversations that vanish when a large proportion of the workforce is not coming into the office on a regular basis.

Virbela “drinks its own champagne,” as they put it, and the staff not only works in their platform every day, but they also do all of their hiring through Virbela, never seeing their new hires in person at all. For their interviews, potential candidates are free to customize their avatar as they wish. According to company president Alex Howland, “We're trying to eliminate unconscious bias during the hiring process, and I'm sure there's some kind of bias in there somewhere that we're not aware of yet, but we are trying at least to get rid of some of the biases that are connected to physical appearance.”10

South Korean startup Zingbang has taken the concept of the dedicated corporate campus one step further and built the PropTech Tower, a PC‐based virtual 3D office building environment much like Virbela. Zingbang's headline for attracting companies to take up residence in the tower is that virtual offices are far more sustainable than physical locations, in that there is no real estate footprint with its attendant costs, and no employee squanders physical or mental energy in the commuting process. This marketing approach has been successful; as of January 2022, more than 2,000 employees belonging to 20 separate companies occupied PropTech's 30 floors.11

What it's like to work in such a virtual office space was explained to me by Shubhra Kathuria of Ernst & Young (EY), who took me on a tour of EY Wavespace EY's dedicated corporate Metaverse. Shubhra, the product leader, and her team create Metaverse environments for the company's design thinking practice, and, like the workers at Virbela, she and her colleagues use their PC‐based Metaverse space every day. At the beginning of the workday, they log into EY Wavespace and start with a short stand‐up meeting of all of their avatars. Then they send their avatars back to their own personal EY Wavespace desks, from which they can see all of the other avatars at their own desks. Shubhra told me that then they just leave that window open on their laptop while they proceed with the rest of their work in other windows on their computer in the physical world. If she wants to have a quick word with a colleague, she pops back over to the EY Wavespace window and can see if her colleague's avatar is still in the office and available, and if they are, she can walk her avatar over to their virtual desk for a chat, or the two of them can go into a meeting room for a more private discussion.

I was surprised at how natural and indeed office‐like EY Wavespace felt, and how even as a visitor, I got a sense of the people on the team who worked there. Having the avatars share a digital space enables chance conversations, those personal interactions and small talk that come when you're physically at the office. It's an effective way to create rapport and a sense of teamship just to see the other avatars there and to casually interact with them from time to time. I could see that it would be an effective way to build bonds and effective communication between team members who are physically located in different parts of the world, whether they're working remotely or not.

EY Wavespace also includes specific meditation and yoga rooms that EY workers can go into for a two‐minute meditation or breathing exercise, demonstrating that the Metaverse is an effective and efficient way of introducing wellness into the workday with a minimum of disruption. As Shubhra explained, “The best way for us to understand what the Metaverse can do for our customers is to use it ourselves. We're always finding new things we can try and ways to improve that wouldn't have occurred to us if we weren't active Metaverse users on our own.”



Seeing There Without Being There

From bringing people together for conversation in a digital environment, let's turn to bringing people together in order to be virtually present in a physical space. Avatour, a leading company here, enables remote site visits of industrial and commercial real estate with a 360‐degree camera carried by one person who is physically present at the site. As they walk around carrying the camera, multiple remote viewers can view the live feed via a VR headset or their PC, with the freedom to look anywhere they like in the 360‐degree livestream. The system records not only the full stream, but also the portion of the stream that was the focus of each viewer at every point during the tour, so viewers can later be 100% certain that nothing escaped their attention, and can also be sure to look again at anything that got missed in the replay.

Avatour's site visit solution weaves together a live video of a physical location along with the digital gaze of each virtual viewer, providing a new path toward efficiency for companies without requiring the time and cost of actual travel. This kind of solution may not fall into the traditional definition of the Metaverse, but for me, Avatour's union of the digital and the physical to interconnect my current reality with that of a physical place far away, in real time, to solve a real business problem in an amazing way, absolutely qualifies.



Remote Control: I Have the Power!

The field of teleoperations takes the vision‐ and conversation‐based examples of digital presence we've seen above and adds a further, critical component: the ability not just to observe, but to take action in the physical world from a distance. This is another area where VR shines, for its ability to let users see in all directions around the space, via a 360‐degree video feed, to maximize safety before making a move.

Japanese railway company JR West is planning with Nippon Signal to construct new railroad infrastructure with heavy industrial robots, controlled by humans wearing VR headsets a safe distance away. The idea is to reduce falling, crushing, and electrocution injuries in the human workforce, which sounds like an awfully good idea. And it doesn't hurt that the robots that have already been built as part of this program look like really big Transformers, leading to one of my favorite Metaverse headlines so far: “Giant VR Robots Are Building Railways in Japan.”12 That just feels so right.

Another company that has seen the advantage of teleoperations for large industrial machinery is Sarcos, which builds exoskeletons and robotic arms for a variety of environments. Realizing that it's not always ideal to strap a human body into an exoskeleton that's performing a particularly dangerous task, such as moving explosives, Sarcos is developing their Guardian XT platform. This teleoperated dexterous robot is, as in the Japanese example, controlled by a human standing a safe distance away while wearing a VR headset that connects to a 360‐degree camera where the robot's head would be.13

Both the Sarcos and JR West examples require distance between the operator and the robot being operated for human safety. Headwall is an example of a company that goes the other way and offers a product that introduces presence by erasing physical distances. Designed for enterprises that have command centers – you know, those big rooms with screens all over one wall, so that people present in the room can take in information from multiple systems at once – Headwall uses VR so that people not physically located in the command center can still see all those screens in a single view.14 This is particularly useful if there's an emergency, and key decision‐makers need instant access to multisystem information but don't have time to travel, even a few minutes across campus, to the physical command center. Headwall's offering isn't just about viewing screens, it's also about being able to control remote cameras whose feeds are part of the command center array from within the VR interface. It's this two‐way VR interface in real time that brings Headwall into the realm of the enterprise Metaverse.

It may be just me, but there's something about the teleoperations field – giant robots controlled by someone hiding around the corner, control rooms possibly monitoring countdowns – that keeps hitting the James Bond button in my brain. We're definitely getting into Q territory with this next section as well.



Adding the Physical to Our Digital, at Last

Thus far in the book, almost every Metaverse example we've seen has been in the immersive, 3D digital world category, even if it's viewed on a 2D screen. Returning to the diagram from Chapter 1, these are in the Fully Digital column on the right, which have been grayed out in Figure 7.1. If you've been wondering when we'd start looking at examples from the Digital + Physical column on the left, the time is now.

In the Digital + Physical category, you remain anchored in and aware of the physical world. Computer‐generated elements that provide additional information (or, often in the consumer space, entertainment), are integrated visually into your space, enhancing what you experience in the physical world. This is augmented reality, distinct from the fully immersive, fully digital virtual reality we've been discussing so far. (Smart glasses, which show you information floating in midair, are technically in the assisted reality category, which is a subset of augmented reality (AR) but do not actually generate AR themselves because of that lack of integration with the physical world. I'm going to use AR as a blanket term to refer to both assisted and augmented reality.) (These separate definitions don't actually change anything, but they're good to know in case you run into a pedant. It happens.)

 [image: image]

Figure 7.1  Shifting our focus to the Digital + Physical realm



The main reason we have not brought AR into our discussion of the Metaverse until we started talking about the enterprise Metaverse is that the Physical + Digital AR Metaverse today largely exists only in enterprise spaces, through specialist enterprise AR glasses. Smartphone‐based AR apps for consumers are important but Metaverse‐adjacent, and we'll look at them in the next chapter. AR headsets today are still bulky and unfashionable, a lot like early mobile phones, so you'll only wear one if you are required to, in order to complete a work‐related task. As soon as the job is done, you'll take the headset off.

This makes it sound as though AR headsets are burdensome and unlovely. Well, today they kind of are. Even though I'd feel self‐conscious wearing one to the grocery store, they're so useful in the workplace that enterprise AR headset development and manufacture is a rapidly expanding field that is already forecast to be the leading revenue‐generating category of augmented reality in 2022, at $6.7 billion.15 (Advertising and marketing come in second, at $4.1 billion.) Even more impressive, PwC estimates that “AR accounts for more than double the economic contribution of VR ($105 billion versus $43 billion in 2021 respectively) and this will continue to 2030 ($1.1 trillion versus $451 billion).”16 Augmented reality is big business already, and growing.

The key to the appeal of AR headsets is that they let workers access information from an outside source, whether from a manual, sensors, or scanner, while still leaving both hands free to do their work. As an example, in 2017 Singapore's Changi Airport introduced Vuzix smartglasses to its ground handlers, which enabled them to immediately see, via a digital overlay, the destination and flight number of each piece of cargo, information that is usually contained in a QR code for security. Being able to see the information without having to haul out a QR hand scanner each time reduced airplane loading time by 25%.17 In other implementations, AR glasses connect to Internet of Things (IoT) data generated by sensors, so that, say, a plant manager can understand the status of a single unit or a full process just by looking at the machinery in question, and receiving the relevant information as a digital overlay.

Both of these examples are cases of AR glasses replacing existing devices, such as the QR scanner or a tablet that contains all the latest machine status information. But a tablet requires one hand to hold it, or a convenient nearby stand to prop it up on. With AR glasses, particularly ones with voice‐driven menus, all 10 fingers are still available to do what you need to do to that machine over there. And when you have workers with better access to information at exactly the point they need it, with both hands free, productivity gains are routinely in the double digits, as we saw at Changi Airport.



Call in the Experts

The king of the AR headset has for a long time been Microsoft's Hololens. However, there are so many potential needs for AR hands‐free information interfaces that a surprising number of companies have also arisen in this field. Magic Leap, Vuzix, RealWear, Google Glass, NuEyes, Rockid, Tooz, Iristik, Vufine … the list is long.

One leader in this space is Atheer, which collaborated with Porsche back in 2018 to create the Tech Live Look system, in which mechanics on the shop floor can put on the glasses and stream a live feed of what the mechanic is seeing to an expert sitting somewhere else. The expert can then draw on their screen to highlight what the mechanic should focus on or do, and the Live Look glasses then show those drawings to the mechanic, overlaid on the correct engine part. The pair can talk to each other directly through the glasses as well. This is a classic case of “see what I see” expert enablement, which is one of the most common uses of AR headsets, and is used by everyone from Xerox repairmen to telecommunications repair teams to assembly line managers in manufacturing.

In the Porsche case, using the Tech Live Look headset reduced the average repair time by 40%, an eye‐opening improvement in productivity. And then came Covid. While in pre‐Covid days it might have been possible to just yell over to the person working on a car in the next bay if you had a question, rather than put on this new headset thing that maybe you weren't too sure about, when the pandemic hit, suddenly there wasn't anyone in the next bay anymore for you to ask. “It's the funny headset or nothing now – I guess I'll give the funny headset thing a try. Hey! It works!” As a result, after Covid hit, Porsche saw usage of the Tech Live Look system go up 300%.18

It's kind of awful, but just as the Covid crisis provided a major boost to the digital meeting industry, it also strapped a rocket to the pace of growth of many segments of the Metaverse, especially the remote expert AR category. As a September 2021 Forbes article expressed it, “Before the pandemic, many companies were cautiously interested in AR and VR, but only a few were actually ready to use the technologies. [Since then,] AR/VR has come a long way, from a niche technology to a growing trend across multiple industries.”19 Companies as disparate as Heinz in the United States and Northumbrian Water in the UK today use AR for both factory‐floor machinery diagnoses and remote assistance for workers dealing with faults out in the field.20

What does this look like in practice? In a classic example, Keppel Offshore and Marine in Singapore has introduced AR headsets for their maritime inspection personnel to be able to view work instructions in their glasses as they conduct on‐site asset maintenance. The glasses interface is driven by voice commands and completely replaces manual check sheets and drawings, leaving both hands free for action at all times. If the on‐site person needs help, they can call in an expert through remote coaching. According to Keppel, making information and guidance available to inspectors so efficiently can reduce the time spent for quality inspections in the field by 50%.21

Working with XR streaming company Holo‐Light, BMW uses their Augmented Reality Engineering Space AR3S as a virtual location for multiple engineers to gather and collaborate on new part design, no matter where in the world they're located.22 Aside from the savings in travel costs, BMW sees real monetary benefit in not having to build and ship multiple real‐world prototypes. Engineers can access and evaluate designs earlier than before, speeding the overall design process. It's a bonus that 3D graphics don't break with repeated handling, as fragile physical mockups tend to do.

Verizon, which purchased the digital meeting company Blue Jeans in the early days of the pandemic, integrated Vuzix Enterprise AR glasses into the Blue Jeans platform in mid‐2021. This allowed “see what I see” functionality to be accessed not just by one expert, but also by a group of people who were all networked into a Blue Jeans conference call. In a neat bit of integration, the Vuzix wearer can join the call just by looking at a QR code in their Blue Jeans app.23

Uses for today's AR headset technology don't need to be limited purely to the industrial sphere, however. Vuzix hardware was also at the center of one of my favorite recent AR cases, a remote picking trial in Iizuna, Japan, that provided shopping services to housebound seniors.24 In the trial, shoppers wearing the AR headgear looked at items in a 7‐Eleven store, and the seniors were able to indicate what they wanted the shopper to buy for them by tapping on the screen at their end, which translated into a visual cue for the shopper. Sure, you can do the same thing with a FaceTime call on your smartphone, but once again the huge advantage of using AR glasses is that your hands are free, so you don't have to juggle your phone and the shopping all at the same time, and wonder if what you want to show is actually in frame or not.

If you're interested in trying out these kinds of “see what I see” AR communications for yourself, you can try the Show Me assist app available in the Apple App Store. The person in need of help calls the person they know who has the expertise that they need, then turns on their camera and points it toward whatever they need help with, be it hooking up a new TV or figuring out where under the car to position the jack. The expert can then activate the Show Me app, and point with their hand in front of their own camera. The two images of the problem place and the expert's hand are merged, so that the person with the problem can now see the expert's pointing finger in real time in their own camera, showing them exactly what they should be paying attention to. It's as though the expert is standing right next to you, pointing out exactly where you need to make your next move. Voilà! Instant Metaverse!



Introducing SuperJanitor

Where the concept of the Metaverse really starts to flower, though, is when someone has a vision that stitches multiple single‐point solutions into a larger concept that defines a new paradigm. VTT Technical Research Center of Finland, the Finnish government's nonprofit technical R&D&I (research and development and innovation) facility, brings together companies with science and technologies both to improve the technical prowess of industries and to solve larger country‐scale challenges. As explained by VTT's Markku Kivinen, one of the social issues that Finland and many other highly industrialized nations sees is the reluctance of younger people to go into traditional vocational jobs, which is creating labor shortages in blue‐collar job categories. White‐collar workers often get to work remotely, but blue‐collar workers do not, which hardly seems fair.

Kivinen and VTT think that the Metaverse, specifically the “see what I see” AR Metaverse, might be a solution for attracting and retaining younger workers in vocational roles. “If you think about a janitor in a building,” says Kivinen, “in the traditional model, he's just the guy who gets to mop up spills and run the vacuum cleaner. The building has all these complex mechanical systems, and if anything goes wrong with the air conditioning or the elevator, it's the air conditioning or elevator specialist who needs to be called. This means you've got a lot of people who can't work remotely – the janitor, and all those systems specialists.” He continues:


Now just imagine a SuperJanitor, powered by the Metaverse. In this scenario, we still have one main person at the building, but he's in charge of everything. If the elevator breaks, he puts on his AR headset and calls the elevator specialist, who uses “see what I see” to talk him through what needs to be done. And then if there's a problem with the photocopier, he does the same thing with the photocopy specialist. This makes being a janitor – a SuperJanitor – a much more interesting, varied job, in which you're learning all kinds of new things all the time, which of course pays more. And now the experts don't need to travel to your building in a remote suburb anymore, wasting time and petrol during the drive; they can work remotely from their home or the beach or whatever, with higher overall productivity, just like white collar remote workers. In this case, these new technologies are being used not to dehumanize workers, but to improve their work engagement and empowerment, making their jobs more human‐centric, not less.25



Hear, hear. VTT also has a vision for using AR headsets to capture the knowledge of older vocational workers before they retire, so that their experience can be passed to the next generation long after they've decamped for a cottage on the Mediterranean.

VTT's Karoliina Salminen goes one step further, deepening the interconnected reality concept with her work on what she calls Shared Reality. She explains:


While Augmented Reality is very much based on visual and conversational information exchange, in Shared Reality, additional sensors are called into play for both the remote worker and the target system. The remote advisor would not just see what the SuperJanitor is seeing, but could also receive information about her biosignals and cognitive state (which the SJ would give permission to share, of course), as well as the digital twin of the elevator or photocopier, and any real‐time sensory data that was part of that digital twin. Expanding the awareness of everyone in the chain beyond the merely visual information level should lead to even better shared decision making and work outcomes in the physical world.26



Looking back at the history of the Internet, we see that once the basic infrastructure was in place, the transformational companies that arose were ones that took individual building blocks that had been introduced by others, and stacked them together in a new way, to solve a completely new problem. A classic case is Uber, which combined the mobile Internet with GPS and payment mechanisms to create a transportation alternative to the customer‐unfriendly taxi industry. Similarly, the groundbreaking – and disruptive – developments that will come out of the Metaverse are going to be from groups like VTT, that can look beyond technical details and focused, one‐problem solutions to envision far grander uses of the technology, which will solve much bigger problems than using AR to get someone to help me figure out where I should pour the windshield washer fluid into my car. VTT's vision for using AR headsets (and beyond) to get the young people of Finland excited about vocational careers is a thrilling one, and one that I hope comes to pass.




What If … You Could Create Really Awesome “What‐If” Scenarios?

In addition to training and the multiple ways of creating a remote presence, the third large category of enterprise Metaverse is that of digital twins, which Karoliina Salminen of VTT brought up as an essential part of her Shared Reality concept. I was caught out the other day when I was asked to explain to an audience what a digital twin is (my answer went down the rabbit hole of a particular example and satisfied no one), so I'm going to turn to Wikipedia for this one. According to them,


A digital twin is a virtual representation of a real‐world physical system or process that serves as the indistinguishable digital counterpart of it for practical purposes, such as system simulation, integration, testing, monitoring, and maintenance.27



So far, so good. And sometimes it doesn't even need to be a system or a process; just creating a physical replica is enough. The company Square Yards, for example, has created a digital twin of more than 2,000 potential real estate projects in Dubai, so that users can explore these spaces as avatars before they're built, and make both investment and usage decisions based on what they can see.28

The ability to visit a large number of architectural spaces before they're built has clear utility. Because we're still at a relatively early stage of using digital twins, though, sometimes the problem‐solving aspect gets lost, and all of the effort goes into building a digital replica, without enough attention paid to the value it will create. This is where it's useful to look back at the Wikipedia definition, which emphasizes that digital twins are for replicating systems or processes, rather than single physical entities. As technology evangelist Kevin O'Donovan points out, “It's about the simulation, not the animation,” meaning that in most cases, just creating single 3D models isn't useful. Rather, it's in combining multiple digital models with wider information systems, and using these combinations to preview the effects of possible change, that digital twins most frequently offer the greatest value.29

Wellington, the capital of New Zealand, is the absolute star of pioneering digital twins and cross‐department data mashups for deep understanding in the field of city planning. I was lucky enough to learn about their amazing work from Sean Audain, Wellington City Council's Strategic Planning Manager, in my last face‐to‐face meeting before the 2020 lockdown began.30 Sean explained to me that Wellington began the task of unifying the databases and computer systems of all the various city departments back in 2011, and yes, it did take nearly 10 years to normalize the data and complete that work – and it continues as the complexities of city government expose new silos and opportunities. This work is not for the faint of heart, or for entities that focus on short‐term fixes only. In parallel, they are creating a 3D digital twin of the entire city, paying particular attention to identifying and standardizing location information within departmental data so that they can represent various data points and events in the city's digital twin.

Wellington uses its digital twin in many ways, three of which stand out to me: creating consensus, revealing hidden problems, and finding useful answers to “what if?” scenarios.


Creating Consensus

Wellington is a notably hilly city built around a harbor, in an earthquake zone, and as such faces serious threats from several possible natural disasters. One of the first things that the City Council did after constructing their digital twin of the city was to visualize the effects of climate change, and to demonstrate via either a VR headset or a PC interface exactly which parts of the city – and which specific buildings and other aspects of city infrastructure – will be submerged or affected first as the oceans rise. “Being able to literally see what might happen,” Sean told me, “instantly changed the stakeholder conversation from whether or not we were going to have a problem, to discussion about what our solution should be.”

The rising ocean scenario required only an understanding of the topography of the land. To be able to foresee the possible effects of an earthquake, the city digital twin was combined with finely‐tuned geological data of the composition of the soil across the entire urban footprint, as well as construction information for major edifices. With this information, the City Council was then able to foresee with great clarity which neighborhoods and buildings were at greatest risk and take proactive steps to shore them up from below before catastrophe struck. Because the digital twin was clear about which areas were in danger, the Council lost little time in arguing about which areas should be prioritized and were able to focus on the work to be done. They were so successful at this that when an earthquake of magnitude 7.8 struck the capital in 2016, the damage it did, while devastating, was nowhere near as severe as the damage that a magnitude 6.3 earthquake had wreaked in Christchurch just five years earlier.



Revealing Hidden Problems

I mentioned earlier that the Wellington City Council went through strenuous efforts to normalize their information databases across all the city's different departments. The fruit of this labor is that council members are now able to get a picture of the true extent of some problems that were previously invisible because information about them was fragmented into the databases of different city departments. And “get a picture” is the right way to put this. As Sean explained, “When you see a list of locations in a spreadsheet, it's hard to get a sense of the actual distribution or density of whatever the thing is that you're tracking. But patterns instantly leap out at you when you make it visible in the digital twin.”

Once you've unified all your data from different sources and have linked it to a 3D map, the next challenge is possibly even more difficult: It's asking the right questions. This is an absolutely essential step, and is often where the full promise of a massive database goes unfulfilled. If it's only the database management people who are tasked with extracting new insights from the giant pool of data that you've built, you might not get very good insights, because chances are your database people are not the ones out on the front lines, serving citizens or customers or answering repair calls – so they don't have any idea which topics are the best ones to pursue. But your frontline service people are going to have some very good ideas about what issues might be lurking out there. (In corporations, creative thinkers such as people from marketing or even executive speechwriting are also great ones for coming up with unusual database queries that might hit paydirt, but I digress.)

In any case, it's clear that there are some excellent lateral thinkers on the Wellington City Council, because one of the questions that they asked once they had their bright, shiny, unified database attached to a 3D model of the city was: “Where in the city do people vomit the most?” Because vomit incidents had been tracked by whichever department had encountered each occurrence first, statistics about where people were barfing on the streets of Wellington had been scattered across the databases belonging to several different entities, such as the police, social services, and street cleaning crews. Now that they were all in one database, and could be seen in the 3D city map, it was clear that there were some neighborhoods where street vomit was more frequent than others – mostly where there were a lot of bars. Okay, that's not a surprise. But what was a surprise was that there were two intense concentrations of barf events, and they were both immediately outside locations belonging to a particular restaurant chain that we'll call “Burger Twin,” for anonymity.

Concerned that this might indicate a problem with food safety at Burger Twin, the council decided to investigate. This meant sitting outside the two Burger Twins in question on a Saturday night and watching what happened. What they observed was that people would drink a lot of beer in the neighboring bars, then need to use the bathroom – but sometimes the bathrooms in the bars were all occupied. So the beer drinkers would step outside the bars and look around, and what would catch their eye were the bright lights of the Burger Twin. They'd head over there, with using the bathroom in mind, but as soon as they got to the front of the restaurant, the sliding doors would whoosh open, the beer drinkers would be hit full in the face with the odor of burgers and onions and fries, and – barf. Burger Twin was in the clear! The vomit was coming from people who had never even set foot in the restaurants, and the City Council realized that the real issue was the number of toilets required per capita for drinking establishments, a topic that might need revisiting.

As an example of the efficacy of combined data visualized in a digital twin, the Burger Twin story is memorable – and important. If you get your data and your means of displaying and sharing it right, you will find information that has previously been hidden, which will help you solve the problems that you never knew you had but your citizens and/or customers were surely already aware of.



Asking “What If?” – and Getting an Answer

The Burger Twin incident is about using a digital twin to reveal something that's hiding in plain sight, something that's already there. The next great use of digital twins is to ask what might happen if something were done differently from the way it's done today, and to discover what the best new way of working could be.

Staying in Wellington for the moment, the City Council used their multipurpose digital twin to answer the “what if?” question of whether there was enough room on their main traffic arteries to add a commuter train, which would cut down the automotive emissions of people commuting from the suburbs into the central city. Using the digital twin, they were able to demonstrate that yes, a light rail system could be added that would still leave enough room for bicycles, pedestrians, and cars. Because it was all visible in the 3D city copy, the discussion in the City Council wasn't hung up on whether it was possible from a physical standpoint, and could move immediately to other factors such as financial viability.

In another example (I told you Wellington was a digital twin champion!), the Council has shared data from their Wellington model with the real estate website Homes.co.nz. This has been unified with data from other providers like local firm Lynker so that prospective home buyers can ask the “what if?” question of how much solar potential a residence has, given their roof's angle and its relationship to the sun over the course of a year. The answer is communicated in terms of how much the owner's energy spend would be reduced if they were to install solar panels, which is a more understandable way to receive the information than if the answer were in number of megawatts.

Similarly, the city of Helsinki, which has been working with digital models for planning purposes for the past three decades, allows homeowners to use the city's digital twin to compare the cost of new insulation, windows, and heat pumps against potential energy savings and CO2 reduction, given the position of the building and its heat absorption. Jarmo Suomisto, Helsinki 3D+ project manager, advises other city planners that “The best way to start is with a reality mesh model. Then, as city leaders understand the power [of the model], you can get resources to do more. You can get a good model up and running in a few years and then build on that.”31

For a full‐city model with massive interconnected data and location information, “in a few years” is indeed a realistic timeframe for project development and results delivery. But there are plenty of smaller, more localized questions that can be answered with much more targeted uses of digital twins and asking “what if?” In Singapore, Nanyang Technological University used VR to test whether the presence of plants in urban settings has a calming effect greater than just painting buildings green. This would be difficult and expensive to test in the physical world, but it was easy to build in VR. By running users through simulations of the same streets with either plants or just lots of green surfaces, the researchers were able to determine that greenery did indeed have a measurable calming effect on the people who experienced the plant‐rich environments.32

Over in Australia, the city of Melbourne was having problems with the Burnley toll tunnel. Infrastructure operator Transurban had planned the toll tunnel on the assumption that drivers would go through the Burley tunnel at a certain average speed. But Transurban was dismayed to find that the average speed through the tunnel was far lower than they had expected, and that one choke point was causing unexpected and undesirable traffic backups that had knock‐on effects throughout the city. But why were drivers slowing down so much in the tunnel? Rather than go through expensive, experimental changes in the physical world to try to find the answer, with no guarantee of success, they turned to VR expert Snobal to make experimental changes in a virtual reality mockup. Snobal built a photorealistic virtual copy of three kilometers of the tunnel, and created multiple iterations of the model that tweaked elements such as the lighting, the road markings, and signage. By running VR driving simulations with multiple users, while tracking variables such as eye movement and vehicle measurements, Snobal was able to show Transurban what changes would be the most effective in increasing the average speed of drivers through the tunnel just enough, without speeding the traffic up so much that it became dangerous.33 Digital twin projects like this take months, not years, and demonstrate the full power of being able to experiment in a virtual environment before committing to making changes in the physical world.

▪ ▪ ▪

In a May 2022 webinar, Andrew Chrostowski, the CEO of AR Enterprise headset manufacturer RealWear, said, “When we think about the automation of industry, we think about the move to mechanize and eliminate labor. But the industrial Metaverse is, almost by definition, a human‐centric technology that takes all of that and puts that nexus of control back to the person.”34 And in looking over these examples from the enterprise Metaverse, he's exactly right.

Whether we're talking about finding new understanding of our processes and systems through digital twins, or assisting a SuperJanitor through an AR “see what I see” interface, or increasing someone's skills in a VR training session, all of these processes are indeed empowering the human beings at the center of it all. We're now able to see hidden data, or distant people and places, or possible future states, and use that information to contribute to and improve our very human decision‐making powers. Sure, there are plenty of AI components that are running to make the many aspects of the enterprise Metaverse possible, but the end focus is almost always to present new information to the human gaze, while in many cases leaving the hands free for action.

It might take a different form from the consumer Metaverse, and in most instances will never connect with it, but the enterprise Metaverse is clearly digital, interconnected, real‐time in many cases, magical, and, above all, effective and relevant. As the enterprise Metaverse develops, it will be a key experimentation point and training ground that will provide the foundation for the transformational Metaverse that will affect us all in the future.
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Today's Metaverse‐Adjacent Consumer Augmented Reality










	Purpose: Visually integrating digital information and entertainment with the physical world around us

	Problems Solved: Deeper interactive engagement with content, whether historical, advertising, or factual, such as object dimensions, getting lost, making the invisible visible

	Key Access Method: Smartphones, tablets, PCs, AR glasses

	Contribution to the Wider Metaverse: Digital/physical union, enabling deeper engagement with and understanding of the physical world for both literal and fantastical purposes









At last, we come to the final stop in our survey of the existing types of Metaverse and influential Metaverse‐adjacent experiences that already exist, and that together already form the foundation of what is to come. With consumer augmented reality, we're looking at digital/physical experiences that are both asynchronous and occur in real time, staying in that left‐hand column of Figure 7.1 that we started exploring in the enterprise Metaverse. Most of these happen on smartphones and/or tablets, although we'll also see some PC and early AR glasses usage as well. None are immersive by definition – in AR, the physical world is always present.

The AR consumer experience is already very widespread and commonly used, driven by visual filters on smartphones. In their 2022 Q3 earnings call, Snap revealed that 250 million users, or nearly 70% of their customer base, activate an AR experience each day.1 While Metaverse‐adjacent, this number of users dwarfs any other kind of Metaverse that we've been discussing, including the all‐powerful Roblox (43.2 million daily users, just to remind you).2 That's a lot of people who are out there already, experiencing – and expecting – the magic of digital transformation integrated with multiple aspects of their lives. And that's why this category is so important to consider – it's from this large user cohort, and these experiences, that I believe the all‐in Metaverse of the future will spring.



Introduction: The Magic of Augmented Reality

The first time I experienced real‐time augmented reality out in the world was as part of Apple's [AR]T walking tour in San Francisco, created in conjunction with the New Museum in August 2019.3 My husband, one of my sons, and I joined a small group of about five other people at the Apple store on Union Square, where we were each set up with an iPhone and headphones, through which we'd be able to perceive artist‐created AR experiences that had been integrated into the surroundings in six different nearby city locations.

These were early days for advanced AR, and the whole experience required a lot of heavy setup and management by our tour leaders. An Apple employee using a tablet had to activate the artwork at each location, then show us where to point our cameras to anchor ourselves and to trigger the art. Once all the stars had been aligned, the result was worth the fiddly beginning. We saw giants sitting on buildings, vibrant looping ribbons spelling out midair messages of hope, an eternal assembly line that we could either help or hinder by tapping our iPhone screens, poetry scrawled on the pavement, and, by peering closely at the trunks of trees in Yerba Buena Gardens, we could witness the tiny life of a tiny person living inside a tiny virtual hole in the bark, along with his tiny faithful dog.

It was this experience, as clunky and externally managed and slow as it was, that first showed me how magical – and how useful – AR has the ability to be. Even though I was walking around looking at the city through a smartphone screen, and even though each AR installation only ran for a few minutes, seeing those beautiful and unexpected forms in the streets of San Francisco has forever changed the way that I think of and remember those parts of the city. My family was back in Yerba Buena Gardens just a couple of weeks ago, and all of us immediately started remembering together what we'd seen where, and which tree had been the home of the teeny little man – our memories of the AR were as strong as our memories of the physical place in which the experiences had been located. (Reminder: Digital experiences are real!)

Now come forward more than two years, to the AR/VR showcase room at the South by Southwest Festival in Austin in March of 2022. The BBC has a demo here, sampling an AR experience that they created in conjunction with their program The Green Planet, and that first ran to sold‐out crowds in Piccadilly Circus.4 When I get to the head of the line, I'm simply handed a Samsung Galaxy smartphone and a pair of headphones, then I'm free to step into the demo area and see what happens. The technology for this kind of large event has certainly improved since my AR walk with Apple; the only overt experience curation was for a staff member to reset the app on the phone before giving it to me.

First off, when I look through the camera of my phone, I'm welcomed by a life‐sized virtual David Attenborough, who seems to stand on the ground in front of me. He tells me that I'm going to learn several roles that plants play in the rainforest ecosystem. From there, I step forward into what is an empty room in the physical world but that on my phone screen fills with digitally‐generated plants, insects, and animals, some of which I can manipulate, and all of which I can investigate by getting very close with my phone. David Attenborough's voice guides me through it all. I get down on my knees to see minuscule insects, then stand up again and take several steps backward to watch a fast‐growing tree spring from a seed that I (virtually) planted. By the time I'm done and I've handed back the equipment, my memory of the room I've just been in is full of twisting vines and towering trees, so it's a surprise to glance back and see that it's still just an empty room.

And now it's September 2022, and Disney has just launched the short film Remembering on the Disney+ channel.5 I download the companion app on my iPhone, then point my camera at the TV screen when cued by the movie. And what visual richness I find! I have to quickly scramble backward in order to take in the full sweep of the lush imaginary garden that is now pouring, along with a waterfall, out of my TV and onto my living room floor, all visible in the screen of my smartphone camera. There are butterflies and rainbows and glowing mushrooms and leaping dolphins. Ferns cover my sofa, and a graceful tree arches out of the chair in the corner. All too quickly, it's gone, and I'm left with a serene memory of the beautiful fantasy world that my living room was for a few short moments.

I'm telling you about these three examples because they're some of the best representations of what AR can be. Each one brought magical revelation into my immediate physical space; each one made me gasp at least once with surprise and delight. Even though I witnessed all three of these experiences through the small and imperfect window of a smartphone camera that kept me from seeing the full range of each AR creation at once, moving my camera around let me eventually see the entirety of each one. In memory, my mind stitched all of those separate through‐a‐porthole views into a single whole, and it's that that I remember.

If you're wondering why I so firmly include “magical” as part of my Metaverse definition, it's because of these beautiful AR experiences. There is plenty of magic to be had in the VR world, but because everything is digital over there, it's more expected. When the digital transforms your day‐to‐day physical world with elements of unexpected discovery and joy, that's when you start to glimpse the long‐term power and potential of this technology.



Augmented Reality Already in Common Use

The Apple, BBC, and Disney AR experiences were all carefully (and, I'm sure, expensively) built and run in limited, relatively controlled scenarios. While they're the finely‐crafted Cadillacs of AR experiences, in our day‐to‐day lives we already have a wide and growing number of practical, down‐to‐earth Hyundais running around, solving problems and taking us all kinds of fascinating places.

I mentioned earlier that Snap has the widest daily reach with its AR filters, at 250 million people. In turn, those people generate literally billions of lens views,6 some of which are becoming so commonplace that we don't even think of them as AR anymore. I was delighted when I found L'Oréal's digital makeup filter on Snap Camera, which made me look naturally made‐up and gorgeous in my 6 a.m. Teams, Skype, and Zoom calls. I later met other colleagues who told me they won't join a call without digital makeup – I'd been in multiple calls with them and had no idea they'd been enhanced!

The augmented reality that is already blossoming falls into five main categories:


	Brand promotion

	Accurate visualizations

	Making the invisible visible

	Guiding you within a space

	Guiding you to a new place



The AR in each of these categories solves different problems for different audiences, and taken all together start to hint at the significant potential that this category offers us for the future.


Brand Promotion

As mentioned in the enterprise Metaverse chapter, advertising and marketing is the second‐highest AR revenue‐generating category of 2022, bringing in $4.1 billion in 2022. It's a large category, and we've all seen plenty of examples of AR advertising, often generated from QR codes or images on labels, posters, and brand packaging. We've seen the convicts on 19 Crimes’ wine labels come to life to tell their stories,7 and Chester the Cheetah teach us how to reach into our TV screen to grab a bag of Cheetos Crunch Pop Mix during a Super Bowl ad.8

Some AR advertising uses do stand out from the crowd. Australian AR developer Immertia has released its Swigr app, with which drink companies can create can‐based interactive smartphone experiences by using the can's label as the app trigger. A beer manufacturer might want to wrap its can in a sequence of videos that demonstrate the brewing process, or it might want to set up links that make it easy for users to make a brand‐linked post on Instagram or Twitter. Most impressively, the can's entire curved surface can be transformed into an interactive Space Invaders‐type game called Beer Invaders, which the user can play by swiping at their smartphone screen. (I can see that holding the can and your phone and doing the swiping might get a bit tricky after a few beers, which is another argument for hands‐free AR glasses.)

Another notably clever use of AR in advertising occurred in 2019, as part of a Burger King campaign in Brazil.9 The smartphone‐based app was designed to use rival restaurants’ ads as the AR trigger (how's that for bold marketing?), so if you walked up to a, say, McDonald's ad and pointed your phone at it with the app running, at first you'd see just the original ad in your camera … and then you'd see it start to burn away in dramatic fashion, revealing a virtual Burger King coupon for a Whopper underneath, which you could save to your phone. Of course, the McDonald's ad was still there in the physical world, but if you did this, you'd forever remember the McDonald's picture burning away to reveal Burger King. Very clever, very evil marketing!

This example is also a reminder of what we're going to have to watch out for – AR that visually does harm to places, people, and things might have seriously negative unintended (or, even worse, intended) consequences.



Accurate Visualizations

From the world of advertising, it's a short conceptual hop to using AR for shopping and e‐commerce. After all, one of the drawbacks of ordering something online is that you're not able to try it on in the real world before buying it, and you have no idea if the shoes will fit, or if the cut of the jacket will match the shape of your torso. Enter AR, which lets you apply possible purchases to your face or your body or your living room with exact measurements before you click the Buy button. Research indicates that 80% of shoppers feel more confident when using augmented reality tools while purchasing online, and two‐thirds of customers say they are less likely to end up returning an item that they bought online if they were able to preview it in AR, especially if they could see how it would look on their body, if it was something that they could wear.10

Items with fixed dimensions but subtle shape distinctions fare particularly well with AR visualization assistance. Eyeglasses are a good example. The smallest variation on a pair of frames can mean that it flatters – or doesn't, explaining why online retailers like Zenni Optical have added Virtual Try‐On capabilities,11 and Walmart announced in June 2022 that it was acquiring AR optical tech company Memomi to enhance their own eyeglasses offering.12

Furniture is similar, in that pieces may look like they'll fit into that corner of your living room, but even small misjudgments can wreak havoc. I had some friends once who bought a beautiful bathtub without measuring their bathroom first, and they ended up having to place it kind of diagonally across the bathroom floor. It was eye‐catching, but it was always in the way, which turned the pleasure of ownership into something of a burden for them in the long run. IKEA was one of the first furniture retailers to offer potential customers the ability to scan their space and then drop in accurately‐sized 3D models of various furniture elements so that they could check the fit and fashion match with what was already there.13 Many others have followed.

App‐based virtual interior design company Modsy went one step further with their full room redecoration services, brought to you by your smartphone. You start by paying a flat fee for each room you want to redecorate, then scanning your interior with your phone camera – you don't even need to straighten it up first, what a bonus! – and taking a style quiz to determine your preferences. Modsy's interior designers then get to work, and within a day or two they send you several design options in the form of photorealistic images of your space, with all of your own furniture replaced by new options that match your goals. You can move through the 3D images virtually to see everything from all angles. Once you decide on the pieces you like, you can just tap on them on your screen, and you'll be linked to the website of the retailer that sells that particular sofa or lamp or framed print or window treatment. You can order them there and then, and rest assured that when your new dining room table and chairs arrive, they will fit in the space you have planned for them. One of my friends decorated her living room with Modsy after a move, and the final product looked far, far better than that diagonal bathtub did in my other friends’ bathroom.

Shopify has started experimenting with Apple's RoomPlan application programming interface (API), which was released in early 2022 and gives apps the ability to scan a space with light detection and ranging (LiDAR), then identify and manipulate various elements within it as individual entities. In July 2022, Shopify's Russ Maschmeyer tweeted the results of some of their experimentation with the API, which included the ability to not only get rid of all of the furniture, giving you a virtual copy of the empty room, but also to get rid of only a few pieces of furniture, leaving you able to rearrange the pieces that are left, and mix them with any new virtual pieces that you might be thinking of buying.14 They haven't announced whether they'll turn this into a Shopify product yet, but the utility of being able to virtually combine your existing furniture with possible new pieces is immediately apparent. At my stage in life, I'm more likely to need help figuring out if that new sofa is going to fit between the end table and the piano that are already there than I am to start out with a totally empty room.

Being able to visualize something accurately is an advantage in more situations than just shopping. USA Today revealed an inspired use of AR when their Emerging Tech team added an AR component to Accused, their true crime podcast.15 Using their app on my phone, I was able to see a 3D version of the crime scene of the story in question, which showed where the unfortunate body and various pieces of evidence were located, backed up by 2D photographs of the places in the real world. Having both the 3D and 2D images next to each other made it absolutely clear that the 2D images on their own, which is what you'd usually see in a book or online or even when sitting on a jury, could unintentionally misrepresent the way that various elements were related to each other in the actual physical world. It's fine and dandy to rely on your imagination to fill in the details when you're reading fiction, but for situations that need accuracy, from crime scene visualization to how a pair of glasses will look on your face, AR is ideal. I'd love to see more nonfiction – true crime, history, whatever – with AR supplements showing you the lay of the land for the events in question. Having a 3D map in a history book of something like Gettysburg or the Battle of the Somme could make a real difference in improving the reader's understanding of events.



Making the Invisible Visible

Visualizing physical objects that already exist for the purpose of seeing how they match or fit in with the physical world is one very practical use of augmented reality. Even more powerful is when we start moving into the realm of things that are there conceptually but are not visible to our eyes, and never will be. I think of this as “Making the Invisible Visible,” and see this as the space in which pure magic and absolute practicality begin to meld, to powerful effect.

Let's start with a fun and lighthearted example, particularly since we might need a palate cleanser after looking at that crime scene. If you've ever thought about getting a tattoo, be aware that AR enhancements to physical tattoos are now a thing.16 If you're careful about where on the body you put your physical tattoo (not surprisingly, relatively flat surfaces work much better than on curved anatomy), you can work with an AR tool such as Eyejack to create a video and audio animation that will bring your tattoo to life when viewed through a smartphone camera. Sounds like a great talking point at the bar to me!

Staying with the lighthearted, Lego partnered with Snapchat back in 2019 to create a popup store in London in which the merchandise was only visible through the Snapchat app.17 From the street, you entered a room that was entirely empty except for a single giant Snapchat QR code. Scanning the code unlocked your ability to see all of the virtual products that were located on virtual shelves and pedestals around the space, which you could buy through your smartphone. In addition to the wow factor and buzz created by turning an empty white room into an interactive shopping experience for those in the know, this was also a clever way to maximize the number and volume of Lego sets for sale without actually having to store them on the premises.

Where the ability to make the invisible visible comes into its own, though, is when it is used for education and even revelation. In 2021, Reebok released a web‐based app called Courting Greatness that let you look through your smartphone camera lens at your home or street basketball hoop and apply a visual overlay of a regulation basketball half‐court that included the hoop, the free throw line, and the three‐point line. You could use this to determine if your hoop was at NBA standard height (I tried this on my neighbor's basketball hoop out back; it wasn't), and you could copy the reference lines on the ground in chalk or tape to understand exactly where you should be practicing your three‐pointer from. I love this example because it's so simple but so effective at letting you know if your street setup was going to prepare you for NBA stardom, or if it needed a bit of tweaking. Sadly, Reebok seems to have taken this one down, but it's still one of my favorite examples of how AR can help you understand more about what you're looking at than you can see with your eyes alone.

For an immediately comprehensible combination of information and magic, it's hard to surpass BadVR's SeeSignal app, another one of my personal favorites.18 I first saw this demoed on a smartphone, then later on a Lynx AR/VR headset. In both cases, SeeSignal visualized the actual distribution and strength of the Wi‐Fi network around me in real time, using a series of vertical bars scattered through my physical space. Red bars showed places where the connection wasn't that great, yellow bars were so‐so, and green bars were where the connection was the best. I mean – being able see variations in the quality of the radio signal around you?! This is awesome! SeeSignal works with various types of radio interface, including 4G, 5G, and Wi‐Fi, and is a complicated enough build that it'll probably mostly enjoy dedicated enterprise use, at least for now. But – I have literally seen the Wi‐Fi signal around me with this app! I want far more of this kind of knowledge about the unseen nature of my surroundings in my life.

Working with the Netflix children's show Waffles and Mochi, developer Particle3 created an AR‐based campaign in 2022 to educate children about fresh food.19 When the app was launched by QR codes within Walmart grocery stores, it challenged kids to find nine foods in the store, then used visual recognition to perceive when the child had indeed come to the right section. When the app recognized one of the target foods, such as tomatoes or potatoes or eggs or rice, it revealed animations, games, and recipes to teach the child about these various food choices. Notably, the foods in question were all natural, and possibly less familiar to today's children than, say, a box of macaroni and cheese would be. The aim was to teach kids how to recognize various grocery staples and to associate them with fun, laying the groundwork for healthier food awareness and choices in the future.

My final example in this category is the CPR training filter that Snapchat has created with the British Red Cross. An estimated 70% of heart attacks happen in the presence of other people, but only 20% of people are prepared to perform CPR if needed.20 Former British footballer Fabrice Muamba had a heart attack during a game at the age of 23, and it was only the lucky presence of trained professionals that resuscitated him. He was so grateful at his second chance in life that he's been working with Snapchat to popularize the filter, which shows AR models of how to practice CPR correctly and concludes with a quiz to make sure that users have understood the fine points of what to do. It's not the same as accredited first aid training, but it's a start, and could make the difference between life and death for someone someday.



Guiding You Within a Space

Next up is the category of AR that not only shows you what you don't know about a specific space, but also guides you through the space with more efficiency and understanding than you would have without it.

There are some great museum experiences in this category, starting with the Changdeok Palace tour built by Nexus Studio in conjunction with the phone company SKT in Seoul.21 Changdeok Palace is a sprawling complex of pavilions and gardens, built in the 1600s, home to the Korean ruling dynasty in the eighteenth and nineteenth centuries. It's a beautiful place, but fairly confusing for the visitor. In the smartphone‐based AR tour, a stone lion that has come to be a symbol of the palace springs to life and proceeds to guide you along the preferred path that will take you to all of the building highlights without getting lost. Once you're in the throne room, you get to meet the king and queen, rendered in regal splendor in photographic 3D. Later, in the courtyard, you can engage in an archery contest with the princes, or hang out and take selfies with the AR royalty.

AR has always held marvelous potential for bringing the history of a place into the present day. The Changdeok Palace Tour connects visitors of today with the lived experience of the royalty of the past, transforming an empty museum into a place that is far more alive. And it keeps you from getting lost at the same time!

Another establishment that is using AR to help its visitors share in the lived reality of historical times is the Mary Rose Museum in Portsmouth, in the UK. The Mary Rose was Henry VIII's flagship, which sank unexpectedly in 1545. When it was raised in 1982, it brought up with it the largest collection of preserved Tudor objects in the world, forming the core of the museum's collection. That's fascinating for adults who already have a sense of history, but looking at a bunch of old stuff might not be as exciting for kids. To address this, the museum has created the Time Detectives AR app, which lets kids choose one of several Tudor personalities that they can then follow through the museum on their phone to gather clues to figure out what happened on the Mary Rose.22 The experience is framed as being on a secret mission for Henry VIII, which is just fabulous. (They probably don't mention all the wives.)

Coming back to the present day, Ford has filed a patent to use AR to help you guide yourself back to your parked car, using visualized arrows on the ground.23 Simple and effective – we all can think of the times in our lives when this would come in handy.



Guiding You to a New Place

In addition to being a handy guide around a specified location or to a desired destination, augmented reality experiences are also excellent ways to explore new and unfamiliar places on voyages of discovery. In order to acquaint its guests with the features of its Moxy Hotel chain in Asia, Marriott created Moxy Universe, Play Beyond, an AR app with challenges that encourage users to explore a range of hotel areas, including their own room, the bar, and the gym.24 Users who complete the challenges go into a draw to win prizes.

Working with a wider canvas, HBO and 8th Wall created a music‐based AR scavenger hunt for the release of the TV show Insecure's final season.25 Insecure is famous for its excellent use of music, and the location‐based AR journey took players through parts of Los Angeles, where the show is set, creating a Spotify playlist of the season's soundtrack on the player's phone as they went. As a fan experience, that is hard to beat – the creators of the hunt leaned into the places and music that are significant for the show, leveraging AR to craft an immersive experience out of real‐world locations and sound that helped players feel in some ways that they were living or at least sharing the lives of their favorite characters.

In October 2022, startup Skidattl announced that it was in early stages of creating “AR beacons,” or skyborne visual pointers, that business owners can place over real‐world locations to indicate where and when something interesting is happening.26 Users who want to know if anything groovy is going on near them can scan the horizon in the app, and look for airborne markers indicating, say, a two‐hour coffee discount over here, or a concert in the park about to get started over there. You could also use the beacons to locate friends at big music festivals. Founder Randy Marsden described the app as “a Bat‐Signal for fun,” which sounds like a great idea if they can get the business model and the usability right.

But of course the giant elephant dominating this room is Niantic and their suite of location‐based games. Pokémon GO continues to be popular, and Niantic has created a program that lets small businesses sponsor nearby events, since it turns out that businesses near a timed happening like an advertised egg hatching can see a 10% or greater increase in sales from the Pokémon trainers who come to grab the egg.27 In a nice move, children playing the game do not see the sponsorship advertising; only adults do – bonus points to Niantic for that.

Before the pandemic, Niantic organized weekend “walking events” in certain cities, with a specific path planned out that would reward participants with exciting and rare Pokémon. Stops were selected both for sponsorship and tourism value, guaranteeing that participants would get a good tour of the city during their adventure. By comparing the revenue of sponsorship locations generated during these events with the revenue from the same weekend the year before, Niantic was able to establish that their 2019 Montreal event generated an additional $71 million in revenues for those businesses, and the Chicago event brought in $120 million more.28

Pokémon GO may be a special case, but these numbers indicate that a well‐crafted location‐based experience can make people go to places they do not usually go – 73% of Pokémon GO players change their usual routes weekly to follow and find unusual Pokémon – and new revenues can be generated when they do. There is significant potential in this finding; more AR location tours and scavenger hunts and city‐based adventures surely lie ahead.




Glimpses of the Future

Speaking of the future, there are a few experiences that are available now that start to show just how wacky and wonderful our consumer AR journeys are going to be once AR glasses come into their own and we no longer have to hold our smartphones up in front of our faces to bring AR into our lives.

Snap has released several iterations of their Spectacles, an early AR headset. To explore what could be done with the Spectacles, Snap turned to wildly creative AR developer Lucas Rizzotto, who came up with the game Monke Racing.29 To set the game up, first you walk around your space, placing AR bananas by clicking a button on the glasses frame. The idea is to create an obstacle course loop, and you can place the bananas anywhere you like: indoors, outdoors, on top of a table, halfway up a tree. Once you've built a course of sufficient deviousness, you can then take turns racing your friends around the course, trying to get the highest score. But it's not just about grabbing the bananas – because Spectacles have sound and motion sensors in them, the way you get the highest score is by moving and sounding like a monkey as you go. Lolloping along and going “ooh‐ooh‐ooh” while reaching for virtual bananas dotted around your landscape is the only way to win. Magnificent.

As much fun as this sounds, Monke Racing also hints at how our future AR headsets may be able to provide feedback about our health and activity levels if we desire them to do so, much like today's fitness watches. It also shows how digital elements added to our physical environments may provide incentives to move more, or move better (I can see a posture app in here somewhere), in addition to using AR to inspire or guide us to discover new neighborhoods or to learn the history of a place as we walk through it.

We can also get an idea of the AR glasses experience of the near future with pass‐through video in VR headsets today. One of the biggest challenges with adding digital overlays to the physical world in augmented reality is in the sheer unpredictability of the background environment – heck, the user could literally be anywhere when they fire up the app, which poses a problem very different from coding within the known and controllable environment of, say, a game. But if you're working with the pass‐through video of a VR headset, you've reduced the uncertainty significantly. First, the user is within their preset VR boundary (all VR headsets have these, so they can stop you from crashing into the furniture when you're immersed in a digital experience), so the user is not going to be moving very far from where they are now. Second, if the entire visual feed is video, it's already effectively been flattened from 3D into 2D, which makes it easier to add natural‐looking digital objects to it. Third, the Meta Quest Pro, for example, asks users to identify their walls, windows, sofas, tables, and other furniture before activating pass‐through, so programmers have even more macro data about the composition of the user's space, which helps them understand things like which surfaces are vertical and which are horizontal. All of these reasons are part of why the best real‐time immersive, interactive AR experiences – which belong to the true Metaverse, and are no longer Metaverse‐adjacent – are happening right now in VR headsets that allow pass‐through.

The Meta Quest Pro was launched in October 2022, and when it was released, there weren't a lot of apps on it that took advantage of the color pass‐through feature because it was so new. Some developers, like the puzzle game Squingle or the turn‐your‐house‐into‐a‐haunted‐house app Hauntify, had already used the grainy black‐and‐white pass‐through video that was available on the Meta Quest 2, but they were in the minority. Of the few pass‐through apps that were ready when the Quest Pro launched, the escape room series I Expect You To Die jumped onto the new feature most gleefully, with their short offering Home Sweet Home. When HSH starts, you're completely enclosed in a digital box, with some visible handles that suggest that some panels can be slid open. Sliding the panels open lets you see your own space (in my case, my living room) through the gaps. It was such a cheeky delight to be able to see my dog, sitting on the carpet in the physical world, looking at me quizzically as I peered through a gap in the digital box, that I laughed out loud. I've been using VR for years, and the one thing I haven't been able to see when I'm wearing a headset is my own surroundings, so it was a treat to play the game while still being able to talk to other family members as they wandered past. Instead of being separated from the world as you are in fully immersive VR, a VR headset with color pass‐through video leaves you in your physical world while adding new fantastical experiences and compelling content to it.

Since it's VR, you still can't just walk around wherever you want to go, and of course the headsets are still big and expensive, but the very wonderful color pass‐through video experience is a strong indication of the magic and joy that augmented reality will eventually add to our daily lives. Bringing compelling digital content into our physical world for fun, information, and adventure is what the Metaverse is all about.

▪ ▪ ▪

Even though today's popular world of consumer augmented reality is dominated by smartphone filters that might make me look like Henry Kissinger and you look like a cross‐eyed cat, I hope that this tour through the various type of augmentation already available today has helped you understand that this is an important segment, with great growth potential. Let's review some of the solutions that smartphone‐based AR already brings to some of life's problems:


	Creating interactive, rewarding branded experiences that offer far more advertising engagement than most media formats

	Understanding the dimensions, look, and suitability of a new object before making a purchase, thus increasing purchase confidence and reducing the rate of returns

	Enhancing text‐based descriptions of events with 3D “you are there” models

	Revealing information about your physical space that is not visible, whether that information comes from history, fiction, or Internet of Things data sensors in the objects that surround you

	Guiding you through both known and new spaces with information and efficiency



These are all great and useful ways to improve your understanding and enjoy the world around you. And yet – something tells me that this list is the kind of thing that we'll laugh at later for its incredibly limited scope, the same way that a 1995 list of “Benefits of the Internet” might have looked something like:


	Can send email

	Can look up movie times

	Can join message boards

	(… can't think of anything else)



Being able to add additional visual and audio information, based on your interests and specifications, to your experience of the world around you, at any time, on any subject – this is a superpower. And we haven't even begun to figure out what fully‐powered, fully‐available augmented reality is going to enable, what delights it will bring, what existing industries it will destroy.

All we can do now is do what we did with the Internet back in the 1990s – build the capability, and see what comes.
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Metaverse Game‐Changers



What do we need to build now to eventually bring an enjoyable, affordable, problem‐solving Metaverse experience to everyone on the planet? The answer involves multiple companies across multiple industries, and we're going to see a lot of innovation, experimentation, trial and error, and sheer guesswork in the process.

Let's consider the question of hardware. PCs, tablets, and smartphones, with their 2D screens, are the dominant hardware form factor for Internet access. If we're to move our digital content off these screens and into our world, we necessarily need a type of hardware that we can look through so that we can see both our world and these digital additions at the same time. We can do this with tablets and smartphones now, but only by occupying one of our hands with holding the device. That's not practical for either work or play; being able to have full use of both of our hands while we receive digital information is the ideal.

Okay, so a headset. I'm a huge fan of virtual reality, but even I have to acknowledge that there's limited appeal in putting something that's relatively heavy on your head for long periods of time. If you have a (relatively) affordable VR headset without effective pass‐through video, then being in VR is like going to the movie theater. You can have amazing experiences there, but you're completely cut off from the physical world while you're there, and you won't spend more than a couple of hours there at a time. If you have a much more expensive headset like the Meta Quest Pro that does give you color video pass‐through, you can have those digital/physical union moments with ease, but you're confined to one small floor area, your battery doesn't last very long, and other people can't see your face because it's covered by a big opaque piece of plastic – still not an optimal tool for effective all‐day use.

The Holy Grail of Metaverse hardware form factors is a pair of glasses that looks like a regular pair of prescription glasses or sunglasses, the kind of thing that we wear and see other people wearing all the time. We may still seem to be far away from that as a possible piece of hardware that would be both functional and affordable, but as famed Metaverse thinker Alvin Graylin, the China President of HTC, says, “It will take some time still for AR glasses to come, but you can be sure – they will come.”1

As far as fully immersive worlds go, right now they're happening either in VR or on the PC, and the computing and business challenges associated with scaling them up to becoming the fully immersive Metaverse are what Matthew Ball has addressed in his excellent work The Metaverse and How It Will Revolutionize Everything (Liveright, 2022). But that still leaves the question of how AR will develop, and the problems that must be solved for a mass‐market AR headset to emerge that will bring digital information into our physical surroundings with affordable comfort and style. I do believe that it is this AR‐enabled Metaverse that will be the more influential of the two, reaching far more people with much deeper daily usefulness, so to know the Metaverse of the future, it's worth understanding AR's probable development path as well.

We can check back in around 2030 to see which Metaverse format is the more influential, the VR‐ or AR‐based one. This might, in fact, actually be a moot point, for it may be that by then, we will have headsets that are both AR‐ and VR‐capable, such as the experimental Project Proton mentioned by HTC back in 2020.2 In this concept headset, the user is able to select how much digital overlay they want to mesh with their view of the physical world, and if they move the slider all the way to a 100% digital display, voilà! Their AR glasses have now become a VR headset. Whether this design becomes feasible or not is unimportant; what is important is that this concept shows how the evolutions of VR and AR headsets are intertwined.

From my telecommunications point of view, the technical and business developments that will make the biggest difference to the realization of the headset of the Metaverse yet to come fall into three categories:


	Innovations directly related to the telecommunications industry, into which I have direct insight

	Factors that are less visible to me today, but for which there are precedents in the development of the mobile phone industry, in which I have been an active participant

	Entirely new areas, for which precedents do not yet exist



We'll look at each of these categories in turn, with the aim of helping you understand what we're still waiting for, so you'll be able to recognize big problem‐solving advancements as they occur.



Telecommunications‐Related Innovations

So far, in the creation of both the AR‐ and VR‐enabled Metaverses, telecommunications haven't really been a significant factor. Of course, you need some kind of connectivity to use either an AR app on your smartphone or your VR headset at your home or work, but the existing connectivity that runs over both fixed lines and indoor and outdoor Wi‐Fi and mobile has easily supported the Metaverse activities of the present.

Now we have a big hardware challenge in front of us: How do we transform today's expensive and clunky AR and VR headsets into something that resembles a pair of normal eyeglasses yet has more functionality than just a couple of cameras and some sensors? From a highly simplified standpoint, there are three main elements in AR and VR headsets that add weight and bulk: the optics, the computing, and the battery. I don't have any deep insight into the optics industry, and trust that they're working overtime to solve AR display issues, but I can speak to the closely‐coupled issues of computing and the battery.

Today's consumer VR headsets, like the Meta Quest 2 or the Pico 4, are mostly wireless. Their computer processing happens mostly onboard, limiting their performance to what can be delivered by the onboard chipset, and giving relatively low image resolution. Enterprise headsets, which have much higher resolution and performance, are usually connected by a wire tether to a computer with a powerful graphics chip that handles the bulk of the computing. The experience is great, but the tether is an annoyance, and the extra computer can be expensive. Those enterprise headsets that don't have a wire (Microsoft Hololens for AR, Meta Quest Pro for VR) do their processing onboard, which makes them heavy, expensive, and shortens the battery life considerably.

It would be ideal for all three headset categories (unwired consumer, wired enterprise, unwired enterprise) to be able to connect wirelessly to massive computing resources located somewhere off the headset. This would enable:


	More powerful computation, which will be an eternally increasing need, because, let's be honest, AI drives so much of how AR and VR happen.

	Longer battery life, and less power requirement overall, since now the energy‐hungry computation is being done elsewhere.

	Lighter, slimmer headsets (more like glasses), because now so much of the space‐ and weight‐generating computing and battery equipment has been removed.



It's not quite this simple, of course, because the optical workings still need to be slimmed down, but being able to locate the computing and associated battery somewhere off the device will clearly be a huge step in the right direction. The wireless component is critical.


5G and the Metaverse

Okay, so why don't we just go ahead and move the computing off our headsets? Many of the early AR headsets, such as NReal or NuEyes, get a more glasses‐like form factor by doing this already. They place the computing in an associated smartphone, to which the glasses connect via a cable. (There's that tether again. Yuck.) This is a short‐term, early‐days solution, because (1) wire connections between glasses and phones are irritating, and (2) the amount of computation needed for the kinds of AR experiences that are coming in the future will vastly exceed the amount of computing that a mere smartphone can provide.

Smartphone computing, while limited, will probably be strong enough to be the common support model for consumer AR glasses for at least the next few years. Long‐term, once we really start biting into big, juicy AI solutions to make sense of our surroundings and to add digital content to them, the answer is to put the computing on a big stack of servers somewhere in the telecommunications network. Okay, fine – so why aren't we doing that today?

One of the main reasons is network latency. That's the amount of time it takes for information to be sent from one end of a telecommunications pipe to another. Especially in VR, if the data transmission speed is too slow, then the headset rendering will also be slow. Slow headset rendering gives you the experience of turning your head, with the visual field following … slightly later. Even if you don't consciously notice the delay, your brain does, and if there's too much disparity (generally more than about 10 milliseconds, which isn't very long at all), the result is nausea. Bad latency isn't the only source of VR nausea (me, I have to use teleportation within VR apps, because movement by gliding turns me green every time), but it's a major one, and obviously one that needs to be avoided.3

Remember, most consumer VR devices today connect to the network over Wi‐Fi. And here's the thing: Wi‐Fi is what's called a “best‐effort” network, which means that you always get the best connectivity the network has to offer you right now. That sounds good, until you realize that what this really means is that you can't actually manage or control the wireless connection to a specific device, which means you can't guarantee a certain amount of performance, including the latency. The Wi‐Fi that connects your consumer VR headset is fast enough to download new apps and to help them run, but it is not reliable enough all the time for you to locate most of your computing somewhere off the device, so it can't help us on our journey toward AR or VR headsets that look more like glasses.

Well, what about 5G? I'm so glad you asked! Unlike Wi‐Fi, 5G can be managed, with a much greater ability to deliver and maintain a specific network performance. 5G was intentionally built with both lower latency and higher bandwidth than 4G, which means that not only do 5G pipes give you a shorter network response time (latency), but more information flows at the same time, since 5G pipes are essentially wider (bandwidth). 4G has neither the latency nor the bandwidth to deliver AR/VR experiences to a headset – only 5G and beyond does – so we won't be mentioning it again.

There is one drawback to 5G, though. The specifications for each new “G” of mobile communications4 are designed about 10 years before they're launched, so the telecommunications industry was planning what 5G should do, and what problems it should solve, before 2010. The biggest challenge that global networks were facing then was the rise of video streaming traffic, which caught the telecommunications industry slightly off guard when services like Netflix and YouTube became unexpectedly popular, seemingly overnight. It's a saying in the industry that “every G solves the problems of the one before,” and 5G was absolutely designed to deal with massive amounts of video streaming traffic.

Within 5G, the delivery pipe is therefore split between traffic coming to you (the “downlink”) and traffic coming from you (the “uplink”). And, yes, you guessed it, in 5G, the downlink is much, much larger than the uplink. This means that 5G, as intended, is indeed excellent at bringing you large amounts of video. But it also means that 5G is far less excellent at taking information from you and sending it back into the network. If you want to stream video that you generate – or perhaps send detailed information about your surroundings so that digital content can be seamlessly integrated with what you see – we have a problem. The uplink pipes are just not very big. We're already seeing that developers who are building 5G apps can run into uplink limitations, and that's going to be the case for a few more years.

The good news is that help is on the way. The next iteration of 5G, called 5G Advanced and due in 2027, is already designed to address the uplink problem, so the wireless networks of 2027 and later will be much more able to handle user‐generated content and other key information needed to create AR experiences.5 And 6G is being specifically designed to respond to other potential issues that we can see the Metaverse will run into with 5G, just as we created 5G by looking at the problems we had with 4G.

The last thing you need to know about 5G is where it's mostly used, which depends on what spectrum band it's in. In the world of radio spectrum, low frequencies travel long distances and penetrate obstacles well, and high frequencies travel short distances and do not penetrate obstacles well. 5G can theoretically be deployed in the whole range of low‐, mid‐, and high‐frequency bands, but in practice, most phone companies in the world (with exceptions, of course) have built commercial 5G networks in the mid‐ to high‐frequency bands. This gives great performance, but makes 5G less than ideal at covering the interior of your house.

This is why there are no native 5G‐enabled VR headsets on the market today. VR necessarily happens indoors – aside from the safety issues of going around with your eyes covered, bright sunlight can confuse the optical connection between the headset and the hand controllers. (I've lost many a high score in Supernatural when sunlight shifted through the window into my playing area and suddenly my virtual bats vanished. I've also discovered firsthand that Christmas tree lights are a fatal distraction for VR tracking.) If you imagine a Venn diagram, the “where I can access 5G” circle is over on one side, and the “where I can usefully use my VR headset” circle is over on the other side. The two circles barely, barely overlap.

The one place where this is not true, where the VR and 5G footprints do coincide, is if the interior space in question has been equipped with its own 5G coverage. This is not so common in consumer households (most people rely on Wi‐Fi for their in‐home connectivity), but is increasingly the case for industries and enterprises. The last distinguishing feature of 5G, and any other mobile spectrum, from Wi‐Fi is that it offers vastly superior security over unmanaged Wi‐Fi networks. If your business has significant data that it wishes to protect (what business doesn't?), and/or significant automated processes or sensors to run, installing your own private 5G network offers a level of performance and data protection that Wi‐Fi doesn't. With your own 5G network providing your corporate wireless services, you won't get some crook sitting in a car in your parking lot, hoovering up all your sensitive corporate data with a Wi‐Fi sniffer. And once you have a 5G network indoors, you can use 5G‐powered wireless VR in that space. While no commercial VR headset is pre‐equipped with 5G, it is possible – and frequently done – to add a 5G dongle (that is, a tiny supplemental 5G radio unit) to an existing headset, and now you have a wireless VR headset, operating at the high performance level you're looking for.

The telecommunications industry expects that the first advances in the development of off‐device processing will occur in the enterprise space, as it's where indoor 5G exists in the same place that VR can function. HTC was one of the first to demonstrate off‐device VR processing in public at the Consumer Electronics Show in January 2022, by connecting their Vive Focus 3 headset to the Lumen fiber network by using private 5G as the bridge between the headset and Lumen's fiber.6 The image rendering that would ordinarily have been done on a PC connected to the headset by a wire was instead done on a bank of servers at Lumen's data center on the other side of the city, with no perceptible degradation of user experience. The users got the advantage of excellent rendering quality and performance, without having to mess with a big fat wire coming off their heads. I have seen the future, and it is off‐device processing!

This begs the question, though – when the computer processing left the device, where did it go? Answering this question takes us to the second significant part of telecommunications support for the AR/VR of the future: connecting to the cloud.



The Augmented and Virtual Reality Cloud

One of the biggest advantages in moving computing power off AR and VR devices is that you are no longer limited by the capabilities of the single chipset in the device. If you need to call on a bank of servers, you can put the processing into a bank of servers. That's going to be crucial for huge computing challenges that are central to AR and VR, such as generating photorealistic holographic avatars, the processing of large‐scale 3D mapping information, and the calculation of contextual cues for the generation of relevant content.7 As Matt Miesnieks, CEO of mapping company 6D.ai before they were bought by Niantic, explains, “An AR system, by its very nature, is too big for a device … AR systems need an operating system that partially lives on‐device, and partially lives in the cloud. Network and cloud services are as critical to AR apps as the network is to making mobile phone calls.”8

BUT (and this is a big “but”) the servers can't be too far away from the device. Remember latency? The ability for information to travel down a telecommunications network is limited by the speed of light. We've made a lot of advances in technology, but surpassing the speed of light for any reason is not one of them. It depends on the application, and the desired latency of the application, but in general, you need to be dealing with a server that is less than 50 miles away from the headset. For a low‐latency, high‐performance application like VR rendering, where the user starts to feel sick if the latency doesn't perform well, we're probably talking about more like 10 miles away.

Once you have that server in place, though, it can support not just you, but also the processing of everyone in the network within a 10‐mile radius. Finding that optimal balance of latency performance and server distance for each new application is a significant focus for many companies involved in Metaverse‐related telecommunications research and development at the moment. There is also a lot that the network can and will do to maintain high performance, including optimization, orchestration, and tight awareness links between networks and applications that don't exist yet, allowing an app to signal to the network that they need high performance, and for the network to guarantee them this higher performance if appropriate. These are the subject of telecommunications research and new products today.

For many enterprises, you don't have to worry too much about how far away the server is, since your server may be located on‐premises or on‐campus. This is another reason why off‐device processing is much easier to tackle in corporate environments – you tend to be pretty close to your server already. Just as enterprise investment in new headset technologies is vital for the development of that ecosystem, so too is enterprise investment in AR/VR network support vital for its development. It's in multiple small‐scale enterprise deployments of off‐device AR/VR processing that the experiments will be made, the first successes identified, and the foundations for commercial network‐scale AR/VR deployment laid.

The off‐device processing that's being done now is mostly in the VR space, exemplified by that early example from HTC. The work that needs to be done in VR processing is the image rendering and whatever functions the application itself provides. On the AR side, many current headset models connect via a cable to a 5G smartphone, giving them off‐device processing managed locally in the phone. For example, when launched in 2022, Qualcomm's Snapdragon Spaces hardware development kit for enterprise AR featured a Lenovo ThinkReality A3 headset, tethered to a Motorola 5G edge + smartphone. The cable between the headset and the phone is still a bit of a pain, but it's less onerous than wearing a VR headset tethered to a laptop, because at least you can gain mobility by slipping the phone into your pocket and carrying it with you.

Many of today's visual experiences with AR headsets fall into the category of assisted reality, in which you see information such as machine data or pages of a repair manual floating in midair, without relating to the physical space in which the wearer stands. For assisted reality, the computation available on a smartphone chip is more than adequate. When we move to augmented reality, where 3D visuals integrate convincingly with the physical world around the viewer, the computational load increases well beyond what a smartphone can handle. Vast amounts of computing will be necessary to understand the spatial reality around each user, to store existing 3D maps of the world and apply them to what the user is doing, to calculate object permanence and persistent avatar identity, and to perform a whole host of the other AI‐driven tasks that will underpin the breathtaking AR experiences of the future. Where VR needs an ounce of processing, full‐blown AR, roaming in the open world, will need a gallon.9

One good aspect of AR is that while many unified digital/physical experiences will take place indoors, AR is not limited only to the indoors in the way that VR is. Because in AR, you are still in direct visual contact with your surroundings, you don't have to remain within a predetermined safety enclosure. Without hand controllers, you don't have to worry about nearby bright lights, like the sun, disrupting your connection to them. Many explore‐and‐discover‐the‐world experiences will take place outdoors, while touring a new city, looking for the closest open parking space, or enlivening your daily dog walks, and those uses are a good fit for 5G support. This is great news for the future joint development of AR on 5G networks. Every AR glasses manufacturer I have spoken to who manages their computing on a tethered smartphone today is planning long‐term to move this computation directly into the network, losing that wire tether to the phone in the future. Removing that pesky wire will be a key part of developing AR glasses that are commercially – and socially – viable.

I always want to leave room for unexpected, black swan discoveries and discontinuities, but for now, the foreseeable rough development path of AR and VR headsets, as seen from the telecommunications point of view, looks something like this:


	Corporations deploy wireless versions of expensive, high‐performance VR headsets, connected by private 5G networks (via a 5G dongle on the headset) to off‐device processing in the cloud.

	Enterprise AR headsets begin by being connected via a wire to a smartphone, but start shifting their processing into the cloud via a 5G connection as visuals evolve from assisted to augmented reality.

	Everyone learns from these early deployments, and capabilities evolve in all areas: headsets, networks, server management, and service creation, as well as the areas of cooperation that connect them all.

	Headsets get lighter, smaller, and less expensive as processing moves more confidently into the network, reducing the need for expensive chipsets and heavy batteries onboard.

	Learnings from the enterprise market inform the development of next‐generation consumer AR headsets; the first successful AR headset is launched, which is still pretty expensive.

	Over time, the price of AR headsets comes down, the wire to the phone goes away, and AR headsets become mass‐market devices.



Notice that I'm saying nothing about when all of this will happen – research and development has its own timeframe. But I would caution against being too negative here. I have a vivid memory of hearing a discussion on the radio in 1990 about how building color screens for laptops was essentially an unsolvable technical problem. Let's just say that this turned out not to be true – it was only a few years later that I got my first laptop with a color screen, and I'm writing these words on one right now. Maybe I'm overly optimistic, but I fully expect there to be a few breathtaking breakthroughs that power this whole development cycle over the next decade, breakthroughs that are not yet visible today.

I also expect 5G (and later, 6G) to be central to the architecture of AR and VR as they develop. In 2022, Riga, the capital of Latvia, announced that it would develop a city‐wide testbed for Metaverse applications specifically designed to benefit both citizens and enterprises. An external analysis of Riga's capabilities by Cambridge University found that Riga was excellently placed to achieve their “Metacity” goal, based on its political will, ability to form public/private partnerships – and the high quality of its existing 5G infrastructure.10 Go, Riga!




Precedents from the Mobile Phone Industry

Network and cloud support for the Metaverse are the two elements most closely dependent on telecommunications capabilities, so those are the areas that I feel most confident in making direct predictions about. However, some of us have seen this rodeo, or at least a very similar one, before, and it's possible that development of this consumer hardware product will follow a path not unlike that of the mobile phone only three decades earlier. (The enterprise‐first‐then‐consumer path that I described in the previous section is certainly how the mass market mobile phone developed during the 1990s.) Given that, let me share a few tales from the rise of the mobile phone that might be useful to keep in mind as VR, and especially AR, headsets come into their own.


Consumer Adoption of New Hardware

As I mentioned in the enterprise chapter, it's hard to remember this now, but the very first mobile phones only made phone calls. Shocking. They didn't even have SMS or the game Snake. All that the screen showed was which number you dialed. They were expensive, too, not only to buy, but also in the cost of the monthly connectivity bills. This made them exclusive status symbols – carrying a mobile phone showed both that you were important enough to need to be always reachable, and that you were able to afford one.

Many of us back in the 1990s got our first mobile phones from our employers, though, because the utility of owning a mobile phone wasn't all that visible, especially when balanced against their cost and the perceived drudgery of having to carry one around. “I miss a call when I'm away? So what? That's the way it's always been. They'll leave a message and I'll call back.” We were all accustomed to missing calls if we weren't at home or at our desks, so having a mobile phone didn't seem urgent enough for a significant monetary layout. But if your employer wanted to make sure that they could always contact you, they'd pay for a phone and lend it to you. In my own case, I got my first mobile phone from my company in 1995. It wasn't until 2009 that I paid for one myself.

Why did I finally step off the corporate phone gravy train and buy my own phone? Because by 2009, the mobile phone companies had been able to invest the revenues that had come from all of those corporations buying handsets in bulk for their employees into developing additional functionality (SMS! Snake! Mobile data! The mobile Internet!) at the same time that they were making phones smaller, lighter, and more affordable. And by 2009, the corporate phone that my company was providing to me didn't do as much as the consumer phone that I wanted. So I bought my own whizz‐bang model with a great camera, a lot of storage, tons of great games, and all kinds of apps for my personal use, from managing my banking to checking on the current snow conditions at the local ski slope. The mobile phone had evolved from its business‐oriented beginnings and met its true blossoming as a consumer device, and it couldn't have done this without its early years of incubation in the enterprise greenhouse.

Here's the virtuous cycle that enabled the transformation of mobile phones from low‐functionality, high‐cost enterprise devices to high‐functionality, lower‐cost consumer devices:


	The first successful device offers a single point of functionality whose utility is apparent, especially to corporations who can make them widely available to their employees (in the case of the mobile phone, this point of functionality was the simple phone call).

	People buy or are given the device at work and discover that it does indeed provide excellent functionality that solves a problem for them.

	Device‐creating companies reinvest their revenues into improving features and performance, while reducing the cost, size, and weight of the device.

	More adoption.

	More features. Better performance.

	Repeat steps 4 and 5.

	World domination! (Until someone else comes along with a better product, but that's another story.)



Where things are a little different for VR and AR headsets is that the first devices have been created without first identifying what that first unquestionable point of utility is. The VR headset, in particular, started off as a piece of hardware that solved a technical problem, but hadn't defined what it was solving that technical problem for. It is slowly finding its purpose (enterprise training, social connection, fitness, gaming), but it didn't spring organically as the solution to a single common problem, so it's been more a case in the past decade of trial and error to see what VR is good for. That's fine, but without that clear starting utility, you never really kickstart this cycle of sales/revenues/new features/more sales that powered the development of the mobile phone. We can see this in VR adoption numbers, which are well below those of gaming consoles today. I am a passionate user and supporter of VR, but I'm the only one in my family who is, and until there's some burning point of utility that appeals to a wide range of people, VR is going to remain relatively niche.

AR has the potential to be different. In fact, it will necessarily have to be different for large numbers of us to decide to put a pair of AR glasses on our face, because that's a pretty big move, both technically and socially (and probably, at the start, financially as well). This will not happen unless AR glasses demonstrate so much unquestionable utility, and ingeniously solve such a common problem, that (1) people will buy them and wear them and (2) other people will understand why they're wearing them. This is what didn't happen with Google Glass's initial incarnation. Their purpose wasn't clear, so people who did have the guts to wear them were treated with suspicion. But the key initial utility of AR glasses also needs to not be something that is readily provided by a smartphone, because it's far easier to just keep using my phone than to start using some other kind of strange, new, and probably pretty expensive device.

We'll come back to this topic of what might provide immediately understandable AR utility in the next chapter.

 

Win/Win Business Models

From 2001 to 2004, I managed the Nokia FutureLab in Sydney, Australia, which was a joint project with the mobile phone operator Optus.11 We started out developing applications for the very first mobile data networks, and, honestly, at that point, we had absolutely no idea what mobile data could or should be used for, and neither did anyone else. (The fact that mobile data also started out as a technology in search of a purpose, which it certainly found later on, gives me hope that VR will eventually find its mega‐purpose.) It was a terrific cowboy time – we would just dream stuff up, build it, launch it in the market, and see if anyone used it. And people did! Amazing.

It was also cowboy time when it came to business models for pretty much everyone operating in this new space back then. There was no industry precedent for how revenues should be split in these new areas, and, being in the telecommunications industry ourselves, we knew how much the phone companies had had to spend to build these new mobile networks. For this reason, in contracts with outside developers, the division of revenues favored the phone company, because they had built the networks, with a lesser share going to the developer for the app. We didn't really stop to think that most of our developers were one or two guys in a garage, and although I did vaguely wonder how our developers were surviving as companies when I cut a check for one of them once for their monthly earnings – $6 or so – I didn't really linger on the question. (Shame on me!)

This, then, was the business model context in which Apple started offering developers 70% of their app revenues – 70%! – when they opened their App Store in 2008. Apple got 30%, and the phone companies got nothing! The brilliance of this move knocked my socks off. If developers could make a living wage, they'd go all out to build great apps, and what's more, they'd abandon any platform that didn't pay them that lion's share of the revenues. And that's exactly what happened.

This is a cautionary tale for the app stores of today. Apple's 30% revenue share, while revolutionary at the time of its introduction, has not aged well, and now it is being increasingly questioned and challenged. Other app store platforms have been criticized by the developers who depend on them for market access for various reasons, from inscrutable rejections to excessive rent‐seeking behaviors.

What I learned from my experience in this space is nothing more than the Golden Rule: Treat your developers as you yourself would like to be treated. Those who take their developers for granted for whatever reason, who behave high‐handedly and unresponsively, will find their app stores quickly becoming a ghost town the instant a better platform reaches the market. I don't have any particular platform or any particular potential threat in mind here, it's just that developers are complaining, and I've already experienced once what happens when unhappy developers are ignored, and how quickly they move when a better offer hits the table. A win/win mindset will take the fledgling AR/VR industry – and the individual players in it – much further than a win/lose mindset will.



Interoperability and the Network Effect

When text messaging was first introduced in the late 1990s as a way for people to send short written messages with their mobile phones, we saw in country after country that texting didn't become popular until all the telephone companies in the country had agreed to allow their customers’ text messages to be sent to customers of other carriers. This was a conscious decision that had to be made by each phone company, and for some, it went against the grain – if you're their customer, they want to give you a reason to tell your friends to come join you on their network, and text messaging availability stops being a reason for switching networks if you can just send texts to everyone, no matter what network they're on. (We've come a long way since then.) However, customers hated having to figure out what network their friends were on before sending a message, and would just call instead. Once text messaging became fairly universally available to and from pretty much everyone, it exploded. While it's a simple service that lacks any bells or whistles, its utility is high, and globally trillions of text messages are still sent every year.12

Contrast this with RCS, or Rich Communication Services. Envisioned as the next generation of text messaging, RCS was introduced in 2007. It has richer functionality than SMS, but was never widely taken up until Google adopted it as the basis for its Chat in 2018. It has a fairly complicated setup that means that phone companies have to actively connect with each other to enable their networks to send RCS messages to each other, and because that's a bit of a pain, many just don't.13 Phone companies that offer RCS messaging often only let you send those messages to other people on the same network, or they've connected to the Google or Samsung clouds, which let you send messages only to – you guessed it – other people who are also connected to the Google or Samsung clouds. The bottom line is – how on earth can you tell if the person you want to send a message to is on the same RCS network that you are or not? Eh, this is too hard. I'll just send a What's App message.

“Interoperability” is one of the recurring topics in discussions of the Metaverse, because the Metaverse is so fragmented across multiple platforms and standards today. Will we be able to have the same avatars in different worlds, or take digital goods from Fortnite to VRChat? Will I be able to wear my Roblox Balenciaga hoodie in the physical world – or at least have my digital hoodie appear as an overlay on my body if a friend looks at me through AR glasses? There are plenty of operational challenges that stand in the way of making these things happen, but the lesson from the introduction of text messaging teaches us that when we do make it easy for one platform to exchange digital information with another platform, usage increases mightily, and with usage, revenues. This was true of text messages limited to 160 characters back in the day, and will be just as true of 3D objects and avatars in the future.

There's a massive business opportunity lurking in this space.



Cameras and Privacy

We at the Nokia/Optus FutureLab in Sydney were very proud in 2003 to be the first in the country to commercially launch a Multimedia Messaging Server, or MMS, which enabled the mobile transmission of photographs between phones.14 The MMS was this amazing new piece of backend technology that let you send a photograph from your phone to someone else's. It's hard to explain how mindblowing this was at the time, but the whole world had only known voice and text communications over the phone at that point, and MMS was a huge advance.

In order to send a picture, you had to have a phone that could – gasp! – take a picture. And that meant a phone with – a camera! Again, it's difficult to convey how incredibly futuristic this all felt when this technology first appeared. Because I was the manager of the FutureLab, I was one of the lucky early recipients of the Nokia 7650, the first Nokia phone with a camera and MMS capabilities.15 I still remember some of the early pictures that I took, where you can see people in the background, pointing at me and clearly saying to each other, “Look! She's taking a picture with a PHONE!”

With this new capability, though, came a wave of concern. If you have a camera in a device that other people don't recognize as a camera, might that not encourage … nefarious uses? The distrust of cameras on phones was pretty widespread in those early days; my gym even banned mobile phones of any kind in the locker rooms because of the fear that people would try to take surreptitious pictures of others while in a state of undress. Now, of course, we all have cameras and video cameras on our smartphones that we carry with us everywhere, including into locker rooms and concerts and sports events, and we just agree not to use them where we're not supposed to. In fact, camera and video use has tipped the other way and become an effective tool against oppression or the abuse of power. It's no longer your word against theirs if you can film the abuse at the time that it happens.

We'll need to remember this as we develop the AR and VR worlds. Some of the new uses of cameras that are already out there include the Meta Quest Pro VR headset, which has 10 cameras on it, both front‐facing to understand your environment, and you‐facing to capture your facial expressions and transmit them to your avatar. The HP Reverb G2 Omnicept Edition VR headset captures facial expressions and body state data such as heart rate and pupillometry to estimate your emotional state and use that as a measurement of training effectiveness. AR and VR both use visual and, potentially, spatial LiDAR scans of your environment to be able to present you with a convincing union of the digital and the physical. There are a lot of cameras here, and they are measuring some very personal things.

I've heard objections raised to all of these devices and technologies. I don't want to come across as some reckless apologist, but in the long run, I think that the benefits of these devices that are able to understand us and our environments will outweigh potential risks, BUT ONLY if the companies gathering and tracking this information handle it responsibly. If companies that are analyzing our emotions and looking at our living rooms behave carelessly with this information, fully mass‐market AR and VR are dead in the water at the start. If Meta and HP and whoever starts making good AR headsets are respectful and cautious, and the data from the cameras and sensors delivers clear value for end users, then we'll be more accepting of all of those cameras and sensors in our midst, and maybe this industry has a chance.



Partnerships

The last lesson that I'd like to share from my experience in the early mobile phone days has to do with partnerships. Over the course of my involvement with the FutureLab, we never had a project fail for technical reasons, because we were always able to either solve the technical issue or find an acceptable workaround that took care of the problem. If a project failed, it was always, and I mean ALWAYS, due to a business, legal, or administrative conflict.

Today, when I look at the big companies that I work with, I have to admit that most of them are not very nimble. Onboarding a new supplier can take months, contract negotiations can be onerous, and the general pace of business can be verrrrry slow, especially in the area of emerging technologies, where precedents are few. This is something that is going to have to change as we move into new technology areas, because increasingly, one company isn't going to be able to provide a full service on their own. Other companies will have analytics you need, or maps you need, or IP you need, or infrastructure you need. Partnerships are going to be necessary, and they're going to be partnerships between fast small companies and slow large companies. This can be a massive problem – I've literally seen small companies go bankrupt while waiting for large companies to load them into their procurement system so that they can be paid.

An example of the kind of partnerships that I'm talking about comes from KDDI, a phone company in Japan. In December 2021, KDDI launched a 5G app on smartphones for use in the Ginza area of Tokyo. If you looked through your smartphone camera while using the app, you'd see Aiko, a human‐like digital assistant, standing on the street, ready to answer your questions. You'd also see AR markers in the distance, flagging various points of interest, and a pink line running along the road. If you followed the pink line, it took you to the KDDI store in the Ginza. If you entered the store, you saw the pink line continue on the floor of the shop to the back, where your reward for following it was a woodblock print exhibition by the famed artist Hokusai. Full credit to KDDI for pulling this off, because this experience may sound simple, but it involved no fewer than five separate players: KDDI to supply the 5G network, Mawari to provide the AR coding, Sturfee for the outdoor 3D mapping of the city, Immersal for the indoor 3D mapping of the shop, and AWS for the servers in the 5G network that ran the experience. I don't know how they structured this five‐way partnership, either legally or in terms of revenue splits, but they were able to launch the experience, so we know they figured something out. For two large companies (KDDI and AWS) to work rapidly and successfully with three smaller ones (Mawari, Sturfee, and Immersal) suggests that somebody somewhere is being flexible, and they're managing to find some way of doing this while keeping the lawyers and procurement people from going crazy.

There's more that needs to be figured out in multi‐player partnerships than just the structure of the contract. Another aspect of partnership challenge is: Who owns the customer? In this case, KDDI is fronting the experience to the end user, and it's their 5G network, but AWS owns the servers that the computing is happening on, and Mawari is responsible for the AR software. A different structure could have seen this as an AWS service, or a Mawari service, or even an Immersal service, at least in the way it was presented to the end user. Also: Who owns the end‐user data generated by this partnership? Who does the billing and manages the distribution of revenues? The next five to 10 years are going to be filled with some very creative business structures as different consortia try different approaches to answer these questions. Eventually, I expect that we'll land on a common industry set of standards for the structure of these multi‐party services, but there might be some yelling in some conference rooms and some unintentionally burned fingers before we get there.

The AR experiences of the future, with their need for mapping, analytics, and other expertise, will frequently be created through multi‐party project alliances like the one KDDI was able to assemble. And this will only be possible with business agility, willingness to experiment with new revenue and partnership models, and a win‐win‐win‐win‐win mindset. Business issues sink the ship more often than technical ones do, so don't let your company be the jerk that wrecks the project. Those companies that can embrace business agility and can develop ways to work swiftly and responsively with partners of all sizes will be the ones that differentiate themselves as the Metaverse takes off.




New Challenge Areas

It's fun mining my past mobile phone industry experience for AR/VR best practices, but this only takes us so far. There are many other areas that are crucial for Metaverse development that are giant question marks at the moment, and for which we have no easy precedent, or, worse, we have bad precedents from the Internet.

A major area here is the wide scope of security and data privacy, which goes far beyond my narrowly focused discussion of headset cameras and location scanning above. If this is a topic of interest to you, I recommend Mark Van Rijmenam's Step into the Metaverse (Wiley, 2022), which includes a comprehensive overview of potential security risks and solid suggestions for dealing with them.

The legal standing of a wide range of Metaverse entities is another thing that will need to be clarified. Can your avatar legally represent you to do business in the Metaverse? What happens to your digital asset ownership if someone turns off the server where your asset resides? If I've done my medical assistant training in VR, does that count as valid preparation for real‐world certification, or do I have to repeat my training at an in‐person school somewhere? Is sexual assault on a Metaverse platform a crime if it's avatar‐on‐avatar assault? How do we handle Metaverse vandalism?

And then there are areas that aren't morally challenging but are conceptually difficult. What does search in the Metaverse look like? When we've shifted to a largely 3D digital world rather than the text‐based world of today's Internet, what would I even be searching for? What will a Metaverse hyperlink look like?

Some pretty formidable challenges lie ahead, but rather than shrug and throw in the towel because it's all too difficult to think about, I choose to see these gray areas as either new areas of cooperation to be outlined by bodies like the Metaverse Standards Forum, or as new business opportunities for the companies that will become the Metaverse's version of Google or Facebook. I'm certain that we're going to see some bold and unexpected visions formulated to clarify these murky topics that will accelerate the creation of the Metaverse over the next few years.

The television show Halt and Catch Fire, which offered a fictionalized view of the early days of PC and Internet development, dramatized how nonobvious an effective search method was for the Internet before Google came along with its algorithms for sorting wheat from chaff. For sure, there is some key Metaverse‐enabling disruption we haven't even imagined yet that will make future readers of this book smile indulgently at how poorly we back in the early 2020s foresaw what was to come.

▪ ▪ ▪

Rather than close this chapter with a list of the things we're not sure about, I'd like to end on a more positive note by discussing the notion of personal agency and control. This is vital in the realm of data management, as it's only when we let users know what information is being gathered and how it's being used that they will feel comfortable sharing their faces, emotions, and living rooms with their apps.

Personal control is equally important in the user interface. Keiichi Matsuda's 2016 nightmarish imagining of the AR world of the future, the short film Hyper‐Reality, currently has 2.9 million views on YouTube,16 and is probably the vision of future AR that I hear mentioned by other people most often. In the film, the AR glasses‐wearer is absolutely bombarded with information and advertisements and discounts and alerts and messages. While the film is funny for going so overboard, it does raise real alarm among many people who see the film: If that's AR, I don't want it.

Fear not, gentle friends, that is NOT what AR will be like. First of all, if it's that unpleasant, no one would ever wear AR glasses at all. Even more to the point, there are serious safety concerns with blocking the viewer's ability to see too much of their physical surroundings at any one time. AR developers tell me that in their experience, you should never put any large digital object below about waist height in the viewer's visual field, since it then risks blocking their ability to see the floor or obstacles in their walking path, and is likely to cause accidents. In his fabulously comprehensive book SuperSight (BenBella Books, 2021), MIT lecturer David Rose shares his insights from working with AR for more than a decade, culminating in 14 “Design Principles for Spatial Computing.” Principle #3 is my favorite: Don't overwhelm the user's visual field.


Use the 15% rule: reserve 85% of the field of view for seeing the world, then start populating the remaining 15% with augmented content. This rule also applies to time. Try to make your content so context specific that 85% of the time, the display is clear.17



David's design principles are not the law of the land, so doubtless we will see some AR mistakes in the future as we all learn what works together. But if as our starting point we have a common vision of respectful, context‐aware AR as our desired end state, we've got a better chance of creating experiences that people will want to use, once we've gotten the hardware and networks and all of the other technology and moral questions and everything else sorted out. Giving end users total control over what appears in their visual space in terms of information, notification, advertisements, and so on – and what doesn't – is just the first step.

That's really the bigger question: Once we've managed to achieve this projected evolution of our hardware and our business practices and our policies and our design practices, what exactly are we going to do with the Metaverse that's going to make it all worthwhile? Just what problems are we going to solve with our superpowers in the future?
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Our Metaverse Superpowers



New technology is only successful if it solves a problem without costing too much: This is my rule of thumb for establishing whether an innovation is worth paying attention to or not. For virtual reality, its success path is already largely established. We have both consumer and enterprise hardware and software in this space that gives an excellent user experience, sells in the millions of units, and generates millions of dollars of revenue for its developer community. There are many clear VR use cases and benefits, and more coming every day. There's plenty of room for much more growth, but the rocket is already lifting off the launchpad.

For head‐mounted augmented reality, we have similar success on the enterprise side, with significant growth and revenues already generated from the problem‐solving devices created by enterprise AR headset companies large and small. But for mass‐market, everyday AR glasses that you or I would wear around the house or to the store, well, that rocket is still on the assembly line.

In the previous chapter, I highlighted the industry developments that are occurring to bring down the size and cost of AR headsets over the next decade, and I'm optimistic enough to trust the power of those development cycles over time. That only leaves one final question: What will we do with our AR headsets that will make wearing them worthwhile? I believe that, as with mobile phones, it will take one single point of utility, with a crystal‐clear benefit, to make some of us start to put this crazy new device on our heads out in public on a regular basis. But what could that be?



From Smartphones to Smartglasses

In May 2022, at the end of Google's annual I/O developers’ conference, the company dropped an intriguing video entitled “Breaking Down Language Barriers with Augmented Reality,” with no additional heading or comment.1 In the video, a Google team member hands a woman a pair of standard‐looking black glasses – with no wire attached – and as she puts them on, he tells her that they will allow her to start “seeing what I'm saying, just transcribed for you in real time. Kind of like subtitles for the world.”2 An animation in the video shows those words appearing in mid‐air as he speaks, presumably mimicking what she's seeing in the glasses. Her eyes widen with surprise, and her face breaks into a huge smile as she does indeed see his words appear before her, so that she can read what he's saying.

In the next scene, a man converses with his Spanish‐speaking father, who is wearing the glasses. As the son speaks in English, the father sees not the text of the actual words that the son is saying, but the text of those words translated into Spanish in near real time. By combining speech‐to‐text functionality and Google's immense Translate resources, Google has built (or at least is thinking about building) an actual Babel fish,3 in the form of a pair of glasses.

Google didn't say anything publicly about this particular project when they released this video, but within the Metaverse community, what they showed kicked off much debate. Some people thought the whole thing was just smoke and mirrors, only showing a concept rather than a product. Others thought it possible that the glasses were connecting over Bluetooth to a nearby smartphone, where the speech‐to‐text processing was happening. Google later blogged that they plan to test this feature with researchers out in the wide world, but we have no word yet about how well‐developed this real‐time speech‐to‐text service actually is.4 Whether their video shows capability or just intent, the promise of such a product is clear: subtitles for everyday life! My hearing is just fine, but I do watch TV and streaming video with the subtitles turned on, and can completely understand the utility of such a feature. It's just easier not to miss anything that way.

Google isn't the only company working on speech‐to‐text subtitles in AR glasses today. Xiaomi has demonstrated the same functionality in their Smart Glasses prototype, which is tethered by a cable to a 5G phone.5 In the UK, software developer XRAI Glass has developed their speech‐to‐text product specifically to provide closed captions for the deaf, and has announced plans to make their service available via NReal AR headsets already out on the market.6 In a similar vein, Oppo's Air Glass, already available in China, pairs with a smartphone to provide a range of services, including a teleprompter.7 This isn't as universally useful as a speech‐to‐text transcription device on your head, but is still a terrific idea for those of us who give a lot of presentations.

I wouldn't be the one whose life would be changed by having real‐time subtitles, though. My elderly mother has severe hearing loss, and does have a telephone that gives her real‐time speech‐to‐text transcriptions for phone calls, which is an enormous help. But when she's away from the phone, she has to rely on her hearing aids, which have two problems: (1) They're expensive, and (2) They're very small. She can't see that well, either, and she loses them from time to time. Which brings us back to point #1. They cost a lot to replace.

If my mother could have a pair of prescription glasses that she could wear all day that would give her speech‐to‐text readouts of what people were saying to her, and that she could find again easily after taking them off, her life would be so much easier! And of course, she's not the only one – about 15% of adults over the age of 18 in the United States report hearing difficulty.8 At more than 37 million people, that's a large potential market, before you even start appealing to the people like me who hear well but just like to have subtitles anyway.

When I saw this Google video, my head just about exploded. For me, at least, speech‐to‐text for real‐life subtitles has the potential to be the starting point for getting people to start accepting and wearing AR glasses. I would certainly give them a try, and I'd like to see if they could help my mother. There are 37 million other people in the United States who might also be interested in checking them out if the price point were right. And once enough people start buying and wearing them, revenues would be generated that would fuel the addition of more and more different kinds of AR functionality over time, and – boom! By 2030 we're relying more on AR smartglasses than we are on our smartphones.

Okay, I speeded up the timeline a bit in those last couple of sentences, but you get the idea. Even if real‐time voice translation and transcription isn't the hero service that cracks the oyster open, the idea of sensory enhancement of some kind feels, to me, so universal, and so understandable, that it will be some kind of augmentation of either hearing or vision that makes us start wearing AR devices. After all, glasses are perfectly positioned on your head to assist both hearing and vision, and plenty of us need that help. Combine that with the point that more than two‐thirds of adults in the United States already wear glasses regularly, and we have a market waiting to happen.9



Our Metaverse Superpowers

Now let's flip ahead. Let's assume that affordable, comfortable, stylish AR glasses have been developed over the course of several years, and now our headsets are starting to do things for us that are magical real‐time problem solvers. Given the scope of AI, mapping, network, cloud, and other technologies, what are functionalities that we could reasonably expect to see our consumer‐grade AR headsets perform for us as we move through the physical world? And if the purpose of the Metaverse is, as we’ll see, to connect us to people, places, information, services, and experiences for entertainment, knowledge acquisition, self‐improvement, and companionship, what does any of that look like in practice?

Reminder: As we define these possible future functions of AR headsets, we must be careful to exclude things that can be done today reasonably well with smartphones or tablets or PCs, because people generally take the path of least resistance, and they're not likely to use AR headsets for something they can already easily do in some other way. Introducing an AR filter that shows you discounts as you walk through the aisles of your local grocery store, for example, is of limited utility because, frankly, my supermarket already does a great job of flagging what's on sale with paper labels. This isn't to say that we won't eventually have AR discount‐highlighting apps that we use all the time, it's just to point out that the most successful early use cases will necessarily need to have high utility that's not already being provided in another medium in order for people to take the initially extraordinary step of putting a computer on their face.
 

Finding Out What Everything Is

The first and most obvious use of consumer AR headsets is to extend the path already well established by smartphone features such as Google Lens, in being able to use both video and audio to identify the objects, sounds, and places around you. Trees, flowers, car models, other people's fashion choices, the song you currently hear, the history of your current location – you name it, many versions of this kind of “what am I looking at?” identification functionality has already been in development for many years and is available on your smartphone today. The practical aspect that AR headsets bring, with which a smartphone cannot compete, is the ability to receive this information about items in your environment while remaining completely hands‐free, and without having to disengage from the places and people in your physical surroundings by, say, looking down at a screen.

As an example of the potential usefulness of AR headset‐based information tools, I'm a huge fan of the Cornell Lab's birdsong ID app Merlin. As much as I love learning that the song that I'm hearing right now is coming from a cedar waxwing, it is a bit of a pain to haul my phone out of my pocket, swipe to the correct app, and press the “Start Bird ID” button when I want to know whose singing is coming out of that tree over there. Add the difficulties of simultaneously juggling my phone and my dog's leash (especially if he's just spotted a squirrel), and I may never find out what that bird is. Providing a more intuitive interface (more about interfaces later) for getting this kind of information while leaving my hands free for dog wrangling, and my eyes free to search the foliage for the singer, is a solution I'd be grateful for. Expand this thinking to everything around you in the natural and even the man‐made world, and, well, there's a lot that head‐mounted AR glasses could tell us about what's nearby.

Another category of identification that AR glasses are ideally suited to be able to handle is facial recognition, especially facial recognition performed within certain permissible contexts. It's pretty clear that having a glasses‐based facial recognition app that links to, say, Meta's global database of users’ photographs, and connects you to the name and latest post of everyone you pass walking down the street, would be the kind of massive privacy violation that would lead to public outrage and instant death for Meta's long‐term AR development plans, so no, not that.

But if you're in a gathering of people, such as a conference or a family reunion, where everyone who's there is: (1) supposed to be there and (2) probably interested in talking to many other people they don't know yet, facial recognition could be a practical tool. Sure, conferences and reunions issue name badges, but those tend to be located down on the chest somewhere, and we humans know when the person we're talking to sneaks a quick glance at the badge to figure out who the heck we are. And that sneaky glance technique doesn't give you nearly enough time to read their company and title as well. If the conference has, on the other hand, asked for people to send in their photographs ahead of time, and asked for permission for them to be identified by the conference facial recognition service, it could be possible to build an AR app that only works while within the physical area of the conference hall and during the time limit of the event, using facial recognition to bring up the name, title, and company (or relationship to Great‐Grandpa Winston) of everyone you have a conversation with. As soon as you leave the premises, or when the event concludes, the facial recognition powers would be deleted. If that same app could then later send you a list of the names, titles, and companies of everyone you spoke to, it would be doubly useful. And all hands‐free, without needing to break the gaze of the person you're talking with, or having your quick glance down at their chest embarrassingly misconstrued.

Facial recognition isn't always conducted to determine the identity of a person, though. Research at MIT has found that people with autism, who often have difficulty interpreting emotions expressed by others, are more successful at interpreting emotions when they're expressed more strongly.10 The researchers involved in these findings speculate that AR could be used to help the neurodiverse better understand those around them by first using AI to identify other people's emotions, then exaggerating them in an AR display by tweaking certain pixels to broaden smiles or deepen frowns. If that's too difficult, then even a simple text label identifying the current dominant emotion of others could be useful. In fact, subtitles for emotions might actually benefit, well, all of us.

Connecting you to an external body of knowledge that you do not currently possess is about revealing the previously hidden identities of the physical realities that surround you. It's about making the invisible visible; it's about omniscience. This sector is going to be big, and it's going to be one of the initial set of functionalities that start convincing us to wear AR headsets, even though the true potential of the technology is much greater and will come later.



Finding Out How to Do Everything

In his classic work The Design of Everyday Things, industrial design specialist Don Norman has specific advice about how to communicate instructions for operating a device or system: “Put the knowledge required to operate the technology in the world. Don't require that all the knowledge must be in the head … make it possible for non‐experts to use it.”11 This is exactly the principle behind much of the enterprise AR that's already in use in headsets today, which gives users hands‐free access to manuals or lets them share their video feed with a remote expert who can guide them through what needs to be done.

This same principle of making instructions as accessible as possible to as many people as possible will provide significant benefit to users in consumer AR as well. Those IKEA assembly instructions that I found on my tablet when the printed version wasn't included with my dining room table would have been even more useful if they had been available hands‐free in AR glasses, especially if they had gone beyond just showing me diagrams and could have analyzed my visual field, highlighted the next pieces I needed to use, and illustrated how they needed to fit together.

It's not just IKEA, though – any kind of instruction about how to operate or fix something in the physical world has the potential to be turned into an AR guide. I'm always amazed by the incredible number of how‐to and life hack videos that are out there on YouTube, just waiting to show you how to fix, change, enhance, or improve almost anything in your life. I've learned how to change the antenna motor on my car, lay wall‐to‐wall carpeting (okay, that was my husband, not me), solve computer problems, fix my sink, replace doorknobs, separate eggs using a plastic water bottle … and all of this content would be even more useful in a hands‐free format accessible through AR glasses.

Again drawing on the enterprise precedent, it would be equally useful to be able to call on some kind of expert in real time to see what you see and talk you through how to do more complicated or specialized tasks. In fact, perhaps there's a business case in here akin to what VTT is envisioning for their AR‐enabled SuperJanitors of the future, but at home, in which you can call on professionals from all walks of life to assist you in everything from getting rid of carpet stains to replacing your garage door opener. You don't have to wait for the professional to come to you, and they can serve more people while eliminating travel time and cost. Win/win!

There may even be a possibility here for 911‐type emergency services to be able to see what you see and talk you through the best mitigating actions while you're waiting for the professionals to arrive. Several years ago, my parents’ car had a dead battery in their driveway, and I thought I'd give them a hand by jump‐starting it for them. Little did I know that a squirrel had made its nest in the engine compartment, and the car was dead because the squirrel had chewed through a couple of key wires. Those exposed wires, next to all the leaves that the squirrel had stuffed into the lower part of the engine to make its nest comfy, meant that when I provided the system with electricity, the car's engine caught on fire. I called 911 immediately, and after the calm woman on the other end of the phone dispatched the fire department, she asked me a series of questions. Was the car in the garage? Was there anything else flammable in the vicinity? How big was the fire? These were all things that she would have been able to see for herself right away if I'd been able to share my AR glasses view with her. One question she didn't ask was whether the hood of the car was up or down. Thankfully, my father had shut the hood pretty quickly, an action that the firefighters praised when they arrived, since reducing available oxygen was an effective way of containing the blaze. If I had been on my own, that wouldn't have occurred to me (I'm embarrassed to admit), and since the 911 lady didn't mention it either, that fire would have gotten much, much worse before the fire department showed up. Since we can't always have our quick‐thinking dads around, giving 911 crews the ability to see your problem right away may be a way to keep bad situations from getting even worse before they arrive.



Finding Out How to Do Everything … Better

Being able to receive instructions for how to do something new is good, but future AR will also be capable of using AI to analyze the actions that you then take, then give you real‐time feedback for improvement. This will herald a clear shift from early AR‐enabled Metaverse applications, where the information is indeed traveling in both directions and in real time, but is still relatively limited, especially in the complexity of what is conveyed to you. It's a big step from analyzing someone's face at work and providing you with their name to analyzing your last five golf swings and suggesting improvements for your sixth.

I've seen examples in this category in two main areas: the physical and the social. In the physical realm, AR‐based analytics can show visible guides, in the form of arrows in the air, to teach you the best approach and ball release angles for making the perfect layup in basketball or the best take‐off point in show jumping. The analysis tools that do this today often apply their feedback ex post facto to videos that you've taken of yourself in action. How much more powerful would it be for you to be able to see the take‐off point marked on the ground in front of you in AR as you practice, or for your coach to be able to see the same thing from their third‐party point of view in real time? The applications for this go well beyond the world of competitive sports. I'd love to get real‐time feedback about how well my current yoga pose is meeting the standard, or to give me an AR‐generated mark to aim for when I'm chopping wood for kindling to show me where my next axe blow will be most effective.

On the social side, real‐time feedback can certainly assist the cognitively diverse in navigating the world, providing not only interpretation of the facial expressions of others, but also potentially giving feedback on the user's own behaviors. We need to be careful here, though, because this could quickly shade into a Black Mirror experience. If two people on a date are each spending all of their time waiting for their glasses to tell them what to say next, based on what the other person just said, then the whole idea of using AR to connect with other people has been defeated. Much more useful would be AR glasses with real‐time behavioral feedback for training and self‐improvement in tricky human skills like public speaking, giving bad news, or becoming a more effective salesperson.



Manipulating Reality

As AR develops, over time it will become capable of delivering far more than just real‐time, hands‐free information. It will be able to truly link us to other realities, those that exist both in the physical world and in the unlimited world of the imaginary. This is where AR will fully take its place alongside the more immersive Metaverse experiences currently found in PC‐based or VR‐based iterations, while remaining powerfully and usefully grounded in the physical world.

One significant way to manipulate our surroundings and to connect us to another reality is to bring a live 3D representation of another human being into our space. Seeing another photorealistic human in your own physical space is already possible using motion‐capture studios today, but the expense and logistics involved limit this usage to corporate and commercial events.

On the consumer side, it's possible to bring a live 3D version of a person into your physical space in VR, with avatars instead of photorealistic representations. My friend Doug Hohulin is my VR experimentation buddy, and together we explored what is possible with the Meta Quest Party functionality. This feature allows your avatar to join the Quest digital lobby zone of a friend, or lets you both join other apps together, in groups up to six. We had both heard that the Wooorld app was good for multiplayer experiences, so we went in there together. Wooorld uses pass‐through video to show you maps of the world in your own space, and when we entered, I immediately got absorbed in the giant 3D representation of Venice that had suddenly appeared across most of my living room floor. Then I turned around, only to find that Doug's Meta avatar was also in my space, full human size – and I was so startled to find what felt like another human being in my living room that I screamed! Once I got over the shock, we compared notes – I was seeing Doug's avatar in my living room, using my pass‐through video, and he was seeing my avatar in his living room, using his pass‐through video, while we both saw and could manipulate the same map of Venice on our respective floors. It was very cool, and definitely felt like we were in the same room together, even if we were seeing each other as cartoons and our visual surroundings were not the same. Our actual physical distance between my location in California and his location in Kansas City had been completely eliminated. At the end of our time exploring fascinating locations, Doug and I agreed that it had felt that we had spent the afternoon together in the same place, which of course we had. Digital is real.

Creating a similar experience in AR is unquestionably technically difficult. The photorealistic hologram sitting at the conference table, the smiling avatar joining the family around the birthday cake and visible to all – both Microsoft and Meta have announced that they're working on making these forms of holographic presence happen, but it's going to take a while. We're going to see a wide variety of solutions for bringing people together in AR over the next decade – in addition to the terrific Quest Party experience, I personally love the holographic lightboxes created by the company Proto for things like remote presentations12 – as multiple companies work to achieve this particular Holy Grail of the Metaverse.

In the meantime, however, there's a lot of the physical world that can be manipulated around us at far lower computing and connectivity cost than holographic presence will require. During the 2020 Facebook Connect conference, one of the examples that Facebook gave of what AR could do for us in the future was the ability to adjust the contrast in your AR glasses in order to be able to see the book you're reading more clearly, rather than getting up to turn on the light. This ability to make photons hit your eyes more effectively, rather than adjusting the light content of the entire room, is a subtle solution, and a practical one. Improved vision in low light may well be another killer app for AR glasses, much as the flashlight turned into a surprise must‐have accessory on mobile phones. Winning innovations don't have to be showy, they just have to solve a problem.

One problem that many of us have is eating too much. Research by the University of Tokyo has shown that using AR or VR to make food portions appear larger is an effective way to get people to eat less, since their visual cues tell them that they have eaten more food than they actually have.13 This is a small tweak to our visual fields that has the potential to make a positive impact in the lives of millions. I know I'd love to eat less while thinking I had eaten more!

Another way of how our visual world might be subtly and usefully manipulated could be in the form of decreased, rather than augmented, reality. Staying in the world of nutrition, imagine that you're lactose‐intolerant, and you're in the grocery store. While it might be useful to have an AR program that highlights the things that are best for you to eat as you cruise down the aisles, it might be even more useful if the items that will cause you gastric distress are pixelated out entirely, so the entire dairy case becomes a colorful blur. If, like Oscar Wilde, you can resist everything except temptation, this may be the application for you. Decreased reality is another area where we'd have to apply safety and social standards – it wouldn't be acceptable for an app to erase the visual presence of your irritating colleague at work – but that will be true of almost everything that AR does in the category of physical world manipulation anyway.

The big eventual possibility in visual manipulation is being able to repaint the surfaces and objects in your world so that you seem to be in another place entirely. This is advanced holodeck‐type functionality that won't come to AR soon, but it certainly will come eventually. We're starting to get a taste of this kind of digital/physical unity in the Metaverse Quest Pro headset already, even if you do have to specifically identify the floor, walls, and furniture of your space to the headset before apps can repaint them for you.

I first heard companies discussing the idea of transforming your surroundings so that they look like you're walking through the world of your favorite game, or maybe a holiday destination, back in 2019. The purpose of doing this can be as simple as entertainment, in the gaming example, or for improving your mental wellness, in the holiday example. Or the purpose can be more active. In December 2020, the city council of Denton, Texas, a suburb of Dallas, was reported to be thinking about how to get kids to put down their smartphones and play on the city's playgrounds.14 Deciding that it would be more effective to leverage the smartphones as a playground tool instead of working against them, the council was exploring the idea of a smartphone camera app that could visually transform the ground underneath the playground into lava. This would really increase the stakes and adrenaline in a game of “don't touch the floor,” and increase the popularity of outdoor play spaces. But I'm sure you can instantly spot the flaw in this plan: You can only see the lava if you're looking through your smartphone camera, which takes away one of the hands that you need for climbing the monkey bars up and away from the lava. AR glasses would solve this problem superbly.

It's the modification of the physical world that starts to shift us into the AR domain staked out by Niantic. As mentioned previously, their goal is to use Metaverse technologies to move us out of our dark gaming hidey‐holes and into sunlight and fresh air, part of why their corporate philosophy embraces the AR‐enabled Metaverse far above the VR‐enabled Metaverse. In November 2022, Niantic announced that they will be bringing their Lightship Visual Positioning System (VPS) to Qualcomm's Snapdragon Spaces AR development platform, to fulfill the companies’ joint goal of creating an AR headset that works outdoors and can position digital objects in the physical world with centimeter‐level accuracy. As they put it, with this high‐precision mapping ability,


Developers, consumer brands, creators, enterprises and anyone else wanting to build AR experiences can bring their ideas to life. Like making a building take on a fantastical theme, or giving users hyper‐local walking and transit directions, or hiding a clue in a digital scavenger hunt under a park bench.15



Niantic's VPS makes it possible for one person to create and place a persistent digital object in the physical world that can be discovered by other people later. This is functionality that was previously explored by the now‐discontinued phone‐based Microsoft app Minecraft Earth, in which you could anchor a digital Minecraft structure onto a particular physical world location – say, by adding a blocky turret to the top of your house – and invite your friends to see it through their phones as well. It was fiddly and difficult to use, and only worked while that Minecraft Earth session was active on your phone, but the idea of being able to make digital changes to the physical world that others can see is a powerful one with enormous potential. I'm very pleased to see Niantic working to make it happen in a more permanent way than Microsoft was able to. If Niantic gets this right, they have the potential to be a major driver of the AR‐based Metaverse.



Gamification

Niantic is, of course, most famous as a gaming company, which brings us to the truly exciting topic of the gamification that will be enabled by AR headsets. Sure, there will be plenty of real‐world‐based AR games, like the digital scavenger hunts mentioned by Niantic, but the really powerful innovation will be the ability to apply AR gamification to real‐world activities that are ordinarily not gaming experiences at all.

A pioneer in this space is Reddit user VoxelGuy, who in February 2021 posted a video showing how he'd created a VR app that let him see virtual euros scattered all over the floor of a Unity copy of his living room.16 He anchored that Unity copy to his physical living room, attached his Oculus Quest hand controller to his physical vacuum cleaner, and put on his Quest headset. As he vacuumed in the physical world, he was able to “see” his virtual vacuum cleaner hoovering up the virtual euros in his matching Unity living room. The token money was not only a “reward,” but also let him see at a glance where he had already vacuumed and where he had yet to go, and definitively let him know when he had vacuumed everywhere and was done. VoxelGuy built this in VR, and it took a solid knowledge of Unity to do it, but you can instantly see how something like this could become a popular AR app in the future. Making vacuuming fun? In fact, making any repetitive task enjoyable and possibly even competitive? Sign me up!

I fully believe that AR's potential to help us gamify life, especially around repetitive and unwelcome tasks, will be one of the areas in which AR will be most successful and influential. I'd love to drop a virtual trail of gold coins around the neighborhood for my kids to follow and collect while walking the dog – thus ensuring that they stay outside for more than three minutes at a time – and then let them trade in the virtual coins for some kind of reward later. Or I'd love to download a recipe associated with one of the technical challenges on The Great British Baking Show and have my AR glasses set the same timer the contestants faced, then use visual analytics to judge my final product and tell me how well I would have done on the show. The opportunities for collaboration, competition, and just plain fun, all associated with practical activities in the physical world, are endless, and will provide a major source of new revenues for creative developers in the future.

The problem that is solved by the gamification of life is the challenge of finding motivation for something you have to do, but don't really want to do. And we all have plenty of those chores in our lives. If you think about all of the hours that you or someone you know may have burned playing something like Candy Crush, how much more productive would that time have been if it had been spent doing something equally compelling, but that helped you complete necessary tasks at the same time?

Next time you're doing a chore, have a think – how could this be made more fun with some kind of digital element or measurement provided by an AR headset? You may suddenly have a new business idea on your hands.



Help! I Have No Keyboard!

Implicit in all of these hands‐free AR narratives is that … your hands are actually free. This brings us to the question of interfaces. If you've only got glasses on your head, how do you interact with them?

Science fiction has given us plenty of models for interacting with computing in a keyboardless way, from Captain Picard's authoritative “Computer, make it so!” voice command to Tony Stark chatting with JARVIS while manipulating digital graphics in the air in front of him. Voice‐based interfaces such as Alexa and Siri show us that the capability for voice‐driven AR headset commands already exists, and for gestures, the Hololens and Oculus Quest already do pretty decent hand tracking. As early as March 2021, Niantic and Microsoft partnered on a proof‐of‐concept demo that showed Niantic CEO John Hanke controlling a Hololens with gesture commands to play Pokémon Go out in a park. The result was so natural‐looking and pleasing that reporter Kyle Melnick, writing for VR Scout, couldn't help saying in his article, “I won't lie, feeding Pikachu in mixed reality looks like an insanely good time.”17 (It really did.)

But … let's think about practicalities. You may not always want to speak aloud to tell your glasses what to do. Saying, “Glasses, tell me who this person is that I'm talking to right now” is as disruptive to a conversation as grabbing the other person's conference badge and peering at it up close. Likewise, an interface that requires you to wave your hands in front of your face all the time might: (1) prevent you from using your hands to do things just as much as holding a smartphone does, thus destroying AR's hands‐free advantage, and (2) make you look crazy. Both are highly counterproductive for the takeup of AR.

Wrist‐mounted trackers, which can detect finger motions without directly occupying the fingers, may be the answer to this challenge.

One company exploring this space is Helsinki‐based Port 6, whose co‐founder Jamin Hu told me, “Look, it's just unlikely that we're going to use hand tracking in public when AR comes around,” for the reasons listed above. Port 6 has developed software that allows “tactile and discreet” tapping and clenching motions made by the fingers to be detected by a smartwatch, which can be linked to an AR headset so that the finger taps become the headset controls. These small finger motions are a world away from making sweeping hand gestures in front of the body, and suggest that microgestures may play a significant role in a socially acceptable AR headset interface format of the future. If I only need to tap my middle finger and my thumb together while looking at someone's face to call up the “show me this person's name and title” functionality in my glasses at a conference, I've actually got a solution that is genuinely more subtle than glancing at the person's badge. And my hands are still free.

Meta is also developing wrist‐based interface devices using electromyography (EMG) techniques they acquired when they bought the company Ctrl Labs in 2019. This approach uses wrist‐based sensors that pick up the nerve signals that your brain sends to your fingers when you command your fingers to move.18 Apparently there's a lot of granularity possible with this approach, so that after you've trained the Neural Interface Wristband how your personal nerve construction works, the wristband will then understand, “Ah, this combination of nerve signals from the left and right hand together are making the keyboard moves for typing a capital letter B.” Once this training has been completed, you don't need to type on a keyboard at all – you can tap your fingers against any surface in a keyboard‐meaningful way, and the wristbands will understand which keys you have in mind. Mindblowingly, once you've reached this stage, you may not need to move your fingers at all. Apparently, when you just think about typing something, your brain still sends residual signals down your nerves to your fingers, even though your fingers aren't moving, and the wristbands are sensitive enough to pick up these tiny impulses.

I'm using the typing example because that's an easy (and impressive) one to understand, but in reality, I don't think we're going to be typing a lot in the Metaverse. The Metaverse is much more about experiencing and engaging with both the digital and the physical world in three dimensions than it is about reading or writing. The Metaverse won't be entirely text‐free by any means, but it could well be what we might call “post‐text,” in that its emphasis is on our interaction with sounds, images, spaces, people, and actions, rather than words. This lack of text has some serious implications, including the question I asked in the previous chapter: What does a search engine look like in the Metaverse? What kind of thing would you search for? Regardless of what the answer to that gigantic question may end up being, what we can see today is that the Metaverse will represent a more three‐dimensional and experiential way of interacting with our computing. In the long run, I suspect we're going to have to rethink a lot of things that we currently take for granted about much more than just our interfaces.



The Winning Form Factor May Be … Something Else

Now that I've opened the Pandora's box of seismic shifts in our relationship to computing that might be created by relocating our tech onto our heads and our wrists, let me shove the lid even further open by suggesting that the means by which we end up merging our physical and digital worlds might be something that no one has yet imagined. Mojo Vision is out there creating AR contact lenses (and they work!), and other companies are exploring creating computer control points by devices that rest on – or, in the case of Neuralink, in – our skulls. All we know right now is that no one can say for sure what the dominant form factor of the future for AR will be. After all, we currently use the Internet just as much on our phones as on our PCs, which was utterly not foreseeable in 1995. Glasses, brain implants, wrist sensors, contact lenses, voice interfaces, projections – or something completely different?

I'm also keeping an eye on the developments within AI that are increasingly bringing the ability to code to the masses. Artificial intelligence is so central to everything about how AR and VR work that significant advances there will echo profoundly throughout the AR/VR realm. One example of how this is already starting to play out in the VR world is the Zoe platform, available in the Meta Quest, which lets noncoders create their own VR worlds by dragging and dropping objects and templates.19 Zoe includes access to more than a million 3D objects through Sketchfab, and is an intuitive format for people who want to build their own VR locations for education, therapy, meetings, entertainment, or any other use they would like to dream up and invite others to.

We can already see some AI shifts that may change the rules of AR before they're even fully written. OpenAI's Chat GPT, which burst massively onto the scene in December 2022, is a significant candidate here. Its ability to generate seemingly human‐created responses to natural language prompts isn't just limited to text. While it will indeed write you a convincing episode of SpongeBob or The Office if you ask it nicely, it can also create music – and write computer code. “Computer, match the face of every person I speak to at this conference with the conference facial database, and if you find a probable match, display the match certainty probability along with their name, title, and company in the lower right of my visual field for 10 seconds.” Bleep, blip, blorp – and your new AR glasses functionality has been created. Talk about magic.

Over in the visual world, generative AI implementations like DALL‐E20 and even Google's Generative Video21 do the same, creating two‐dimensional visual or video representations of whatever improbable things users can dream up. “Create an image of a penguin made of cheese, building a model of the Taj Mahal out of Rice Krispies.” With even more direct relevance to the Metaverse, OpenAI has also created Point‐E, which takes natural language inputs and transforms them into 3D images.22 It's early days for this technology – the individual voxels (the term for 3D pixels) are so large that the objects created look like they're made out of glued‐together Styrofoam balls – but time will certainly bring improvements to this and many other forms of AI beyond our imagining.

How will these advances in artificial intelligence interact with augmented reality in the future? If I can speak literally anything into being in three dimensions in my physical space or give myself new AR functionality whenever a new idea occurs to me, how does that change – well, everything?

▪ ▪ ▪

I firmly believe in the power of virtual reality to create intellectually and emotionally satisfying encounters with other people that erase physical distance. For example, I met with my friends from RAUM, Michael Gairing and Rolf Messmer, just this morning – they were in Germany and I was in California, yet we sat next to each other and laughed and chatted at a virtual event, and my memory of our time together is identical in almost every aspect to my memory of the last time we were genuinely in the same physical space. (We even looked a little better in VR, at least I know I did.)

At the same time, I recognize that VR has its limits, and one of those limits is that no one is going to spend all day, every day, in a fully digital world, at the total expense of the physical world. I agree with Evan Speigel, the CEO of Snap, who said in 2022, “One of the big overarching concepts people have is that a lot of those [VR] tools are designed to replace reality. Whereas when we talk about AR, we're trying to augment the real world around you. So our fundamental bet is that people actually love the real world [and want to stay in it].”23

It may not even be a case of totally loving the physical world, but a case of necessity. For those of us who have caregiving responsibilities for others, whether they are babies, children, pets, parents, or spouses, at some point you have to take the VR headset off and cook dinner. Where I see AR making a huge difference is in its ability to take these responsibilities that can sit so heavily upon us at times and make them more enjoyable, if not downright fun. It is for this reason that I firmly believe that the AR‐based Metaverse, in which you remain anchored in the physical world, will see more daily use and will ultimately be far more influential than the fully immersive PC‐ and VR‐based Metaverse. Heading out into imaginary digital universes is magical, but not as magical as transforming challenging elements of our physical world into places of wonder and fun will be.

Yes, it will take us some time to get there. But if AR realizes even a fraction of the potential I and others can imagine for it now, it will be a future worth waiting for.
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Epilogue: Interconnected Realities



The Purpose of the Metaverse

The other day, one of my team members at work said, “Leslie, I know that you love the Metaverse, but honestly, I can't see myself ever spending any time there. I'm not interested in putting on a helmet or goggles or whatever, I don't need to build a copy of my house in some digital world, and I'm not a gamer. I can see the usefulness of digital twins in enterprise, and how it might be okay to put a heavy thing on my head if it will help me do something at work, but I don't wear glasses, and I just can't see putting something on my head all day every day just to – do what? Go shopping for Gucci?”1

What Colleague X said contains Metaverse misconceptions that I hear from people all the time: the conflation of the VR and Web3 Metaverses, thinking that all Metaverses happen only in VR, not seeing a purpose for the Metaverse beyond gaming and shopping. I hope that after our review of the different problem‐solving aspects of the Metaverse that are out there already, you're starting to see that the actual Metaverse already is something quite different from this fragmented and purposeless impression. The Metaverse is actually about interconnecting realities, specifically “a partly‐ or fully digital experience that brings together people, places, and/or information in real time in a way that transcends what which is possible in the physical world alone, in order to solve a problem.”

Let's look at a summary of the different benefits that each of the seven different areas we've covered contributes to the overall concept of the Metaverse. These are the areas that have already shown utility and use, and together they can guide us toward what a fully realized Metaverse will most successfully offer us.


	The social Metaverse eliminates distance and allows us to connect with others while displaying the identity of our choice.

	The wellness Metaverse lets us pursue physical and mental self‐improvement in an inspiring, judgment‐free zone, on our own or with others.

	The service and social good Metaverse provides remote services and training, while increasing empathy and understanding.

	The gaming Metaverse creates new worlds for us to explore with our friends, while challenging us to improve our skills and rewarding us when we do so.

	The Web3 Metaverse allows us to participate economically in new business models as owners, traders, and creators – with attendant risks and rewards as these new models take shape.

	The enterprise Metaverse connects us to people, places, machines, and processes for collaboration and deep understanding, resulting in more efficient, informed decision‐making.

	Metaverse‐adjacent augmented reality experiences offer us richly embellished encounters with the physical world, giving us both imaginative fun and deeper context and awareness in the spaces that we move through.



The recurring theme across all of these areas is connection, the joining of one reality to another for the benefit of both. If we bring the common threads across these seven areas together, what we end up with is an overall purpose for the Metaverse of the future, derived from what we see is working and solving problems in the Metaverse of today.

This purpose of the Metaverse can therefore be described in this way:


The purpose of the Metaverse is to connect us to people, places, information, services, and experiences for entertainment, knowledge acquisition, self‐improvement, and companionship.



The definition of the Metaverse that I gave in Chapter 1 (“a partly‐ or fully digital experience that brings together people, places, and/or information in real time,” etc.) is the what. The purpose is the why. And this is my answer to my Metaverse‐skeptical colleague: The Metaverse isn't about wearing goggles or playing games, it's about being with friends, learning new skills, and doing all kinds of other wonderful things, and the way it accomplishes this is by uniting the digital and the physical in real time.

It's no accident that the purpose of the Metaverse could also be taken for the purpose of … the Internet. Yes, the Metaverse is indeed the next iteration of the Internet, a real‐time, interactive iteration that will not take place on 2D screens but will be integrated into the world around us. That may be a bit of an anticlimactic statement, because we hear people saying all the time that “the Metaverse is the next Internet,” but now I hope you have a better idea of what that actually means, how the experience will be different from the experience of the Internet, and what purposes this Metaverse will accomplish. Connecting multiple realities is a much bigger project than just being able to appear in a business meeting as a porpoise – though you're able to do that, too.

Another point implicit in this articulation of the Metaverse's purpose is that immersion is not a requirement. Instead, presence is a common thread across all seven of the different Metaverse sectors, linking your reality with the realities of other people, places, and things, whether you're in a fully digital world or only have a few digital elements adding nuance to your physical space. I'll go a step further and suggest that from what we're already seeing in the enterprise Metaverse, collaboration, a deeper form of presence, may indeed be where we see the Metaverse bear its most productive and rewarding fruit.

And let's not forget the problem‐solving aspect of the Metaverse. To my colleague who doesn't wear glasses, and doesn't plan to in the future, I say that of course that's up to him. But I already wear glasses today because they correct my vision, and my life is far better with them than without them. As the form factor slims down and the amount of problem‐solving functionality goes up on AR glasses over the next decade, many of today's non‐glasses wearers will find that they, too, will choose to put something on their head every day because it solves a problem for them – and maybe because it brings some new and unexpected joy into their lives as well.

Today's Metaverse is massively fragmented, scattered across realms as diverse as Web3 mansions, Fortnite battles, virtual corporate offices, and visual representations of the strength of nearby Wi‐Fi signals. And yet, we can imagine that these currently disparate elements will someday come together and form a grander union, even if we're a little vague on how that will occur.

There's some agreement that this unified Metaverse of the future needs a better name. Alvin Graylin of HTC likes to call it the Realized Metaverse, or even the Betterverse.2 Kevin Kelly, whose 2019 writings in Wired were what got me all excited about this concept in the first place, called his vision the Mirrorworld.3 Megaverse? Big Reality? Ultraverse? Extranet?

Whatever we end up calling it, the Metaverse will expand and enrich our current physical reality by connecting it to a digital experience that brings us targeted information, entertainment, friendship, or awe, in the right place and at the right time.



Preparing for a Paradigm Shift

Let's return to where we started, with my original definition of the Metaverse:


The Metaverse is a partly‐ or fully‐digital experience that brings together people, places, and/or information in real time in a way that transcends that which is possible in the physical world alone, in order to solve a problem.



The Metaverse will be experienced in both virtual and augmented reality, and on tablets, PCs, and smartphones in addition to headsets. Its focus is presence, rather than immersion, and its goal is to solve a problem.

Let's also take a moment to acknowledge how far this industry has already come. With a topic like augmented and virtual reality, we're always comparing what we have now to a fiction‐fueled ideal, where the digital and the physical seamlessly combine. This ideal comes in large part from what we've already seen in on TV and in the movies. That's why it's easy to be impatient. Come on, I first saw the Holodeck from Star Trek: The Next Generation over 30 (!) years ago, and I still don't have one in my garage?

It's only when you look at what was available only a few years ago that you can see how quickly this field is developing. The wireless Oculus Go was first released in 2018, and only four years later, Meta was able to offer the wireless Meta Quest Pro, an exponentially better experience in every single measure. The vast number of exhibitors and attendees at Metaverse‐themed conferences, the exploding number of available Metaverse applications and experiences, and the palpable excitement in the air around this topic today would not be possible without the enormous investments being made, and the enormous risks being taken, by companies like Meta, HTC, Niantic, Google, Apple, Microsoft, Qualcomm, and a whole host of other companies, large and small, that have staked their future on the idea of digitally enhancing our world. I applaud their bravery and honor their commitment to transforming the human/computer interface through the truly inspirational work that they have all done so far.

And yet … this is a paradigm shift. We are jettisoning our absorption in two‐dimensional screens in favor of inhabiting three‐dimensional worlds, whether fully digital or the digitally‐enhanced physical world. History, even recent history, tells us that when paradigms shift, newcomers tend to thrive. In fact, sometimes it's the newcomers who stand outside and have a clearer view of the big picture than those caught up in driving the change do.

It's impossible not to mention Nokia in this context. In 2007, Nokia was the global mobile phone market leader,4 and when the first iPhone came out, I personally remember deriding it because it had a terrible antenna and wasn't even 3G‐capable. “What an awful telephone!” I said at the time from my comfortable chair at Nokia HQ. What I utterly missed is that being a crummy telephone was just fine for the iPhone, because it was actually not a telephone at all, but a pocket‐sized computer that could also make phone calls. That was the paradigm shift that we were too close to the market, and to our own dreams and plans, to be able to see.

I've compared today's Metaverse development status to that of the Internet in about 1995, both to highlight just how early we are in the process of creating the necessary hardware and software for the Metaverse of our joint dreams and, in an unspoken background way, to suggest that perhaps all of the key Metaverse players of the future have not yet appeared. After all, of the seven companies that I singled out for mention a couple of paragraphs ago, only three of them existed in 1995: Apple, Microsoft, and Qualcomm – and they all looked very different then than they do now. As the Metaverse develops, new companies will rise, and older companies will fall. Not all will manage the transition well. New challenges will create new opportunities, and eager new entrants will fill gaps and solve problems that we can't envision today. It's the way of the world, the unerring truth of technological change.



Change Is the Only Constant

Pioneering game developer and futurist Jane McGonigal writes, “When there's uncertainty, there's still a chance to have a say in what happens next.”5 And that's exactly where we are with the Metaverse now, in the uncertain early days, in which any company's or individual's actions can shape the future for all of us.

In fact, it's not just the Metaverse that is an uncertain field, brimming with potential. Many new paradigm‐resetting technologies are developing simultaneously, and each of them will continue on their paths, regardless of whatever happens in the Metaverse space: artificial intelligence, machine learning, cryptocurrencies, Blockchain, and more. It's the convergence of all of these capabilities and their intersection with the physical world that will create the Metaverse.

So how can we best prepare ourselves and our companies, and find a useful path through all this change? One way is to imagine that it's 1995, and you've traveled back in time and met yourself. What advice would you give yourself then about how to prepare for the Internet, knowing what you know now? “Invest!” might be a tempting response, but in 1995 the dominant Internet leaders in the United States were companies like Prodigy and Compuserve, so maybe that's not the answer.

Instead, I would suggest that you learn. In 1995, I shrugged away “this Internet thing” because, well, I was busy, and I didn't see how it would ever affect me. If I had it all to do over again, I would find people who could tell me about both what the Internet could do then and what they thought it might be able to do in the future. I would learn what parts still needed to be built. I would learn what worked well, and what could stand some improvement. I would envision where my company's expertise could fit into it, either as part of our internal processes or as a new channel for reaching our customers. I would identify areas of this new technology that will always be out of scope for my business, and start thinking about who I might want to partner with (or acquire) to bridge those gaps. I would look at how my competition was embracing it. And while I was looking at this new technology for opportunities, I would remember to also consider it as a threat, and think hard about how it might enable someone else to disrupt or destroy my core business. Just in case. You have to get close to new technologies before you can truly understand the opportunity or threat that they may offer, and where you or your company can best play a role in them.

I would also get hands‐on with the new technology, and use it myself, in a wide variety of situations and for a wide variety of purposes. In fact, this might actually be the most important aspect of finding opportunity (and threat) in new technologies such as the Metaverse (I think it's clear that I'm not talking about the Internet anymore). It's only when the people with deep experience in their own fields, the senior engineers and chief customer operations officers, start to use VR and AR that they will discover how digital presence and representation can help them solve problems that they may have wrestled with for years. This does not happen until the experts meet the new technology, but when it does, that's when the most powerful new uses are discovered.6 That's why it's so important for all of us, no matter our area, to get our hands on Metaverse enablers, because only then will we discover what problems the Metaverse will, perhaps unexpectedly, solve for each one of us.

As Jeremy Dalton points out in his book Reality Check (Kogan Page, 2021), “XR is primarily a sensory, experiential or visualization tool – this makes it difficult to articulate in an accurate and effective way. Reading about and listening to presentations on the topic will only get you so far … [True understanding] requires first‐hand experience.”7 He's right, which suggests that you should put down this book right away and go find yourself the nearest VR or AR headset.

And after you've done that, think about how your VR or AR experience could someday be adapted to solve a problem that you have in your work, or at home, or at school … and maybe go patent that thought. This is the time to dream. You just never know!

▪ ▪ ▪

In her classic work The Parable of the Sower, the brilliant Octavia Butler identified change as “the one inescapable truth, … the basic clay of our lives. In order to live constructive lives, we must learn to shape change when we can and yield to it when we must. Either way, we must learn and teach, adapt and grow.”8 I can think of no better words of guidance for us all as we enter into the world of the Metaverse.
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	1. You know who you are. I quote with love – your challenges helped me sharpen my thinking in many ways. Thank you!

	2. Alvin, Graylin, “Metaverse Metamorphosis: The Journey From Today's Internet Walled Gardens to the Interoperable 3D Open Worlds We Deserve,” speech at the Economist Metaverse Summit 2022, San Jose, California, October 26, 2022.

	3. https://www.wired.com/story/mirrorworld-ar-next-big-tech-platform/
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