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Noncollinearly Phase-
Matched Femtosecond 
Optical Parametric 
Amplification with a 
2000 cm−1 Bandwidth

Recent advances in the generation of an ultrashort optical pulse from a Ti:sapphire laser and ampli-
fier are remarkable. The broad gain bandwidth as broad as 3000 cm−1 of the Ti-doped crystal, fol-
lowed by a white-light continuum generation, enables the generation of shorter pulses than 5-fs 
duration [1,2]. On the other hand, the shortening of the output pulse from an optical parametric 
amplifier (OPA) faces the following problem of spectral acceptance of the phase-matching condi-
tion, which is mainly limited by the group-velocity mismatching (GVM) between the signal and 
idler pulses in the nonlinear optical crystal [3]. The bandwidths of the OPAs reported up to now 
are ~300 cm−1, which limit the shortest pulse width to about 30 fs [4,5]. The bandwidth broadening 
is most important to obtain sub-10 fs pulses outside the 800 nm region. Several methods were pro-
posed for the spectral broadening in an OPA [6,7], but they are rather complicated. A noncollinear 
phase-matching geometry is quite attractive to modify the phase-matching condition as well as the 
amount of the GVM in a straightforward and simple way [8–12]. Di Trapani et al. demonstrated 
a noncollinear OPA with the GV matching between the pump pulse and signal or idler pulse in a 
β-BaB2O4 (BBO) crystal to obtain a higher conversion efficiency with an interaction length longer 
than in the case of a collinear OPA [8,9]. In a synchronously pumped optical parametric oscilla-
tor (OPO), there was reported a visible 13 fs pulse generation by utilizing the broadband phase-
matching condition of a BBO in a noncollinear geometry [10,11]. Just recently, a nanosecond OPO 
also generated a signal with a broader spectrum than 100 nm [12]. An extreme pulse shortening is 
expected from a femtosecond noncollinear OPA which enables the broadband amplification.

In this subsection, we demonstrate a scheme of Ti:sapphire-based optical parametric amplifica-
tion of the white-light continuum in a noncollinear phase-matching geometry in a BBO crystal. 
By utilizing an extraordinary noncollinear phase-matching property, equivalent to the matching of 
the GVs between the signal and idler pulses, a major fraction of the continuum is amplified with as 
broad as 2000 cm−1 bandwidth with mJ-level pulse energy. It is compressed currently to the shortest 
pulse duration reaching 14 fs. A simple and novel tuning scheme between 550 and 690 nm with a 
duration of shorter than 20 fs is attained by shifting the delay line of the pump with respect to the 
white-light continuum. The bandwidth is found to be limited only by the chirp of the continuum. 
The spatial chirp and the pulse-front tilting also limit the pulse width and a sub-10 fs source tunable 
in a visible region is strongly expected by compensating these factors.

Figure 1.1.1.1a shows the phase-matching curves of the noncollinear phase-matched OPA in a 
BBO crystal pumped at 395 nm in a type-I (e → o + o) configuration. The wavelength of the signal 
satisfying phase-matching condition is plotted against a polar angle θ with respect to the z-axis of the 
BBO crystal. Figure 1.1.1.1b illustrates the arrangement of each beam in the crystal, where the signal 
beam is injected into the crystal with a fixed noncollinear angle α with respect to the pump direc-
tion while the idler is generated with the variable angle b to satisfy the phase-matching condition.  
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The curve strongly depends on a, and there exists an α(λs) (<4°) where the inflection occurs at the 
signal wavelength λs ~ (indicated by a dashed line in Figure 1.1.1.1a). Here a broadband amplifica-
tion is expected, which is attributed to the GV matching between the signal and idler [11]. The gain 
bandwidth of an optical parametric conversion is inversely proportional to the GVM between the 
signal and idler [3]. In the case of the noncollinear phase-matched OPA, the phase mismatch con-
tributing to the gain reduction is given by the component along the pump direction, Δk = kp–ks cos 
α–ki cos β, in terms of the wave vector kj with the index j = p, s, or i corresponding to the pump, sig-
nal, and idler, respectively. By a minor calculation, the effective GVM that reduces the bandwidth is 
approximately given as 1/vs–1/vi cos(α + β) where vj is the GV of one of the three beams. When the 
signal GV is equal to the component of the idler GV projected to the signal direction, the bandwidth 
is only limited by the GV dispersion mismatching [3]. In the case of a collinear geometry (α = β = 0), 
the GV matching only occurs at the degeneracy in the spectral range with a normal dispersion 
under a type-I interaction (vs < vi). By utilizing the noncollinear geometry, on the other hand, the GV 
matching can be realized at any ls by choosing α(λs).

Figure 1.1.1.1a shows clearly that GV matching is satisfied around α ~ 4° with the broadest band-
width. At θ ~ 31.5° signals of a spectral region over ~200 nm can interact simultaneously. The GV 
matching realizes this enormously broadband phase matching while the collinear geometry suffers 
the GVM of 110 fs/mm at 600 nm. The synchronously pumped OPO with a bandwidth exceeding 
40 nm (>1000 cm−1) was reported based on this configuration. While the strict restriction for the 
synchronization in the femtosecond OPO with the pump laser as well as the reflectivity of the cav-
ity mirrors limits the bandwidth [11], an OPA with only single or a few-stage amplification has the 
potential to realize a broader and shorter pulse generation straightforwardly. The schematic of the 
noncollinearly phase-matched broadband OPA is shown in Figure 1.1.1.2.

A 1 kHz Ti:sapphire regenerative amplifier (Clark-MXR, CPA-1000) produces 300 mJ pulses of 
120 fs duration at 790 nm. A small fraction of the pulse energy of about 1 mJ is converted to a single fil-
ament white-light continuum in a 2-mm-thick sapphire plate of which function in the OPA is a signal. 
The signal beam is collimated and passed through a notch filter with a peak reflectance (~90%) at 800 nm 
to reduce the fundamental pulse energy and suppress an unwanted subharmonic amplification since 
the difference of the phase-matching angle is only ~0.4°. The second harmonics (SH, 100 mJ at 395 nm)  

  FIGURE 1.1.1.1 (a) Theoretical phase-matching curves 
of type-I BBO OPA pumped at 395 nm with different 
noncollinear angles α. The dashed line indicates the GV 
matching points between the signal and idler pulses. (b) 
Geometry of the noncollinear phase matching. The wave 
vectors of the pump (kp), signal (ks), and idler (ki) are 
shown in the BBO crystal. The group velocities of the 
signal (vs) and idler (vi) are also shown by dashed lines. α 
and bare internal angles.
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generated in a 1-mm-thick BBO crystal is separated from the fundamental and utilized as a pump 
source. The pulse width of the SH is estimated to be ~150 fs by the cross-correlation measurement with 
the fundamental pulse. After passing through a synchronizing delay line, the pump beam is telescoped 
to obtain a peak intensity ~300 GW/cm2 and passes through a 1-mm-thick type-I BBO crystal (cut at 
θ = 30°). Even though higher amplification is desired, the thickness of the BBO crystal is limited by the 
GVM between the pump and signal pulses (~115 fs/mm at 600 nm), which is reduced to a half of the 
value in the case of a collinear configuration but still remains under the relatively small noncollinear 
angle [8,9]. The small diameter (0.5 mm) of the pump reduces the effect of the pulse-front tilting inevi-
table in the noncollinear configuration [8,9]. A noncollinearly phase-matched parametric fluorescence 
is strongly emitted in a conical plane with a spectral dispersion. The dispersion is minimized around u 
531.5°, which is the signal-idler GV matching point [13,14]. The fluorescence covering a large portion 
of the visible region is emitted conically with the cone angle of; 3.7° in the crystal. The continuum 
propagates along the intersection of the xz plane of the BBO and the conical surface, and a broad spec-
tral range of the continuum is noncollinearly amplified to 2–3 μJ pulse energy.

The center wavelength of the amplified signal depends sensitively on the position of the delay 
line of the pump pulse. By scanning the delay with the range of 50 μm, the signal is stably tuned 
between 550 and 690 nm without any significant pulse energy reduction, indicating the bandwidth 
is not limited by the gain bandwidth but by the chirp of the continuum. Figure 1.1.1.3a shows 
an extremely broad spectrum centered around 625 nm with a 66 nm full width at half maximum 

  FIGURE 1.1.1.2 Schematic of the noncollinearly 
phase-matched OPA. SHG, second harmonic gen-
erator; BS, beam sampler; HS, fundamental and sec-
ond harmonic separator; NF, notch filter centered at 
800 nm; D, variable optical delay line; PS, periscope 
for rotating the polarization of the signal; PC, prism 
compressor. The conelike parametric fluorescence 
with the minimized dispersion as described in the 
text. It is illustrated with the external cone angle αext.

  FIGURE 1.1.1.3 (a) Spectrum of the signal centered at 
625 nm. The FWHM is 66 nm corresponding to the band-
width of: ~1700 cm−1. (b) Intensity autocorrelation trace 
(dots) after pulse compression. The sech2 fit (solid line) 
with a pulse width of 14 fs (FWHM).
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(FWHM) equivalent to ~1700 cm−1. The small peak structure around 530 nm is due to the imperfect 
flatness of the phase-matching curve. In this case, the idler is also broadly generated and fan-shaped 
with a spanning angle of about 7° in the xz plane, which can be recognized by the fanning of the SH 
of the idler. The wave vector of the idler is spatially dispersed to maintain phase-matching condition 
to the broad signal spectrum [12,14].

Figure 1.1.1.3b shows the intensity autocorrelation trace after the pulse compression by using a 
BK7-prism pair with a 37 cm slant length. A fit assuming a sech2-pulse envelope function yields a 
pulse width of 14 fs with relatively large wings on both sides. The time-bandwidth product of; 0.7 
indicates a large residual chirp remaining in the signal pulse. The autocorrelator composed of a 
100-mm-thick BBO with the GVM of 40 fs at 600 nm and dispersive media such as a lens and a 
beam splitter may induce overestimation of the pulse width. The time resolution of 3.3 fs/step of the 
pulse stage used for the delay line also disturbs the accurate measurement of the pulse width. We 
are now preparing a low-dispersion autocorrelator and a grating pair to compensate the higher-order 
dispersion.

The measured spectral width and pulse duration over the pump delay tuning range are shown in 
Figure 1.1.1.4. The spectral bandwidths of the pulse are varying between 700 and 2000 cm−1. While 
the pulse duration is maintaining sub-20 fs duration. The time-bandwidth products are 0.6–1.1, 
except for 0.4 at 550 nm. In the long spectral region, the spectrum distributes to ~800 nm with a 
non-negligible spike, which degrades the products to be larger than 1. The noncollinear geometry 
removes the degeneracy and a phase-free stable subharmonic amplification is possible even under 
the type-I interaction. The bandwidth may be further increased by a chirp control of the continuum, 
using a prism pair.

The large time-bandwidth product may be mainly caused by a spatial chirp. It is caused by the 
sensitive α dependence of the phase matching causes an additional spectral broadening, accompa-
nied by an inevitable spatial chirp of the signal beam. The ~20 nm shift of the center wavelength 
(measured at 600 nm by scanning a slit located perpendicular to the beam direction on the xz plane 
(Figure 1.1.1.1b) over the cross section after collimation) indicates the limitation of the compression. 
The pulse-front tilting (estimated to be ~6° just after the BBO [9]) may also increase the measured 
pulse width. The low conversion efficiency (~5%), mainly attributed to the residual parametric fluo-
rescence even in the amplification regime, can be improved by the additional amplification up to 
~8 mJ pulse energy, even with the slightly longer duration of ~18 fs, which may be caused by the 
further tilting [14]. The compensation of both the spatial chirp and the tilt angle [15] is to be a sub-
sequent work to compress the pulse width.

In summary, a noncollinearly phase-matched OPA is demonstrated to exhibit the GV matching 
between the signal and idler and broadband amplification up to 2000 cm−1. The simple novel con-
figuration realizes over a 100 nm tuning range by scanning the delay line with conserving less than 
20 fs duration. The tuning range with the broad gain bandwidth may be extended by changing the 
noncollinear angle to satisfy the GV matching. Compensating the higher-order dispersion, spatial 

  FIGURE 1.1.1.4 Wavelength dependence of the  
bandwidth (full circle) and pulse width ~full square,  
sech2 fit).
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chirp, and pulse-front tilting is quite essential and in progress for a sub-10 fs multi-μJ source tunable 
in a visible region.

The work presented in this subsection was conducted by the following people [16]: A. Shirakawa 
and T. Kobayashi.

Note added in proof. Around the time when the content in this subsection was first submitted, 
there was also reported a sub-20 fs OPA with a similar configuration [17]. While we utilized a 
simple delay line tuning for convenience, a tuning by changing the noncollinear angle was demon-
strated in this chapter.
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Simultaneous Compression 
and Amplification of a 
Laser Pulse in a Glass Plate

1.1.2.1  INTRODUCTION

Over the past decade, several pulse-compression techniques based on phase modulation induced by 
nonlinear optical effects have been developed extensively. One of the important methods to obtain 
compressed pulse is using self-phase modulation (SPM) in a gas-filled hollow fiber [1,2], a filament 
in gas cell [3,4], a fiber [5], or a bulk medium [6,7] to broaden the spectrum and then compensat-
ing the spectral phase dispersion. This method is usually used to generate intense few-cycle pulses. 
Another technique for compressing pulses that have been developed in recent years is molecular 
phase modulation (MPM) [8,9]. In this method, a short, intense pump pulse excites impulsively 
coherent vibration in a Raman-active molecular gas, and then a weak, delayed pulse is phase modu-
lated by the instantaneous refractive index change associated with the molecular vibration. A third 
pulse compression method is cross-phase modulation (XPM). It was extensively studied more than 
20 years ago in a long fiber and in thick glass using picosecond pulses [10–13]. Recently, it has been 
theoretically demonstrated that XPM can compress a pulse to nearly the single-cycle regime from 
ultraviolet (UV) to mid-infrared (MIR) in a bulk medium [14]. Prior to the SPM effect, in the XPM 
process, the spectral, temporal, and spatial properties of the weak seed pulse can be controlled 
by manipulating both the intense pump pulse profile and the delay time between the pump pulse 
and the seed pulse [10,12,13]. Compared to MPM, it is much simpler and flexible to broaden the 
spectrum using XPM in a bulk medium. In addition, the pump and seed beams are spatially well 
separated, and the spectral shape is not limited by the time period of the molecular vibration [8,9].

In this chapter, we proposed and demonstrated, for the first time, a method for simultaneous 
compression and amplification of a weak femtosecond pulse in a bulk medium using XPM in con-
junction with the four-wave optical parametric amplifier (FWOPA) [10,15–17] that is pumped by an 
intense femtosecond pulse. Furthermore, the spectrum of the weak pulse can be tuned by varying 
the delay between the pump and seed pulses. This method promises to be useful for the generation 
and optimization of ultrashort pulses at different wavelengths for use in pump-probe experiments 
that require tunable short pulses over a wide spectral range.

1.1.2.2  PRINCIPLE

The principle of this method is schematically illustrated in Figure 1.1.2.1a. An intense pump beam 
and a weak seed beam are focused onto a glass plate with a crossing angle α. Usually, the wavelength 
of the pump pulse is fixed; it should be different from that of the seed pulse to prevent interference 
between the two pulses. When the pump and seed pulses are synchronous in time and overlapping 
in space in a transparent bulk medium, the seed pulse spectrum will be broadened due to the XPM 
effect in the medium induced by the intense pump pulse. Furthermore, the weak seed pulse will be 
simultaneously amplified when the crossing angle α satisfies the phase-matching condition of four-
wave mixing (FWM) [10,15–17].

1.1.2
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A diagram of the vectors of FWM is also presented in Figure 1.1.2.1a. According to the phase-
matching condition, the crossing angle αin in the medium can be represented by

2
cos 2α = +( )k k 2 2

in − k k 4 k
  p s i p  

in terms of wavenumber k with the subscripts of p, s, i indicating the pump, seed, and idler beams, 
respectively. Figure 1.1.2.1b and its inset show the plots of the phase-matching curves of the crossing 
angle in air α as a function of the seed wavelength for fused silica and CaF2, respectively. The pump 
pulse is fixed at a typical wavelength of 800 and 400 nm for fused silica and CaF2, respectively. As 
indicated in Figure 1.1.2.1b (or inset of Figure 1.1.2.1b), there is a broad phase-matching bandwidth 
around 500 nm (or 250 nm) when the crossing angle α is about 3.1° (or 6.4°).

1.1.2.3 EXPERIMENTAL SETUP

The experiment was performed using a 1-kHz Ti:sapphire regenerative amplifier laser system 
(Micra + Legend-USP, Coherent) with a pulse duration of 40 fs and an average power of 2.5 W. 
Figure 1.1.2.2 shows experimental setup. The laser pulse was split into four beams. One of the beams 
(Beam3) was focused by a 1-m focal length lens onto a 0.5-mm-thick fused silica plate (G2) after 
passing through a variable neutral-density filter and a motor-driven delay stage with a resolution of 
10-nm/step. Another beam (Beam4) was used to measure the pulse duration by the cross-correlation 
frequency-resolved optical gating (XFROG) technique by mixing it with the two input beams or the 
spectrally broadened pulse in a 10-μm-thick BBO crystal. The other two beams (Beam1 and Beam2) 
were used to generate cascaded FWM sidebands in a similar manner as in our previous studies [18–21] 
in which nearly transform limited pulses were obtained when the input pulses were appropriately 
chirped. These cascaded FWM sidebands were used as incident seed beams and were focused onto 
the glass plate by a concave mirror with a focal length of 600 cm. The diameter of the pump (seed) 
beam on the glass plate was 300 μm (153 μm) as measured using a CCD camera (BeamStar FX33, 
Ophir Optronics). The pulse duration of the pump (seed) pulse was about 75 ± 3 fs (22.6 ± 0.5 fs) prior 

  

  FIGURE 1.1.2.1 (a) Schematic 
of the experimental setup; α is the 
crossing angle. (b) Phase-matching 
curves showing the crossing angle α 
as a function of the seed wavelength 
for fused silica (or CaF2, inset) when 
the pump pulse was fixed at a typical 
wavelength of 780, 800, and 820 nm 
(or 400 nm, inset).
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to the glass. The group velocity delay between pump pulse (800 nm) and seed (510/620 nm) pulse was 
36/14 fs in a 0.5 mm fused silica glass plate. The pump beam was focused on a larger diameter, and its 
pulse duration was adjusted to be longer than that of the seed pulse to reduce the spatial chirp in XPM 
and ensure a good temporal overlap with the seed pulse through the glass plate.

1.1.2.4  EXPERIMENTAL RESULTS AND DISCUSSION

Initially, the third-order anti-Stokes (AS3) sideband [18–21] was used as the seed beam because 
its center wavelength is close to the broad phase-matching spectral range of around 500 nm. The 
incident pulse energies of the AS3 and pump beams were 300 nJ and 140 μJ, respectively. The 
spectral profile and spectral intensity of the output seed beam as a function of the delay time tps 
when the crossing angle α was 1.80° ± 0.05° are shown in Figure 1.1.2.3a. A negative delay time tps 
indicates that the seed pulse precedes the pump pulse. The full width at half maximum (FWHM) 
spectral bandwidth of the seed pulse was smoothly broadened from 18 to 50 nm (i.e., by a factor of 
about 2.8) at a delay time of approximately 0 fs due to XPM. This broadened spectrum can support 
transform-limited pulse duration of 9.6 fs. In this case, the spectral broadening of a Gaussian pulse 

  FIGURE 1.1.2.2 Experimental 
setup. VND, variable neutral-
density filter; Filter, bandpass 
filter at 700 nm center wavelength 
with 40 nm bandwidth; G1, 1 mm- 
thick CaF2 glass plate; G2, 
0.5-mm-thick fused silica glass 
plate.

  FIGURE 1.1.2.3 Dependence of 
the spectral profile and intensity of 
the output seed beam (AS1) on the 
delay time tps for crossing angles α of 
(a) 1.80° ± 0.05° and (b) 3.30° ± 0. 05°. 
(c) The phase mismatching curves at 
three different external crossing 
angles (3.3°, 3.1°, and 3.0°) in a 0.5 
mm-thick fused silica glass when the 
seed pulse was centered at 510 nm 
and pumped by 800 nm pulse. (d) A: 
incident spectrum of seed pulse. B, 
C, and D show spectra of output 
pulse at delay times of –30, 0, and 
30 fs when α was 3.30° ± 0.05°, 
respectively. (e) Spectra of output 
pulse at delay times of 0 fs when α 
was 1.80° ± 0.05°.
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due to XPM can be simply expressed as ∆ ≈ω ω s s/cn 22 ( )E E2 + 2
p l T/ 0 [10,13] because the inten-

sity of the pump pulse is nearly undepleted and the group-velocity dispersion in the bulk medium is 
negligibly small. In the expression, ωp is the angle frequency of the seed pulse, n2 is the nonlinear 
refractive index of the medium, Es and Ep are electric field amplitudes of seed pulse and pump pulse, 
respectively, l is the thickness of bulk medium, T0 is the FWHM pulse duration of the pump pulse. 
Using the above expression, the spectral broadening is calculated to be about 40 nm in agreement 
with the experimental result. In this case, the seed beam was not amplified due to the large phase 
mismatch. When the crossing angle α was 3.30° ± 0.05°, the FWM phasematching condition was 
satisfied (Figure 1.1.2.1b). In this case, the spectrum of the seed pulse was smoothly broadened and 
its output power was simultaneously amplified, as shown in Figure 1.1.2.3b. The pulse energy of 
the seed pulse was amplified from 300 to 940 nJ (i.e., by a factor of about 3.1) at a delay time of 
approximately 0 fs. The spectrally asymmetric amplification in Figure 1.1.2.3b is due to the fact 
phase matching is satisfied on the longer wavelength side for broader spectral range, as shown in 
Figure 1.1.2.3c. The phase-matching angle in the experiment (3.30° ± 0.05°) was slightly larger than 
the calculated value for the best phase matching as shown in Figure 1.1.2.3c and Figure 1.1.2.1b.

This is because of the nonlinear phase shift ϕNL = ∆kl = 2 /ω p pn I2 l ck  induced by the nonlin-
ear index [10]. In the expression, ωp and Ip are the angle frequency and intensity of pump pulse, 
 respectively. This induced additional phase amounts to about π phase in a 0.5 mm fused silica 
glass under the experimental condition. The spectra of the output seed pulse at delay times of 
–30, 0, and 30 fs are shown in Figure 1.1.2.3d. The seed pulse spectrum was clearly red-shifted 
(blue-shifted) when the two incident pulses were overlapping in negative (positive) delay time. 
The peak wavelength of the seed pulse can be shifted by about 20 nm on both sides, indicating 
that the spectrum of the amplified output pulse can be tuned by adjusting the delay time tps. This 
 spectral shift can be easily explained as follows. The frequency shift induced by XPM can be 

2
given by δω ϕ( )t t= − ∂ ∂NL / /∝ − ∂ ∂E tp ( ) t , where Ep(t) is the electric field of the pump pulse. It 
can be concluded from the above expression that δω(t) < 0 at the leading edge of the pump pulse 
and δω(t) > 0 at the trailing edge of the pump pulse. As for the negative delay time, the leading 
edge of the pump pulse will overlap with the seed pulse. Therefore, the induced frequency change 
is negative (δω(t) < 0) and the spectrum of the seed pulse is red-shifted; vice versa for a positive 
delay time.

This phenomenon was observed also when the first-order anti-Stokes (AS1, 620 nm) sideband 
[18–21] was used as the seed beam. When the crossing angle α was around 2.80° ± 0.05°, the 
incident seed pulse was spectrally broadened and amplified simultaneously. In this case, the 
incident pulse energy of AS1 was 400 nJ, and the pump energy was 140 μJ. The spectral pro-
file and intensity of the amplified output beam as a function of the delay time tps are shown in 
Figure 1.1.2.4a. Cascaded FWM signals were simultaneously generated in this case, as shown in 
the photograph in the inset of Figure 1.1.2.4a. The maximum output pulse energies of the seed 
beam and the first-order cascaded signal (around 500 nm) were 1.1 μJ and 250 nJ, respectively. 
The output energy of the seed pulse as a function of the pump intensity at a delay time of 0 fs is 
shown in Figure 1.1.2.4b. Much higher output energies are expected to be obtained when cylin-
drical lens for focusing is used [15–17]. The small thickness of the glass plate ensured that the 
phase-matching spectral bandwidth was broad. Therefore, there was still broadband amplifica-
tion around 620 nm. In the process, the pump pulse has a slightly steeper trailing edge, which 
was measured by using SHG-FROG, as shown in the inset of Figure 1.1.2.4b. Furthermore, the 
self-steepening effect will introduce a sharper trailing edge of the pump pulse during its propa-
gation [10]. As a result, the rapid decrease of trailing edge induced a broader blue spectral shift 
in the seed pulse, as shown in Figure 1.1.2.3a and b and Figure 1.1.2.4a. The steep trailing edge 
of the pump pulse also induced a rapid decrease of the spectral shift in the positive delay time, 
as is also shown in Figure 1.1.2.3a and b and Figure 1.1.2.4a.
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A quasi-linear chirp can be imposed across the weak seed pulse when the pump pulse is much 
wider compared with it [10]. In the same way as SPM-based compressors, the phase induced 
by XPM can also be compensated by using a chirped mirror pair. Furthermore, XPM-based 
compressor can have more flexibility than SPM ones because the phase can be tuned by the 
pump pulse. After passing through a pair of chirped mirrors for four bounces (–40 fs2/bounce), 
the pulse duration of the weak output pulse was measured by XFROG. The spectral and tem-
poral profile and the phase were retrieved using commercial software (FROG 3.0, Femtosoft 
Technologies) with a 512 × 512 grid. The retrieval error was smaller than 0.006. The retrieved 
temporal profiles of both the incident seed pulse and the compressed output seed pulse, and 
the transform-limited pulse for the broadened seed pulse are presented in Figure 1.1.2.4c. The 
22.6 ± 0.5 fs incident pulse was compressed to 12.6 ± 0.5 fs, which is well close to the calculated 
transform-limited pulse duration of 10.5 fs. The retrieved spectrum and spectral phase of the 
output seed pulse are shown in Figure 1.1.2.4d.

We also guided three beams, AS1, AS2, and AS3, generated by cascaded FWM [18–21] into 
the glass at the same time. The schematic of the experimental setup was shown in the inset of 
Figure 1.1.2.5. The beam diameters of AS1, AS2, and AS3 on the 0.5-mm thick fused silica glass 
were all about 190 μm. The crossing angles between the pump beam and three anti-Stokes side-
bands, AS1, AS2, and AS3 were about 2.6°, 2.9°, and 3.2°, respectively. The pump pulse energy was 
160 μJ with about 350 μm diameter on the glass. When these seed and pump beams synchronized 
in time on the glass, the spectra of the three seed beams, AS1, AS2, and AS3 were broadened 
simultaneously, as shown in Figure 1.1.2.5. The pulse energy of AS1, AS2, and AS3 were also 
amplified from 133, 40, and 12 to 163, 50, and 15 nJ, respectively. This experiment proves that it 
is possible to simultaneously amplify and compress several weak pulses in a bulk medium at the 
same time. Then, it can be used for the cascaded FWM process to optimize the spectrum of the 
obtained sidebands, which was expected to obtain single cycle pulse after combining the optimized 
sidebands [22].

  FIGURE 1.1.2.4 (a) The spectral 
profile and intensity of the output 
seed beam (AS3) as a function of the 
delay time tps when the crossing 
angle α was 2.80° ± 0.05°. (b) The 
dependence of the output energy of 
the output seed pulse on the pump 
intensity. The inset curve is the tem-
poral profile of pump pulse. (c) The 
retrieved temporal profiles of the 
incident seed pulse (red solid line) 
and the compressed output seed 
pulse (black solid line), and the trans-
form limited pulse of the broadened 
spectrum (blue dotted line). (d) The 
retrieved spectrum (blue solid line) 
and the spectral phase (blue dotted 
line) of the output seed pulse. The 
measured spectra of the incident 
seed pulse (black solid line) and out-
put seed pulse (red solid line).
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1.1.2.5 CONCLUSION

In summary, a novel method of simultaneously amplifying and compressing a weak pulse was dem-
onstrated using XPM in conjunction with FWOPA in a bulk medium. It can also be used to broaden 
the spectra of several weak pulses with different wavelengths at the same time.

This method described here is simple and can be used to optimize ultrashort pulses (e.g., non-
collinear optical parametric amplifier system and cascaded four-wave mixing system) from UV 
to MIR in a broad region, which is very important for applications in photochemistry, photophys-
ics, and photobiology. An intense tunable single-cycle pulse is expected to be obtained using this 
method [23].

The research presented in this section is reproduced and adapted with permission from Ref. [23] 
©The Optical Society. Opt. Exp. 18(3), 2495–2502 (2010) and it was conducted by collaborative 
work of the following people: A. Baltuska, T. Fuji, and T. Kobayashi.
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1.1.3 Pulse-Front-Matched 
Optical Parametric 
Amplification for  
Sub-10-fs Pulse Generation 
Tunable in the Visible 
and Near Infrared

1.1.3.1  INTRODUCTION

Progress in extremely short pulse generation is remarkable [1] and has been stimulated in particular 
by reports of sub-5-fs pulse generation in 1997 [2,3], which exceeded the 6-fs record [4]. Although 
this traditional method of continuum compression lacks tuning capability, noncollinearly phase-
matched optical parametric conversion [5–9] seems to be a leading candidate for a tunable several-
femtosecond light source, which is strongly desired for various spectroscopic applications. Recent 
reports of femtosecond noncollinear optical parametric oscillators [5] (NOPA’s) and optical para-
metric amplifiers [6–8] based on B-BaB2O4 (BBO) crystals indicated successful generation of sub-
20-fs pulses tunable in wide visible ranges. However, it was difficult to generate transform-limited 
(TL) pulses, and only a large time–bandwidth product (ΔtΔν ~ 1) could be obtained, even though 
sub-10-fs durations are expected from the broad spectra [6,8]; this is due mainly to pulse-front tilt-
ing, which is inevitable in noncollinear interaction [6,9]. In this Letter generation of sub-10-fs pulses 
from a NOPA that is tunable in both the visible and the near IR (NIR) is presented for the first time 
to our knowledge. The pulse-front-matched geometry eliminates the spatial chirp of the signal 
pulse, resulting in tunable TL sub-9-fs pulse generation with the shortest width of 6.1 fs. This NOPA 
is quite useful for spectroscopy with the highest time resolution and tunability [10].

1.1.3.2 EXPERIMENTAL

A schematic of the sub-10-fs NOPA system is shown in Figure 1.1.3.1. In the system, a small 
intensity fraction of the output f is split from a Ti:sapphire regenerative amplifier (Clark-MXR 
CPA-1000; 400 mJ, 130 fs, 1 kHz at 790 nm). The split beam is then converted to a single filament 
of white-light continuum in a 2-mm-thick sapphire plate and used as a signal of the OPA. The 
output passes through a thin (175-μm) cutoff filter (T ~ 0% at >750 nm), which prevents undesired 
amplification of the fundamental spikes [6] and leads to generate a beam with smooth spectra by 
adjusting the incident angle. The second harmonic (SH; 150 fs, 130 mJ) is generated in a 1-mm-
thick LiB3O5 (LBO) crystal, which pumps a 1-mm-thick BBO crystal (type I, θ = 30°). The signal 
beam is aligned in such a way to propagate on the surface of dispersion-managed fluorescence 
cone [6] and amplified with a noncollinear internal angle α of 3.7°. This configuration matches 
the group velocities of the signal and the idler and permits an amplification bandwidth as broad 
as over 2000 cm−1 [5–8].
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1.1.3.3 RESULTS AND DISCUSSION

The pump beam passes through an antireflection coated 45° fused-silica (FS) prism with an incident 
angle of 49° so that the pulse front is tilted 2.3° (see Figure 1.1.3.1) [11,12]. A telescope with a longi-
tudinal magnification factor of 2.8 images the front with a tilt angle of 6.4° at the BBO crystal. The 
corresponding internal tilt angle of 3.7° is equal to a, ensuring a maximum spatial overlap between 
the pump and the signal fronts. The diameter of each beam at the BBO crystal is, 1.5 mm; however, 
owing to mode mismatch and nonuniform intensity across the pump beam, the signal is amplified 
only in the limited area up to 3-mJ pulse energy. In the conventional nontilted-pump (NTP) geom-
etry [6–9] the pulse-front tilting of a signal with an estimated beam diameter of, 0.3 mm in the BBO 
crystal can cause signal-pulse broadening to 100 fs, accompanied by spatial chirp [6,9,11–13]. In 
Figure 1.1.3.2 the chirp of the amplified signal is compared with that of a NTP geometry reported 
in Ref. 6. The large chirp of the signal in the NTP case can be reasonably explained by the tilted 
signal generation, where the relation of tan γ = λ × dε/dλ between the predicted external tilt angle 
(γ = 6.3° for the signal) and exit angle ε is used [12]. The tilt-matched interaction dramatically 
reduces the spatial chirp, indicating nontilted signal amplification. Pulse shortening from ~14 to 
<10 fs was observed by the use of the same prism compressor as in Ref. 6, as expected. Both the 
pump and the signal beams are reflected back to the crystal by concave mirrors located at the con-
focal positions, and pulse fronts are imaged and matched again in the second-stage amplification, 
with an insignificant spectral change. The final pulse energy is 5 mJ with peak–peak fluctuation of 
5%–10%. We can tune the signal from 550 to 700 nm by scanning the delay line of the seed that is 
due to the seed chirp [6,8].

  FIGURE 1.1.3.1 Schematic of the sub-10-fs 
NOPA. BS, beam sampler; HS, harmonic sepa-
rator; TP, FS prism for pulse-front tilting; L1, 
L2, f-200 and 71-mm lenses for tilt imaging; 
CM1, CM2, concave mirrors (r-100 mm); VND, 
variable neutral-density filter; WCM, concave 
mirror (r = 120 mm); CF, cutoff filter; D, delay 
line; TM1, concave mirror (r = 250 mm); TM2, 
cylindrical mirror (r = 115 mm); CG, grating 
(600 lines/mm); CyM, cylindrical mirror; PS1, 
PS2, periscopes, P1, P2, 45° FS prisms; P3, P4, 
60.2° SF10 prisms (both pairs are used with 
the minimum deviation); G1, G2, gratings (150 
lines/mm; 550-nm blaze; incident angle, 10°). 
The pulse fronts of the pump at TP and the BBO 
crystal are shown by the thick gray lines on the 
right sides of TP and BBO.

  FIGURE 1.1.3.2 Comparison of the 
spatial chirp of the amplified signal cen-
tered at 600 nm in the horizontal direc-
tion for nontilted (open squares) and 
tilted (filled circles) pump geometries. A 
center-of-mass wavelength is shown for 
each case. The dashed line indicates the 
expected spatial chirp of the tilted signal 
in the NTP geometry. The solid curve is 
a guide for the eye.
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The idler is generated with a large spectral angular dispersion so that it is phase-matched with 
the broad spectrum of the signal (Figure 1.1.3.3a). This is a characteristic property of the group-
velocity-matched NOPA between the signal and idler [5–7,14]; i.e., it is an achromatic down con-
version analogous to achromatic phase matching in SH generation [15] (SHG) or upconversion [16].  
A collimated idler beam is obtained by the design of an angular-dispersion compensator com-
posed of a reflective-type telescope and a grating [15]. They are aligned so that the 1100-nm 
component is back reflected with a small vertical tilt angle, which minimizes astigmatism.  
A spherical mirror recollimates the idler in both the vertical and the horizontal directions, and a 
cylindrical mirror focuses the idler horizontally upon the grating. Ray-trace analysis shows that 
the angular distribution of the first-order diffraction at the exit is well suppressed within 600 mrad 
across the tuning range from 800 to 1400 nm in the case of −7° incidence (Figure 1.1.3.3a). The 
deviation is due mainly to the nonlinear angular dispersion of the grating, which can be further 
optimized by a fine optical design in which nonspherical mirrors are used. An additional cylindri-
cal mirror after the grating collimates the wave-diffracted idler horizontally. The pulse energy is 
currently limited to, 0.5 mJ owing to the low diffraction efficiency of the grating blazed at 600 nm. 
The visible non-phase-matched SH that is coaxially generated from the BBO crystal can be used 
for total alignment [6]. The resulting broad spectra of ~200-nm bandwidths tunable from 900 to 
1300 nm are shown in Figure 1.1.3.3b.

Each pulse compressor is designed to cancel the group delay (GD) across the whole tuning range. 
The GD is measured by upconversion with 130-fs gate pulses with a spectral peak at 790 nm2. The 
signal passes through a grating–prism compressor [2,4] with ~15-mm separation of the grating 
pair and 550-mm separation and ~3.3-mm interprism length (IPL) of the 45° FS prism pair at 
600 nm. The current beam intensity throughput of ~10% will be improved by the replacement of 
the grating pair with chirped mirrors [17]. The idler pulse is negatively chirped (Figure 1.1.3.3c), 
compensating for the positive seed chirp through parametric interaction under the chirp-free pump 

  FIGURE 1.1.3.3 Properties  of 
the idler. (a) Spectral angular dis-
persion of the calculated (dashed 
curve) and the measured (filled 
circles at λS-680 nm and open 
squares at λS-600 nm) external 
noncollinear angles (βext) with 
respect to the pump. The distri-
bution of the exit angle (θ0; see 
Figure 1.1.3.1) after the pulse 
passes through the telescope–
grating compensator is also 
shown (solid curve). At zero, 
θ0 = 32.6°. (b) Spectra of the 
dispersion-compensated idler. 
(c) Measured (filled circles) and 
calculated (open circles) GD. The 
former is fitted by the GD of a 
60.2° SF10 prism pair with the 
signs inverted (dashed curve).
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condition. The measured and the calculated GD by inversion of the seed chirp agree well within 
the limited time resolution. A 60.2° SF10 prism pair with a positive GD dispersion toward 1400 nm 
can compensate for the chirp fairly well over a 500-nm width with a prism spacing of 70 mm and 
an IPL of 4 mm at 1100 nm.

The pulse shape is measured by a dispersion-free fringe-resolved autocorrelator (FRAC). Each 
arm is perfectly balanced by two 0.5-mm-thick broadband Cr beam splitters, and the fine delay is 
on-line calibrated; 10- and 100-μm-thick BBO crystals are used for SHG of the signal and the idler, 
respectively. A typical FRAC trace of the signal at 630 nm is shown in Figure 1.1.3.4a. While the 
sech2-shape-assumed pulse width is 6.2 fs, fitting by Fourier transformation of the spectrum with the 
parameters of GD dispersion and third-order dispersion [3] gives a 7.3-fs width. Both widths are fairly 
close to a TL width of 6.0 fs, which indicates the importance of tilt control. A FRAC trace of the idler 
at 1100 nm (Figure 1.1.3.4b) also shows a nearly TL pulse shape, where the sech2-fit pulse width of 
8.4 fs is also reasonably matched with the TL width of 9.4 fs within the uncertainty. The sech2-fit pulse 
widths at 550, 680, and 1250 nm are 7.1, 6.1, and 9.0 fs, respectively, all of which are also nearly TL 
within 10% deviation. The longer width of the idler than that of the signal is due mainly to spectral 
narrowing caused by the grating and partly to the residual angular dispersion (see Figure 1.1.3.3a).  
The tilt mismatch of the idler in the BBO seems to be less effective because of the intrinsic large angu-
lar dispersion. Optimization of the system will also provide sub-7-fs pulses in the NIR.

1.1.3.4 CONCLUSION

Further plans were in progress for the chirped mirrors to be introduced not only for a high-through-
put compressor but also for sub-5-fs TL pulse generation by suppression of the seed chirp instead of 
the 6-fs tunability reported above [18].

The research presented in this section was conducted by collaborative work of the following 
people: A. Shirakawa, I. Sakane, and T. Kobayashi [18].

  FIGURE 1.1.3.4 FRAC traces of (a) 
signal (at 630 nm) and (b) idler (at 1100 
nm). Measured (open circles), ca lculated 
TL FRAC (solid curves), and sech2-fit 
(dashed curves) traces are shown. The 
spectra and the  calculated TL intensity 
profiles are shown in the insets at the 
upper left and the upper right, respec-
tively. The sech2-fit (TL) pulse widths 
are (a) 6.2 fs (6.0 fs) and (b) 8.4 fs (9.4 fs). 
Each bandwidth is 98 and 203 nm 
FWHM.
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The research presented in this section is reproduced and adapted with permission from [Ref. 18] 
©The Optical Society. Opt. Lett. 23 1292–1294 (1998) was conducted by collaborative work of the 
following people: A. Shirakawa, I. Sakane, and T. Kobayashi [18].
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1.1.4 Visible 4 fs Pulse from 
Dispersion Control Optical 
Parametric Amplifier

1.1.4.1  INTRODUCTION

Discovery of the unique non-collinear phase-matching conditions in the β–barium borate (BBO) 
crystal [1] has opened an unprecedented opportunity for ultra-broadband parametric generation and 
amplification. Exploring this avenue, several groups have attained bandwidths approaching 200 
THz and reported pulse durations as short as 4.7 fs [2–4].

To date sub-5-fs pulse compression in the NOPA has relied on a combination of broadband dielec-
tric chirped mirrors and a prism sequence [3] or solely on custom-made ultrabroad-chirped mirrors 
[4]. Implementation of adaptive control over the spectral phase would be of a great advantage, as has 
been shown previously in an automated compression of tunable NOPA pulses down to 16 fs by a liquid 
crystal mask [5]. Recently developed inexpensive micro-machined flexible mirrors facilitated another 
attractive technique for fine group delay tuning [6]. Using this novel method, Plachta et al. [7] achieved 
versatile compression of the visible NOPA output to the spectrum-limited pulse duration of 7 fs.

In this subsection, we report modifications in the layout of a double-pass NOPA, which allow 
the generation of a visiblenear-IR spectrum that covers as broad as 300 nm at its FWHM. The sche-
matic of the experimental layout is shown in Figure 1.1.4.1. The system is pumped by 120-fs 150-µJ 
pulses from a CPA-1000 regenerative amplifier (Clark-MXR) seeded by a Femtolite fiber oscillator 

DOI: 10.1201/9780429196577-6

  FIGURE 1.1.4.1 Schematic of experimental 
setup. λ/2, 800 nm wave-plate; SP, 2-mm sapphire 
plate; P1, 2, 45° quartz prisms; P3, 69° quartz 
prism; CM1, CM2, ultrabroadband chirped mirrors 
(Hamamatsu Photonics); GR, 300 lines/mm ruled 
diffraction grating (Jobin Yvon); SM, spherical 
mirror, R = −400 mm; SHG, 0.4-mm θ = 29° type 
I BBO (EKSMA); NOPA crystal, 1-mm θ = 31.5° 
type I BBO (Casix); Spherical mirrors around the 
NOPA crystal are R = −200 nm. HV, high voltage.
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(IMRA). Compared with the NOPA design developed previously by A. Shirakawa et al. [3], in our 
group, we have implemented several important improvements that enabled further extension of the 
spectral bandwidth allowing even shorter pulse duration and furnished additional means of spectral 
shaping to have a better function as a probe beam in pump/probe spectroscopy experiment.

1.1.4.2  CONFIGURATION OF THE SYSTEM

We have implemented three important improvements that enabled the generation of ultrashort 
pulses with better quality suited to applications including pump/probe spectroscopy experiment.

 1. First, a pair of 45° fused silica prisms has been introduced to pre-compress the seed pulse, 
the white light continuum generated in a 2-mm sapphire plate. An adjustable razor blade 
behind the inner prism is used to cut off the intense spectral components that are close to 
the fundamental 790-nm light. On the other hand, the insertion depth of the inner prism 
adjusts the cut-off wavelength on the blue side of the spectrum. The use of non-Brewster 
prisms with a more acute apex angle helps reducing higher-order phase distortion [8]. 
Nevertheless, the cubic dispersion of the prism material dominates the phase properties of 
the prism pre-compressor. Consequently, the spectral components at 500 nm and 750 nm 
are roughly synchronized while 600-nm light is retarded with respect to them.

 2. Second, because of the abundant intensity of the second harmonic (SH) light, we have 
chosen to stretch the pump pulse in time by down-chirping it in a 100-mm block of fused 
silica. As a result, the peak intensity of the pump pulse is decreased below the damage 
threshold of the BBO crystal that is used in the NOPA. This allowed switching to a con-
focal configuration that greatly improved the output mode pattern. At the same time, the 
lengthened temporal envelope of the pump pulse dramatically lowered the requirement for 
an accurate pre-compression of the seed light.

 3. Thirdly, the angular dispersion of the pump is utilized in such a way that various frequency 
components of the SH spectrum intersect with the seed beam in the NOPA BBO crystal at 
slightly different angles, which helps broadening the effective phase-matching bandwidth. 
Conversely, we find this effect to be more significant than the concerns for the tilted pump 
geometry and pulse-front matching, emphasized previously [3]. While tilted-pulse pumping 
is essential for increasing interaction length and pulse overlap in longer crystals [9], it plays a 
secondary role in the case of a 1-mm BBO crystal used in this work. Figure 1.1.4.2 illustrates 
the idea behind the enhancement of the phase-matching bandwidth. Since adjacent pump 
wavelengths correspond to slightly off-set phase-matching curves, the resulting bandwidth 
that can be simultaneously amplified in each direction of the seed light is extended by the 
use of a broadband SH pump. This becomes apparent from the comparison of a quasi-mono-
chromatic pump (Figure 1.1.4.2, dashed curve) and a broadband pump (Figure 1.1.4.2, light-
shaded contour). To maximize the usable SH bandwidth, we have employed a relatively thin, 
0.4-mm, BBO SHG crystal that ensures a 30% frequency-doubling efficiency and provides a 
6-nm-wide pump spectrum, shown in the inset in Figure 1.1.4.2. The FWHM of the angular 
phase-matching, depicted by shaded contours in Figure 1.1.4.2, was computed according to 
Ref. [10] and represents the case of low efficiency of parametric frequency conversion [11]. 
As can be seen from the breadth of the dark-shaded contour in Figure 1.1.4.2, an additional 
broadening can be obtained by manipulating the incidence angle for various pump frequen-
cies. The calculation in Figure 1.1.4.2 describes the actual conditions of our experiment 
where a Brewster-angled fused silica prism is used to introduce angular dispersion in the 
pump beam. The SH light is subsequently focused onto the BBO crystal by an R = −200 mm 
mirror placed at an 80-cm distance from the prism (Figure 1.1.4.1). Analogous ideas about 
phase-matching extension have been previously implemented in achromatic frequency dou-
bling [12,13] and a multi-pass OPA [14].
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The improvements listed above have led to the generation of a smooth parametrically amplified 
spectrum (Figure 1.1.4.2, solid curve), which corresponds to a 3.5-fs FWHM pulse duration, if 
 ideally compressed.

Amplitude-phase characterization of both chirped and compressed pules was carried out by 
SHG FROG in a very thin BBO wedge. The crystal thickness at the point used in the measure-
ment was estimated to be about 5 µm. To reverse the effect of spectral filtering a post-experiment 
correction [15] has been applied to all measured FROG traces. In 2002, crystal angle dithering 
has been suggested to solve the problem of the insufficient phase-matching bandwidth in an SHG 
FROG measurement [16]. Nevertheless, we avoided using this method in our work since it is very 
difficult to ensure that the axis, around which the crystal is being tilted, coincides precisely with the 
beam intersection. This concern becomes vital in the measurement of the compressed-long change) 
NOPA pulses (having duration shorter than 2-µm spatial distance, in which crystal dithering can 
easily result in the unwanted time-delay jittering of the FROG/autocorrelation trace.

The pulse compressor consists of a pair of chirped mirrors CM1, 2 (Figure 1.1.4.1) and a grat-
ing dispersion line with a flexible mirror [6,7] (OKO Technologies) positioned in the focal plane. 
The combination of the grating dispersion line and the chirped mirrors has been designed through 
a dispersive ray-tracing analysis aiming to match the spectral phase of the chirped parametrically 
amplified pulse, which was obtained from the FROG measurement. The total throughput of the 
pulse shaper is smaller than 12% due to the low diffraction efficiency of the grating, which limits 
the energy of the compressed pulses to ~500 nJ.

The FWHM pulse duration corresponding to the optimal grating–spherical mirror separation and 
the “switched off” state of the flexible mirror (no bias voltage applied to the actuators) is 5.3 fs. The 
corresponding measured and recovered SHG FROG traces are displayed in Figure 1.1.4.3(a) and (c), 
while the spectral phase and temporal intensity profile are shown in Figure 1.1.4.3e and f, respectively.

Provided the actual deflection of the membrane is well-calibrated as a function of applied volt-
age, the task of attaining the ultimate pulse compression becomes straightforward [6] as the phase 
setting opposite to the one depicted in Figure 1.1.4.3e (dash-dotted curve) corresponds to an ideal 
pulse compression. In practice, however, the perfect calibration of the membrane deflection is very 
cumbersome. Therefore, we have relied on a feedback with iterative optimization based on SHG 

  FIGURE 1.1.4.2 Broadband non-col-
linear phase matching in a 1-mm type 
I BBO crystal, θ = 31.5°. Dashed curve 
shows the exact phase-matching solu-
tion for quasi-monochromatic pump 
at λSH = 393 nm. Light-shaded contour 
represents FWHM of angular phase 
matching corresponding to the pump 
by the entire available SH bandwidth. 
Dark-shaded contour displays FWHM 
of angular phase matching in the case of 
dispersed SH beam (see text for details). 
Inset depicts experimentally measured 
SH spectrum used to pump the NOPA. 
Solid curve shows uncompressed spec-
trum of the amplified signal wave 
obtained under optimal phase-match-
ing conditions. Straight horizontal line 
gives seed direction (with respect to the 
optical axis of BBO).
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FROG [6,17]. To maximize the SH signal at every wavelength, our algorithm employs Brent’s 
search method [18], looped over 13 independent actuator settings. The automated iterative phase 
adjustment is typically complete within several minutes. An example of a FROG measurement fol-
lowing the described optimization is presented in Figure 1.1.4.3(b) and (d).

1.1.4.3  ANALYSIS AND DISCUSSION

The retrieved spectral phase shows almost negligible deviations from a flat phase throughout most 
of the bandwidth. However, it must be noted, that the 5-µm thickness of the BBO crystal used for 
pulse diagnostic was not sufficient to cover the whole bandwidth at one time. Abrupt spectral varia-
tions of SH conversion efficiency, regardless of any FROG data corrections, lead to a total loss of 
information from both the high and low-frequency wings of the spectrum, as is evident from the 
comparison of the measured and retrieved spectra in Figure 1.1.4.3e. The truncated SH bandwidth 
introduces system error on the FROG trace [19], causes the inversion algorithm to distort the real 
pulse shape, and generally results in poor convergence. The FROG error was calculated to be 0.0068 
on a 128 × 128 matrix for the trace in Figure 1.1.4.3b. Considering this experimental uncertainty, it 
can be safely concluded that the FWHM duration of the pulse obtained in our system is 4 fs within 
a 10% error margin. The accuracy is estimated from numerical simulations [19] and the dispersion 
of FROG inversion results of the experimental data. Further reduction of the pulse duration could 
be expected after a modification of the dispersion line.

1.1.4.4 CONCLUSION

Thus, it demonstrated achromatic phase matching of a 300-nm-wide parametrically amplified spec-
trum [20]. The use of adaptive optics allowed compressing the resulting pulses to a 4-fs duration 
thereby providing a tool for ultrafast nonlinear spectroscopy with the shortest time resolution avail-
able to date. The research presented in this section is reproduced and adapted with permission from 
[Ref. 20] ©The Optical Society. Opt. Lett. 27, 306 (2002) was conducted by collaborative work of 
the following people: A. Baltuska, T. Fuji, and T. Kobayashi.

  

  FIGURE 1.1.4.3 Overview of 
pulse shaping results. (a) and (b) 
Depict measured SHG FROG 
traces before and after adap-
tive phase correction, respec-
tively. Corresponding retrieved 
traces are displayed in (c) and  
(d). Contour lines in (a–d) are drawn 
at values 0.02, 0.05, 0.1, 0.2, 0.4, 0.6, 
and 0.8 of the FROG peak intensity. 
(e) Shows fundamental spectrum 
(shaded contour) measured at the 
crystal location in the FROG appa-
ratus and the spectrum recovered 
by the FROG retrieval algorithm 
(open circles). Dash-dotted curve 
represents spectral phase prior to 
the shaping, while dashed curve 
shows the optimized phase. (f) 
Initial (solid curve) and optimized 
(shaded contour) temporal intensity 
profiles. Dashed curve depicts tem-
poral phase of the optimized pulse.
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1.1.5 Ultrafast Laser System 
Based on Noncollinear 
Optical Parametric 
Amplification for 
Laser Spectroscopy

1.1.5.1  INTRODUCTION

Ultrafast optical science is rapidly evolving in multidisciplinary fields: it has the capability of 
performing pump/probe-type experiments; namely excite(pump) samples with femtosecond light 
pulses and detect(probe) the subsequent evolution on ultrashort time scales, which opened up new 
fields of research in physics, chemistry, and biology [1–5], particularly for the study of dynamics 
and reactions in various organic molecules [6–8]. In this kind of research, the dynamics process is 
considered to be from the femtosecond to the picosecond time scale. Therefore, to investigate these 
processes, laser pulses with a shorter duration than the time range of ultrafast dynamics phenom-
ena in the interesting samples are desirable. Most organic materials have absorptions in the visible 
ranges [9], and sub-15 fs ultrafast visible pulses generated from a tunable noncollinear optical para-
metric amplification (NOPA) have been widely used to study this kind of real-time spectroscopy for 
lots of molecules [10–13].

The available tunability can be used to probe the transient species by photo-inducing optical 
transitions occurring at various wavelengths [14,15]. The wider the probe spectrum, the more spec-
tral signatures of the transient species involved in the photo process can be monitored simultane-
ously, which significantly facilitates the assignment of the underlying reaction mechanism. It is of 
great importance to generate visible-pump/near-infrared (NIR)-probe system for studying the photo-
induced dynamics in many photoelectronic materials because they have strong absorptions in the vis-
ible range and the generated electron absorption is in the NIR spectral region [16–18]. The alternative 
approach to cover a much wider range in the NIR is to use a supercontinuum generation. This well-
known phenomenon can be induced by focusing an ultrafast laser pulse under the proper conditions 
into a wide variety of optically transparent nonlinear media, like gases, liquids, photonic crystal 
fibers, and solids [19]. For example, a femtosecond white-light continuum is available at wavelengths 
shorter than 1.6 μm and is generated by a 10-mm path length cell containing CCl4 or some other liq-
uids or some transparent solid materials. A coherent supercontinuum generated from a photonic crys-
tal fiber is applied to an NIR coherent anti-Stokes Raman spectroscopy  (NIR-CARS) microscopy, 
and a clear CARS image of polystyrene microsphere has been obtained using the  CH2-stretching 
band [20]. Even though white light generation has been used in time-resolved studies, most of the 
generated supercontinua obtained from bulk materials are focused on the visible range.

In this subsection, we describe the generation of broad, tunable, sub-6 fs visible pulses by NOPA 
in a 1 mm-thick type I BBO crystal, and a white-light continuum for the NIR spectral region by a 
12 mm-thick sapphire rod is also obtained. These both have very broad and smooth spectrums, high 
temporal and spatial coherence, and very high pulse-to-pulse energy stabilities for spectroscopies. 
Two pump-probe experiments are completed using these two visible-pump/NIR-probe and visible 
pump/visible-probe spectroscopies. The results prove that the obtained ultrafast visible pulse and 
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NIR white light continuum are very useful for many kinds of ultrafast time-resolved spectroscopy 
experiments. They also illustrate that the setup could not only be used to study the visible-pump/
NIR-probe spectroscopy but also visible-pump/visible-probe spectroscopy. The NIR-probe beam 
that is generated by the unconverted 800 nm laser pulse of the NOPA system can fully utilize the 
energy light in the experiment.

1.1.5.2 EXPERIMENTAL

A schematic of the experimental pump-probe setup is illustrated in Figure 1.1.5.1. About 800 μJ 
after a beam splitter using a commercial Ti: sapphire regenerative amplifier (0.9 mJ, 50 fs, 5 kHz at 
800 nm) [21,22] passes through a 45° fused silica prism with an incident angle of 49°, a telescope 
collimates the spectral lateral walk off and images the titled fronts on the focal plane, ensuring the 
maximum spatial overlap between the pump and the signal fronts. Then, the pulse is frequency 
doubled in a 200 μm-thick beta barium borate (BBO, type I, θ = 29.2°) crystal. A small fraction of 
the fundamental energy is converted to generate a continuum of white light seed in a sapphire crys-
tal plate (1 mm thick, used for the visible spectral region). The longer wavelength part in the seed 
beam is filtered out through a short-pass filter (T > 90% at 500–750 nm, R > 99% at 800–850 nm) to 
prevent any undesired amplification. A pair of chirped mirrors (−25 fs2/bounce, Layertec) is used 
to pre-compress and temporally shape the white light, which will have a better overlap in time and 
in the lateral space with the pump pulse to be amplified in the NOPA. To get better beam profiles 
and higher pulse energies, a two amplification-stage NOPA system (1 mm-thick BBO crystal, type 
I) is employed with a suitable tilt angle of 6.4° between the seed and the pump. The pulses can be 
continuously tuned in the spectral region from 510 to 750 nm for the most interesting excitation 
wavelengths by making a suitable choice for the angle of noncollinearity between the pump and 
seed, and also by the phase-matching angle of the BBO [23].

1.1.5.3 RESULTS AND DISCUSSION

The chirped output visible pulses with energies of several microjoules are compressed with a pair 
of chirped mirrors and Brewster prisms. The most convenient way of compression of the chirped 
visible pulse is to use the fused silica as the prism material in the compressor. It is because above 
550 nm, the length of the compressor can be substantially shortened with a kind of spectralite flint 
(SF10) instead of the fused silica prisms. A very helpful feature shown in Figure 1.1.5.1 is the use 
of two mirrors acting as a retro reflector inside the prism compressor. This folding allows for a 
quick and easy adaptation of the length of the compressor to a change of the NOPA center wave-
length. In this way, the tunability of the NOPA can really be exploited with a minute change in the 
alignment of the whole setup. Figure 1.1.5.2 After compression, pulse durations of sub-6 fs can be 
routinely achieved throughout the visible region. The spectral profile of the output pulse after the 
prisms at different central wavelengths is shown in Figure 1.1.5.2a, and the insert is the compressed 
pulse duration according to the spectrum represented by the pink line. The spectral width of the 

  FIGURE 1.1.5.1 Schematic 
of the two-color pump-probe 
setup. Pulses with 50 fs dura-
tion at a 5 kHz repetition rate 
are used to drive the NOPA 
and white light generation. 
BS, beam splitter; SHG, sec-
ond-harmonic generation; VA, 
variable



33Ultrafast Laser System Based on Noncollinear Optical Parametric Amplification

NOPA pulses can be adjusted depending on the specific needs of the spectroscopic experiment. For 
example, the green line in Figure 1.1.5.2a is the output spectrum which is adjusted according to the 
absorption spectrum of the zinc chlorin aggregate.

The main mechanism of ultrafast continuum generation is strong self-phase modulation enhanced 
by the self-steepening of the pulse [24]. In the present study, the Ti:sapphire fundamental is used for 
the generation of a visible seed continuum by focusing it into a thicker sapphire plate to generate the 
NOPA beam. We observed that the use of a longer sapphire length (l = 10–20 mm) yields a broader 
continuum, from the visible into the NIR.

Therefore, to extend the spectra into the NIR to probe the exciton dynamics, we use the white light 
generated by focusing the unconverted 800 nm beam from the NOPA into a sapphire rod (12 mm 
thick, used for the infrared spectral region) with a lens F2 ( f = 500 mm), as shown in Figure 1.1.5.1. 
The unconverted 800 nm beam collected after the second-harmonic generation is used as a pump 
beam for the visible NOPA in the NIR probe experiment. The specific needs of the spectroscopic 
experiment should be met by the appropriate choice and alignment of the length of the sapphire 
rod and filter stage. After the sapphire rod, the white light went through a high-pass filter (T > 90% 
above 900 nm, R > 99% below 900 nm), which can obtain the right spectrum to probe the excited 
signal and prevent the undesired amplification of the sample. The output spectrum is measured 
by using lens F4 ( f = 50 mm) to image the output surface of the medium onto the entrance slit of 
the spectrograph. Briefly, the NIR part of the broad and smooth supercontinuum (950–1050 nm) 
is obtained and shown in Figure 1.1.5.2b. To measure the pulse at various stages of propagation 
in the sapphire rod, focusing lens F2 is moved to a translation stage, such that the desired stage of 
propagation coincides with the output surface of the medium. Together with the NOPA, the setup 
allows us to study examples of a typical visible pump/NIR-probe experiment. Since both the NOPA 
and NIR beams come from the same laser source, they can synchronize with each other easily. The 
maximum pulse energy of the NIR-probe beam can be as high as 1 μJ. In this experiment, we do 
not need the full energy of the NIR beam; we just need to use a 120 nJ energy (150 fs) pulse to probe 
the sample, since the pump pulse of the visible beam is about 80 nJ at this moment. After passing 
through the sample at an external angle of ∼6° with respect to the pump, the probe is dispersed in a 
polychromator and guided to a 128-channel lock-in amplifier connected with photodetector [25]. A 
chopper wheel in the pump beam blocks every second excitation pulse so that changes in the optical 
density of the sample can be measured.

  FIGURE 1.1.5.2 (a) Spectra 
of the different visible com-
pressed wavelength pulses. 
The green line represents the 
spectra obtained by pumping 
the zinc chloride aggregate, 
and the red line represents 
the spectra for the PTB7-Th 
polymer in the experiments. 
The insert is the shortest 
compressed pulse duration 
according to the pink line 
(the black line is the duration 
measured, while the red line 
and blue fit are the Lorentzian 
fit and Gaussian fit, respec-
tively). (b)  Spectra of NIR. 
Insert is the stationary absorp-
tion spectrum of the PTB7-Th 
polymer (red line).
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As an example, the obtained NOPA pulses are divided into two beams and used for a visi-
ble-pump and visible probe experiment. A sample of zinc chloride aggregate [26] is used in this 
experiment. The pulse energies of the pump and probe are about 30 and 3 nJ, respectively, with 
spectral range extending from 518 to 786 nm. The time trace of the normalized transmittance 
changes ΔT/T is obtained as a function of the pump-probe time delay from −200 to 2800 fs with 
every 1 fs step. The experiment is performed at physiologically relevant temperatures (295 ± 1 K). 
Figure 1.1.5.3a shows that the two-dimensional different absorptions ΔA = −log(1 + ΔT/T) is depen-
dent on the pump-probe time delay in the spectral range between 670 and 780 nm, and the right side 
shows an example of a ΔA trace. We can observe that the fast relaxation process from the higher 
multi-exciton state to the one-exciton state is found to take place in 100 ± 5 fs, which shows that only 
the sub-6 fs ultrafast pulse can accurately detect such a short relaxation time. Detailed analyses have 
been made in another chapter [27].

A sample of organic photovoltaic material PTB7-Th polymer [28,29] is used in the visible-pump 
and NIR-probe experiment. According to the peak absorption of the PTB7-Th polymer, which is 
shown to be located around 700 nm in Figure 1.1.5.2b, the center wavelength of the pump beam is 
shifted to a little longer wavelength, as shown in the red line in Figure 1.1.5.2a, which proves there 
is a very good overlap between the laser spectrum and the absorption spectrum of the sample. The 
pulse energies of the pump beam and probe beam are 80 and 120 nJ, respectively. The time trace of 
the normalized transmittance changes (ΔA(λ, t) = −log(1 + ΔT(t)/T(t < 0))) is obtained as a function of 
the pump-probe time delay from −0.4 to 100 ps with every 20 fs step. The experiment is performed 
at physiologically relevant temperatures (295.1 K). Figure 1.1.5.3b shows the different absorption 
spectra ΔA(λ, t) of the exciton depending on the pump-probe time delay (t) in the spectral range 
between 960 and 1040 nm. On the right is an example of a ΔA trace, and the corresponding decay 
time of the PTB7-Th polymer is determined to be about 5 ps.

1.1.5.4 CONCLUSION

In conclusion, stable sub-6 fs pulses at an optimal central wavelength are obtained using a tun-
able NOPA source compressed with a pair of chirped mirrors and Brewster prisms. Meanwhile, a 
white light continuum in the NIR range from 900 to 1100 nm is successfully generated by focusing 
the unconverted 800 nm beam of the NOPA onto a sapphire rod. The visible-pump/visible probe 
and visible-pump/NIR-probe experiments using a zinc chloride aggregate and organic photovoltaic 

  FIGURE 1.1.5.3 (a)Twodimen- 
sional pattern of different absor-
bances (ΔA), which are dependent on 
the delay time (t) from −200 to 2800 
fs in the whole probe spectral region 
(670–760 nm); (right) time trace of 
different absorbance rates. (b) Two-
dimensional pattern of different 
absorbances (ΔA) dependent on the 
time delay from −0.4 to 100 ps in the 
whole probe spectral region (960–
1040 nm); (right) time trace of differ-
ent absorbances.
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material PTB7-Th polymer as samples are studied with these short pulses, respectively. The results 
show that the induced absorptions and oscillating features in the time traces of the absorbance 
change with different periods can be clearly observed, which proves that the ultrashort laser pulses 
extremely are useful for many kinds of spectroscopy experiments. It was proposed that the dynam-
ics observed using these ultrashort pulses in many materials can potentially be extended to study 
even more complicated processes, such as novel artificial synthetic materials, energy conversion 
systems in a natural photosynthesis system, and vision process in photopigments [30], biomimetic 
systems, and artificial materials. The cooperation research work presented in this subsection was 
performed by the following people: D. Han, Y. Li, J. Du, K. Wang, Y. Li, T. Miyatake, H. Tamiaki, 
T. Kobayashi, and Y. Leng [30].
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1.1.6 Development of 
Ultrashort Pulse Lasers for 
Ultrafast Spectroscopy

1.1.6.1  INTRODUCTION

Curiosity is a driving force of science development. Humans have been motivated to investigate 
microscopic structures of materials even from the ancient Greek era. The elementary composites of 
the material are called “atom” of which meaning is “not possible (a) to divide (tom)”. This motiva-
tion of research to divide materials into most fundamental “inseparable” elements was a driving 
force. This motivation and movement are forming the frontier in science even now. Together with 
the interest in the elementary particles in the ultimate size, the molecular systems are of interest 
from the viewpoint of material properties that are sensed by human eyes and other sensing organs 
such as ears, noses, toungs, and skins in everyday life. Among these sensing, vision is special. It 
provides highest fraction of information from the surrounding which is reaching nearly 70%. In 
the vison electronic excitation in receptor molecules is involved. Surrounding information from the 
furthest distance can be sensed in vision, even though the energy density on the earth is relatively 
low. Among animals, dogs are more sensitive to smell than light.

The optical properties of material are determined by the static properties and dynamics of elec-
trons in the outmost orbital in an atom. To understand these, it is necessary to investigate the motion 
of the outmost electrons whose fastest processes are in the femtosecond range of which the Fourier 
transform is in the near ultraviolet (UV), visible, and near infrared (NIR) ranges. The femtosecond 
dynamics study using ultrashort optical pulses can provide the most direct information of the elec-
tronic states.

In the last two decades, the development of the mode-locked femtosecond laser has enabled 
the observation of ultrafast dynamics to elucidate the ultrafast processes in molecules and various 
condensed-phase materials, opening a new research field of femtoscience [1]. To disclose the pro-
cesses in nanomaterials and molecular systems where elementary processes are taking place with 
ultrahigh speed, it is necessary to time-resolve the processes with high temporal resolution. The 
primary processes in electronic relaxations in molecules and solid-state materials like metals and 
semiconductors are in the range of femtosecond. Nuclear motion associated with molecular vibra-
tion and lattice vibration in the optical phonon branch are in the femtosecond and subpicosecond-
picosecond regime, respectively. The most direct method to study such processes is to use pump/
probe-type spectroscopy using pump and probe pulses with femtosecond duration. Efficient photo-
chemical reactions competing with electronic relaxation can also take place in the subpicosecond 
range. Hence, to observe the processes directly, it is required to utilize a short enough pulse. To 
fulfil this requirement, we have been developing various techniques to generate ultrashort pulses 
in the NIR-visible and UV-DUV (deep UV) spectral ranges as described in this compact review 
article. An intense FT (Fourier transform) limited pulse in these wavelengths triggers the excita-
tion of electrons in the outmost molecular orbital in most of the organic aromatic molecules and 
interband transition in semiconductors. Another FT limited pulse probes the change induced by the 
pump. A chirped pulse instead of an FT limited pulse can be used by using a multi-channel broad 
spectral range, to be discussed later in the present paper, utilizing simultaneous resolution of time 
and spectrum.
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This paper is organized as follows. The explanation of importance of the ultrashort pulse is 
described in Section 1.1.6.1. Section 1.1.6.2 briefly introduces the development of the ultrashort 
pulse laser as a tool for studying ultrafast processes. In Section 1.1.6.3, electronic relaxation and 
vibrational dynamics which are the principle information obtained by ultrafast spectroscopy, are 
described. In Section 1.1.6.4, the principles and advantages of broad-band time-resolved spectros-
copy that can provide both electronic relaxation and vibrational dynamics are explained. In the 
following Sections 1.1.6.5 and 1.1.6.6, ultrashort visible pulse laser and ultrashort ultraviolet (UV) 
laser, respectively, both based on parametric processes, are discussed. Finally, concluding remarks 
are made in Section 1.1.6.7.

1.1.6.2  LIGHT SOURCES FOR STUDYING ULTRAFAST PROCESSES

To study the mechanism of fast chemical reactions, flash photolysis was developed by R. G. W. 
Norrish and G. Porter, who were awarded the Nobel Prize in Chemistry in 1967 [2]. By flash pho-
tolysis, the time-resolution is limited by the flash duration, which is in the order of a few nanosec-
onds at best. Development of the mode-locking method has enabled to generate an ultrashort laser 
pulse much shorter than 1 ns. Among various mode-locked lasers operated by several mechanisms, 
a self-mode locked Ti:sapphire laser can generate an ultrashort pulse stably and has been used most 
widely. It generates visible-NIR pulse with a wavelength range of around 800 nm. The Ti:sapphire 
laser system can generate an ultrashort visible-NIR pulse with sub-10 fs width or its second harmon-
ics (SH), which can have sub-20 fs duration. Ultrafast dynamics of the various chemical reactions 
and carrier dynamics in a condensed matter like semiconductors have been studied using the ultra-
short visible-NIR pulse or its SH. Elucidation of ultrafast dynamics in various systems accelerates 
development in various applications like photosensors [3–5], ultrafast optical switches [6–8], and 
ultrafast optical memories [9–11]. Many interesting ultrafast dynamics in biological systems includ-
ing photosynthesis [12–14] and vision processes [15–17], were studied by ultrafast spectroscopy 
using visible or UV pulse lasers. In these experiments, sometimes the intensities of the generated 
pulses are not stable due to the various nonlinearities in the generation process. Due to instability-
induced intensity noise, the results do not have enough signal-to-noise ratio (S/N), which is desired 
to be improved to discuss the detailed mechanism of the ultrafast processes of interest. Therefore, 
it is quite important to develop an ultrashort visible pulse laser whose intensity is high and stable 
enough to be used as a light source for time-resolved spectroscopy of visible and UV photo-induced 
dynamics.

To extend the available ultrashort laser wavelength and to obtain even shorter pulse, several 
nonlinear optical (NLO) processes of the second order and the third order are frequently utilized. 
Examples of the second-order NLO processes are the second-harmonic generation (SHG) and opti-
cal parametric amplification (OPA). Examples of the third-order process are third harmonic genera-
tion and parametric four-wave mixing. For the time-resolved spectroscopic measurement, various 
NLO processes such as optical gating by optical Kerr effect are utilized.

1.1.6.3  ELECTRONIC RELAXATION AND VIBRATIONAL DYNAMICS

Thanks to the high time resolution of ultrafast spectroscopy, it is possible to time-resolve not only 
ultrafast electronic relaxation among different electronic states including some chemical reactions 
but also vibration dynamics in real time. The meaning of real-time here is that the time-course of 
vibration amplitude can be visualized in the time domain. One of the typical molecular vibration 
modes, i.e., the C–C double bond stretching, has an oscillation period of about 20 fs. Therefore, the 
transient absorption (TA) signal measured by the ultrashort pulsed laser can reflect both the elec-
tronic relaxation and vibrational dynamics, temporally resolving the nuclear motion in the molecu-
lar vibrations. A pulse duration as short as sub-10 fs is short enough to impulsively excite almost all 
molecular vibration modes in organic molecules except some OH and CH stretching modes with 



39Development of Ultrashort Pulse Lasers

vibration periods shorter than 10 fs. Even though these high-frequency stretching modes cannot 
be fully resolved, they are in the range of detection with reduced amplitudes by the ratio factor of 
about (pulse duration time)/(vibration period). Compared with other methods, such as time-resolved 
vibration spectroscopy in the frequency domain including time-resolved Raman scattering and IR 
absorption spectroscopies, TA spectroscopy by ultrashort pulse has the advantage that it is possible 
to obtain vibrational phases and to study the electronic dynamics and vibrational dynamics simul-
taneously in the same experimental condition. Taking advantage of this method, it is possible to 
elucidate ultrafast dynamics in various photo-induced dynamic processes. Both sub-5 fs visible-near 
infrared (VIS-NIR) pulse and sub-10 fs deep UV (DUV) pulse are developed as discussed later and 
it has become possible to study ultrafast dynamics in various materials.

1.1.6.4  PRINCIPLES AND ADVANTAGES OF BROAD-BAND  
ULTRAFAST SPECTROSCOPY

The ultrafast signal change in the femtosecond region can be measured by the pump-probe method 
using the ultrashort femtosecond pulse. Spectroscopic data are discussed in terms of ultrafast TA 
signal in the extended spectral range, which contains contributions from various mechanisms 
depending on the probed wavelength. Quantitative analysis of TA is made by difference absorbance 
change defined by. Here, ΔA(ω) = log [In(ω)/Iw(ω)] Here In (ω) and Iw(ω) are the transmitted probe 
light intensity without and with excitation, respectively, at the probe photon angular frequency ω. 
ΔA(ω) can be positive or negative depending on the phenomenon triggered by the pump. Positive 
values correspond to photoexcitation-induced absorption (IA) due to transient absorption from the 
excited state to a higher state or due to some (photo) chemical species created by the pump pulse. 
Positive values are induced by the stimulated emission (SE) from the excited state to the ground 
state or by the ground-state bleaching (GSB) due to depletion of the ground state, which are mixed 
together in the measured spectral range. They are difficult to be identified from the measurement at 
a single probe wavelength. The probe wavelength dependence can be studied in principle by repeat-
ing the pump-probe measurement at each probe wavelength. However, it takes a long time to cover 
the spectral region of interest, and the conditions of sample and pump and probe pulses for each 
wavelength measurement may not be maintained during the long time measurement.

Therefore, it is desirable to obtain broadband spectral information at one time because of the 
long measurement time and systematic errors introduced by the fluctuation of the ultrashort pulse in 
the case of one-by-one wavelength measurement by single point detection using a photomultiplier or 
photodiode. We have developed two detection schemes: the multi-channel lock-in detector [18] and 
the diode array detection system [19,20].

The broadband probe spectra of femtosecond pulse and white light continuum are of great advan-
tage for spectroscopy. The broadband spectroscopic data provide invaluable information of the spe-
cies appearing in the time-resolved data. For example, they enable discrimination of the congested 
spectrum and separate the signal into IA, SE, and GSB from the wavelength-dependent dynamics 
of the ultrafast TA signal [18–20].

To study the electronic relaxation and vibrational dynamics simultaneously, the transient absorp-
tion (TA) signal should be measured with a fine delay step (to resolve molecular vibration dynamics) 
and broad delay region (to observe electronic relaxation). Typically, the measurement of broad-band 
time-resolved spectrum takes about 1 h to a few 10 min. Then, in some cases, especially in biological 
samples, photo-damage effects may be accumulated in the samples, even on a single-scan time scale. 
Also, it has been hard to perform the TA spectroscopy using ultrashort pulse that cannot maintain sta-
bility enough to guarantee the reliability of electronic relaxation dynamics information. This is because 
the gradual intensity change of the laser may distort the slow electronic dynamics, which can take place 
in the delay-stage scanning time similar to the time of laser intensity change, even if all controllable 
environmental conditions are carefully adjusted for about 1 h to maintain the stability of the ultrashort 
pulse. This is because of the unavoidable changes in the intensity of pump and probe pulses obtained 
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by many nonlinear processes. Then, the time-trace data thus obtained may suffer from artifacts in the 
electronic relaxation dynamics. To overcome this difficulty, we have developed a fast-scan femtosecond 
time-resolved broadband spectroscopy system, which can complete the full-trace scan measurement 
more than 100 times faster than the previous method. Intensity changes of pump and probe pulses dur-
ing such a short scan are more than an order of magnitude reduced. Therefore, scan trace can be aver-
aged without the artefacts. The details of this system are described elsewhere [19,20].

The result of TA spectroscopy shows the probe wavelength dependence reflecting the contributions 
from the ground state depletion, the excited states, and intermediates. In the case of single wavelength 
measurement, their lifetimes are hard to be evaluated at the wavelength where the fractional signal 
intensity of the corresponding species may be too small due to the overlap of other contributions. Thus, 
it is necessary to analyze the TA spectroscopy data obtained simultaneously at all probe wavelengths. 
Global fitting analysis—for example, [21]—is one of the solutions. However, the global fitting analysis 
cannot be used when the lifetime itself is dependent on the probe wavelength. We have introduced 
another method of two-dimensional correlation spectroscopy, which is described elsewhere [22].

Various nonlinear optical (NLO) phenomena are involved not only in the generation and char-
acterization of ultrashort pulse but also in the ultrafast spectroscopy measurement. In the following 
section, how NLO processes are utilized is described in some detail.

1.1.6.5  ULTRASHORT VISIBLE PULSE GENERATION BASED ON NON-LINEAR  
OPTICAL PARAMETRIC AMPLIFIER (NOPA)

Our group and other groups developed a broadband ultrashort pulse with a spectral range covering 
520–720 nm achieving sub-10 fs pulse duration by the optical parametric amplifier (OPA) process 
in noncollinear configuration [23–29]. The scheme of the noncollinear optical parametric amplifier 
(NOPA) is illustrated in Figure 1.1.6.1.

The linear polarization of the NIR pulse was rotated by an achromatic half-wave plate, and then 
the NIR pulse was separated into two copies by a polarization beam splitter (PBS). Adjusting the 
rotation angle of the half-wave plate, we set the power ratio between the two NIR pulses as 10:1. The 
higher intensity pulse of about 680 mW from the PBS was focused into a β-BaB2O4 (BBO) crystal to 

  FIGURE 1.1.6.1 Diagram of NOPA system. SP, a plate 
of sapphire for broad-band continuum generation to be 
used as a signal beam with spectrum >450 nm; 0.4-mm 
BBO, nonlinear crystal to generate second harmonic used 
for signal; 1-mm BBO, nonlinear crystal for noncollinear 
parametric amplification; 10-cm Quartz block, for pulse 
stretching; TP, a prism for pulse-front tilting; cm, chirped 
mirror; P1, P2, prism pair for pulse compression; P3, 
prism for introducing angular dispersion to the SH pulse; 
the elements of thin rectangle shape without a label are 
plane >99% reflection mirrors.
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generate second harmonic UV pulse [23]. The UV pulse was used as a pump in the NOPA process. 
The lower intensity pulse from the PBS was focused into a 2 mm-thick sapphire plate to generate 
spectrally broadband pulse by self-phase modulation (SPM), which is the third-order NLO process. 
This 10:1 ratio is to obtain as high an NOPA pulse energy as possible to be used in the pump–probe 
experiment, which requires many optical components such as chirped mirrors and prism pairs 
(see Figure 1.1.6.1). The shortest edge can reach up to ~450 nm close to the UV region, and the 
longest wavelength is beyond 800 nm extending to >1.2 μm. Thus, the broadband SPM spectrum 
covers nearly all of the visible spectral region a part of NIR. However, the intensity of the visible 
spectral component is much lower than that of the original spectral component around 800 nm. For 
the application of the time-resolved spectroscopy, the broadband visible SPM light pulse should be 
amplified. For this purpose, this broadband pulse is used as a seed of signal in the OPA process, 
which is the second-order NLO process. A long wavelength cut-off filter (CF) blocking >750 nm is 
set after the sapphire plate to eliminate the intense 800 nm spike in the SPM spectrum. The other 
beam propagates through a 0.4 mm-thick BBO crystal (29.2° z-cut) to yield a second harmonic UV 
pulse for the pump of NOPA, satisfying the type-I (o + o→e) phase match condition. BBO crystal is 
an excellent NLO crystal widely used in the field of ultrashort pulse laser research [30]. To achieve 
efficient and stable OPA, a 10-cm quartz block is used to stretch the pump pulse duration to 200 fs 
to be comparable to the white-light continuum seed (signal) pulse. This condition makes the interac-
tion efficiency between the pump and signal robust against the jitter between them. A prism (TP) 
with 45° apex is set after the quartz block for pre-tilting the pulse front of the pump beam to satisfy 
the pule-front matching condition with the signal beam co-propagating with the pump beam in the 
crystal. Then, the pulse front pre-tilted seed is focused into a 1 mm-thick BBO crystal (31.5° z-cut) 
together with the UV pump pulse, which satisfies good spatial overlap with white-light continuum 
signal beam during the co-propagation. The optical delay line in white-light continuum path is 
adjusted to attain temporal overlap. To achieve higher signal pulse energy, the remaining pump 
and signal pulse energies are reflected after the first OPA processing and focused again in the BBO 
crystal at a slightly lower position. The temporal overlapping of pump and signal can be controlled 
by the optical delay line in the pump beam path.

The amplified signal just after the BBO crystal is about 5 µJ. The time duration of the amplified 
broadband visible pulse was compressed using a set of chirped mirrors and a deformable mir-
ror, to be shorter than 10 fs in the sample. A pair of ultra-broadband chirped mirrors (CM1 and 
CM2) with the combination of the prism pair (P1 and P2), air and the beam splitter was designed 
to compensate GDD and TOD in the NOPA system. The chirped mirrors have high reflectivity 
(R > 99%). The best noncollinear angle was obtained by adjusting the fluorescence ring width to be 
thinnest. Ultrashort visible pulse with 4.7 fs duration was generated by pulse-front-matched noncol-
linear optical  parametric amplification [23]. The pulse width was as short as 3.9 fs with the spec-
trum 520–770 nm [24]. The optimized output pulse from the NOPA was characterized by the SHG 
FROG (second harmonic frequency-resolved optical gating) method [31], the results are shown in 
Figure 1.1.6.2.

The NOPA is tunable in wavelength at the expense of bandwidth, pulse duration, and/or energy. 
For example in real experimental conditions, the spectrum of non-collinear NOPA can be adjusted 
in such a way that the wavelength range extends to longer region, 556–753 nm, to achieve higher 
absorbance of some samples. In this case, the pulse duration is 7.0 fs. By using the NOPA system 
developed, the time resolution of the measurement to observe ultrafast electronic dynamics has 
reached as high as sub-10 fs. Moreover, the measured signal also contains periodically modulating 
component, which reflects wave packet motion moving on the potential energy surface in the period 
of molecular vibration. Thus, ultrafast electronic dynamics and vibrational dynamics can be studied 
simultaneously in the common experimental condition [32–37].

Further, we have developed a shorter pulse covering 430–850 nm, corresponding to nearly one-
octave bandwidth. Also, the carrier envelope phase (CEP) of the pulse is stabilized, and it makes the 
pulse useful for studying the CEP effect on electronic and vibrational dynamics [38].
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1.1.6.6  ULTRASHORT DEEP ULTRAVIOLET LASER

1.1.6.6.1  DUV PUlse Generation

Generally, the DUV laser pulse based on the Ti:sapphire laser is generated by the SFG or four-wave 
mixing (FWM) method through nonlinear materials. Both cases are usually two-step processes. 
The former is the combination of SHG and the following SFG (SH plus fundamental). The latter 
case is the combination of SHG and parametric FWM (SH and the following interaction of two SH 
photons and fundamental photon) and is going to be discussed in detail in the following. Previously, 
in several systems for sub-10 fs DUV pulse generation was reported in a group developing high-
power lasers aiming attosecond pulse generation [39,40]. Also, an intense sub-10 fs DUV pulse is 
generated [41], but it has not yet been well applied to time-resolved spectroscopy. Such a situation 
may be because of the following several difficulties. First, in such high-power systems, the intense 
amplified spontaneous emission can be easily amplified to generate satellite pulses resulting in the 
multi-pulse structure. Second, when the DUV pulse is transmitted in the air, the effect of group 
velocity dispersion (GVD) is much more severe than the visible case, which leads to substantial 
pulse broadening, resulting in a distorted non-clean shape. These make the ultrashort pulse com-
pensation more complicated and difficult. For the spectroscopy, a clean FT limited pulse is required 
for application. In the following, we describe the novel method developed to obtain such a clean 
nearly FT limited pulse.

If the pump and idler pulses in the FWM processes are both linearly chirped by appropriate 
control, the output of the FWM can be designed to be an FT-limited pulse. It is performed by a 
method called chirped pulse FWM (CPFWM). Energy conservation in the FWM process can be 
expressed by ωpump + ωpump − ωidler = ωsignal, where ωpump, ωidler, and ωsignal are the pump, idler, and 
signal angular frequencies, respectively. In case when the pump and idler pulses are linear chirped, 
it is possible to obtain nearly-FT limited pulse as follows. At first, let us assume that the instanta-
neous angular frequencies of the pump and idler pulses are represented by ωpump (t) = 2ω0 + βpumpt 
and ωidler (t) = ω0 + βidlert, respectively. Here, ω0 is the center angular frequency of the idler and βpump 
and βidler are the chirp rates of the pump and idler pulses, respectively. Then the energy conservation 

  FIGURE 1.1.6.2 Characterization 
of output from NOPA (noncollinear 
optical parametric amplifier). (a,b) 
Measured SHG FROG (second har-
monic frequency-resolved optical gat-
ing traces before and after adaptive 
phase correction using deformable 
mirror, respectively. Corresponding 
retrieved traces are displayed in 
(c,d). Contour lines in (a–d) are at the 
 values of 0.02, 0.05, 0.1, 0.2, 0.4, 0.6, 
and 0.8 of the FROG peak intensity. 
(e) Shaded area, fundamental spec-
trum measured at the crystal location 
in the FROG apparatus; open circles, 
spectrum recovered by the FROG 
retrieval algorithm; dashed-dotted 
curve, spectral phase before shap-
ing; dash-dotted curve, the optimized 
phase, Initial (solid curve) and opti-
mized (shades area) temporal inten-
sity profiles; dashed curve, temporal 
phase of the optimized pulse.
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condition gives the DUV signal pulse frequency, ωsignal (t) = 3ω0 + (2βpump–βidler) t in case their time 
origin is common. The frequency chirps of the idler and pump pulses cancel out each other when 
the frequency chirps of the two input pulses have the same signs. When 2βpump–βidler = 0 is satisfied, 
no frequency chirp is induced in the amplified signal pulse. In the present experiment, frequency 
chirps were induced in the input pulses by spectrum broadening in the hollow fiber. The pump 
pulses are frequency chirped by a pair of gratings.

1.1.6.6.2  sUb-10 fs DUV laser PUlse obtaineD by broaD-banD CPfWM

To generate a high-quality DUV pulse suitable for ultrafast spectroscopy, a broad-band chirped-
pulse four-wave mixing method (BBCPFWM) was demonstrated [42,43]. The scheme of the 
 system is depicted in Figure 1.1.6.3. The basic pulse source is a Ti: Sapphire laser (Spitfire Ace, 
Spectra Physics, Santa Clara, CA, USA.). The energy, duration, and repetition of the output pulse 
beam are 2.5 mJ, 35 fs, and 1 kHz, respectively. It is split into two beams. They have pulse energies 
of 900 and 300 μJ, the sum of which is smaller than 2.5 mJ due to beam pointing stabilizer mirror 
(PS), lens, beam splitter (BS), and half-wave-plate (λ/2) as shown in Figure 1.1.6.3. The 900 μJ 
pulse is introduced to a BBO crystal to generate a second harmonic (SH) near UV pulse. The 
UV pulse is negatively chirped after passing through two phase-delay controlled chirped mirrors 
(PM). The other fundamental pulse of 300 μJ is focused into hollow core fiber 2 filled with krypton 
gas (630 Torr) to obtain broadband supercontinuum in NIR. Then, the positive chirped NIR pulse 
and NUV pulse are both coupled into another hollow core fiber filled with argon gas (61 Torr), 
where they are spatially and temporally overlapping. In this second hollow fiber, a broadband and 
negative chirped DUV pulse is generated by the BBCPFWM process. Just after the second hollow 
fiber, a clean and well-compressed DUV pulse could be obtained at a certain distance assisted by 
the positive GVD in the air just after this second hollow fiber. After the collimation of the output 
beam, the NIR and NUV pulses are carefully eliminated by a set of four dichroic mirrors (DM) 
step by step.

The pulse characterization of the generated DUV pulse is performed using the frequency-resolved 
optical gating (FROG) method [31]. The results of FROG measurement are shown in Figure 1.1.6.4. 
Figure 1.1.6.4a and b depicts the measured and retrieved FROG traces, respectively. Figure 1.1.6.4c 
shows the spectrum measured with the spectrometer, the spectrum, and the spectral phase retrieved 
from the FROG traces. Figure 1.1.6.4d presents the temporal intensity profile of the transform-
limited pulse corresponding to the measured spectrum and the retrieved temporal spectral intensity 
profile and spectral phase.

  FIGURE 1.1.6.3 DUV 
(deep UV) system setup 
scheme. BS, beam splitter; 
PS, beam pointing stabi-
lizer; PD, beam pointing 
detector; G, grating; PM, 
phase-delay controlled
chirped mirror; CM, con-
cave mirror, DM, dichroic 
mirror.
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1.1.6.6.3  DUV PUlse stability oPtiMization

For the spectroscopy application based on the pump-probe experiment, the long-time stability of the 
intensity of laser spectrum is of vital importance to obtain reliable data. However, the stability of the 
DUV laser pulse energy and spectrum after the hollow fiber is often not good enough to be used in 
a real-time spectroscopy experiment [38]. This is because the fluctuations of the laser beam point-
ing before the hollow fiber induce substantial variations in the pulse duration, spectrum, and energy 
of the output pulse. Especially in the present two-step scheme as shown in Figure 1.1.6.3, since 
two hollow fibers are introduced, the stability situation becomes even more serious. Therefore, it is 
highly desirable to stabilize the coupling of beam into the hollow fibers. The instability is induced 
by the change in the propagation direction and point of incidence of the beam before the hollow 
fibers which can be controlled by the reflection mirror of the beam to be coupled. The stabilization 
is attained by the feedback systems of the beam intensity in front of the entrances of the fibers to 
the mirror pairs in front of the fibers [42,43]. In the left part of Figure 1.1.6.5, the stability of DUV 
output power intensity is measured for 2000 s without the feedback system. The RMS noise is over 
10%, which is not acceptable for the pump probe experiment. To maintain a stable DUV pulse out-
put, three beam pointing stabilizers (PS) were used for each input beam before it was focused into 
the hollow fiber. Pointing detectors (PD) sense the change of intensity and feedback to PS to adjust 
the azimuthal and elevation angles of PS mirrors. As shown in the right part of Figure 1.1.6.5, after 
the stabilization, the DUV laser output is improved to 1.04% RMS, being measured for the same 
time length as without the stabilizer.

 FIGURE 1.1.6.4 (a) Measured and (b) retrieved FROG traces. (c) The spectrum measured with the spec-
trometer (broken line), the spectrum (solid line), and the spectral phase (dotted line) retrieved from the FROG 
traces are shown. (d) The temporal intensity profile of the transform-limited pulse corresponding to the mea-
sured spectrum is shown by the broken line, and the retrieved temporal intensity profile and phase are indi-
cated by the solid and dotted lines, respectively.
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1.1.6.7 CONCLUSION 

In the present paper, we described two types of femtosecond laser developed by using two types of 
optical parametric processes. One is in the visible range based on optical parametric amplification 
(OPA), and the other is in the DUV range based on optical parametric four-wave mixing.

The width of the visible pulse is as short as 4.7 fs with a spectrum of 520–720 nm. To satisfy the 
broad phase-matching condition, noncollinear PA (NOPA) was used. Even further pulse shortening 
to 3.9 fs duration was attained by compensating group-delay dispersion (GDD) and third-order dis-
persion (TOD) in the NOPA system using a pair of ultra-broadband chirped mirrors (CM) with the 
combination of the prism pair. In real experimental conditions, the spectrum of non-collinear NOPA 
can be adjusted in such a way that the wavelength range extends to longer region, 556–753 nm, to 
achieve higher absorbance of some samples. In this case, the pulse duration is 7.0 fs.

An ultrashort DUV pulse laser is developed using the broad-band chirped-pulse four-wave mix-
ing method (BBCPFWM). The laser pulse suffered from instability induced by the fluctuation of 
coupling efficiency to the two hollow core fibers containing krypton and argon gas in one of the two 
fibers each. The former is for the introduction of chirping to obtain a broad spectrum, and the latter 
is for the BBCPFWM processes.

The problem of the instability of the DUV pulse output introduced by the unstable coupling effi-
ciency to the fibers due to optical components was solved by the coupling stabilizer to the level of 
1.04% RMS. The energy and duration of the DUV pulse are 300-nJ and 9.6 fs, respectively. The 
research results described in this subsection is obtained by the members of Takayoshi Kobayashi [44]:
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1.2.1 Generation of Stable  
Sub-10 fs Pulses at 400 nm 
in a Hollow Fiber for UV 
Pump-Probe Experiment

1.2.1.1  INTRODUCTION

Ultrafast time-resolved spectroscopy is a powerful technique for the investigation of electronic and 
vibrational dynamics in molecules, which are key elements in various fields in physics, chemistry, 
biology, and materials science research. It is because it can provide important information in pho-
tophysical and photochemical processes occurring in molecules [1,2]. In this kind of research, the 
dynamic process is in femtosecond to picosecond time scale. To investigate these processes, the laser 
pulse in the experiment is required to have shorter duration than the time range of phenomena of 
interest. Sub-10 fs visible pulse generated from non-collinear optical parametric amplifier had been 
used for study the real-time vibration in lots of molecules, which have absorption in the visible range 
[3–9]. Ultrashort pulse in the UV spectral region is needed to study the real-time resolved spectros-
copy for many samples, which have strong absorption in the UV. By using achromatic frequency 
doubling and sum-frequency mixing [10–12], sub-10 fs was obtained in the UV region. However, the 
spatial mode and stability of the output pulse were usually not good due to several nonlinear pro-
cesses. Another method was using hollow fiber to compress the pulse duration in the spectral region 
from UV to infrared [13–15]. In 1999, sub-10 fs pulses at 400 nm were generated through guiding 
second harmonic (SH) pulses from Ti:sapphire chirped parameter amplified laser system into a hol-
low fiber to broaden the laser spectrum and then dispersion compensated by using chirped mirrors 
and prism pair [15]. However, the stability of laser pulse energy and spectrum after the hollow fiber is 
often not good enough to be used in real-time spectroscopy experiment. It is because that the fluctua-
tions of laser beam pointing before the hollow fiber induce substantial variations in the pulse dura-
tion, spectrum, and energy of the output pulse [16]. Damage of the entrance of the hollow fiber may 
be induced by this fluctuation. In the pump-probe experiment, the long-time stability of the intensity 
of laser spectrum is of vital importance to obtain reliable data for the pump-probe experiment. Then, 
highly stable sub-10 fs pulses at 400 nm are required for this kind of research.

In this chapter, a beam-pointing stabilizer was used before the hollow-fiber compression system to 
improve the beam-pointing stability. As a result, the stability of the output power was improved from 
0.72% RMS to about 0.39% RMS for about 2 h, which was about two times better than that without the 
pointing stabilization system. The laser after the hollow fiber was compressed to about 9.1 fs. A pump-
probe experiment of perylene dissolved in cyclohexane was studied using this sub-10 fs pulse. The result 
proved that the obtained sub-10 fs pulse was very useful for many kinds of spectroscopy experiments.

1.2.1.2  EXPERIMENTAL SETUP

The schematic of the experimental setup is shown in Figure 1.2.1.1. About 900 µJ laser pulse after 
Ti:sapphire laser system was frequency doubled in a 200-µm-thick beta barium borate (BBO, type 
I, θ = 29.2°) crystal and a pair of chirped mirrors (−25 fs2/bounce, Layertec) was used to precom-
pensate the chirp of the SH induced by the dispersion of the glass windows. Then, about 90 µJ SH 
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laser pulse at 400 nm was focused into a hollow-fiber compression system with an aluminum-coated 
concave mirror with a focal length of 750 mm. The beam diameter at the entrance of the fiber was 
about 93 µm. In the experiment, the outer and inner diameters of the fused-silica hollow fiber were 
3 mm and 140 µm, respectively. The hollow-fiber length was about 60 cm. The output pulse energy 
was about 45 µJ with around 50% transmission efficiency. After being spectrally broadened through 
the hollow fiber, the laser pulse was dispersion compensated through two pairs of chirped mirrors 
(one pair from Layertec: −25 fs2/bounce, one pair from Femtolasers: −20 fs2/bounce). The com-
pressed pulse was guided into a pump-probe experiment setup. This setup was used also for pulse 
duration measurement through the self-diffraction frequency resolved optical gating (SD-FROG) 
method. A 0.5-mm-thick 50%-reflection fused-silica beam splitter (BS) was used to split the beam 
into pump beam and probe beam. A 0.1-mm-thick variable neutral-density filter (VND) was located 
in the probe beam to reduce the pulse energy. Two dispersion-compensation plates (CP) were used 
to cancel the group-velocity dispersion of the VND and BS. The power stability was monitored dur-
ing the pump-probe experiment by detecting the intensity of the reflected light from CP2. A Charge 
Coupled Device (CCD) camera (Thorlab, BC106-VIS) was used to monitor the beam diameter and 
the overlapping between pump and probe beams. Time-resolved spectra were measured with poly-
chromator coupled to the multi-channel detector.

1.2.1.3  EXPERIMENTAL RESULTS AND DISCUSSION

From Figure 1.2.1.1, a part of 800 nm beam was collimated to a position-sensing detector (PSD) 
(Thorlab, PDQ80A) photodiode sensor. The beam-pointing position was detected by a quad detector 
(Thorlab, TQD001), which was used to feed-back to control a mirror mount with two piezoelectric 
actuators that were driven by two piezoelectric controllers (Thorlab, TPZ001). The feedback sys-
tem can run at 200-Hz rate, which makes it possible to control the beam guiding into the hollow 
fiber very well for long experimental time [16]. The beam-pointing stability at the focal point was 
measured using a CCD camera (BeamStar FX 33, Ophir Optronics) for about an hour, as shown in 
Figure 1.2.1.2. When the beam-pointing stabilization system did not work, the focal beam before 
the entrance of the hollow fiber wandered for about 30 µm in the X-direction and about 22 µm in the 
Y-direction, as shown in Figure 1.2.1.2a. The standard deviation in the X-direction and Y-direction 
were 4.7 and 3.1 µm, respectively.

  FIGURE 1.2.1.1 Schematic of 
the 400 nm hollow-fiber com-
pressor and the pump–probe 
experimental setup. SHG, 
second- harmonic generation; 
CM1, CM2, chirped mirror; DM, 
dichroic mirror; VND, 0.1-mm-
thick variable neutral-density 
filter; BS, 0.5-mm-thick beam 
splitter; CP1, compensate plate 
for VND; CP2, compensate plate 
for BS; SP, sample for pump–
probe spectroscopy or BBO crys-
tal for pulse characterization; 
MLA, 128- channel multi-lockin 
amplifier; PSD, position sensing 
detector; USB 4000, spectrome-
ter; CCD, charge coupled device 
(CCD) camera.
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When the beam-pointing stabilizer was turned on, the focal beam wandering was reduced to about 
8 µm both in the X-direction and in the Y-direction, as shown in Figure 1.2.1.2b. The standard devia-
tion in the X-direction and Y-direction were reduced to 1.3 and 0.8 µm, respectively. It can be seen that 
the beam-pointing stability was improved for more than three times with the beam-pointing stabiliza-
tion system. The output power stability was also measured using a power meter. Figure 1.2.1.2c shows 
that the output pulse power stability was improved from 0.72% to 0.39% RMS by about two times with 
the beam-pointing stabilizer for about 2 h. Furthermore, when the beam pointing stabilizer was turned 
on, there was no sudden decrease in a much longer time in Figure 1.2.1.2c. However, there were several 
peaks in the figure when the beam-pointing stabilization system did not work.

FIGURE 1.2.1.2 Beam-pointing position detected using a CCD camera at the focal point (a) Without the 
beam-pointing stabilizer. (b) With the beam-pointing stabilizer. (c) Output power stability after the hollow 
fiber without (left line) and with (right line) the beam-pointing stabilizer.
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The hollow-fiber chamber was vacuum-pumped at first and then filled with pure argon gas. The 
output-pulse spectra were measured at 0, 0.33, 0.66, 0.97, and 1.30 atm, as shown in Figure 1.2.1.3. 
The black solid line shows the spectrum of the incident pulse, which has a full width at half maxi-
mum (FWHM) spectral bandwidth of about 8 nm. As the gas pressure was increased, the spectral 
bandwidth of the output laser pulse increased gradually. The spectrum was extended from 350 to 
460 nm when the gas pressure was increased to about 1.3 atm. These spectra can support transform-
limited pulse durations of about 11, 7, 5.1, and 4.4 fs at the gas pressures of 0.33, 0.66, 0.97, and 1.30 
atm, respectively. When the gas pressure was increased to about 1.3 atm, a filament appeared clearly 
near the entrance of the fiber. This filament introduced instability of the output power. Moreover, 
the coating of the chirped mirror and beam splitter can only support spectral range from 360 to 
440 nm. Then, the argon gas pressure was fixed at around 0.90 atm in the experiment. The inset 
pattern in Figure 1.2.1.3 was the beam profile after the hollow fiber which showed a Gaussian mode.

The pulse energy was reduced to about 4 µJ due to the chirped mirrors and several aluminum-
coated mirrors. Two 50%-reflection beam splitters and one 0.1-mm-thick VND filter was used 
before the pump-probe setup to tune the pulse energy. The pulse energy of the pump pulse before 
the sample could be tuned from 15 to 100 nJ by the VND filter. In the measurement, a 70-µm-thick 
BBO crystal was used as the nonlinear medium to generate the self-diffraction signal. The cross-
ing angle between the pump beam and the probe beam was about 1.2°. The small thickness of the 
crystal and small crossing angle minimized the measurement error of the pulse duration [17]. The 
pulse energies of the pump and probe beams were tuned to be nearly equal by tuning a VND filter 
in the probe beam when the pulse duration was measured. The laser spectrum before the sample 
and the maximum self-diffraction-signal spectrum are shown in Figure 1.2.1.4a. Both the spectra 
can support about 5.7 fs transform-limited pulse duration. The retrieved spectrum and the spectral 
phase are also shown in Figure 1.2.1.4a. The spectrum was a little narrower than the maximum SD 
signal spectrum and the measured spectrum due to the limited spectral bandwidth and quality of 
the chirped mirrors. Figure 1.2.1.4b shows the retrieved temporal intensity profile and the temporal 
phase of the compressed pulse with a 512 × 512 grid and a 0.006 retrieval error. The inset pattern 
showed the measured SD-FROG trace. The obtained pulse duration was 9.1 fs, as shown in Figure 
1.2.1.4b. It is expected to obtain much shorter pulse duration by using a prism-pair compressor com-
bined with a deformable-mirror compressor in the future.

The obtained pulse was used for UV-pump/UV-probe experiment. A sample of cyclohexane 
solution of perylene in a 1-mm-thick cell was used in the UV pump-probe experiment. The experi-
mental method was nearly the same as that of our previous visible-pump/visible-probe experiments 
[3–7]. The system is a combined system of a polychromator and a multichannel lock-in amplifier 
(MLA) [18]. The reference and probe pulses were dispersed by the polychromator (600 grooves/
mm, 300 nm blazed) and guided by a 128 channel bundle fiber to the 128 photo-detectors before 

  FIGURE 1.2.1.3 The spectral profile of the 
output pulse after the hollow fiber at different 
argon gas pressures. 0 atm, black solid line; 0.33 
atm, red dotted line; 0.66 atm, green dash-dot 
line; 0.97 atm, blue dash-dot-dot line; 1.30 atm, 
cyan dash line. The inset pattern was the beam 
profile after the hollow fiber.
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the MLA. The spectral resolution of the system was about 0.8 nm. In the experiment, the beam 
diameters and pulse energies of the pump and probe beam were 115 µm and 69 nJ and 95 µm and 
12 nJ, respectively. Time trace of normalized transmittance changes (∆T/T) was obtained as a func-
tion of the pump-probe delay time from −100 to 1900 fs with every 0.2-fs step. The experiment was 
performed at room temperature (295 ± 1 K).

Figure 1.2.1.5 shows the two-dimensional difference absorbance (ΔA = −log (1 + ∆T/T)) vs. the 
pump-probe delay time in the spectral range between 356 and 436 nm. The black line was the 

  FIGURE 1.2.1.4 (a) Spectra of the compressed 
400 nm pulse (red solid) before the sample, the 
retrieved spectrum (magenta dotted), and that 
of the maximum SD signal (black dashed) in 
the measurement. The blue dashed line is the 
retrieved spectral phase. (b) The retrieved tem-
poral intensity profile and temporal phase (blue 
solid line) of the compressed pulse. The inset is 
the measured SD-FROG trace.

  FIGURE 1.2.1.5 Two-dimensional pat-
tern of the difference absorbance (ΔA) 
of probe dependent on the time  delay 
between the pump and probe pulse 
from −100 to 1900 fs in the whole probe 
spectral region (2.84–3.48 eV).



56 Ultrashort Pulse Lasers and Ultrafast Phenomena

position where dA is equal to 0. The pattern shows clearly that the absorbance oscillation depends 
on the delay time in the whole spectral region. Figure 1.2.1.6a shows several examples of dA traces 
at several probe photon energies (3.40, 3.28, 3.16, 3.05, 2.94, 2.89, and 2.86 eV). The absorbance 
change was negative for 3.40 eV and positive for other six probe photon energies due to bleaching 
and induced absorption, respectively. The vibration decay was clearly shown at 2.89 and 2.86 eV 
probe photon energies. In all seven probe photon energies, the oscillating features in the time traces 
of the absorbance change with different periods were clearly observed.

Figure 1.2.1.6b shows the Fourier transform (FT) amplitude spectra of Figure 1.2.1.6a with a 
broad frequency region from about 100 cm−1 to nearly 3000 cm−1. The high FT amplitude indi-
cated that the vibronic coupling of this mode is strong. All the seven probe photon energies show 
a well-known mode at 352 cm−1 [19–21]. It also shows that the FT amplitude is increased with the 
decrease of probe photon energy in the spectral region, and it reaches maximum at 2.86 eV probe 
photon energy. Other lower frequency modes related to mode beating were observed at around 
205 and 106 cm−1. This mode beating was also observed in Ref. [20]. Several higher frequency 
modes around 1387, 1302, and 1600 cm−1 are clearly found in Figure 1.2.1.6b, which could not be 

  FIGURE 1.2.1.6 (a) The 
traces of difference absor-
bance (dA) plotted against 
the pump–probe delay time at 
several different probe photon 
energies (3.40, 3.28, 3.16, 3.05, 
2.94, 2.89, and 2.86 eV). (b) the 
Fourier-transform amplitude 
spectra of the traces in (a).
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observed in a previous paper because a laser pulse much longer than our research (about 50 fs) was 
used in the paper [20,22]. Moreover, the C–H stretching of vibration mode at around 2860, 2916, 
and 2955 cm−1 was detected at 3.28 eV probe photon energy, as shown in Figure 1.2.1.6b. This is 
the highest frequency of molecular vibration observed in real-time at the time of this paper being 
published [22]. To detect 3000 cm−1 mode in real-time, it is needed to use a pulse with the duration 
shorter than 10-fs.

1.2.1.4 CONCLUSION

In summary, stable 9.1-fs pulses at 400-nm center wavelength were obtained using a hollow 
fiber compression with a beam-pointing stabilizing system [22]. The beam-pointing stability was 
improved by about three times and the output-power stability was improved by around two times 
with the beam-pointing stabilizer. A UV pump-probe experiment using perylene dissolved in cyclo-
hexane as a sample was studied by using this sub-10 fs pulse. Thanks to the stability highest molecu-
lar vibration frequency of about 3000 cm−1 excited by UV pulse was real-time observed. The result 
proved that it was useful for many kinds of spectroscopy experiments.

The contents of the work presented in this subsection is reproduced and adapted with permission 
from [Ref. 22]©The Optical Society. Opt. Lett. 27, 306 (2002) and it was conducted by the following 
people in collaboration: J. Liu, Y. Kida, T. Teramoto, and T. Kobayashi [22].
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1.2.2 Sub-10 fs Deep-Ultraviolet 
Pulses Generated by 
Chirped-Pulse Four-Wave  
Mixing

1.2.2.1 INTRODUCTION

Few-cycle pulse laser systems in the visible range have been applied to ultrafast spectroscopy to 
clarify ultrafast mechanisms in nanosystems and molecules in which all elementary processes are 
considered to occur in the femtosecond regime [1–3]. There is high demand for ultrafast spectros-
copy with few-cycle laser pulses in the ultraviolet (UV) to deep-UV (DUV) regions, especially 
for investigating ultrafast dynamics in biologically relevant molecules [4–6]. Several approaches 
have been proposed and demonstrated for generating ultrashort DUV pulses [7–10], including the 
generation of a 7 fs pulse with low energy of 120 nJ in the atmospheric environment [7] and of an 
intense 3:7 fs pulse in a vacuum chamber [8]. However, generation of ultrashort DUV pulses shorter 
than 7 fs has not been demonstrated in the atmospheric environment. It is difficult to generate such 
short DUV pulses because of pulse broadening due to the group-velocity dispersion (GVD) in opti-
cal components such as mirrors, beam splitters, and even in the air. Compensation cannot be per-
formed easily using conventional devices, such as grating compressors [9] or prism compressors 
because they induce third- and higher-order dispersions. A deformable mirror has been used to 
compensate for third and higher-order dispersions [7], but the energy loss and undesirable spatial 
chirp induced by the deformable mirror prevent the generation of intense DUV pulses shorter than 
7 fs. Wojtkiewicz et al. proposed using chirped-pulse four-wave mixing (CFWM) [10] to generate 
negatively chirped DUV pulses that are compressible by a normal GVD in a transparent medium. 
A recent numerical study has suggested that sub-10 fs DUV pulses can be generated by using tem-
porally broadened sub-10 fs near-IR (NIR) pulses for CFWM; however, the compressed temporal 
profile produced by this technique does not have a single pulse structure [11].

In this Letter, a method for generating sub-10 fs DUV pulses is reported that uses a self-phase-
modulated idler pulse for CFWM (SMI-CFWM). In this technique, CFWM is induced by a nega-
tively chirped near-UV (NUV) pulse and a positively chirped NIR pulse whose spectral width 
has been preliminarily broadened by self-phase modulation (SPM). By temporally overlapping the 
positively chirped part of the modulated NIR pulse and the NUV pulse in a gas-filled hollow fiber, 
a DUV pulse negatively chirped with a smooth spectrum is generated by SMI-CFWM, which can 
be compressed into a nearly transform-limited (TL) single pulse by material dispersion. Numerical 
calculations have been performed to quantitatively explain the experimental results given in this 
Letter; these numerical results, which will be reported elsewhere [12], are in reasonable agree-
ment with the experimental results. We were able to generate DUV pulses shorter than 10 fs by 
SMI-CFWM, which is, to the best of our knowledge, the first experimental demonstration of the 
shortest DUV pulse generation in the atmospheric environment without using any additional pulse 
compressors.
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1.2.2.2 EXPERIMENTAL

For the experimental demonstration of SMI-CFWM, a horizontally polarized NIR pulse with a 
pulse duration of 35 fs, a repetition rate of 1 kHz, pulse energy of 1:2 mJ, and a center wavelength of 
800 nm was generated by a Ti:sapphire chirped-pulse amplifier (CPA; Legend EliteUSP, Coherent), 
as shown in Figure 1.2.2.1. The nearly TL pulse was split into two pulses. One pulse had pulse 
energy of 300 μJ and was temporally broadened by a 16-mm-thick fused-silica block and focused 
into a Kr-filled hollow fiber (core diameter: 250 μm; length, 600 mm; pressure, 630 Torr). The 
spectrally broadened and positively chirped NIR pulse emerging from the fiber was used as the 
idler for SMI-CFWM. The polarization of the other NIR pulse with an energy of 900 μJ was 
changed from horizontal to vertical with a periscope and was transmitted through a 200-μm-thick 
beta barium borate (BBO) crystal for generating a horizontally polarized NUV pulse (400 nm). 
The NUV pulse was then negatively chirped by a prism compressor after the beam diameter was 
changed by a plano–convex lens and a plano–concave lens. The NIR (150 μJ, about 150 fs) and 
NUV (140 μJ, 120 fs) pulses were focused into an Ar-filled hollow fiber (core diameter, 140 μm; 
length, 570 mm; pressure, 61 Torr). A horizontally polarized DUV pulse was generated by CFWM 
by temporally overlapping the two pulses in the fiber. After being collimated by a concave mirror, 
the DUV pulse emerging from the fiber was sent to a dispersion-free self-diffraction frequency-
resolved optical gating (SD-FROG) system [9] with a 100-μm-thick sapphire plate for generating 
an SD signal.

1.2.2.3 RESULTS AND DISCUSSION

The pulse energy of the DUV pulse was measured to be 300 nJ after separating the DUV pulse 
from the output NIR and NUV pulses using a Brewster-cut fused-silica prism. The spectrum of the 
DUV pulse extended from 258 to 290 nm (Figure 1.2.2.2c) and supported a TL pulse duration of 
8 fs (7:8 fs 0:1 fs), which is estimated from the inverse Fourier transform of the spectrum (solid line 
in Figure 1.2.2.2d). The spectral shape of the DUV pulse differs greatly from that of the NIR pulse 
injected into the hollow fiber (HF2 in Figure 1.2.2.1). As shown in Figure 1.2.2.2c, SMI-CFWM 
produces a DUV pulse with a smooth spectral profile and a wide spectral width, making it ideal for 
spectroscopic applications [1–6].

Self-compression in the air has been considered to compensate for the negative group-delay 
dispersion (GDD) and, thus, compress the DUV pulse to shorter than 10 fs. In the present experi-
ment, we demonstrated self-compression in the following manner. The positive GVD in the output 
window of the hollow-fiber chamber (0.87-mm-thick MgF2, 79 fs2) and in the air was utilized to 
compensate for the negative GDD of the DUV pulse generated in the hollow fiber. To optimize the 

FIGURE   1.2.2.1 Experimental setup, 
which is composed of two hollow-fiber 
chambers filled with Kr (HF1) and Ar 
(HF2) gases, a fused-silica plate (FS), 
plano–convex lenses (L1, f = 1000; L2, f 
= 800 mm), a plano-concave lens (L3, f = 
−1000 mm), concave mirrors (CM1, f  = 
1500 mm; CM2, f = 750 mm), periscopes 
(PS), and a double-pass prism compres-
sor (PC).
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path length in air, the spectral change of the SD signal with respect to the time delay of a replica in 
the FROG system was measured for path lengths in the air of 1.6, 1.9, and 2:2 m. Spectral changes 
of the SD signal that indicate negative and positive chirps of the DUV pulse were clearly detected 
at lengths of 1.6 and 2:2 m, respectively. Based on these three observations, the optimum length was 
determined to be 1:9 m, which is the length between the output window of the hollow fiber chamber 
and the sapphire plate in the FROG system. The positive GDD arising from the output window and 
the air was calculated to be 265 fs2 [13].

Figure 1.2.2.2c and d show the spectrum and the temporal profile of the DUV pulse character-
ized by the SD-FROG measurement, respectively. The temporal profile of the pulse contains a 
single pulse with a duration of 9:70:3 fs (the average and standard deviation of three consecutive 
measurements). All the FROG errors in the three measurements were smaller than 0.009. The spec-
tral phase of the retrieved spectrum shown in Figure 1.2.2.2c is almost flat, except for the small-
amplitude modulation over the spectral range 258 to 290 nm. The corresponding temporal phase 
retrieved from the FROG trace does not contain appreciable quadratic- or higher-order phase distor-
tions. The measured pulse duration of 9:7 fs is not far from the TL pulse duration of 7:8 fs; these two 
values differ by only 24%. This difference might be due to higher order dispersion than GDD; that 
is, the complicated structure in the retrieved spectral phase (Figure 1.2.2.2c).

The scheme for generating sub-10 fs DUV pulses by SMI-CFWM is similar to that used in a 
recent theoretical study [11]. The difference between SMI-CFWM and the CFWM in [11] is that 
a 35 fs NIR pulse with a spectrum broadened by SPM [14] is used as the idler in SMI-CFWM, 
whereas a temporally broadened sub-10 fs NIR pulse with a sech2 spectral profile or a Gaussian 
profile is used as the idler in [11]. Moreover, SMI-CFWM generates a single DUV pulse with an 
excellent temporal profile, while the technique reported in [11] generates a sub-10 fs pulse with a 
strong tail. The pulse durations of the NIR and NUV pulses were optimized here by performing a 
simulation using the nonlinear Schrödinger equation to generate a single pulse. The experimental 
demonstration of the generation of a sub-10 fs DUV pulse by SMI-CFWM suggests that the genera-
tion of sub-10 fs pulses by the technique reported in [11] is feasible if the required light sources are 
available because the technique in [11] is simpler than SMI-CFWM.

A shorter pulse can be obtained by using NIR and NUV pulses with spectral widths broader than 
those used here, leading to the possibility of sub-7 fs pulse generation. The pulse energy of the DUV 
pulse generated in this study was limited by the pulse energies of the NIR and

NUV pulses in the hollow fiber: The pulse energy can be increased by using a NUV pulse with 
a higher pulse energy than that used in the current experiment. This may generate a sub-7 fs DUV 
pulse with an energy of several microjoules. Because SMI-CFWM is based on CFWM [10], it is 
possible to use input pulses with energies of several millijoules. NIR pulses with pulse energies of 

  FIGURE 1.2.2.2 Spectra of 
the input: (a) NIR, (b) NUV, 
and output DUV [solid curve 
in  (c)] pulses measured with 
spectrometers. The spectrum 
(solid curve with filled cir-
cles) and spectral phase (bro-
ken curve) measured by the 
FROG are shown in (c), while 
the corresponding temporal 
profile (solid curve with filled 
circles) and phase (broken 
curve) are shown in (d). The 
inverse Fourier transform of 
the solid curve in (c) is shown 
by the solid curve in (d).
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several millijoules, generated by a commercially available Ti:sapphire CPA or optical parametric 
CPA with a high pulse energy and broad spectral width, are ideal for SMI-CFWM enabling sub-
10 fs DUV pulses with energies of several tens of microjoules to be generated, although the pulse 
energy and the pulse duration of the DUV pulse generated in the present study are respectively 
lower and longer than those reported in [9].

1.2.2.4 CONCLUSION

In conclusion, a negatively chirped DUV pulse with a spectral width supporting a 7:8 fs TL pulse 
has been generated by SMI-CFWM. The DUV pulse was compressed to 9:7 fs by propagation in 
air, and the pulse energy of the DUV pulse was 300 nJ. This technique is capable of generating 
ultrashort DUV pulses without using pulse compressors. In a future study, we will demonstrate the 
generation of DUV pulses shorter than 7 fs with pulse energies of several microjoules using a NIR 
pulse with a broader spectral width and a NUV pulse with a higher pulse energy than this study; 
these are small extensions of this research [12].

The work presented in this subsection is reproduced and adapted with permission from [Ref. 12] 
©The Optical Society. Opt. Lett. 35, 1807 (2010) and it was conducted by collaborative work of the 
following people: Y. Kida, J. Liu, T. Teramoto, and T. Kobayashi.
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1.2.3 Generation and 
Optimization of 
Femtosecond Pulses by 
Four-Wave Mixing Process

1.2.3.1  INTRODUCTION

Ultrashort laser pulses are powerful tools for laser spectroscopic techniques that are widely used 
in all fields of science (including chemistry, physics, and biology) and that provide microscopic 
insights into bulk materials, molecules, and chemical and biochemical reactions [1–4]. Advances 
in ultrashort-laser-pulse technology have enabled the generation of sub-10-fs pulses with a central 
wavelength around 800 nm and with nanojoule pulse energies by using Ti:sapphire lasers [5]. Such 
pulses can be compressed to shorter than 5 fs by expanding the spectral width in fibers followed by 
dispersion compensation [6]. By using gas-filled hollow-core fibers or filament compressors, sub-
10-fs pulses with high pulse energies can be produced around wavelengths of 800 and 400 nm with 
kilohertz repetition rates [7–10]. These ultrashort pulses permit the detection of real-time electronic, 
phonon, and vibrational dynamics in various molecular systems and polymers and inorganic bulk 
materials including semiconductors and insulators with an extremely high temporal resolution. On 
the other hand, wavelength-tunable femtosecond pulses are required in various studies of ultra-
fast phenomena. Over the past decades of late 90s and early 00s, wavelength-tunable femtosecond 
lasers with wavelengths ranging from ultraviolet (UV) to mid-IR have been rapidly developed by 
using three-wave mixing in various nonlinear crystals [11–19]. In particular, wavelength-tunable 
few-cycle pulses have been generated at visible wavelengths using noncollinear optical parametric 
amplifier (NOPA) based on beta barium borate crystals. These pulses have been widely used in 
pump-probe experiments [20–24]. Femtosecond midIR pulses can be generated by difference fre-
quency generation in nonlinear crystals [17,18,25], and they have been widely used in 2D-IR spec-
troscopy [26–28]. By achromatic broadband frequency doubling these NOPA pulses, wavelength 
tunable sub-10-fs pulses can be generated in the spectral region of 275–335 nm [29].

Four-wave mixing (FWM) has recently been investigated in various optically transparent media 
as a new method for the generation of tunable ultrashort pulses with ultrabroad spread spectral 
range. Tunable visible ultrashort pulses have been generated by FWM through filament generation 
in a laser-wave guiding long cell filled with argon gas [30]. In addition, femtosecond pulses in the 
deep UV (DUV) and mid-IR have been generated by FWM through filamentation in a gas cell 
[31–34]. Pulses at various UV wavelengths have been generated by cascaded FWM in hollow fibers 
filled with noble gases [35,36]. Sub-10-fs DUV pulses have also been generated by FWM and third-
harmonic generation (THG) in gaseous media [37,38].

It was found that ultrabroad spectra and wavelength-tunable ultrashort pulses could be gener-
ated in bulk media by FWM, if the two pump beams have a finite crossing angle in the medium 
[39–61]. Wavelength-tunable mid-IR pulses could be obtained in the range of 2.4–12 μm by FWM 
in CaF2 and BaF2 plates [39,40]. An idler pulse with ∼30-fs duration around 300 nm was obtained 
by four-wave optical parametric chirped-pulse amplification (OPCPA) in a fused silica plate [41]. 
This is one of the other third-order nonlinear optical processes. In the visible region, spatially sep-
arated cascaded FWM multicolored sidebands have been generated in BK7 glass [42–44], fused 
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silica [45–48], and a sapphire plate [49,50]. Up to as many as 15 sidebands can be obtained, and 
the spectrum of the generated sidebands can extend over more than 1.5 octaves from UV to the 
near-infrared (NIR) [44,45]. Multicolored sidebands have also been observed in many nonlinear 
crystals [51–61]. This phenomenon has been explained in terms of different-frequency resonant 
FWM, and processes which are known such as cascaded stimulated Raman scattering or coher-
ent anti-Stokes Raman scattering are involved. By combining these sidebands into a single beam, 
isolated 25- and 13-fs pulses were obtained in LiNbO3 and KTaO3 crystals, respectively [53,54]. 
It is expected that these multicolored sidebands with broadband spectrum can be used to gener-
ate near-single-cycle pulses [43,44]. These multicolored femtosecond pulses can be conveniently 
used in multicolored pump-probe experiments. The generated multicolored sidebands contain very 
similar wavelengths as the emission wavelengths of various fluorescent proteins, such as green 
fluorescent protein (GFP), cyan fluorescent protein (CFP), and red fluorescent protein (RFP) [62] 
and some semiconductor quantum dots [63,64]. Therefore they are considered to be useful by being 
used in simultaneous multicolored imaging of biological samples by nonlinear optical microscopy 
[65–67]. In addition to these FWM processes, by inducing another intense pump pulse, a weak 
seed pulse can be amplified by noncollinear four-wave optical parametric amplification (FWOPA) 
in a transparent bulk Kerr medium in the UV and NIR spectral regions [68–74].

This subsection presents the recent research that we have done in which we used FWM to gen-
erate and optimize femtosecond laser pulses. It is organized as follows. First, the mechanism of 
cascaded FWM is presented. Second, we discuss the generation of wavelength-tunable multicolored 
15-fs pulses by nondegenerate cascaded FWM in a bulk medium. Self-diffraction (SD) (also known 
as degenerate cascaded FWM) is described as a powerful method for cleaning femtosecond laser 
pulses. Then, we describe using FWM in a gas cell or a hollow fiber to generate ultrashort pulses 
in the UV region. Finally, FWOPA is described and used to simultaneously amplify and compress 
generated FWM signals. Finally, conclusions and future prospects are given.

1.2.3.2  CASCADED FWM IN BULK MEDIA

UV pulses were generated by cascaded FWM in a gas-filled hollow fiber with a collinear configu-
ration in 2001 [36]. Bulk media have large dispersions compared with gaseous media. To generate 
cascaded FWM signals, there should be a small crossing angle between the two incident beams in 
the medium so as to satisfy the phase-matching condition.

1.2.3.2.1 P rinCiPle of CasCaDeD fWM

Cascaded FWM processes are schematically depicted in Figure 1.2.3.1a. The two input beams have 
wave vectors k1 and k2 that have frequencies ω1 and ω2 (ω1 > ω2), respectively. Cascaded FWM is 

( )deconstructed step by step in Figure 1.2.3.1b–e. In the first step, two k 1
1  photons interact with a k( )1

2  
photon to generate a first-order anti-Stokes photon kAS1. A subsequent FWM process among the gen-

( )1 ( )erated kAS1 photon, one k2  photon, and one k 1
2  photon generates a second-order anti-Stokes photon 

kAS2. Thus, all the processes are third-order nonlinear FWM processes. Higher-order signals are 
obtained from the generated lower-order signals; hence, the process is called cascaded FWM. The 
mth-order anti-Stokes sideband has the following phase-matching condition for the different mth-
order components: kASm A= +k k( )m m

S(m−1) − +k k( )
1 ~ 1( )m m(1) − +)

1 k(1
2 ~ 1( )m ω (1)

1 − mω (1)
2 . In each 

FWM step, k (m)  (m) ( )m   ( )m  
1 and k2 photons have the same direction but different frequencies (ω1 andω 2 )

and wave vector magnitudes k ( )m
1  and k ( )m

2 . On the Stokes side, the mth-order Stokes sideband will 
( )have the following phase-matching condition: k k ( )−m ( )−m −1

sm = +S m( )−1 k k2 − ≈1 2( )m k+1

 mk m( 1− −)
1 , 1ω ω≈ +( ) ( 1) − mω ( 1− )

Sm 2 1  

It will be a degenerate cascaded FWM process, if ω1 = ω2.
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Using the phase-matching condition, the dependences of the output central wavelength and 
the exit angles of the cascaded FWM signals on the incident crossing angle were calculated. 
The results showed that the central wavelength of the generated cascaded FWM signals shift 
to shorter wavelengths as the incident crossing angle increases [48]. In addition to the phase-
matching condition, it is also necessary to take into account the group velocity delay between 
the incident pulses and the generated sidebands. The calculation results reveal that using a mate-
rial with a smaller dispersion and thickness will give a broader output spectrum [48]. However, 
a thin nonlinear medium has low energy-conversion efficiency. Therefore, for the selection of 
medium thickness, we must think about the tradeoff between the spectral bandwidth and the 
efficiency. It is determined based on the requirements for laser pulse used in the experiment to 
be performed.

A numerical simulation of this process revealed the main characteristics of highly nondegen-
erate cascaded FWM of noncollinear femtosecond pulses in the spatial, spectral, and temporal 
domains [44].

1.2.3.2.2  Generation of WaVelenGth-tUnable self-CoMPresseD 
MUltiColoreD PUlses by nonDeGenerate CasCaDeD fWM

According to the phase-matching condition, to generate wavelength-tunable multicolored pulses 
in a bulk medium by cascaded FWM, the two incident pulses should have different central wave-
lengths. In the present case, in addition to the Ti:sapphire laser pulse at 800 nm (beam 1), a pulse 
with a wavelength around 700 nm was generated by filtering the broadband spectrum generated 
in a hollow-fiber compressor (beam 2). The experimental setup is described in detail in [45–48]. 

  FIGURE 1.2.3.1 (a) Phase-
matching geometry for cas-
caded FWM. Phase-matching 
geometries for generating 
(b) AS1, (c) AS2, (d) AS3, and 
(e) S1. k1 and k2 are the two 
input beams. The angle α is the 
crossing angle between the two 
input beams in the medium [48].
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Negatively chirped or nearly transform-limited output pulses can be produced by FWM when one 
pump beam is negatively chirped, and the other is positively chirped, both of which are properly 
chirp controlled [47,48]. This principle can be easily explained. Both chirped input pulses can be 
written as E 2 2

j(t) ∝ exp{i[ωj0t + φj(t)]}, with j = 1,2, where beam 1 is negatively chirped (∂ φ1(t)/∂t  < 0), 
and beam 2 is positively chirped (∂2φ (t)/∂t2

2  > 0).
The mth-order anti-Stokes signal can be expressed as

 EASm 1( )t i∝ +exp{ [((m m1)ω ω0 2− +0 1) (t m + −1)ϕ ϕ( )t m 2(t))]} 

Given ∂ ∂2ϕ ϕ2 2
1( )t t/ 0< ∂and (2 t t) / ∂ >2 0, we obtain

 ∂ ∂2ϕ ϕ( )t t/ (2 2m t 2
AS = +1)∂ ∂( ) / (2 2

m 1 t m− ∂ ϕ2 t t) / ∂ < 0 

This implies that the mth-order anti-Stokes signal is also negatively chirped. Nearly transform-
limited pulses will be produced when the negative chirp of the anti-Stokes sidebands just compen-
sates for the dispersion of the transparent bulk medium and the phase change in the medium. This 
phase-transfer method has also been used for three-wave mixing [75,76].

The photograph in Figure 1.2.3.2a shows the generated multicolored sidebands viewed on a white 
sheet of paper placed about 30 cm behind the glass plate. These sidebands are well separated in space. 
The incident pulse of beam 1 was positively chirped from 35 to 75 fs by passing it through a bulk 
medium. The pulse of beam 2 was negatively chirped to 45 fs by chirped mirrors. The diameter of 
beam 1 (beam 2) on the surface of the 1-mm-thick fused silica plate was 250 μm (300 μm) in the verti-
cal direction and 300 μm (600 μm) in the horizontal direction. Beams 1 and 2 had input pulse energies 
of 24 and 15 μJ.

The spectra of the sidebands from the first-order anti-Stokes (AS1) through to the fifth-order 
anti-Stokes (AS5) signals extend from 450 to 700 nm when the incident crossing angle was 1.78° 
(see Figure 1.2.3.2b). The spectra of AS2 and AS3 can be simultaneously tuned by varying the inci-
dent crossing angle in the range of 1.78°–2.78° (see Figure 1.2.3.2c). The spectrum of AS3 at 1.78° 
is located between the spectra of AS2 when the crossing angle is between 2.23° and 2.78°, dem-
onstrating that the sideband spectra are continuously tunable with no gap in between. The central 
wavelength of the generated sideband is different in different bulk media, even at the same incident 
crossing angle [48].

We can generate 15-fs AS1 and 16-fs AS2 pulses by simply adding a glass plate to compen-
sate the negative chirp. The pulses were measured using a cross-correlation frequency-resolved 
optical gating (XFROG) and were retrieved using commercial software (Femtosoft Technologies).  

  FIGURE 1.2.3.2 (a) Photograph 
of sidebands on a sheet of white 
paper placed 30 cm after the glass 
plate when the crossing angle 
between the two input beams is 
1.78°. The first, second, and third 
spots from the right-hand side are 
beam 2, beam 1, and AS1, respec-
tively. (b) Spectra of the sidebands 
AS1 to AS5 (from longer to shorter 
wavelength) when the crossing 
angle between the two input beams 
is 1.78°. (c) Spectra of AS2 (solid 
lines) and AS3 (dashed lines) for 
crossing angles of 1.78°, 2.23°, and 
2.78° (from longer to shorter wave-
length for AS2 (solid curves) and 
AS3 (dashed curves)). [47].
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A 1-mm-thick CaF2 plate is used to compensate the dispersion of AS1. The retrieved spectral phase 
of AS1 still exhibits a clear negative chirp. Figure 1.2.3.3a–d shows the recovered intensity profiles, 
spectra, and phases of AS1 and AS2. The spectral phase indicates that both pulses have a small 
negative chirp. A shorter pulse is expected to be obtained when the negative chirp is completely 
compensated. AS1 and AS2 have output pulse energies of 0.65 and 0.15 μJ, respectively. Due to 
self-focusing and FWM, the spatial modes of the sidebands have perfect Gaussian profiles and good 
beam qualities, as reported earlier [45–48]. Angular dispersion occurs in the generated cascaded 
FWM beams due to phase matching in the noncollinear parametric process [48].

1.2.3.2.3  PUlse CleaninG by DeGenerate CasCaDeD fWM

When the two incident pulses have the same central wavelength, the generated cascaded FWM 
signals will have the same central wavelength as the incident pulses. This process, which is also 
known as SD, has been extensively used to measure pulse duration using SD-FROG [77]. It has 
recently been used to smooth laser spectra and clean laser pulses after passing through a hollow-
fiber compressor [10,78].

Pulses with high temporal contrast are important for generating plasmas, since they suppress 
the generation of undesirable preplasma [79,80]. Recently, a third-order nonlinear process, cross- 
polarized wave generation, has been studied extensively, and it has been used to enhance the t emporal 
contrast of femtosecond laser pulses [81]. Like the cross-polarized wave generation process, SD is a 
third-order nonlinear process that can also be used to improve the temporal contrast of femtosecond 
pulses. SD has the advantage that the generated SD signals are spatially separated from the incident 
beams so that polarization discrimination is not necessary. In a nonresonant electronic Kerr medium, 
SD occurs over a femtosecond time scale because of inertia-free interaction [82]. Consequently, it 
can be used to clean even picosecond pulses. The intensity of the first-order SD signal (SD1) can be 
described by the following equations in both frequency and time domains [77]:

 

2
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  FIGURE 1.2.3.3 (a) Recovered 
spectrum (solid black curve), spectral 
phase (solid blue curve), and mea-
sured spectrum (dotted red curve) of 
AS1. (b) Recovered intensity profile 
and phase of AS1. The dotted red 
curve is the transform-limited (9 fs) 
pulse profile of AS1. (c) Recovered 
spectrum (solid black curve extend-
ing ~600nm to ~675nm), spectral 
phase (solid blue curve extending 
from 600nm to 685nm), and mea-
sured spectrum (dotted red curve) 
of AS2. (d) Recovered pulse profile 
(curve with 16-fs FWHM mark) and 
phase (nearly constant phase value 
around 4.0 radian) of AS2. The dot-
ted red curve is the transform-limited 
(12 fs) pulse profile of AS1 [47].
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 Isd1 1∝ −I t2 ( ) I t−1 ( )τ  

where ωsd1 is the angular frequency of the SD1 signal and ω1 and ω−1 are those of the two incident 
beams, Δkz is the phase mismatch, and L is the path length in the medium. As can be seen, the spec-
tral intensity of the SD1 signal is an integral of the spectral intensity of the two incident pulses. This 
implies that the SD1 signal intensity for each wavelength component is an average contribution over 
the whole spectral range of the incident pulses. Therefore, the SD1 signal spectrum is automatically 
smoothed. The pulse duration of the SD1 signal will be at most √3 shorter than that of the incident 
pulse [83].

A proof-of-principle experiment was performed with a Ti:sapphire laser. Two incident beams 
were focused into a 0.5 mm-thick fused silica plate with a crossing angle of about 1.5°. The silica 
plate was located about 20 mm behind the focal point. Both beams had 1/e2 diameters of about 
360 μm on the glass plate. The transmission pulse energies of the two incident beams after the glass 
plate, beam_1 and beam_−1, were 40 and 51 μJ, respectively. The SD1 signals generated in addition 
to beam_1 and beam_−1 had pulse energies of about 5 and 6 μJ. The energy-conversion efficiency 
from the input laser beams to the two SD1 signals was about 12%. Due to the low pulse energy 
and low power of the generated SD signals, we performed a second-order autocorrelation (SAC) 
measurement to measure the temporal contrast. This measurement requires a much lower incident 
pulse energy and is more sensitive to low-energy noise than other measurement techniques that 
use third-order nonlinear processes because it involves only one second-order nonlinear process 
[77,84]. The pulse durations of the input pulse and the SD signal were measured using a second 
harmonic generation FROG (SHG-FROG).

Figure 1.2.3.4 shows that the pulse is cleaned, even in 1 ps, and that extraneous components are 
removed, while the main pulse remains. For the incident pulse, the SAC peak intensity around ±0.7 
ps is about 1.2 × 10−2 of the main pulse. The SAC of the SD1 signal has a small peak at the same 
delay that is less than 1.2 × 10−6 of the main pulse, which is four orders of magnitude smaller and 
is less than the cube of 1.2 × 10−2 (i.e., 1.7 × 10−6). The pulse is self-compressed in this process; in 
addition, self-focusing also improves the temporal contrast. In nonresonant electronic Kerr media, 
self-focusing is instantaneous and it has a power threshold due to competition with diffraction. The 
intensity-dependent self-focusing effect increases the main pulse intensity, whereas amplified spon-
taneous emission and noise peaks are not enhanced. Consequently, the intensity enhanced main 
pulse has a much improved temporal contrast. When the glass plate is located after the focal point, 
the generated SD1 signal has a smaller divergence angle than the scattered light due to self-focusing; 
this reduces the noise of the scattered light.

  FIGURE 1.2.3.4 SAC intensity 
of the incident pulses (dotted blue 
curve) and SAC intensity of the SD1 
signal when the incident beams were 
incident at the Brewster angle (solid 
black curve) and perpendicular (dash-
dotted red curve) to the glass plate for 
delay times from −6 to 6 ps and with 
a 5-fs/step resolution [78].
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Due to the convolution effect, the spectrum of the SD1 signal is smoother and broader than the 
input laser spectrum (see Figure 1.2.3.5a)

The pulse duration of the SD1 signal for a zero delay time was shortened from 75 to 54 fs rela-
tive to the input pulse (see Figure 1.2.3.5b). The retrieved temporal and spectral phases of the SD1 
signal were found to be smoothed with some positive chirp. In the medium, self-phase modulation 
(SPM) and cross-phase modulation (XPM) accompany SD. The peak wavelength of the SD1 signal 
was shifted about ±10 nm at a delay time of ±33 fs (the positive sign indicates that beam_1 is ahead 
of beam_−1) due to XPM and the small-frequency chirps of the incident pulses (see Figure 1.2.3.5c) 
[74]. The retrieved spectral phase also shows that the reduction or enhancement of the chirp rates 
depends on the sign of the delay time for the same SD1 signal (see Figure 1.2.3.5c). Using suitable 
delay times and chirps of the incident pulse will induce self-compression of the SD1 signal to a 
nearly transform-limited pulse. As shown in Figure 1.2.3.5b, the pulse duration was shortened to 
39 fs, which is close to its transform-limited pulse duration of 33 fs.

As in cascaded FWM experiments [45–48] and pulse compression experiments in bulk media 
[85], the spatial profile and beam quality of the SD1 signal were improved in this SD process 
 compared with the input laser beam due to spatial filtering induced by the self-focusing in the 
medium which is another third-order nonlinear optical phenomenon. The 2-D beam profile of the 
SD1 signal is improved from an asymmetric incident beam to a nearly symmetric Gaussian beam 
(see inset of Figure 1.2.3.5d). M2 of the SD1 beam was also improved from 1.6 of the input laser 
beam to 1.3. M2 is the value representing the laser beam quality factor. This value of laser beam 
for single-mode gaussian beam it is 1.0 and provide minimal spot size at the focus plane and beam 
with M2 larger than unity spot size is larger. In this case mode pattern is considered to be decom-
posed into multiple spatial modes which are composing orthogonal sets of mode functions in two-
dimension space.

  FIGURE 1.2.3.5 (a) Measured 
spectrum (thick curve) and 
retrieved spectral phase (thin 
curve) of the incident pulse 
(solid black curve) and the 
SD1 signal (dotted red curve). 
The thin dash-dotted blue 
and magenta curves show the 
retrieved spectra of the SD1 and 
the incident pulse, respectively. 
(b) Retrieved temporal profile 
(thick curve) and temporal phase 
(thin curve) of the incident pulse 
(solid black curve), and the SD1 
signals at delay times of 0  fs 
(dash-dotted red curve) and + 
33 fs (dotted blue curve). (c) 
Measured spectra (thick curve) 
and retrieved spectral phase 
(thin curve) of the SD1 signals 
for delay times of 0  fs (solid 
red curve), −33 fs (dash-dotted 
magenta curve), and + 33 fs 
(dotted blue curve). (d) M2 and 
2-D beam profiles of the inci-
dent beam (black squares; upper 
pattern) and the SD1 signal (red 
circles; lower pattern) [78].
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1.2.3.3  UV PULSE GENERATION BY FWM IN HOLLOW FIBER

This subsection discusses in terms of degenerate FWM in a gas to generate ultrashort DUV pulses. 
Unlike bulk media, gases cannot be optically damaged making them suitable media for frequency 
conversion of intense pulses. The gas may be suffered from breakdown by ionization to form plasma 
composed of ions of gas material. This kind of phenomena takes place at much higher intensity level 
of focused laser.

Here we discuss the case of lower level than such processes as break down case but high enough 
for the nonlinear optical phenomena of frequency conversion take place. Since a gas medium has 
a much lower density than a bulk medium, a long interaction length or input pulses with high peak 
intensities are necessary to achieve a high frequency-conversion efficiency. There are two ways to 
realize a long interaction length: filamentation or using a hollow waveguide. The former method 
forms a filament by spatially and temporally overlapping two input laser pulses (i.e., the pump and 
idler pulses) [30,31,34]. The laser beams propagate with a constant beam size in the filament so 
that a long interaction length is realized. An energy-conversion efficiency from the pump to the 
signal of 4% and generation of a DUV pulse with an energy of 20 μJ have been demonstrated [31]. 
In this approach, input pulses with high peak intensities are necessary to form a filament. The 
signal-generation stability depends on the stability of the filament. The latter method uses a hollow 
waveguide to achieve a long interaction length, which is determined by the waveguide length [37] 
and is independent of the input pulse parameters. Unlike free-space propagation, the waveguide has 
a negative group-velocity dispersion (GVD) that is used to cancel the positive GVD induced by the 
gas medium. This allows the phase-matching condition to be satisfied for a high energy-conversion 
efficiency [36,37]. FWM in a hollow waveguide is thus applicable for energy conversion of laser 
pulses with low peak intensities as well as laser pulses with high peak intensities. Another advan-
tage of this method is the high beam quality of the signal pulse generated in the waveguide.

FWM in a gas has been utilized to generate ultrashort DUV pulses. FWM in a filament has been 
used to generate 12-fs DUV pulses [31] and FWM in a hollow waveguide can produce 8-fs DUV 
pulses [37] after passing through a dispersion compensator which is composed of a grating compres-
sor. Wavelength-tunable UV laser pulses can also be generated by combining FWM with NOPA [86]. 
Since chirped mirrors are not available in the DUV region because of poor reflectivity, dispersion 
compensation in this wavelength region must be performed using a grating compressor or a prism 
compressor. Since both compressors produce large third-order dispersion (sometimes too large for fine 
tuning), it may be necessary to use two of the following three elements, a grating compressor, a prism 
compressor, and a deformable mirror, to compensate third or higher order dispersion to generate a 
pulse shorter than 8 fs by fine-tuning. However, this requires a complex optical setup with some adjust-
able stage or mover to obtain the best chirp compensation condition, which leads to a large energy loss.

Wojtkiewicz et al. proposed a method for achieving chirped pulse FWM [87,88]. In this scheme, 
chirped input pulses are used to generate a negatively chirped signal pulse. The chirped signal pulse 
can be compressed by propagation through a transparent medium so that no external pulse compres-
sor is required. Precise dispersion compensation is possible by selecting an appropriate transparent 
medium, such as magnesium fluoride that has no appreciable high-order GVD in the DUV region 
[87–90]. Since the input pulses are chirped and have lower peak intensities than the corresponding 
transform limited pulses, a hollow fiber is suitable for chirped-pulse FWM.

Because chirped input pulses are used, SPM and XPM, which broaden the signal spectrum [37], 
hardly occur so that the signal pulse bandwidth is mainly determined by the input pulse bandwidths. 
To generate a sub-10-fs DUV pulse by chirped-pulse FWM, it is necessary to use a broadband idler 
or a pump pulse that supports a sub-10-fs transform-limited pulse duration [90].

Our group has recently generated a sub-10-fs DUV pulse by using a self-phase-modulated pulse 
as the input idler for chirped-pulse FWM [91]. Using a broadband idler supporting a sub-10-fs trans-
form-limited pulse duration leads to the generation of a DUV pulse with a pulse duration shorter 
than 10 fs. The following section describes the principle of broadband chirped-pulse FWM using a 
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self-phase-modulated idler pulse. After presenting a scheme for this process, the properties of the 
experimentally generated sub-10-fs DUV pulses are discussed.

1.2.3.3.1  ChirPeD-PUlse fWM in a Gas-filleD holloW WaVeGUiDe

In degenerate FWM with energy conservation ωsig = 2ωpump − ωidler, using a negatively chirped 
pump pulse and a positively chirped idler pulse produces a negatively chirped signal pulse [87,88]. 
Figure 1.2.3.6 shows a schematic diagram of this process (it is similar to that shown in [89]. In addi-
tion, the figure shows that the negative frequency chirp in the signal is due to the positive frequency 
chirp in the idler. The idler frequency increases with time, whereas the signal frequency decreases 
with time. A negative frequency chirp in the pump pulse leads to a negative frequency chirp in the 
signal pulse, which can be explained in a similar manner as the relation between the frequency 
chirps of the idler and the signal.

Signal pulse generation by FWM in a gas-filled hollow fiber generated by input pulses propagat-
ing along the z-axis is expressed by [92]

∂ε s  ω = +ε i 2 { } ε ε2 + +2
 iD s n T 2 2 ε ε2  + −ε ε2 *

s s s s p i S p i exp( )i z∆β  (1.2.3.1)
∂z  c   

−α β( )2
S   2

S S ∂   β( )3   ∂3 
 D iS = − + i +   2   2 2 3  ... (1.2.3.2)

   ∂t   6   ∂t 

where βs is the propagation constant of the signal pulse inside the hollow fiber [93], the asterisks 
indicate complex conjugates, ωs is the angular frequency of the electric field, and n2 is the nonlinear 
refractive index of the core medium. The phase mismatch is given by ∆ =β βi s+ −β β2 p and the 
higher order dispersion is β( )n

S = ∂n nβ ω/ ∂ ω ω= k  αs is the loss constant of the gas-filled hollow wave-

guide at the signal frequency [93]. T is s= +{ }1 /( )ω ( )∂ ∂/ t  contains the effect of self-steeping, Aeff 
is the effective core area, and c is the speed of light in vacuum [94,95]. The complex electric field 
amplitudes of the signal, idler, and pump pulses are, respectively, εs, εi, and εp in Eq. (1.2.3.1), which 
is expressed in a frame of reference propagating with the signal group velocity.

For chirped-pulse FWM with input pulses having low peak intensities and a low-density gas 
medium, the terms related to SPM and XPM in Eq. (1.2.3.1) may be dropped. By assuming an input 
pump energy that is sufficiently low to neglect the pump depletion, a negligibly small GVD due to 
the low gas density to satisfy phase matching [37], and a negligibly low propagation loss, the propa-
gation of the signal pulse generated by FWM is expressed as

 zn2ω S 
S t z 2   ε ( )  ( ) π  , e=  A t p iA t( ) xp i t2φ φ( ) − +( )t

 cAeff    p i
2   (1.2.3.3)



FIGURE 1.2.3.6 Energy diagram for chirped-pulse 
FWM.
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In deriving Eq. (1.2.3.3), ε p i, ,( )t A= p i ( )t iexp[ φp i, ( )t ] was substituted into the coupled Eq. (1.2.3.1), 
where Ap, i (t) and ϕp, i(t) are, respectively, the real amplitudes and phases of the pump and idler. 
Differentiating the phase term in Eq. (1.2.3.3) gives the time evolution of the instantaneous signal 
frequency, which is expressed as 2 /d tφ φp i( ) dt − d t( ) /dt. This explains the relation between the fre-
quency chirp in the input pulses and the chirp in the signal, as discussed earlier.

1.2.3.3.2  broaDbanD ChirPeD-PUlse fWM

To generate a broadband signal pulse by chirped-pulse FWM, a broadband pump pulse or a broad-
band idler pulse is necessary. For this purpose, a self-phase-modulated pulse is used as an input 
pulse for chirped-pulse FWM. By using SPM in a hollow waveguide filled with a noble gas [96], 
it is possible to expand the spectral width of a 30-fs pulse generated by a commercial Ti:sapphire 
chirped-pulse amplifier to a spectral width that supports 5-fs transform-limited pulses. However, 
a self-phase modulated pulse contains nonlinear phase distortion in its temporal profile, which 
is related to the spectral intensity and phase distribution of the pulse. Specifically, SPM induces 
phase modulation within the temporal profile of a laser pulse that varies proportionally with the 
temporal intensity distribution of the laser pulse [94]. The pulse contains a positively chirped cen-
tral region that is suitable for chirped-pulse FWM, but it also contains a negatively chirped time 
range in both leading and trailing edges. Such nonlinear frequency modulation produces dips in 
the spectrum. When a self-phase-modulated pulse is used as the input for chirped-pulse FWM, 
the nonlinear phase distortion in the SPM idler may be transferred to the signal pulse, resulting in 
a nonlinear temporal phase and a nonuniform signal spectrum due to complex interference among 
the different time domains. However, this does not matter, if the pump pulse is much shorter (i.e., 
less than about 50%) than the idler pulse. Since a signal pulse is generated only in the temporal 
region in which the two input pulses overlap, by employing a short pump pulse, it is possible to 
generate a signal pulse that results from only the interaction between the central region (which is 
free of nonlinear temporal chirp) of the self-phase-modulated idler and the pump pulse. In this 
case, the idler pulse behaves as if it is a linearly chirped broadband pulse. When the amplitudes 
of the input idler and pump pulses are given by Gaussian functions and the pump pulse is at 
least two times shorter than the idler pulse, the signal becomes a linearly (negatively) chirped 
Gaussian pulse (see Figure 1.2.3.7) and a smooth spectral shape is obtained. A nearly Fourier 
transform limited (FT-limited) pulse duration is available for the signal after compensating the 
negative frequency chirp, provided that a positive group-delay dispersion (GDD) is added to the 
signal without adding substantial high-order GVD. Such dispersion compensation is realized 
using a transparent medium (e.g., magnesium fluoride) whose absorption wavelength is far from 
the signal wavelength.

  FIGURE 1.2.3.7 Frequency 
sweep of a SPM idler with respect 
to time for a pump pulse that is 
shorter than the idler. The shorter 
pump produces a linearly chirped 
signal and a smooth spectral 
profile.
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1.2.3.3.3  PraCtiCal issUes in broaDbanD ChirPeD-PUlse fWM

Figure 1.2.3.8 shows an example of an experimental setup for demonstrating the afore-described 
broadband chirped-pulse FWM. A femtosecond NIR pulse from a Ti:sapphire chirped-pulse ampli-
fier is split into two pulses. One is used for generating a broadband idler and the other is used for 
generating a pump pulse by frequency doubling the NIR pulse. Before the idler is used as the input 
for FWM, its spectral width is expanded by SPM in a gas-filled hollow waveguide. The near-UV 
(NUV) pulse generated through frequency doubling is stretched by a prism pair (prism compressor) 
that induces a negative frequency chirp.

The NUV pump pulse duration is lengthened in this process, but it remains shorter than the 
broadband idler pulse duration. Finally, the SPM idler and the negatively chirped pump pulses are 
spatially and temporally synthesized in a gas-filled hollow waveguide to generate a signal pulse 
by FWM. Filamentation in a gas cell [30,31] could also be used when the input pulse energies are 
above about 1 mJ.

As discussed earlier in this subsection, the pump pulse should be shorter than the idler to gener-
ate a signal pulse with a smooth spectral shape. Two procedures can be considered to realize this 
condition: pulse broadening (t-broadening) in a transparent medium before (Procedure 1) or spec-
tral broadening (ω-broadening) by SPM after (Procedure 2).

Procedure 1: t-broadening first: The self-phase modulated idler has a broad spectral width, 
and consequently the temporal profile of the self-phase modulated idler is substantially 
distorted by high-order dispersion in a transparent medium. Moreover, the phase of the 
self-phase modulated pulse is nonlinear in terms of its temporal evolution. The positive 
chirp in the central region is enhanced by the positive GVD in the transparent medium, 
while the negative chirps in the leading and trailing edges are compensated and produce 
intense spikes due to the GVD. This affects the temporal profile and, thus, the spectrum 
and spectral phase of the signal generated by FWM are distorted. Furthermore, the tempo-
ral width of the positively chirped region of the self-phase modulated idler is not effectively 
expanded in this case.

Procedure 2: ω-broadening first: On the other hand, pulse broadening of the idler before spec-
tral broadening is useful. In this case, the positive frequency chirp induced by the transpar-
ent medium and the positive frequency chirp induced by SPM both contribute to generate a 
positive chirp. This leads to a wide positively chirped region within the idler pulse duration 
because of the extended pulse duration of the idler prior to SPM. The positive chirp due 
to the transparent medium, which is produced before SPM, partially cancels the negative 
chirp at the leading and trailing edges of the idler pulse induced by SPM. Since the pulse 
duration of the idler is already broadened by GVD in the transparent medium, it is not 
necessary to significantly increase the pulse duration after spectral broadening. Distortion 

FIGURE 1.2.3.8 Scheme for broadband chirped-pulse FWM. 
SHG, second harmonic generation; CPA, chirped-pulse amplifier.
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in the temporal profile of the broadband idler can be minimized in this case, making it 
possible to generate a signal with smooth temporal and spectral profiles. It also minimizes 
the high-order spectral phase in the signal, resulting in the generation of a single ultrashort 
pulse after dispersion compensation.

A prism compressor can be used for providing negative-chirping to a NUV pump pulse with a n arrow 
spectral width whose transform limited pulse duration is longer than about 30 fs. A prism com-
pressor generally induces a large negative third-order dispersion as well as a negative group-delay 
 dispersion. This distorts the temporal profile and the phase of a pulse when the pulse has a wide 
bandwidth that can support a pulse duration shorter than 10 fs. However, this does not matter for nar-
rowband pulses since the nonlinear spectral phase distortion due to the third-order spectral phase 
distortion lies outside the narrow bandwidth. Chirped mirrors can also be used to negatively chirp a 
NUV pulse. Although chirped mirrors for NUV pulses have oscillations in their dispersion curves, 
their effect may not be significant for a narrowband pulse that has a transform-limited pulse duration 
longer than 30 fs.

By spectral broadening (ω broadening) of the idler pulse rather than that of the NUV pump pulse 
and by prechirping the idler pulse prior to spectral broadening (t-broadening first), it is possible to 
generate a nearly linearly chirped signal pulse. This results in minimal distortion of the phases and 
temporal profiles of the input pulses, and, thus, provides smooth temporal profile and phase to the 
signal pulses. The experimental scheme discussed above is used in [91].

1.2.3.3.4  sUb-10-fs DUV PUlses GenerateD by broaDbanD ChirPeD-PUlse fWM

The energy-conversion efficiency from the pump to the signal is determined by the input pump 
and idler intensities. Since the responsive efficiency is nonlinear with respect to the pump intensity, 
the conversion efficiency of the partial fractional intensity of the pump to the signal is much more 
sensitive to the pump intensity than the case of the conversion efficiency of the pump to the idler. 
Because of this nonlinearity when chirped input pulses are used, chirped-pulse FWM has a lower 
energy conversion efficiency than FWM that uses transform-limited input pulses [31,37]. Therefore, 
chirped-pulse FWM is not useful for generating high-energy DUV pulses when only a low-energy 
pump pulse is available. In the case of a chirped pump pulse with a pulse energy of about 100 μJ, the 
pulse energy of a signal pulse generated by broadband FWM is limited to 300 nJ [91]. Increasing the 
pulse energy (and thus the intensity) of the pump pulse will significantly increase the signal pulse 
energy. Using a 1-mJ pump pulse, it is expected to be possible to generate a signal pulse with an 
energy of several tens of microjoules [88,90,92].

It is possible to generate a broadband signal pulse with a spectrum extending from 260 to 290 nm 
using FWM with a broadband chirped pulse [91]. In general, the signal spectrum differs from both 
spectra of the idler and pump pulse except partial degenerate FWM case. The difference in the spec-
trum in some cases is introduced by the effects of pulse durations. For example, in an experiment, 
the idler spectrum contained two deep dips, whereas the signal spectrum had only one deep dip 
(see Figure 1.2.3.9) [91]. This difference in spectral shapes is related to the different pump and idler 
pulse durations, as discussed above. Contrary to the discussion, the spectral shape of the signal is not a 
single peaked (Gaussian shape) pulse. This is due to the pump pulse not being sufficiently shorter than 
the idler pulse. A signal pulse with a Gaussian-shaped spectrum can be generated, if a larger chirp 
than that in the experiment is added to the idler prior to spectral broadening by SPM [92].

A broadband negatively chirped DUV pulse is generated in broadband chirped-pulse FWM. The 
pulse can be easily compressed by a normal GVD induced by a transparent medium. Unlike the 
case when prism and grating compressors are utilized, third-order dispersion is not introduced in 
this case, and the pulse energy loss is small. For example, in an experiment, a DUV pulse generated 
by broadband chirped-pulse FWM had a negative GDD of 265 fs2 [91]. Some of the GDD was par-
tially compensated by the positive GDD induced by the magnesium fluoride output window of the 
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hollow-fiber chamber, which generated FWM. The residual negative GDD in the DUV pulse was 
compensated by propagation in the air [91]. In such a case of air compensation, experiment using the 
pulse output (e.g., femtosecond time-resolved pump-probe spectroscopy) must be well designed in 
such a way that the optimally shortened pulse duration is satisfied at the sample position. SD-FROG 
measurements are useful for optimizing the path length in air. In a FROG, the edge of an aluminum 
mirror is used for beam splitting, which results in negligible pulse broadening [37]. The spectral 
change of the SD signal with respect to the time delay of a replica is sensitive to the GDD of a pulse 
to be measured [97]. In the experiment, only three SD-FROG measurements were used to optimize 
the path length and, thus, the positive GDD induced by the air [91]. The DUV pulse duration was 
compressed to shorter than 10 fs. The same pulse compression can also be realized by varying the 
path length of the pulse in a pair of wedges made of a set of MgF2 or CaF2 thin plates.

The DUV pulse duration can be precisely compressed in broadband chirped-pulse FWM. The pulse 
compression procedure is relatively simple, as discussed above. The transform limited pulse duration 
estimated from an experimentally measured spectrum is 8 fs, while the corresponding measured pulse 
duration after dispersion compensation is 9.7 fs [91]. These pulse durations differ by only 24%.

The compressed signal pulse has a smooth temporal profile (see Figure 1.2.3.9c). It contains 
almost no satellite pulses; the energy of the satellite pulses is smaller than 5% of the total pulse 
energy. In broadband chirped-pulse FWM, a linearly chirped DUV pulse is obtained by using a 
pump pulse that is shorter than the idler pulse. The linearly chirped DUV pulse has a smooth tem-
poral profile and, hence, has almost no high-order spectral phase distortion. An ultrashort DUV 
pulse with a single pulse structure can be generated by compensating the negative GDD in the DUV 
pulse without inducing a substantial high-order dispersion by using a transparent medium.

1.2.3.4  FOUR-WAVE OPTICAL PARAMETRIC 
AMPLIFICATION (FWOPA) IN BULK MEDIA

We have demonstrated using FWM to generate and clean femtosecond laser pulses in both gases and 
bulk media. Another FWM process, FWOPA, has recently been used to amplify ultrashort pulses in a 
glass plate at different wavelengths [69–74]. This method is particularly useful in the UV region, due 
to the lack of suitable nonlinear crystals in this region. Here, we demonstrate that a weak laser pulse 
can be simultaneously amplified and compressed by using another intense laser pulse [74].

The principle of this method is schematically illustrated in Figure 1.2.3.10a. An intense pump 
beam and a weak seed beam are focused onto a glass plate with a crossing angle α. When the pump 
and seed pulses are synchronous in time and overlap in space in a transparent bulk medium, the seed 
pulse spectrum will be broadened due to XPM in the medium induced by the intense pump pulse. 

  FIGURE 1.2.3.9 Spectra of 
the input (a) NIR and (b) NUV, 
and output DUV [solid line in (c)] 
pulses measured with spectrom-
eters. The spectrum (solid line 
with filled circles) and spectral 
phase (broken line) measured by 
the SD-FROG are shown in (c), 
while the corresponding tempo-
ral profile (solid line with filled 
circles) and phase (broken line) 
are shown in (d). The inverse 
Fourier transform of the solid 
line in (c) is indicated by the 
solid line in (d) [91].
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Furthermore, the weak seed pulse will be simultaneously amplified when the crossing angle α satis-
fies the phase-matching condition for FWM [68–74].

According to the phase-matching condition, the crossing angle αin in the medium is given by 
cos [α in (2k k) ]2 2 2

p s+ − k ki p/ 4 ks terms of the wavenumber k, where the subscripts p, s, and i indicate 
the pump, seed, and idler beams, respectively. Figure 1.2.3.10b and its inset show phase-matching 
curves for the crossing angle in air α as a function of the seed wavelength for fused silica and CaF2, 
respectively. The pump pulse has typical wavelengths of 800 and 400 nm for fused silica and CaF2, 
respectively. There is a broad phase-matching bandwidth around 500 nm (250 nm) when the cross-
ing angle α is about 3.1° (6.4°), as shown in Figure 1.2.3.10b.

The intense pump pulse at 800 nm simultaneously spectrally broadens and amplifies the incident 
seed pulse AS1 at 620 nm when the crossing angle α is around 2.80° ± 0.05°. Figure 1.2.3.11a shows 
the spectral profile and intensity of the amplified pulse as a function of the delay time tps. The 400-
nJ incident pulse was amplified to 1.1 μJ with a 140 μJ pump pulse. Cascaded FWM signals were 
simultaneously generated around 500 nm with 250 nJ, as shown in the photograph in the inset of 
Figure 1.2.3.11a. Figure 1.2.3.11b shows the output energy of the seed pulse as a function of the 
pump intensity at a delay time of 0 fs. Much higher output energies are expected to be obtained when 
a cylindrical lens is used for focusing [69–71]. The thin glass plate ensured that the phase-matching 
spectral bandwidth was broad. Consequently, broadband amplification could still take place in the 
spectral range around 620 nm.

A quasi-linear chirp can be introduced across the weak seed pulse when the pump pulse is much 
wider than it [98]. The phase induced by XPM can also be compensated by using a pair of chirped 
mirrors. Furthermore, XPM-based compressors are more flexible than SPM ones because the phase 
can be tuned by the pump pulse independently from the idler pulse. After passing through the 
chirped mirrors for four bounces (−40 fs2/bounce), the pulse was compressed from 22.6 to 12.6 fs 

  FIGURE 1.2.3.10 (a) Schematic 
showing experimental setup. α is the 
crossing angle. (b) Phase-matching 
curves for the crossing angle α as 
a function of the seed wavelength 
for fused silica (CaF2, inset) when 
the pump pulse was fixed at wave-
lengths of 780, 800, and 820 nm 
(curves from the bottom to top 
are correspondingly for 820 nm, 
800 nm, and 780 nm at the wave-
length at 1um. (400 nm, inset) [74].
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(see Figure 1.2.3.11c), which is close to the calculated transform-limited pulse width of 10.5 fs with 
only 20% longer duration. Figure 1.2.3.11d shows the incident laser spectrum, the broadened and 
retrieved spectrum, and the spectral phase of the compressed pulse. Several pulses with different 
wavelengths can be simultaneously guided into this system; the system will then simultaneously 
amplify these pulses and broaden their spectra [74].

1.2.3.5  CONCLUSION AND PROSPECTS

FWM has been used to generate and optimize ultrashort laser pulses. Self-compressed 15-fs mul-
ticolored pulses are simultaneously generated with a very broad spectral range extending from 
UV to NIR by cascaded FWM in a bulk medium. The wavelengths of the generated multicolored 
pulses can be tuned by varying the incident-crossing angle. Studies on degenerate and nondegener-
ate cascaded FWM reveal that the generated cascaded signals have not only broader and smoother 
spectra, but also shorter and cleaner pulses, and furthermore they have improved beam profiles and 
spatial quality. These outstanding characteristics make cascaded FWM signals useful for multi-
color time-resolved spectroscopy and multicolor linear and/or nonlinear optical microscopy. The 
high temporal-contrast feature of cascaded FWM signals makes them suitable for seed pulses in 
background-free petawatt lasers.

Broadband DUV pulses are generated using self-phase modulated pulses as the idler in chirped-
pulse FWM. The DUV pulse is negatively chirped and can be easily compressed by a transparent 
medium even to sub 10 fs. The temporal profile of the compressed pulse is smooth and useful for 
ultrafast spectroscopic applications in the DUV region.

The FWOPA method can be used to simultaneously amplify and compress laser pulses in a bulk 
medium. This method is expected to amplify DUV pulses pumped by 400-nm pulses and compress 
DUV pulses to below 5 fs in the near future. The contents in this subsection are product of the col-
laboration of the following people: T. Kobayashi, J. Liu, and Y. Kida [99].

  FIGURE 1.2.3.11 (a) Spectral pro-
file and intensity of the output seed 
beam (AS 3) a function of the delay 
time tps when the crossing angle α 
was 2.80 ± 0.05°. (b) Dependence 
of the output energy of the output 
seed pulse on the pump intensity. 
The curve in the inset is the tem-
poral profile of the pump pulse. (c) 
Retrieved temporal profiles of the 
incident seed pulse (solid red line) 
and the compressed output seed 
pulse (solid black line), and the trans-
form-limited pulse of the broadened 
spectrum (dotted blue line). (d) 
Retrieved spectrum (solid blue line) 
and spectral phase (dotted blue line 
with noisy structure) of the output 
seed pulse. Measured spectra of the 
incident seed pulse (solid black line) 
and output seed pulse (solid red line 
with most smooth pulse shape) [74].
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2.1 Sellmeier Dispersion for 
Phase-Matched Terahertz 
Generation in Nonlinear 
Optical Crystal

 An Example of ZnGeP2

2.1.1  INTRODUCTION

In recent years, among researchers, significant interest has been seen in the development of systems 
for the generation and detection of coherent tunable terahertz THz radiation. THz radiation has sev-
eral potential applications in, e.g., space communications, time-domain far-infrared spectroscopy, 
THz ranging, and THz imaging [1]. Generation of such radiation is possible by various techniques, 
namely, by optical rectification in semiconductors with femtosecond laser radiation sources [2,3], from 
photoconductive antennas [4], and also by nonlinear optical NLO frequency-conversion techniques, 
such as optical parametric oscillation and difference-frequency mixing DFM in various NLO crystals 
[5–9]. Zinc germanium diphosphide ZnGeP2, ZGP is one of the most promising crystals for NLO 
applications [5–10] because of its high second-order nonlinearity d36 = 75 pmV, low absorption in the 
infrared, and wide THz spectral transmission [7,8]. Since this crystal in addition has a high thermal 
conductivity relative to other infrared crystals, it is attractive for use in high-average-power nonlinear 
optics [5–10]. The generation of THz radiation in this crystal was reported by Boyd et al. [7] and also 
by Apollonov et al. [8] using CO2 lasers as input pump radiation sources. Shi and Ding [9] reported 
the generation of continuously tunable coherent THz radiation in this crystal by phasematched DFM 
between the 1.064-m Nd:YAG laser radiation and the tunable idler radiations of a Nd: YAG-pumped 
optical parametric oscillator. They used an annealed sample of ZGP crystal, which has a smaller 
absorption coefficient of 1.52 cm−1 than the 5.63 cm−1 for an unannealed sample at 1.064 m. However, 
no difference was found in the absorption property of the two crystal samples at other wavelengths, 
including the THz range covering 66.5–300 m. It was noted by Shi and Ding [9] that the absolute value 
for the refractive index of the crystal sample at 1.064 m is not affected by the annealing process. The 
change in absorption in the crystal only at 1.064 m caused by the annealing process is due to the reduc-
tion of the impurity density of the crystal without modification of the phonon modes [9].

However, it is observed that the experimental phase-matching data of Ref. [9] differ substantially, 
by 5°–18°, from those calculated from the Sellmeier dispersion relations of Bhar et al. [10] which 
provide the best fit. Shi and Ding [9] noted this discrepancy and speculated only qualitatively that 
the dispersion of the crystal had been modified by the annealing process only at 1.064 m, and so the 
experimental phase-matching data are different from the results calculated from the Sellmeier dis-
persion relations of Bhar et al. [10] which were formulated with the measured refractive indices of an 
unannealed crystal sample. Shi and Ding [9] also speculated that the dispersion of the crystal in the 
THz range has a negligible effect on the determination of the phasematching angle. However, it is 
shown here that the dispersion of the crystal in the THz region has a significant role in determining 
the phase-matching angle of the considered NLO process. We also find that the refractive indices of 
the crystal in the relevant THz spectral region cannot be obtained appropriately with the Sellmeier 
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dispersions of Bhar et al. [10] which were formulated with mid-infrared refractive indices. An earlier, 
separate dispersion relation for determining the ordinary indices of the ZGP crystal in the THz spec-
tral region was formulated by Boyd et al. [7] to calculate the phase-matching angle for the generation 
of THz radiation by DFM between different CO2 laser wavelengths. Apollonov et al. [8] also previ-
ously reported some refractive indices of ZGP crystal at THz wavelengths. It is observed that with 
these [7,8] refractive-index dispersion data for the THz region the theoretical fit to the experimental 
phase-matching data [9] is improved to some extent but cannot be explained properly over the entire 
THz wavelength region. However, an appropriate Sellmeier dispersion is formulated here to deter-
mine the refractive index of an ordinary polarized ray in the ZGP crystal in the THz region. With the 
Sellmeier dispersion formulated here, the experimental phase-matching data of Shi and Ding [9] as 
well as those of Boyd et al. [7] are explained satisfactorily over the entire THz range.

2.1.2  DERIVATION OF THE SELLMEIER DISPERSION

The Sellmeier dispersion relation model [11] for the refractive index of NLO crystals is very useful 
for the calculation of NLO properties. Here, the Sellmeier dispersion for the ordinary refractive 
index of ZGP crystal in the THz spectral range is formulated. The ordinary refractive indices no 
of ZGP crystal in the THz wavelength region were measured earlier by Boyd et al. [7] 66.7 m and 
Apollonov et al. [8] 100 m. The former fitted a Sellmeier dispersion with their measured indices, 
while the latter did not. Based on the measured data of Boyd et al. [7] and Apollonov et al. [8] in the 
shorter and longer wavelengths, respectively, we have formulated a new Sellmeier dispersion rela-
tion, Eq. (2.1.1), for no of ZGP crystal, for the determination of the phase-matching properties for the 
generation of THz radiation. The formulated Sellmeier dispersion relation is n2

0  10.93904 0.6067522 
1600, (Eq. 2.1.1) where 60 m is in micrometers.

In Figure 2.1.1 the dependence of no on the THz wavelength is shown, and curves 1, 2, 3, and 4 
correspond to Refs. [7,8,10] and our Eq. (2.1.1), respectively. The variation of no obtained from the 
Sellmeier dispersion for no in Ref. [10] has also been shown in Figure 2.1.1 for comparison with the 
measured data of Boyd et al. [7] and Apollonov et al. [8]. From Figure 2.1.1 it is clearly observed 
that the values of no that are obtained from Ref. [10] are different from the measured data [7,8]. 
The Sellmeier dispersion of Ref. [10] was obtained earlier, with the measured refractive indices 
covering only the 0.64–12-m wavelength range, so it is not surprising that this Sellmeier disper-
sion [10] does not reproduce the refractive indices of the crystal properly in the THz region. In 
the following sections, it will be shown that our formulated Sellmeier dispersion relation, given by 
Eq. (2.1.1), provides a satisfactory explanation of the experimental phase-matching data [7,9] for 
the generation of THz radiation in this crystal by DFM, whereas the other data [7,8] for the THz 
refractive-index dispersion fail.

  FIGURE 2.1.1 Dispersion of the ordinary refrac-
tive index no of the ZnGeP2 crystal in the THz 
spectral range. Curves 1, 2, 3, and 4 are obtained 
from the dispersion data of Refs. [7], 8, 10, and Eq. 
(2.1.1) of the present paper, respectively.
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2.1.3  GENERATION OF TERAHERTZ RADIATION WITH A ND:YAG LASER

By collinear phase-matched DFM between the ordinary- (o) polarized 1.064 μm (λ1) Nd:YAG 
laser radiation and the extraordinary (e) polarized tunable (λ2 >1.064 μm) idler radiation of an 
1.064-μm pumped optical parametric oscillator, the generation of continuously tunable THz(λ3) 
radiation is possible in ZGP crystal. Two different DFM configurations, oe-o and oe-e, were 
used [9]; in the first case, the polarization of the generated THz radiation is o, whereas for the 
latter one it is e. The experimental and computed dependence of the external phase-matching 
angle (θext) with λ3 for oe-o and oe-e DFM configurations are shown in Figures 2.1.2 and 2.1.3, 
respectively. In Figures 2.1.2 and 2.1.3 the refractive indices at the input pump wavelengths 
have been calculated by use of the Bhar et al. [10] dispersion equations, whereas the ordinary 
refractive indices at the generated THz wavelengths have been taken from Refs. [7,8,10] for the 
computed curves 1, 2, and 3, respectively. Curves 4 of Figures 2.1.2 and 2.1.3 are obtained with 
our Eq. (2.1.1). In the case of the oe-e configuration, the phase-matching angle depends on both 
the ordinary and extraordinary indices at the generated THz wavelength, unlike for the oe-o 
configuration, for which the phase-matching angle depends only on the ordinary index at the 
generated THz wavelength. Therefore, to obtain curves 2, 3, and 4 in Figure 2.1.3, the extraordi-
nary index has been calculated as in Ref. [12] and with the corresponding ordinary index from 
Refs. [7,8] and Eq. (2.1.1), respectively.

However, for curve 1 both the ordinary and the extraordinary indices for the input pump as well 
as for the generated THz wavelengths have been calculated from Ref. [10]. The vertical and hori-
zontal error bars in Figures 2.1.2 and 2.1.3 show the probable errors in the experimental data [9].

In Figure 2.1.2 it can be seen that the experimental phase-matching data [9] differ from those 
curves 1 calculated with the Bhar et al. [10] Sellmeier dispersion over the entire wavelength region. 
This Sellmeier dispersion [10] is not able to reproduce the experimental phase-matching data of Ref. 
[9] because, as was shown in Section 2.1.2, the Sellmeier dispersion of Ref. [10] could not reproduce 
the refractive indices of the crystal in the relevant THz spectral region. Curve 2 in Figure 2.1.2 
shows that the experimental data also cannot be explained with the Boyd et al. [7] dispersion, except 
for small improvements at wavelengths shorter than ~100 m.

On the other hand, curve 3 in Figure 2.1.2 shows that the fit to the experimental data is improved 
with the Apollonov et al. [8] refractive index data only in the longer THz wavelength region. 
Moreover, no refractive-index data are available in Ref. [8] for 100-m wavelengths. However, in 
Figure 2.1.2 it is observed that the calculated phase-matching data curve 4 with our formulated 
Sellmeier dispersion Eq. (2.1.1) excellently matches the experimental data of oe-o DFM [9] over 
the entire wavelength region. In the case of the oe-e DFM, for which the phasematching curves are 
shown in Figure 2.1.3, it is observed that curve 4, obtained with the Sellmeier dispersion Eq. (2.1.1), 

  FIGURE 2.1.2 External phase-matching angle 
θext versus λ3 for oe-o DFM. THz ordinary refrac-
tive indices are obtained from Refs. [7,8,10] and 
our Eq. (2.1.1) for curves 1, 2, 3, and 4, respec-
tively. Ref. [10] has been used for the calculation 
of the refractive indices at the input pump wave-
lengths. The horizontal and vertical error bars 
show the uncertainties in the experimental data 
squares [9].
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fits the experimental phase-matching data well, particularly, in the shorter-wavelength region, 
whereas results curves 1, 2, and 3 calculated with other dispersion data [7,8,10] deviate from the 
experiment over a broad spectral region. In the case of oe-e DFM in the longer-wavelength region, 
there are still some discrepancies between the experimental data and our calculated results curve 
4; however, these might be within the uncertainty in the experimental data. For example, for the 
generation of 157-m radiation by oe-e DFM the deviation in the external phase-matching angle is 
2.2°, which corresponds to an internal angle deviation of only 0.6°.

2.1.4  GENERATION OF TERAHERTZ RADIATION WITH CO2 LASERS

The generation of THz radiation in ZGP crystal is also possible by DFM between different 
wavelengths of two CO2 laser sources [7,8]. The experimental data, together with the computed 
phase-matching characteristics of ZGP crystal for the generation of THz radiation from CO2 laser 
radiations, are shown in Figure 2.1.4. Figure 2.1.4 corresponds to the eo-o DFM configuration; i.e., 
in this case, the input radiations are orthogonally e and o polarized CO2 laser lines, and the gener-
ated THz radiation is o polarized.

To yield the theoretical curves in Figure 2.1.4, the refractive indices at the input pump wave-
lengths have been calculated with the Bhar et al. [10] dispersion equations, whereas the refractive 
indices at the generated THz wavelengths have been taken from Refs. [7,8,10] and our Eq. (2.1.1) 
for curves 1, 2, 3, and 4, respectively. In Figure 2.1.4 the wavelength of the e-polarized radiation 
λ1 = 9.588 μm, and that of the o-polarized radiation λ2 is varied to obtain the generation of phase-
matched wavelength-tunable o-polarized THz radiation. It may be noted that in the present case 
the input radiation sources are CO2 lasers that are line tunable, and so the wavelength of the gener-
ated THz radiation is not continuously tunable, unlike the cases presented above in Section 2.1.3. 

  FIGURE 2.1.3 External phase-matching angle θext ver-
sus λ3 for oe-e DFM. For curves 2, 3, and 4, the ordinary 
refractive index no at a generated THz wavelength λ3 has 
been obtained from Refs. [7,8] and Eq. (2.1.1), respec-
tively, and the corresponding extraordinary THz index ne 
has been calculated as in Ref. [12]. For curve 1, both no 
and ne for each λ3 have been calculated with the Sellmeier 
dispersion of Ref. [10], while those for the input pump 
wavelengths have been calculated from Ref. [10] for all 
curves. The horizontal and vertical error bars show the 
uncertainties in the experimental data (squares) [9].

  FIGURE 2.1.4 Internal phase-matching angleint vs. λ3 
for eo-o DFM between CO2 laser radiations. Computed 
curves 1, 2, 3, and 4 are based on THz ordinary index data 
from Refs. [7,8,10] and our Eq. (2.1.1), respectively, while 
Ref. [10] has been used for the calculation of the refractive 
indices at the input wavelengths. The error bar shows the 
uncertainty in the experimental data squares [7].
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The phase-matching configuration considered in Figure 2.1.4 is the same as that of forward-wave 
phase-matching in Ref. [7]. Unlike in Figures 2.1.2 and 2.1.3, the internal phase-matching angleint has 
been plotted in Figure 2.1.4 to show similarity with Ref. [7]. Figure 2.1.4 shows that our Sellmeier dis-
persion Eq. (2.1.1) provides the best to the experimental data [7]. Deviations of the experimental data 
from the calculated results with the available THz Sellmeier dispersion of Boyd et al. [7] are within 
2.5°–2.9°. On the other hand, the deviation of the experimental data from the calculated results with 
our formulated Sellmeier dispersion Eq. (2.1.1) is within 1.0°–1.5°, the same as the reported uncer-
tainty in obtaining the original phasematching data, because of the refractive-index uncertainty [7]. It 
may also be noted that refractive-index dispersion data of Apollonov et al. [8] also provide a better fit 
to the experimental phase-matching data, particularly in the longer-wavelength region; however, the 
deviations at shorter wavelengths are larger, and there is no refractive-index data available for wave-
lengths shorter than 100 mμm.

2.1.5  DISCUSSION

Now we again consider Figures 2.1.2 and 2.1.3 for some detailed discussion. As was mentioned 
above, the measured data of Shi and Ding [9] deviate as widely as 5°–18° from their data calcu-
lated with the Bhar et al. [10] Sellmeier dispersion relations. In the experiment [9] an annealed 
sample of ZGP crystal had been used to reduce 1.064 m absorption in the crystal. Shi and Ding 
[9] speculated that through the annealing process the dispersion property and the phase-matching 
angle of the crystal at 1.064 m had been modified. They also presumed that the dispersion of the 
crystal in the THz domain had a negligible effect on the phase-matching angle. Here we have 
found that the origin of the phase-matching discrepancy in Ref. [9] is the use of the inappropri-
ate Sellmeier dispersion relations for the calculation [9] of the refractive-index dispersion of the 
crystal in the THz range. As was mentioned above, the dispersion equations of Bhar et al. [10] 
were constructed with measured refractive indices up to only 12 μm in the long-wavelength range, 
and hence it is not surprising that these dispersion relations cannot reproduce the refractive index 
dispersion of the crystal in the THz region as shown in Section 2.1.2 with λ >> 12 μm. It is clearly 
observed from curves 2 and 3 of Figures 2.1.2 and 2.1.3 that, when separate dispersion data 
from Refs. [7,8] are used for the THz region, the calculated phase-matching data reverse their 
trend of variation in the shorter wavelength region and also that the absolute values of the phase-
matching angles are reduced substantially, coming closer to the experimental data [9]. However, 
it is observed from Figures 2.1.2 and 2.1.3 that the experimental data of Shi and Ding [9] over the 
whole THz region considered can be explained neither by the THz dispersion data of Apollonov  
et al. [8] nor by that of Boyd et al. [7]. On the other hand, the calculated results shown as curves 4 in  
Figures 2.1.2 and 2.1.3 with our formulated Sellmeier dispersion Eq. (2.1.1) satisfactorily explain 
the measured phase-matching data throughout the entire wavelength region.

The importance of the THz dispersion for determining the phase-matching angle can also be 
seen in Figure 2.1.4. It is observed in Figure 2.1.4 that the calculated phasematching data curve 1 for 
Bhar et al. [10] dispersion differ as widely as ~5°–10° from the measured data [7]; the deviations are 
almost similar to the DFM cases with Shi and Ding [9]. However, it has been seen in Section 2.1.4 
that our calculation results curve 4 in Figure 2.1.4 with the Sellmeier dispersion Eq. (2.1.1) satisfac-
torily explains the experimental phase-matching data of Boyd et al. [7].

2.1.6  CONCLUSION

In conclusion, we have presented a Sellmeier dispersion of ZGP crystal, which is used to obtain 
the refractive-index dispersion of the crystal in the THz spectral range. We have also presented 
the phasematching characteristics of the crystal for the generation of widely tunable THz radia-
tion by phase-matched DFM with Nd:YAG and CO2 lasers as fundamental radiation sources. The 
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computed results, with our formulated Sellmeier dispersion Eq. (2.1.1) and other available THz 
refractive index dispersion data [7,8], have been compared with the available experimental data 
[7,9]. Our formulated Sellmeier dispersion Eq. (2.1.1) explains well the phase-matching data of 
Boyd et al. [7] and the results computed with Eq. (2.1.1) also provide a satisfactory explanation of 
phase-matching discrepancies as large as ~5°–18° reported recently in Ref. [9]. Here, we note that 
the refractive index and birefringence of the material under consideration, particularly near the 
band-edge region, are subject to variations from sample to sample owing to differences in stoichi-
ometry and impurity concentrations [6,11]. However, the Sellmeier dispersion of Bhar et al. [10] for 
near-infrared and Eq. (2.1.1) in this subsection for the THz range presented here provides a good 
reproduction of the currently available data for nonlinear experiments for THz generation in the 
crystal samples used [7,9,13]. The presented Sellmeier dispersion would be useful for determining 
the NLO properties of this material for different NLO applications in the THz spectral region. The 
contents described in this subsection was collaborative work conducted by thefollowing people: 
P. Kumbhakar, T. Kobayashi, and G. C. Bhar [13].
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2.2 Saturation of the Free Carrier 
Absorption in ZnTe Crystals

2.2.1  INTRODUCTION

Terahertz (THz) science has seen significant developments over the past several decades and has 
a large number of applications in a variety of fields such as plasma physics, astronomy, medical 
imaging, biology and communication [1]. It is certainly important for the development of bright and 
broadband THz sources. Of various techniques used, optical rectification in crystals (typically ZnTe 
crystals) is mostly used for the generation of THz waves. However, the saturation of THz output 
power generated from ZnTe crystals limits the development of intense THz sources [2]. There have 
been many studies on the saturation mechanism of THz output power [3–6]. Some researchers focus 
on the study of large-area THz emitters, which avoid the creation of too many carriers and reduce 
the THz output power [7,8]. Recently, it has been proved that the saturated THz conversion effi-
ciency of ZnTe crystals mainly depends on free carrier absorption, rather than the pumping power, 
which is attenuated by two-photon absorption [5,6]. These studies used ultrafast laser amplifiers 
with high pulse energy. The red shift in the THz spectra of ZnTe crystals and other nonlinear effects 
due to high pumping fluences (below the damage threshold) has not been explained because of the 
lack of wide range and finely tuned pumping fluences.

In this study, a high-power Ti:sapphire laser with fine-tuning of the fluences was used as a pump-
ing source for THz generation. To the authors’ knowledge, this is the first time that these issues 
have been studied over a wide range of pumping fluences. To determine the relationship between 
free carriers and THz generation in ZnTe crystals, the dependence of the THz temporal waveforms 
(spectra) and the photoluminescence (PL) radiated from ZnTe crystals on the pumping fluences 
is measured simultaneously. The effects of band gap renormalization, carrier saturation, and PL 
quenching on THz generation are also examined and clarified.

2.2.2  EXPERIMENTS

2.2.2.1  thz Generation in znte Crystals

In these experiments, a long-cavity Ti:sapphire oscillator (Femtosource scientific XL300, 
Femtolaser) was used for THz wave generation and detection. The characteristics of the laser are 
described in a way as a central wavelength of 800 nm, a repetition rate of 5.2 MHz and a pulse dura-
tion of 70 fs. The pump beam, with a spot diameter of 46 μm, was focused on a 1-mm-thick (110) 
ZnTe crystal with the resistivity of 100 Ω/cm. A teflon filter was used to block the fundamental light, 
whereas THz wave transmitting. The transmitted THz wave was collimated and focused on another 
0.5-mm-thick (110) ZnTe crystal, which detected the THz wave by free space electro-optical (EO) 
sampling through a pair of off-axis parabolic mirrors. All of the experiments were performed in a 
dry nitrogen-purged box. While the power of probing pulses for the EO sampling was kept constant, 
the pumping power used in this study was varied from 10 to 800 mW by a neutral density (ND) 
filter, which corresponds to 0.12 ~ 9.26 mJ/cm2. The dispersion due to a neutral density (ND) filter 
was compensated by a compressor inside the laser system. For the sake of analysis convenience, the 
experimental results were classified into the following three regimes:
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 1. Relatively low pumping fluences (0.12 ~ 0.58 mJ/cm2)
2. Medium pumping fluences (0.58 ~ 6.36 mJ/cm2)
3. Relatively high pumping fluences (6.36 ~ 9.26 mJ/cm2).

The THz temporal waveforms at various pumping fluences in the range from 0.58 to 9.26 mJ/cm2 
corresponding to the cases of above (2) and (3) are shown in Figure 2.2.1a–c. As the pumping 
fluence increases, a delay (shift in time) in the THz waveforms is clearly observed (as shown in  
Figure 2.2.1a and b). However, this type of time delay in THz temporal waveform of the optical 
electric field does not continuously increase in the higher pumping fluence regime (as shown in 
Figure 2.2.1c). The delay in the THz temporal waveforms occurs because of a change in the refrac-
tive index, which is described by the relationship: Δt = Δ n d c, where d is the crystal thickness, c is 

 
 

FIGURE 2.2.1 (a)–(c) Temporal waveforms of the THz pulses generated by optical rectification in a ZnTe 
crystal at various pumping fluences. (d–f) The FFT spectra of the THz waveforms in (a–c).
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speed of light, Δn is the change in the refractive index in the THz regime or the optical (fundamen-
tal) region. For pumping fluences of 4.63 mJ/cm2 and 0.58 mJ/cm2, the time difference, Δt, between 
the temporal waveforms is approximately 80 fs, which corresponds to a value of Δn = 2.4 × 10−2. 
The possible reasons for the delay in the high pumping fluence regime are discussed in terms of 
two mechanisms (1) and (2) as follows:

 1. High pumping fluences in the crystals may change the refractive index in the optical range 
(the optical Kerr effect which is one of the third-order optical nonlinear phenomena). 
However, according to Ref. [9], the change in the refractive index in the optical range is too 
small (Δn ~ 10−4) to explain the delay in the THz temporal waveforms (in the case of this 
study, Δn = 2.4 × 10−2).

 2. Generated photo-excited free carriers change the optical parameters, e.g., the refractive 
index of ZnTe crystals in the THz range [10]. This suggests that the free carriers created 
by two-photon absorption cause a change in the refractive index of ZnTe crystals in the 
THz range. Surprisingly, the THz temporal waveforms are not shifted more at high pump-
ing fluences (>6.36 mJ/cm2) as shown in Figure 2.2.1c. This demonstrates that the refrac-
tive index of ZnTe crystals does not change further as the pumping fluence is increased. 
In other words, the free carriers saturate in the ZnTe crystals and the refractive index in 
the THz range remains unchanged at pumping fluences of higher than 6.36 mJ/cm2. This 
carrier saturation phenomenon is further verified by the photoluminescence results, which 
are discussed later.

The THz power spectra (Figure 2.2.1d–f) were obtained by fast Fourier transform of the THz tem-
poral waveforms in Figure 2.2.1a–c. The THz spectra generated from ZnTe crystals have two parts 
(i) and (ii): a low-frequency part (i) at ~1.2 THz and a high-frequency part (ii) at ~1.9 THz (the 
phase-matched frequency).

The low-frequency part (i) leads (propagates earlier than) the high-frequency part (ii) in time, 
because of the normal dispersion of THz wave transmitting through the material (ZnTe).

Therefore, the components of the THz temporal waveforms can be described as follows:

 ①. The main THz pulse corresponds to the low-frequency part of the THz power spectra and
 ②. The following oscillation corresponds to the high-frequency part (the phase-matching fre-

quency) [11].

In the regime of 0.58 ~ 6.36 mJ/cm2, the intensity increase rate of the high-frequency part in THz 
spectra is slower than that for the low-frequency part as the pumping fluence increases, which dem-
onstrates that the growth rate for the trailing part of THz pulse is slower than that of the main part 
of THz. At pumping fluences greater than 6.36 mJ/cm2, the spectra do not change as the pumping 
fluence is increased. This is consistent with an absence of any shift in the THz temporal waveforms 
(Figure 2.2.1c). Consequently, the THz spectra and the temporal waveforms as a function of pump-
ing fluences are highly correlated with the concentration of free carriers in the ZnTe crystals. The 
change in the refractive index, Δn, for 800 nm or THz is too small to cause a change in the emitted 
THz spectra and the temporal waveforms. Instead, free carriers in a ZnTe crystal cause absorption 
and affect the emitted THz waveforms and spectra.

The quadratic relationship between THz output power and the pumping fluences of less than 
0.58 mJ/cm2 is shown in the inset of Figure 2.2.2. As the pumping fluence increases, the increase 
in the THz output power does not obey a quadratic relationship when the pumping fluence is larger 
than 0.58 mJ/cm2, which is consistent with the results of Hoffmann et al. [4]. This is because the 
free carriers in the ZnTe crystals, whose concentration increases when the pumping fluence is 
increased, attenuate the THz output power. Moreover, in the regime of 3.47 ~ 6.36 mJ/cm2, the THz 
output power remains almost constant, even if the pumping fluence is increased. Interestingly, in the 
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extremely high pumping fluence regime of above 6.36 mJ/cm2, the THz output power is no longer 
reduced by saturation of the free carriers and there is a quadratic relationship between the pumping 
fluences and the THz output power, as shown by the solid line in Figure 2.2.2. The saturation of the 
free carriers does not cause further change in the refractive index of the ZnTe crystals and there is 
no further shift in the THz temporal waveforms.

2.2.2.2  PhotolUMinesCenCe raDiateD froM znte Crystals

After pumping, the free carriers in ZnTe crystals move from the conduction band to the valence 
band and emit a Yellow–green photoluminescence (PL), as shown in the inset of Figure 2.2.3. In 
this study, the PL in the front of the ZnTe was measured using a fiber-coupled spectrometer (Ocean 
Optics USB4000) with a short pass filter. The two-photon absorption excites free carriers within the 
entire ZnTe crystal, and the radiated PL must be transmitted and reabsorbed by the ZnTe crystal. The 
two-photon excited PL spectra represent the band gap edge of the excited ZnTe crystals. At a pump-
ing fluence of 0.58 mJ/cm2, the PL is too weak to be isolated from the background noise. When the 
pumping fluence is increased, a relative red shift in the peak of PL spectra is observed, as shown in 
Figure 2.2.3a, which indicates the band gap renormalization (BGR) effect that is caused by the screen-
ing effect from extra carriers. The repulsion between free carriers results in a smaller band gap, so the 
relative amount of photo-excited free carriers can be estimated from the shift in the peak of the PL 
spectra. The red shift in the PL spectrum is usually described by the empirical relationship [12,13]:

 ∆ =E EPL − =E K0 − n1/3
g  (2.2.1)

where K is the BGR coefficient and n is the concentration of the free carriers. The n1/3 depen-
dence of ΔEPL resembles the prevailing exchange contribution of electron-electron interaction. In 
the pumping regime of 1.16 ~ 6.36 mJ/cm2, the monotonic red shift in the PL spectra (Figure 2.2.3a) 
indicates that the concentration of the free carriers in the ZnTe crystals rises as the pumping fluence 
increases. This result confirms that a greater number of free carriers results in a greater time delay 
in the THz temporal waveforms (see Figure 2.2.1) and a greater attenuation of the THz output power 
(see Figure 2.2.2). At pumping fluences greater than 6.36 mJ/cm2, however, the position of the peak 
in the PL spectra remains almost constant. In other words, the concentration of the free carriers 
no longer increases in the high pumping fluence regime, from 6.36 to 9.26 mJ/cm2, which provides 
direct evidence of saturation of the free carrier absorption effect in ZnTe crystals.

By integrating various wavelength components of the PL spectra, the integrated intensity of PL 
signal can be used for discussion. It reveals how many carriers have traveled from the conduction 
band to the valence band by the photoexcitation pumping light. The dependence of the intensity of 
the PL signal on pumping fluence is shown in Figure 2.2.3b. At pumping fluences of less than 6.36 
mJ/cm2, the intensity of the PL signal gradually increases, when the pumping fluence is increased. 
This indicates an increase in the number of free carriers, which causes a change in the refractive 
index in the THz range. At pumping fluences larger than 6.36 mJ/cm2, all of the results including 
the time delay in the THz temporal waveforms, the quadratic increase in the THz output power, 
and the red shift in the PL spectra suggest that the concentration of free carriers remains constant. 
However, the intensity of the PL signal decreases in this regime. This implies that some free carriers 
transit back to the ground state associated with luminescence intensity decrease. On the other hand, 
intense THz waves may induce carrier recombination through the non-radiative relxation, which is 
termed “The THz quenching effect” [14].

2.2.3  DISCUSSION

To understand the mechanism of the reduction in THz output power, quantitative analysis was 
made on the time evolution attenuation within a single THz temporal waveform at various pump-
ing fluences. The time-dependent attenuation fraction for a single THz temporal waveform (e.g., 
Figure 2.2.4a) is given by:
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 A t( ) = ×E PTHz 1( , t E)/[( THz 0( ,P t) (P P1 0/ ))] (2.2.2)

where ETHz is the THz temporal waveform, P 2
0 is a pumping fluence of 0.58 mJ/cm  (without attenu-

ation by free carriers) and P1 is a higher pumping fluence (with attenuation by free carriers). In 
Figure 2.2.4b, the symbols show the time-dependent attenuation fraction at a pumping fluence of 
4.63 mJ/cm2 (the divergent points before 0.25 ps are artificial from calculation), wherein the solid 
line is a guide for the eyes. The THz attenuation fraction decreases within several hundreds of 
femtoseconds and then remains constant. The reasons for the appearance of the phenomenon of 
the time-dependent THz attenuation shown in Figure 2.2.4b can be described in the following way:

  FIGURE 2.2.2 The dependence of 
THz output power on pumping flu-
ences in a 1-mm ZnTe crystal. The solid 
line presents the quadratic fit. Inset: an 
enlargement of the low pumping fluence 
regime.

  FIGURE 2.2.3 (a) The position of the 
peak in the PL spectra for a ZnTe crystal 
as a function of pumping fluences. (b) The 
PL intensity as an integral of the emission 
spectra. The intensity spectrum curves with 
peaks located at 1.74, 2.89,4.05, 5.21, 6.36, 
7.52, 8.10, and 9.26 nm.
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 1. THz attenuated by free carrier absorption is associated with the number of free carriers 
and their mobility.

 2. A rapid increase in THz attenuation requires that the free carriers take several hundreds of 
femtoseconds to achieve carrier thermalization in the conduction band (from higher energy 
levels to low energy levels in conduction band), after two-photon absorption.

 3. During the flat portion of THz attenuation, the free carriers require more than 40 ps to 
relax from the conduction band to the valence band. Because the amount of free carriers 
does not change during the second and third cycles of the THz temporal waveform, the 
attenuation by free carriers is almost the same within this period. Thus, a THz wave with a 
shorter pulse duration (generated by thinner ZnTe crystals) is less attenuated by free carrier 
absorption at the same pumping fluence as a consequence.

The peak (valley) amplitude of the THz temporal waveforms was also calculated as a function of 
the pumping fluences. In principle, the peak (valley) amplitude of the THz temporal waveforms 
should increase linearly, without free carrier absorption. They do not increase linearly, because of 
free carrier absorption, similarly to previous results. The increase in amplitude of the first cycle 
of the THz temporal waveforms is more rapid than that in the following cycles, as the pump-
ing fluence increases. Namely, the attenuation in the first cycle of the THz temporal waveforms 
is smaller than that for the following cycles. The large THz attenuation within the first cycle 
(~300 fs) verifies the result in Figure 2.2.4b. The subsequent cycles of the THz temporal wave-
forms demonstrate similar increases for various pumping fluences, which is consistent with the 
flat THz attenuation after 1 ps, as shown in Figure 2.2.4b. For the high pumping fluences (>6.36 
mJ/cm2), the saturation of free carriers in ZnTe crystals is clearly demonstrated by the analysis of 
the THz waveform and the PL spectra. This saturation phenomenon of the free carriers results in 
characteristics that are significant to THz generation in ZnTe crystals at high pumping fluences. 
They are described as follows in terms of three terms:

 1. No further time delay is observed in the THz temporal waveforms because there is no 
further change in the refractive index of the ZnTe crystals.

 2. The THz output power increases quadratically when the pumping fluence is increased.

  FIGURE 2.2.4 (a) The THz 
temporal waveform radiated 
from a ZnTe crystal at a pump-
ing fluence of 4.63 mJ/cm2. (b) 
The attenuation fraction of a 
THz temporal waveform in (a) 
compared with that at a low 
pumping fluence of 0.58 mJ/
cm2. The solid line is a guide 
to the eyes. (c) The amplitude 
of the peaks and valleys in 
THz temporal waveforms as 
a function of the pumping flu-
ences, which is normalized to 
a value for the pumping flu-
ence of 0.58 mJ/cm2.
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 3. There is no shift in the position of the peak in the PL spectra. At high pumping fluences 
greater than 6.36 mJ/cm2, thus, the THz electric field strength linearly raises as increasing 
pumping fluences (Figure 2.2.4c) due to the saturation of the free carrier absorption.

This saturation of free carrier absorption effect (3) has two possibilities.

 i. One is the saturation of free carrier concentration. The other one is the reduction of free 
carrier absorption with smaller carrier mobility or larger effective mass of hot carriers by 
high THz field strength [15]. For intense THz, the smaller carrier mobility or larger effec-
tive mass will cause the change of the refractive index inside crystals and deform the THz 
waveforms in the time domain.

 ii. Also, the spectra of optical pumping pulses and THz pulses after passing through ZnTe 
crystals gradually shift to lower frequency and become broader in high frequency side as 
increasing pumping fluences, respectively [16].

However, experimentally we did not observe the broadening of THz spectra as shown in  
Figure 2.2.1 and the red shift of optical spectra for pumping pulses, especially for high pump-
ing fluence regime (>6.36 mJ/cm2). In this study, the strongest peak field strength inside the 
crystal is around 6.3 V/cm as shown in Figure 2.2.1 (THz pulse energy ~1.84 pJ), which is cor-
responding to the THz fluence of around 0.03 μJ/cm2. The THz field strength and intensity in this 
study are much smaller than the reported values (several hundred kV/cm) by D. Turchinovich and 
M. C. Hoffmann in Ref. [17].

Moreover, the nonlinear plasma response in the crystals would raise the effective mass of hot 
electrons and modify the curvature of conduction band to lead a relative change of the size of 
PL spectral bandwidth. Based on our experimental results of the PL spectra in high pumping 
fluence regime (>6.36 mJ/cm2), however, we did not observe any changes in the bandwidth and 
the shift of peak position as shown in the inset of Figure 2.2.3. Only the PL intensity shrinks as 
increasing the pumping fluences, which is consistent with the results of Ref. [14]. It means no 
more changes for the band structure of ZnTe crystals such as band gap renormalization induced 
by the change of the Coulombic interaction of the extensive amount of photogenerated charge 
carriers. On the other hand, we did not observe the time shift in the THz temporal waveforms as 
shown in Figure 2.2.1c, which is caused by the intense THz field (several 100 kV/cm) in Ref. [17]. 
Consequently, we conclude that the quadratic increase of THz output power is due to the satura-
tion of free carrier, and the reason of PL intensity decreasing observed at high pumping fluences 
of greater than 6.36 mJ/cm2 in this study would be mainly dominated by the “PL quenching 
effect”. Based on these results, we propose some methods for the reduction of THz attenuation, 
e.g., shortening the lifetime of carriers (by using another probe light to induce stimulated emis-
sion in ZnTe crystals), or changing the optical properties of the ZnTe crystals (by using crystals 
with different purity [18]).

2.2.4  CONCLUSION

The characteristics of the THz and PL signals emitted from ZnTe crystals over a wide range of 
pumping fluences are systematically studied in this subsection [19]. In the low pumping fluence 
regime (0.58 ~ 6.36 mJ/cm2), the concentration of free carriers in the ZnTe crystals increases as 
the pumping fluence is increased, which results in a band gap renormalization (i.e., a red shift in 
the PL spectra) in the ZnTe crystals. These free carriers in the ZnTe crystals not only affect the 
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refractive index in the THz range but also cause a time-dependent attenuation of the THz temporal 
waveforms. In the high pumping fluence regime (above 6.36 mJ/cm2), the saturation of free carriers 
in the ZnTe crystal is clearly demonstrated by the unchanged position of the peak in the PL spectra. 
Therefore, the THz temporal waveforms are not subject to further delay because of the unchanged 
refractive index in the THz range. Moreover, there is a quadratic increase in the THz output power 
as the pumping fluence is increased, which is also seen in the results for very low pumping fluences 
(<0.58 mJ/cm2). These results demonstrate that there is a potential for intense THz generation in 
semiconducting nonlinear materials.

The contents of this subsection is obtained by the cooperative research activity of the following 
people: S. A. Ku, C. M. Tu, W.-C. Chu C. W. Luo, K. H. Wu, A. Yabushita, T. Kobayashi.
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2.3 Widely Linear and  
Non-Phase-Matched 
Optical-to-Terahertz 
Conversion on GaSe
Te Crystals

2.3.1 INTRODUCTION 

Terahertz (THz) wave technology [1] has been developed in the last several decades, and a large 
number of useful applications of the THz wave have been developed, such as the measurements of 
molecular vibrational modes and time-resolved THz spectroscopy, which have led to a new “tera 
era”. Therefore, for practical applications, the development of novel sources and methods in the THz 
range has become a key issue. A relatively compact and economical avenue for generating coherent 
THz radiation is taking advantage of optical conversion in nonlinear crystals (e.g., GaSe, LiNbO3, 
GaP, GaAs, and ZnGeP2) [2–6]. Among these nonlinear crystals, layered ε-GaSe crystals possess 
many advantages, including a large nonlinear coefficient and significant birefringence, which have 
been widely used in far-IR generation [3] and mid-IR spectroscopy [7]. Nevertheless, for further 
application in optics, improvement in optical and mechanical properties of GaSe crystals by doping 
proper elements is highly desired. High-quality GaSe:Te crystals have been prepared because Te 
atoms slightly strengthen the mechanical properties [8] and modify the optical and electrical prop-
erties noticeably [9,10]. However, GaSe:Te crystals have not yet been studied in THz generation.

This subsection describes a scheme of THz wave generation from GaSe:Te crystals by fem-
tosecond (fs) laser pulses and shows that THz generation efficiency was improved substantially. 
Compared to the commonly used ZnTe crystals, GaSe:Te crystals can provide widely linear optical-
to-THz conversion with an optical pumping fluence of up to 6.9 mJ/cm2.

2.3.2 EXPERIMENTAL

The p-type pure and Te-doped GaSe single crystals grown by the Bridgman method [11] with five dif-
ferent Te were used in this study. The concentrations of Te in all GaSe:Te crystals were determined by 
electron probe microanalysis (with an accuracy of 0.01 wt. %) are 0.01, 0.07, 0.38, 0.67, and 2.07 mass %, 
respectively. On the other hand, a commercial Ti:sapphire oscillator operating at a central wavelength of 
800 nm and with pulse duration of 100 fs with a repetition rate of 5.2 MHz was used as a pumping source. 
Under the scheme of normal incidence (the polarization is along the a–b plane of GaSe crystal sample), 
the pump beam with 3.5 mJ/cm2 and diameter of 46 μm was focused on z-cut GaSe:Te crystals to gen-
erate THz waves. Any residual 800 nm laser beam was blocked by a Si wafer. The transmitted THz 
pulses were collected and focused on a 100 μm thick (110)-oriented ZnTe crystal by gold-coated off-axis 
parabolic mirrors. The electro-optical (EO) sampling technique was subsequently applied to detect the 
emitted THz fields in the time domain. All experiments were performed in a dry nitrogen-purged box.
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2.3.3 RESULTS AND DISCUSSIONS 

Typical THz waveforms at various azimuthal angles ϕ were generated from a 0.38 mass % GaSe:Te 
crystal, as shown in Figure 2.3.1a. Here, ϕ is defined as the angle between the [100] direction of 
(001) GaSe:Te crystals and the polarization direction of the electric field of the incident optical 
pulse. Considering EO detection and the 62 m point group of the crystals, the electric field of THz 
generated from GaSe:Te crystals by optical rectification can be derived as

 ETHz  ∝ χ θ22 cos2 sin3ϕ (2.3.1)

where θ is the angle between the c axis of a crystal and the direction of the incident light. The right 
inset in Figure 2.3.1a shows the intensity of the main peak in THz signals as a function of φ, which 
can be well described by the φ-dependent relation of Eq. (2.3.1). Therefore, the mechanism of THz 
generation on the sample GaSe:Te crystals is described in terms of optical rectification, which is dif-
ferent from the difference frequency mixing in ZnGeP2 [6]. The sixfold symmetry of THz intensity 
is attributed to the hexagonal structure on the (001) plane of GaSe:Te crystals. Moreover, similar 
6-fold symmetry observed for all GaSe:Te crystals indicates that the Te atoms doped in GaSe do not 
destruct the crystal structure of the GaSe matrix.

Figure 2.3.1b unambiguously shows the effect of Te atoms doped in GaSe crystals for THz gen-
eration. Nevertheless, the central frequencies (∼2.15 THz) of THz radiation are independent of the 
Te concentration; we found that the THz power suddenly increases once the Te atoms are doped into 
the GaSe crystals, even for the small Te doping of 0.01 mass %. For 0.38 mass % GaSe:Te crystals, 

  FIGURE 2.3.1 (a) Temporal wave-
forms of THz radiation at various 
azimuthal angle φ on a 0.38 mass 
% GaSe:Te crystal with thickness of 
0.30 mm. The right inset illustrates 
the intensity of the THz main peak as 
a function of φ. The left inset shows 
the configuration of THz generation 
on GaSe:Te crystals. (b) Power and 
central frequency of THz radiation 
on various GaSe:Te crystals with 
thickness of 0.30 mm.
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the output power of emitted THz is enhanced by a factor of 21% compared to the GaSe crystals. 
According to Vodopyanov’s studies [12], the optical-to-THz conversion efficiency is proportional 
to χijk

(2). Thus, these results imply that heavy-atom doping, that is, Te, in GaSe crystals can improve 
its nonlinearity. However, the optical-to-THz conversion efficiency could not be increased further 
at higher Te-doping level because of increases in several types of structural defects concentration  
(e.g., polytypes, stacking faults, and dislocation) [9–11].

Figure 2.3.2 shows the Fourier spectrum of the THz radiation from ZnTe, GaSe, and 0.38 mass 
% GaSe crystals. Inset shows THz power as a function of pump fluences.

In addition, the spectra of THz radiation from GaSe:Te crystals are wider than those of the ZnTe 
crystals with the same thickness at a high-frequency side. This is caused by the frequency of the 
transverse optical phonon absorption peak for GaSe centered at 7.1 THz, which is higher than that 
of ZnTe at 5.3 THz [3,13].

Because of the two-photon absorption of pumping light and the free carrier absorption of 
THz on ZnTe, the THz output power at first show quadratic dependence in low pump intensity 
regime and then start to saturate above the pumping fluence of about 3 mJ/cm2 [14]. The value of 
the two-photon absorption coefficient of GaSe (βGaSe 0.558 cm/GW) is smaller than that of ZnTe 
(βZnTe 4.2 cm/GW) [15], which implies that fewer free carriers are generated in GaSe:Te crystals 
to diminish the suppression effect in the THz output power due to the two-photon absorption. It 
is because the second photon is not useful in the generation of THz emitting level population. 
Therefore, the linear dependence (the originally quadratic dependence is suppressed by two-
photon absorption) between the THz output power and pumping fluence started to be observed 
at some level of pumping. Consequently, at relatively low pump fluences (<4.6 mJ/cm2), the emit-
ted THz power from GaSe:Te crystals is smaller than that from ZnTe crystals. Once the pump 
fluences are larger than 4.6 mJ/cm2, however, the emitted THz power on the GaSe:Te crystals 
exceeds that on ZnTe crystals considerably because of the larger two-photon absorption of ZnTe. 
The conversion efficiency of GaSe:Te crystals was significantly higher than that of the GaSe crys-
tal, especially in the high pumping fluence range. Thus, we can expect that GaSe:Te crystals to be 
a promising material for high-power THz generation, which would be attractive for applications 
in THz spectroscopy.

Although no significant changes are in the central frequency of THz radiation by fixing the 
thickness to 0.3 mm on various GaSe:Te crystals (Figure 2.3.1b), the marked redshift of the central 
frequency is observed by changing the thickness of GaSe:Te crystals, as shown in Figure 2.3.3. 
Under the slowly varying envelope approximation (which is called SVEA sometimes in literature) 
[12], the power spectrum of THz radiation can be described as

  FIGURE 2.3.2 Fourier spectrum of 
the THz radiation from ZnTe, GaSe, and 
0.38 mass % GaSe crystals. Inset, THz 
power as a function of pump fluences. L, 
thickness of the crystals. The solid lines 
are guides for the eyes.
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where ωT is the THz angular frequency, L is the thickness of the crystal, deff = (1/2) χ(2), τ is the pulse 
duration, and the k-vector mismatch is ω∆ = ( – ) /THz opt

gr
THzk n n c. The refractive index in GaSe crys-

tals was obtained from [16], in which opt
grn  (at 800 nm) = 3.12 and nTHz (at 1 THz) = 3.26. For the dif-

ferent thicknesses of the crystals, L, the THz spectrum can be simulated by the above Eq. (2.3.2) and 
the central frequency of the THz radiation can be further identified from the simulated spectrum. 
For the thin crystals, the central frequency of THz radiation simulated from Eq. (2.3.2) is dominated 
by pulse duration. However, the Δk in Eq. (2.3.2) induces a change in the central frequency in the 
case of thicker crystals. Consequently, the central frequency of THz radiation from thin GaSe and 
ZnTe crystals is similar, as shown by the solid and dashed lines in Figure 2.3.3. While the crystal 
thickness increases, the central frequency of THz radiation on ZnTe crystals approaches 1.9 THz, 
where phase matching is satisfied [17]. However, the central frequencies of THz radiation on GaSe 
and GaSe:Te crystals decrease gradually to 1.5 THz because no phase matching condition is satis-
fied in this region. In some manner, we can consider this characteristic is advantageous for tuning 
the THz central frequency by varying the thickness of GaSe:Te crystals. Moreover, the THz radia-
tion power on 0.38 mass % GaSe:Te crystals increases by 8.8 times while the thickness increases 
from 0.1 to 0.52 mm (see inset of Figure 2.3.3), which shows excellent agreement with the simulation 
results. Therefore, the high THz radiation power on GaSe:Te crystals could be obtained simply by 
using thicker crystals [18].

2.3.4 CONCLUSION 

As mentioned above in this subsection [18], it was demonstrated that broadband THz generation 
with widely linear optical-to-THz conversion on GaSe:Te crystals is realized by non-phase-matched 
optical rectification. The dopant (Te atoms) in GaSe crystals improves the efficiency of THz genera-
tion significantly, especially in the high pumping fluence range. By increasing crystal thickness, 
the central frequency of THz radiation from GaSe:Te crystals shifts markedly to red, and its power 
increases. Furthermore, the high-power (>1.36 μW under the pumping of 6.9 mJ/cm2 on a 0.52 mm 
thick 0.38 mass % GaSe:Te crystal) and central-frequency tunable (Δfc ∼ 1.5 THz) THz radia-
tion can be realized in GaSe:Te crystals. The research described in this subsection was obtained 

  FIGURE 2.3.3 Central frequency 
of THz radiation on 0.38 mass % 
GaSe:Te crystals with various thick-
nesses. Inset, thickness dependence 
of THz power on 0.38 mass % 
GaSe:Te. All THz generation experi-
ments were performed by the pump-
ing level of 3.5 mJ/cm2.
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by the collaboration among the following people: W.-C. Chu, S.-A. Ku, H.-J. Wang, C.-W. Luo,  
Y. M. Andreev, G. Lanskii, and T. Kobayashi [18].

REFERENCES

 1. B. Ferguson and X.-C. Zhang, Nat. Mater. 1, 26 (2002).
 2. W. Shi, Y. J. Ding, N. Fernelius, and K. Vodopyanov, Opt. Lett. 27, 1454 (2002).
 3. Y.-S. Lee, T. Meade, V. Perlin, H. Winful, and T. B. Norris, Appl. Phys. Lett. 76, 2505 (2000).
 4. T. Tanabe, K. Suto, J. Nishizawa, K. Saito, and T. Kimura, Appl. Phys. Lett. 83, 237 (2003).
 5. K. L. Vodopyanov, M. M. Fejer, X. Yu, J. S. Harris, Y.-S. Lee, W. C. Hurlbut, V. G. Kozlov, D. Bliss, and 

C. Lynch, Appl. Phys. Lett. 89, 141119 (2006).
 6. P. Kumbhakar, T. Kobayashi, and G. C. Bhar, Appl. Opt. 43, 3324 (2004).
 7. C. W. Luo, K. Reimann, M. Woerner, T. Elsaesser, R. Hey, and K. H. Ploog, Phys. Rev. Lett. 92, 047402 

(2004).
 8. A. A. Tikhomirov, Yu. M. Andreev, G. V. Lanskii, O. V. Voevodina, and S. Y. Sarkisov, Proc. SPIE 

6258, 625809 (2006).
 9. S. Shigetomi and T. Ikari, J. Appl. Phys. 95, 6480 (2004).
 10. I. Evtodiev, L. Leontie, M. Caraman, M. Stamate, and E. Arama, J. Appl. Phys. 105, 023524 (2009).
 11. S. A. Ku, W.-C. Chu, C. W. Luo, Y. Andreev, G. Lanskii, A. Shaiduko, T. Izaak, V. Svetlichnyi, 

E. Vaytulevich, K. H. Wu, and T. Kobayashi, Opt. Express 20, 5029 (2012).
 12. K. L. Vodopyanov, Opt. Express 14, 2263 (2006).
 13. G. Gallot, J. Q. Zhang, R. W. Mcgowan, T. I. Jeon, and D. Grischkowsky, Appl. Phys. Lett. 74, 3450 (1999).
 14. M. C. Hoffmann, K.-L. Yeh, J. Hebling, and K. A. Nelson, Opt. Express 15, 11706 (2007).
 15. I. B. Zotova and Y. J. Ding, Appl. Opt. 40, 6654 (2001).
 16. C.-W. Chen, T.-T. Tang, S.-H. Lin, J. Y. Huang, C.-S. Chang, P.-K. Chung, S.-T. Yen, and C.-L. Pan, J. 

Opt. Soc. Am. B 26, A58 (2009).
 17. A. Nahata, A. S. Weling, and T. F. Heinz, Appl. Phys. Lett. 69, 2321 (1996).
 18. W.-C. Chu, S.-A. Ku, H.-J. Wang, C.-W. Luo, Y. M. Andreev, G. Lanskii, and T. Kobayashi, Opt. Lett. 

37, 945 (2012).



https://taylorandfrancis.com


107

2.4 THz Emission from Organic 
Cocrystalline Salt
An Example of 2, 
6-Diaminopyridinium-4-
Nitrophenolate-4-Nitrophenol

2.4.1  INTRODUCTION

Few-cycle terahertz (THz) electromagnetic pulses have attracted much attention because they 
have high potential in fundamental studies and practical applications [1]. Inorganic crystals, such 
as ZnTe, GaSe:Te, used as THz emitters equipped with ultrafast lasers have become popular 
and high signal-to-noise ratio tabletop THz sources around the world [2–5]. Recently, intense 
THz pulses have been demonstrated in LiNbO3 by using tilted pulse front excitation, which has 
extended the applications of intense THz radiation into the nonlinear region [6,7]. On the other 
hand, due to large second-order nonlinear susceptibilities and low dielectric constants for phase-
matching, organic nonlinear optical crystals have received much more attention for THz genera-
tion. Some organic crystals such as DAST, DSTMS, and OH1 have been applied to high-field 
THz generation [8–10]. However, due to low-frequency phonon/resonance absorption in the THz 
frequency range, the waveforms, and spectra of THz emission from these novel organic crystals 
are distorted and hence not preferable in some applications. Therefore, ZnTe or LiNbO3 incorpo-
rated with Ti:sapphire lasers are still the most popular THz emitters currently at the time of the 
present paper preparation and expectations of further novel organic materials are strongly hoped 
to be created.

In this study, we demonstrate THz emission from a novel organic crystal 2,6 diaminopyridin-
ium-4-nitrophenolate-4-nitrophenol (DAP+NP−NP) [11–13]. The field strength of the THz emission 
from a DAP+NP−NP crystal is comparable with that from a typical THz emitter-ZnTe crystal. Few-
cycle THz pulses were observed from a DAP+NP−NP crystal, and both the waveform and spectra 
from DAP+NP−NP are similar to those from ZnTe.

2.4.2  SAMPLE PREPARATION AND THz EMISSION EXPERIMENTS

The DAP+NP−NP crystals used in this study were synthesized by the slow-evaporation-solution 
method with ethanol (C2H5OH) as a solvent material [11]. A photo of the used crystal in the 
present experiment is shown in the inset of Figure 2.4.1a, and the thickness of the sample is 
~0.41 mm. We used the XRD θ–2θ scan method to determine the orientation of the used crys-
tal. As shown in Figure 2.4.1a, three diffraction peaks appear at 16.28°, 33.30°, and 50.66°. By 
comparing with structure in the crystallography database, we confirm that these peaks corre-
spond to the diffracted peaks of (200), (400), and (600), respectively [14]. Therefore, the result 
of XRD θ–2θ scan suggests that the surface normal of the used crystal is closely along the 
<100>-direction.
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FIGURE 2.4.1 (a) X-ray diffraction θ–2θ scan results of the employed DAP+NP−NP crystal. Compared with 
the crystallography database, the diffraction peaks at 16.28°, 33.31°, and 50.66° correspond to the diffracted 
peaks of (200), (400), and (600), respectively [14]. The surface normal of the employed DAP+NP−NP crystal is 
approximately (100). The inset shows the photo of the employed crystal. (b) THz waveforms from a DAP+NP−

NP crystal in the configurations of POpt/PTHz (black) and POpt⊥PTHz (red). The THz waveform from 1-mm <110> 
ZnTe in the configuration of POpt/PTHz (blue) is also shown as a reference. The inset shows the experimental 
configuration and the pumping fluence dependence of THz radiation from a DAP+NP−NP crystal (black point) 
and the quadratic fitting (red line) in POpt/PTHz configuration. (c) The corresponding THz emission spectra.

In the transmission-configuration THz generation experiments, a commercial Ti:sapphire oscil-
lator (Femtosource scientific XL300, FEMTOLASERS Produktions GmbH) operating at a central 
wavelength of 800 nm was employed as a pumping source, and it produced optical pulses of 100 fs 
at a repetition rate of 5.2 MHz. The pump beam was focused on the samples with a diameter of 
about 150 μm and pulse energy of 70.7 nJ to generate THz radiation. The transmitted THz radiation 
was collimated by two off-axis parabolic mirrors and focused on a 1-mm-thick <110> ZnTe slab for 
electro-optic sampling. All experiments were performed in a chamber filled with dry nitrogen gas 
to avoid any deterioration of the nonlinear optical materials for both experimental samples and for 
pulse laser due to H2O gaseous molecular contents in the air at room temperature.

2.4.3 RE SULTS AND DISCUSSION

Figure 2.4.1b shows the THz temporal waveforms generated from the DAP+NP−NP crystal in dif-
ferent polarization configurations. In the POpt//PTHz configuration, i.e., the polarizations of optical 
pulses and THz radiation were parallel to each other, a few-cycle THz pulse (black line) can be 
clearly observed, and the maximum amplitude of electric field is denoted as
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DAP+NP−NP EO/T. As the polarization of optical pulses was perpendicular to that of THz radia-
tion, in the POpt⊥PTHz configuration, a THz pulse with the same temporal shape (red line vs. black 

+ − + −
line) and an amplitude of about twice larger, i.e., E EDAP NP NP / DAP NP NP

o T⊥ O T/ = =1.56/0.72 2.17,  
was obtained. In the experiments, we also used a 1-mm-thick <110> ZnTe slab to generate THz 
radiation, under the same conditions as in POpt/PTHz configuration. As seen clearly in the figure, 
the amplitude of the electric field from the ZnTe slab is about six times larger than that from the 
DAP+NP−NP crystal ( /E EDAP+ −NP NP DAP+ −NP NP

o T⊥ O T/ = =4.50/0.72 6.25) in the POpt/PTHz configuration.
The FFT spectra of the temporal waveforms are shown in Figure 2.4.1c. We find that the spec-

tra from a DAP+NP−NP crystal (both POpt/PTHz and POpt⊥PTHz) show comparable bandwidth to 
those from 1-mm-thick ZnTe. We also perform pumping fluence-dependent experiments to inves-
tigate the mechanism of THz generation from the DAP+NP−NP crystal. As shown in the inset of  
Figure 2.4.1b, the THz spectrum power in the POpt/PTHz configuration shows quadric dependence on 
the pumping fluence, which indicates that the THz generation in the DAP+NP−NP crystal is due to 
the second-order nonlinear optical effect.

To gain more insight into the mechanism of THz generated from a DAP+NP−NP crystal, we 
rotated the DAP+NP−NP crystal to perform azimuthal angle scan (ϕ-scan) measurements in both 
POpt/PTHz and POpt⊥PTHz configurations, as shown in Figure 2.4.2c and d, respectively. In the left 
part of Figure 2.4.2c, the THz power ϕ-scan result reveals sixfold symmetry in the POpt/PTHz con-
figuration. On the other hand, in the left of Figure 2.4.2d, the THz power ϕ-scan result shows two-
fold symmetry in the POpt⊥PTHz configuration and the polarity also reverses under 180°-rotation.

The symbols of “ + ” and “−” represent the polarity state of the corresponding THz waveform. 
Right: the simplified molecular structure of DAP+NP−NP. The symbols of “A” and “D” represent 
acceptor and donor atoms, respectively. The dashed line represents the direction of the main chain 
of DAP+NP−NP. The polarization vectors of L (green) and R (brown) represent the THz radiation 

FIGURE 2.4.2 (a) The molecular structure of DAP+NP−NP. O (red), H (yellow), N (blue), C (black), atoms 
and H-bonds (black dash line) are shown. (b) The crystal structure of DAP+NP−NP [14]. (c) Left: the azimuthal 
angle scan (ϕ-scan) of THz power in the configuration of POpt/PTHz.
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generated in ϕ = 300° and 60°, respectively. Left: The azimuthal angle scan (ϕ-scan) of THz power 
in the configuration of POpt⊥PTHz. The maximum THz power was generated along the direction of 
the main chain of DAP+NP−NP.

To figure out these interesting ϕ-scan results in DAP+NP−NP crystals, we propose a model based 
on the strong second-order-nonlinear effect induced by intramolecular charge transfer between 
electron donor and acceptor of molecules [15]. The simplified molecular structure of a DAP+NP−

NP crystal in Figure 2.4.2a and b is shown on the right in Figure 2.4.2c and d. The symbols “A” 
and “D” represent the anionic electron acceptor and the cationic electron donor atoms in Figure 
2.4.2a, respectively, while the dashed line represents the direction of the main chain of a DAP+NP−

NP crystal in Figure 2.4.2b [12]. After optical excitation, the nonlinear polarization is induced 
along the molecular chain between the acceptor and the donor. In the POpt/PTHz configuration, the 
polarization vectors of “L (green)” and “R (brown)” represent the THz wave generated in ϕ = 300° 
and 60°, respectively. As ϕ = 0°, the induced nonlinear polarizations superimpose and result in a 
net polarization along the main chain of the DAP+NP−NP molecules. On the other hand, in the 
POpt⊥PTHz configuration, the direction of the maximum THz radiation is also along the main chain 
of a DAP+NP−NP crystal. All polarities of the measured THz waveform are coincident with the 
molecular structure of DAP+NP−NP.

In general, the nonlinear light conversion efficiency in nonlinear optical materials can be brought 
out significantly through their linear spectra. Therefore, we used a microspectrometer, a spectrometer 
integrated with a commercial optical-microscope, to study the VIS-NIR transmission spectra at three 
different positions for the used DAP+NP−NP crystal, as shown in Figure 2.4.3a. All transmission 
spectra of these three positions show a cut-off wavelength at ~500 nm and this cut-off wavelength 
responds to the energy bandgap of the DAP+NP−NP crystal. The measured transmission spectra in 
the NIR range show non-negligible differences. At the pumping wavelength, i.e., 800 nm, the mea-
sured transmittance at the three positions is 27.0%, 41.5% and 21.8%, which are coincident with the 
transparencies of these three positions, as shown in the insets of Figure 2.4.3a. This low percentage of 
transmission indicates that there are some impurities inside the sample and these undesired impuri-
ties reduce the THz generation efficiency.

To evaluate the potential of DAP+NP−NP crystals for high-power THz generation applications, 
we investigate the effects of thickness and transparency of the samples.

First, for the second-order nonlinear optical process, the amplitude of the electric field of THz 
radiation is directly proportional to both the crystal thickness L and optical pump intensity IOpt 

 FIGURE 2.4.3 (a) The VIS-NIR transmission spectra at different positions of the employed DAP+NP−NP crys-
tal. The corresponding photos are shown in the insets and the measured areas (spot size) are ~100 μm in diameter. 
(b) The refractive index and the extinction coefficient of a DAP+NP−NP crystal in THz region were obtained by 
THz time-domain spectroscopy. Compared with Figure 2.4.1c, DAP+NP−NP does not show significant absorp-
tion up to 5 THz, which is coincident with the non-distorted few-cycle THz pulse from a DAP+NP−NP crystal, 
as shown in Figure 2.4.1b.
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inside of the crystal, i.e., ETHz ∝ × L IOpt [16]. Second, the undesired impurities inside the samples 
result in the loss of pumping light and diminish the generated THz intensity (Efficiency is the same 
since we are claiming that the THz intensity is proportional to the pump intensity). This means the 
transmittance T of optical pump must be considered, i.e., IOpt → T × IOpt. The spot size (~150 μm) of 
the pump beam is larger than that (~100 μm) used for micro-transmission spectrum. Therefore, we 
need to consider that the average transmittance Taverage and the average value of the transmittance at 
these three positions is 30.1% ((27.0% + 41.5% + 21.8%)/3 = 30.1%). We estimate that the amplitude of 
the electric field, EDAP+ −NP NP, of THz radiation from DAP+ −

O T⊥ −Max NP NP in POpt⊥PTHz configuration would 
be 5.25 (a.u.)

 + − + −NP T
 E E 1 mm 


DAP NP NP DAP NP Max L 41.5% 1 mm

⊥ −


O T Max = ×O T⊥ −average × = 1.56 × × = 5.25  
Taverage L0.41 mm 30.1% 0.41 mm 

if a highly transparent (in this study, max transmittance TMax = 41.5%) 1-mm-thick DAP+NP−

NP is used. This value would be larger than that of 1-mm-thick ZnTe in POpt/PTHz configuration 
(EZnTe

O T/ = 4.5 (a .u.)). Recently, highly transparent DAP+NP−NP crystals with transmittance of 75% 
at 800 nm have been reported [13]. This indicates that the amplitude of an electric field twice as 
large as that from ZnTe could be obtained from a high-quality DAP+NP−NP crystal. Furthermore, 
the linear spectrum of DAP+NP−NP shows higher transmittance around 1000 nm in the NIR range 
[13]. Compared with the case using 800-nm optical pulses as the pump, we propose that it is pos-
sible to use the optical pumping pulse output from a Yb-doped fiber laser to obtain THz radiation 
with a high electric field. More detailed information about DAP+NP−NP crystals, such as refractive 
index and absorption coefficient in the NIR range, is necessary for investigating THz applications in 
the future. In most organic crystals such as DAST, DSTMS, and OH1, some resonance absorptions 
in the THz range result in complex waveform and spectra, which is not preferable for applications. 
We used THz time-domain spectroscopy to analyze the characteristics of the DAP+NP−NP crystal 
in the THz range. As shown in Figure 2.4.3b, both the refractive index and extinction coefficient 
do not show substantial absorbance up to 5 THz in this study. These results are consistent with the 
observations of non-distorted few-cycle THz pulses from DAP+NP−NP crystals and indicate that 
high-quality DAP+NP−NP crystals have high potential in THz applications.

2.4.4  SUMMARY

In summary, we have examined THz radiation from organic DAP+NP−NP crystals by using 800-nm 
optical pulse excitation. The maximum electric field of THz radiation from DAP+NP−NP is com-
parable to that from 1-mm ZnTe. This indicates that a high-quality DAP+NP−NP crystal could be a 
candidate for low-cost and high-power THz applications [17].

The collaboration research presented in this subsection was conducted by the following people: 
Chien-Ming Tu, Li-Hsien Chou, Yi-Cheng Chen, Ping Huang, M. Rajaboopathi, Chih-Wei Luo, 
Kaung-Hsiung Wu, V. Krishnakumar, and Takayoshi Kobayashi [17].
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Quasi-Monocyclic Near-
Infrared Pulses with a 
Stabilized Carrier-Envelope 
Phase Characterized 
by Noncollinear Cross-
Correlation Frequency-
Resolved Optical Gating

3.1.1 INTRODUCTION 

The broadband phase-matching property of β-BaB2O4 (BBO) crystal in type I noncollinear optical 
parametric amplifier [1–8] (OPA) and the development of a sophisticated pulse-compression tech-
nique (a custom-designed ultra-broadband chirp mirror, an adaptive pulse shaper such as a spatial 
light modulator, and a deformable membrane mirror) [5–8] facilitated the generation of a pulse as 
short as 4 fs, covering nearly the full visible spectral range and the near-infrared [8]. Furthermore, the 
idler from the noncollinear OPA system [9], pumped with second harmonic (SH) of the fundamental 
Ti:sapphire radiation and seeded with the white-light continuum produced by the same SH, showed 
the useful phenomenon of self-elimination of pulse-to-pulse carrier-envelope phase slip (CEPslip).

Here the CEP slip is explained briefly as follows. The CEP can be defined in time domain and 
frequency domain for the periodical pulse train. In time domain, the CERP can be defined by the 
time shift between the peak of the pulse envelope and field peak position measured with the time 
scale of oscillation as 2π. Repetitive pulse has two frequencies; i.e., repetitive frequency and CEP. 
Components of the pulse spectrum have equal frequency separation f rep and carrier-envelope fre-
quency. The spectral frequency distribution is given by fn = fCEO + nfrep with n = integer and frep = 1/Trep 
and CEPslip is pulse-after-pulse change of the CEP.

Controlling CEP slip is critical in applications for extreme nonlinear optical phenomena such as 
high-harmonic generation extending to the soft-x-ray region [10,11] and in precision optical frequency 
measurement [12]. Many research groups have worked for active stabilization of the CEP of the output 
from a mode-locked oscillator with a servo-loop feedback system [12–14]. A CEP-sensitive phenom-
enon was demonstrated first in an experiment on photoelectron emission [15]; recently, CEP depen-
dency was reported in a soft-x-ray spectrum generated with a CEP-stabilized intense laser system [16].

3.1.2 EXPERIMENTAL

The idler spectrum from our noncollinear OPA system as shown below in Figure 3.1.3a has a 
transform-limited (TL) pulse width of 4.0 fs, which corresponds to 1.2 optical cycles of 3.3 fs with 
a center wavelength (center of mass in the frequency domain) at 990 nm. Such quasi-monocyclic 
idler output with no CEP slip can be utilized to study CEP-sensitive phenomena. However, there 
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is difficulty in characterization of idler pulses with bandwidths of more than an octave by using 
conventional upconversion or downconversion techniques and in achieving precise pulse com-
pression. In the research reported in this Letter, to overcome this difficulty in characterization,  
we employed cross-correlation frequency-resolved optical gating [17,18] (XFROG) with broadband 
sum-frequency mixing (SFM), even taking advantage of the idler’s angular dispersion. The idea of 
broadband parametric upconversion originated with the achromatic phase-matched SH generation of 
a nanosecond dye laser [19]. Afterward, Szabó and Bor pointed out the importance of noncollinear 
geometry in a broadband SFM scheme [20], which has been applied in several SH generation and 
SFM experiments [21–23].

Figure 3.1.1 shows a schematic of our setup for XFROG measurement with broadband type I 
SFM in a 30-μm-thick BBO crystal. A SH pulse and a SH-originated supercontinuum pulse are 
introduced into the optical parametric amplifier (OPA) crystal at a noncollinear angle αNC. Spatially 
and temporally overlapped pulses generate idler radiation. The idler output from the noncollinear 
OPA has an angular dispersion that fulfills a phase-matching condition among pump, signal, and 
idler waves. The dispersion outside the BBO crystal βextλ is calculated for an OPA noncollinear 
angle αNC = 3.7° and a pump wavelength λpump 395 nm. After the BBO crystal, the combination of 
a concave mirror and an off-axis parabolic mirror, of focal lengths of f1 and f2, respectively, were 
used. The relation between the distributed incident angle αidl-ext(λ) to the SFM crystal for XFROG 
and d βext(λ) is αidl-ext(λ) = αidl-ext(λc) ± Md βext(λ)/2, where the magnification factor is M = f1/f2. Setting 
the incident angle of the reference αref-ext to zero, we determine the wavelength dependency of the 
exit angle, αsum-int (λsum, θPM), of the sum-frequency radiation from the following parallel and per-
pendicular wave vector matching conditions:

 k ke
sum icos .α λd1_ int ( )id1 rθ αPM  − + 1 icos 0   { }o o

ef kid  d1_ int ( )λid1 =  (3.1.1)

 k ko e
id1 isin sα λd1_ int ( )id1 s − um in α λ   sum_int s( )um , 0θPM  =  (3.1.2)

Here the subscripts ref, idl, and sum correspond to reference, idler, and sum-frequency radiation, 

respectively, in the XFROG; θPM and θcut are the phase-matching and the cutting angles, respec-

tively, of the SFM crystal with θPM = θcut–α −1 0
sum-int and αidl-int = sin  [sin (αidl–ext)/nidl ( )λidl ]; where 

n0
idl ( )λidl  is the refractive index at the idler wavelength, λidl. Using these equations, we calculated θPM 

and obtained phase-matching gain spectrum |η|2 of the SFM interaction by adopting the method of 
Ref. [19] and using the following expression for acceptance function η:

∫
L

η ≡ ∆L d−1 ζ ζexp ( )i k 

 0  (3.1.3)

= ∆exp /( )i k  L k2 sinc /( )∆ L 2

  FIGURE 3.1.1 Schematic of 
the XFROG measurement system 
with broadband type I SFM. OPA, 
optical parametric amplifier; DM, 
deformable membrane mirror with 
a 19-channel high-voltage driver; 
DG, BK7 glass plate for dispersion 
compensation; Regen., fundamental 
radiation from a Ti:sapphire regen-
erative amplifier; OMA, optical 
regenerative analyzer.
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Here L is the thickness of the SFM crystal, and the phase mismatch (Δk||L) parallel to the generated 
wave vector kc is given by

 ∆ ≡k L  e o co α αk k− −s c( ) k Lo
 sum ref sum _ int id1 os( )id1_ int s− α um _ int   (3.1.4)

In the calculation, we determine M and αidl-int(λc) to minimize the angular dispersion dαsum-int/dλ and 
then select θcos to produce the maximum SFM bandwidth.

Figure 3.1.2a and b show the dependence of phase mismatch ΔkkL and phase-matching gain 
|η|2, respectively, on the idler and SFM wavelengths under conditions that f1 = f2 = 100 (M = 1.0), 
αidl-int (λc) = 17.85° for wavelength λc = 1100 nm, L = 30 μm, and θcut = 29.3°. Counterparts with col-
linear configurations that satisfy αidl-int(λ) = 0° and consequently αc-int = 0° are also shown for com-
parison. For the collinear configuration, the phase-matched SFM output power decreases sharply 
for wavelengths other than that for perfect phase matching (Δk || L = 0), resulting in narrowing of 
the phase-matching bandwidth (Figure 3.1.2b). Especially in the shorter-wavelength regions, this 
band narrowing will lead to irreversible loss of information from the measured XFROG trace. In 
the noncollinear configuration, however, the first-order term of the Taylor-expanded phase mis-
match is eliminated by the group-velocity matching condition near the wavelength of 1100 nm in 
Figure 3.1.2a. As can be observed from Figure 3.1.2b, there is only insignificant reduction of the 
phase-matching gain–bandwidth in the noncollinear configuration that we used. Hence, with the 
noncollinear configuration specified above, we have succeeded in characterizing the broadband 
idler pulses from the noncollinear OPA by XFROG with broadband SFM, utilizing the idler’s 
angular dispersion.

Detailed configuration and specifications for the generation of CEP-locked idler output from a 
noncollinear OPA are given in Ref. [7]. The generated idler pulse is injected into the BBO crys-
tal for XFROG measurement after bouncing off the flexible mirror and transmission through a 
2-mm-thick BK7 (borosilicate) glass plate. The idler radiation of the noncollinear OPA is negatively 
chirped because the red part of the idler corresponds to the blue part of the positively chirped 
supercontinuum seed and vice versa. This negative chirp was roughly compensated for by material 
dispersion of the BK7 glass, and the residual chirp was compensated for by a deformable-membrane 
mirror (OKO Technologies) with adaptive control of 19 pixels. An optical multichannel analyzer 
(Ocean Optics S2000) was used to detect the XFROG signal. It is noteworthy to mention that it is 
impossible to introduce positive chirp by using BK7 glass in a spectral range of >300 nm because 
of the anomalous property of the glass. However, the residual chirp after the BK7 glass is success-
fully compensated for by a deformable-membrane mirror, as shown in Figure 3.1.3. In a XFROG 

 FIGURE 3.1.2 Dependence 
of (a) Phase mismatch Δk||L 
and (b) Phase-matching gain 
|η|2 on the wavelengths of the 
idler and the sum frequency 
calculated with the XFROG 
in Figure 1 with parameters 
f1 = f2 = 100 (M = 1.0), αidl–int(λc) 
17.85° for λc = 1100 nm, and 
L = 30 μm. Solid curves, non-
collinear configuration; dashed 
curves, collinear configuration. 
The dotted line in (a) represents 
perfect phase matching.
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 FIGURE 3.1.3 (a) Idler spectrum of the noncollinear OPA system. The TL pulse width is 4.0 ps, with a center 
wavelength at 900 nm. (b) Pulse shape and (c) Spectrum (solid curves) and the temporal and spectral phases 
(dashed curves) after retrieval.

measurement with a reference of much narrower spectrum width than the measured pulse (idler), 
one can estimate the group delay of the idler directly from the XFROG trace obtained (without any 
retrieval) by calculating the center of gravity of the delay time for each spectral pixel of the opti-
cal multichannel analyzer. Feedback to each actuator of the deformable mirror can be made by the 
group delay obtained as described above. The Ti:sapphire fundamental radiation 790 nm, 120 fs was 
used as the reference pulse of the XFROG. 

An XFROG technique enables a pulse that is shorter than the reference pulse to be measured 
because the time–frequency contour map of a XFROG trace contains complete information on the 
measured pulse. This is different from conventional cross-correlation measurement, in which only 
delay-time-dependent signal intensity is acquired. Compared with SHG FROG pulse diagnostics 
[24], which may be a candidate for future study, the XFROG method has the advantage of a more 
intense frequency-conversion signal that uses a strong reference pulse. In addition, XFROG requires 
a narrower frequency-conversion bandwidth [25] than required in the case of SHG FROG. The fre-
quency-conversion bandwidth limits the thickness of the BBO crystal in each method, so a thicker 
crystal can be used in XFROG, which is another advantage. These two advantages enable the signal 
to be acquired more sensitively and efficiently. The reference pulse is separately characterized by 
the use of an external SHG FROG interferometer.

Figure 3.1.3a and b show the pulse shape and the spectrum along with their phases after retrieval. 
The TL pulse width that can be calculated from the retrieved spectrum is 4.2 fs, which is close to 
the value calculated from the noncollinear OPA idler output spectrum in Figure 3.1.3a. This result 
confirms that the broadband SFM XFROG measurement was performed with full noncollinear 
OPA idler spectral bandwidth. Our retrieved pulse width (4.3 fs) is also almost the same as the TL 
pulse width, so the chirp compensation, which corresponds to 1.3 optical cycles in terms of cycle 
time corresponding to the center wavelength of 970 nm, worked successfully.

3.1.3 CONCLUSION

In this subsection, broadband idler output pulses from a noncollinear OPA has been characterized 
by using broadband SFM XFROG, taking advantage of the idler’s angular dispersion property. By 
compensating for the residual higher-order dispersion, using adaptive control of a deformable mir-
ror, quasimonocyclic near-infrared pulses with 4.3-fs pulse duration were achieved [26]. Such a sort 
pulse as short as 4.3fs with CEP stabilize is considered to be very useful for the study of CEP on the 
laser matter interaction since the effect is reasonable important because the strength of CEP effect 
is proportional to (CEP induced time shift/ pulse duration). Therefore the effect is 1000 times larger 
for CEP stabilized 5-fs pulse than hat of 5ps pulse.
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Self-Stabilization of the 
Carrier-Envelope Phase 
of an Optical Parametric 
Amplifier Verified with a 
Photonic Crystal Fiber

3.2.1 INTRODUCTION 

For few-cycle optical pulses [1–5], the maximum electric field amplitude shows a substantial 
dependence on the carrier-envelope phase (CEP). Therefore, the CEP-stabilized sources of high-
intensity femtosecond pulses are important for the field-sensitive nonlinear optical process [6,7]. 
A high-precision CEP measurement and control of 100-MHz repetition sources have been dem-
onstrated experimentally [8–12]. The stabilization of CEP in a high-energy pulse is still a highly 
desirable and elusive goal, especially in a power-amplification system at a relatively low repetition 
rate, such as the kilohertz level until recently [13,14].

The optical parametric process is an important route to generate few-cycle optical pulses. 
However, for both optical parametric oscillators [15] and super fluorescence-seeded optical para-
metric amplifiers (OPAs), the CEPs of both the signal and the idler are random because the signal 
is initiated by quantum noise. Fortunately, the properties of CEP from an externally seeded OPA 
are different from those of optical parametric oscillators and super fluorescence-seeded OPAs. In a 
recent Letter by Baltuska et al. [13], it was shown that the CEP of an idler from an externally seeded 
OPA is automatically stabilized passively when the same pulse source is used for the generation of a 
white-light seed pulse and for pumping the OPA. This result was also demonstrated experimentally 
by an OPA pumped with the second harmonic (SH) at 400 nm of a 1-kHz Ti:sapphire chirped-pulse 
amplifier (CPA) laser [13]. Here we present another experimental proof for the above theoretical 
prediction, namely, the OPA is pumped by the fundamental of the CPA with a spectrum centered at 
786 nm. It was found that a near-infrared optical pulse has self-stabilized CEP.

The mechanism of the CEP self-stabilization in a three-wave-coupling optical parametric process 
is explained as follows: First, the white-light continuum pulse used as a seed for an OPA is produced 
by self-phase modulation (SPM) and contains phase c as that of the input pulse, because the SPM 
process is a purely intensity-dependent nonlinear optical process [16,17]. Furthermore, the supercon-
tinuum (SC) generated with an octave-spanning bandwidth is experimentally utilized in CEP mea-
surement [8,9,11], in which either photonic crystal fiber (PCF) or hollow fiber is used. Second, the 
CEP of the amplified signal pulse is determined by the seed pulse and is preserved in the amplifica-
tion process, since the pump is far from resonance and there is no phase-dependent effect. Third, the 
CEP of the idler pulse accommodates the CEP difference between the pump and the signal pulses. 
Because the CEP of the pump pulse and that of the signal pulse differ from each other by only a  
constant value of π/2 even with the existence of fluctuation c, the CEP of the idler is constant 2p 
regardless of any pulse-to-pulse fluctuations of either the CPA [18] or the OPA [19].
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3.2.2 EXPERIMENTAL 

The experimental layout is shown in Figure 3.2.1. The noncollinear optical parametric amplifier 
(NOPA) is pumped by a 120-fs FWHM pulse of 1.5-mJ energy at 786 nm from a Ti:sapphire regen-
erative CPA (Thales Laser, Bright) with a 1-kHz repetition rate. Approximately 4% of the energy 
of the vertically polarized beam is split off for SC generation, whereas the polarization of the main 
beam with 96% pulse energy is rotated to the horizontal direction by a half-wave plate for pumping 
the NOPA. The pump beam is telescoped to obtain a high peak intensity (67 GWcm2 and pump a 
2-mm-thick b-barium borate (BBO) crystal (type I, θ = 30°). A variable neutral-density filter and an 
aperture are used to adjust the intensity of the small fraction to 1 mJ, which is focused into a 2-mm-
thick sapphire plate by a 100-mm focal-length lens.

3.2.3 RESULTS AND DISCUSSION 

Typically, pulse-to-pulse fluctuations of the CEP can be determined through spectral interference 
(SI) between the fundamental and its harmonics, referred to as f-to-2f interference [10]. Such a broad 
spectrum and its SH are easily obtained for an idler pulse from a NOPA with a type I BBO crystal 
pumped by 400-nm optical pulses [13]. Unfortunately, the NOPA pumped by a 786-nm pulse cannot 
generate an idler pulse with an octave-wide spectrum. By using an additional method, the spectrum 
of the idler is extended to measure the CEP drift. Note that the recent invention of PCF has led to 
the generation of white-light continua that are more than one octave broad [20].

The idler pulses are angle tuned to 1600 nm. When the pump pulse energy is 1.3 mJ, the output 
energy from a 2-mm-thick BBO crystal is 10 mJ for the idler pulse. The 1600-nm idler pulse is fre-
quency doubled to 800 nm by use of a 50-mm focal-length lens, a 1-mm-thick BBO crystal, and a 
100-mm focal-length lens (see Figure 3.2.1b). The 75-mm-long PCF used in our experiments has a 
2.0-mm-diameter core surrounded by a cobweb structure of air holes. The period of the hole struc-
ture in the cladding is 1.3 μm, and the ratio of the pitch to the hole size is 0.40. The fiber has a small 
anomalous dispersion of D ~ 25 ps/(nm km) at 800 nm, and zero group-velocity dispersion (GVD) at 
~765 nm. The SH of the idler is focused into the PCF by a microscope objective lens (20×). The fiber 
is properly rotated to make the polarization axis of the linearly polarized pulse coincide with one of 
the principal axes in the fiber. The output pulse (white-light continuum) is focused into a 500-mm-
thick BBO again by another microscope objective lens (20×) with the same parameters to generate 
the SH of the white-light continuum. The spectrum extends from 420 to 980 nm, spanning over a 
full octave (see Figure 3.2.2a).

The unconverted fraction of the fundamental pulse with horizontal polarization and the verti-
cally polarized SH pulse is directed to an UV polarizer and a color filter after being collimated 
with a 100-mm focal-length lens, and the transmitted components are measured by a spectrometer 

  FIGURE 3.2.1 Experimental 
setup. (a) 786-nm pumped 
NOPA. l2, half-wave plate 
at 800 nm; VND, variable 
neutral-density filter; HR, 
high-reflection coating. The 
bidirected arrows indicate the 
direction of polarization. (b) 
Experimental setup of the CEP 
drift measurements.
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(Acton Research, 300i) with an intensified charged-coupled device detector (Princeton Instruments, 
7439-0001) (see Figure 3.2.1b). Maximum SI effect between the orthogonally polarized 430-nm 
pulses is obtained by rotating the UV polarizer (see Figure 3.2.2b). After subtraction of the back-
ground by use of a high-pass filter and back Fourier transformation, the SI fringe in the spec-
tral range between 428 and 434 nm is shown for three successive laser shots in Figure 3.2.2c, in 
which the good stability of the fringe positions from shot to shot is observed even with a relatively 
large change in intensity. The phase fluctuations are analyzed, and the relative phases are extracted 
from all recorded SI fringes of 60 shots. The CEP pulse-to-pulse drift measurement results are  
summarized in Figure 3.2.2d. The CEP of the SH of the idler stays locked within a 6p7-rad range. 
The rms residual phase drift is 0.21 rad and is attributed to the instability of the pump laser intensity 
and nonlinear phase noise generated in PCF [21]. Even the intensity of the fringe from 437 to 442 nm 
is unstable, and the visibility is also decreased; we calculated the CEP drift in this spectrum sec-
tion (see Figure 3.2.3d-1). The result of rms 0.27 rad is also a direct proof of CEP self-stabilization. 
When the NOPA is angle tuned to 1400 nm, the bandwidth of the output pulse is 130 nm, which 
indicates a few-cycle optical pulse with CEP self-stabilized.

To analyze and clarify the mechanism of the fluctuation of fringe in the spectral range from 
437 to 442 nm (see Figure 3.2.3c), the wavelength dependence of the fringe visibility is calculated 
(see Figure 3.2.3b). At the wavelength with maximum visibility, the ratio is assumed to be 1:1 
between the fundamental and the SH component. The relative intensity from 428 to 445 nm is 
shown in Figure 3.2.3a. The measured interference visibility and the theoretical curve are shown in  
Figure 3.2.3b. It is found that the theoretical simulation is much higher than the experimental data, 
and there is a gap from 434 to 437 nm in the experimental data. This disagreement is explained as 
follows: The input pulse has such a high peak power (100 kW) that the SPM can lead to the genera-
tion of an ultrabroadband spectrum without the need for other nonlinear effects. In this process, the 
CEP of the white light is maintained. However, with the pulse injected in the anomalous-dispersion 
regime, modulational instability occurs as a result of an interplay between SPM and GVD [17]. As 
a result of modulational-instability gain amplifiers, this process is wavelength dependent and sen-
sitive to input pulse fluctuations (see Figures 3.2.2c and 3.2.3c). Numerical simulations [22], have 
shown that SC generation can exhibit extreme sensitivity to the fluctuation of input pulse energy. 
These fluctuations also cause phase and CEP fluctuations [23], which is why the measured CEP drift 
(0.21 rad) in the section from 437 to 442 nm is relatively larger than the CEP drift (0.27 rad) between 

  FIGURE 3.2.2 Experimental 
results of CEP self-stabilization 
measurement. (a) Spectra of the 
white-light continuum gener-
ated by nonlinear propagation 
in PCF. (b) SI signal of the 
white-light continuum and its 
SH. (c) Part of the SI signal was 
measured for three successive 
shots. (d) The stable phase 
pattern was obtained from the 
interference of the white-light 
continuum in PCF and its SH. 
The result is direct proof of 
CEP self-stabilization.
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428 and 434 nm. Furthermore, even a small amount of light generated in the normal-dispersion 
regime close to the zero-GVD wavelength generated by SPM, stimulated Raman scattering, non-
solitonic radiation, or parametric four-wave mixing can serve as a secondary parametric pump 
and in turn contribute to the generation of new frequencies and to the formation of the continuum 
because parametric four-wave mixing is intrinsically phase matched with a broad range of Stokes 
and anti-Stokes wavelengths that span the whole visible to the near-infrared spectral region [24]. 
Thus one pump wave creates two new waves with different frequency bands from the spontaneous 
emission noise [25,26] outside the pump-pulse spectral band. These processes will inevitably add 
amplified spontaneous emission noise to the shorter and longer wavelength ranges [27], especially 
in the spectral ranges in which the Stokes and anti-Stokes gain are high, thus inducing the visibility 
gap from 434 to 437 nm (see Figure 3.2.3b). The amplified quantum noise with a random phase 
strongly causes coherence degradation, which decreases the visibility of the fringe from 428 to 
445 nm (see Figure 3.2.3b).

3.2.4 CONCLUSION

In this subsection, self-stabilization of the CEP of idler pulses from a NOPA was investigated 
through observation of the SI between an octave-wide supercontinuum and its second harmonic. 
This SC is generated by nonlinear propagation of the second harmonic of the idler pulse in a PCF 
[28]. The research output described in the present subsection is performed by the collaboration of 
X. Fang and T. Kobayashi [28].
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Octave-Spanning Carrier-
Envelope Phase Stabilized 
Visible Pulse with Sub-
3-fs Pulse Duration

3.3.1 INTRODUCTION

The ability to generate isolated ultrashort pulses with a broad spectrum in the visible region is impor-
tant for many applications. For example, pump-probe experiments that can resolve molecular vibra-
tions became possible with the development of sub-5-fs noncollinear optical parametric amplifiers 
(NOPAs) [1–8]. These experiments shed light on many ultrafast photophysical processes, such as 
exciton self-trapping [9] and breather-soliton formation [10], and photochemical processes such as 
the transitional states during isomerization in bacteriorhodopsin [11] and Claisen rearrangement [12].

Recently, there have been several reports on the synthesis of short or arbitrary optical pulse trains 
from Raman sidebands generated by molecular modulation in H2 [13,14]. Even sub-single-cycle 
optical pulses have been synthesized from seven sidebands in the near-UV-to-near-IR region [14]. 
However, because the time between pulses is too short (<100 fs) and their extremely high repetition 
rates prohibit downsampling, these pulses are of little use for investigating chemical or photochemi-
cal processes, which typically have time scales of >100 fs.

To our knowledge, the shortest isolated pulse that has been generated in the visible region is a 2.6 fs 
pulse produced by Matsubara et al. [15]. It was generated by spectral broadening in a hollow fiber and 
dispersion compensation using a spatial light modulator in a 4-f setup. However, because their output 
pulse spectrum contained very complicated fine structures that are unsuitable for spectroscopy, it 
has not been used in any spectroscopic application. In wavelength regions longer than the visible, the 
shortest pulse is a 4.3 fs pulse produced by our group [16] by compressing from a NOPA idler. This 
study is an extension of this work to generate a carrier-envelope phase (CEP) stabilized sub-3-fs pulse.

3.3.2 RESULTS AND DISCUSSION

The sub-3-fs pulse is based on a NOPA with a 1-mm thick β-BaB2O4 crystal (BBO) as the gain 
medium and pumped by the 400 nm second harmonic (width, 70 fs; repetition rate, 5 kHz; energy, 20 
μJ; and radius, 50 μm) of a Ti:sapphire regenerative amplifier. As shown in Figure 3.3.1a, the seed 
of the NOPA is the supercontinuum generated in a CaF2 plate from a fraction (0.6 μJ) of the 400 nm 
pulse and is injected as the signal, the higher-frequency wave of the parametric amplification. Because 
the pump and the signal have the same CEPs, the CEP of the newly generated lower-frequency idler 
(energy of ~ 0.5 μJ), which is generated as the difference frequency between the pump and the signal, 
is passively stabilized by the subtraction mechanism of the difference frequency generation in the 
idler generation process [17]. With slow (~1 s) feedback control to suppress drift, the idler CEP of this 
system is stable enough to perform optical poling experiments for a few hours [18,19].

The idler output beam with an octave-spanning (800 nm–1.6 μm) spectrum has an angular dis-
persion of 170 μrad/m, which is similar to the variation in the phase-matching angle with wave-
length for the second harmonic generation of the idler in the NOPA BBO.
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The quasi-satisfactory condition for angularly dispersed achromatic phase-matched frequency 
doubling [20–22] leads to a considerable amount of the idler second harmonic (idler-SH) generated 
overlapping onto the idler beam (with different polarization: idler, vertical; idler SH, horizontal).  
As shown in Figure 3.3.1b, the wavelength range of the idler-SH is 430–800 nm, which is corre-
sponding to ~698–375 THz. The frequency width of over 300 THz.

Figure 3.3.2 shows the optical layout used for the compensation of the angular and group-delay 
dispersion. We first collimated the diverging fan-shaped idler-SH beam by using a spherical mir-
ror, thereby converting the large angular dispersion into spatial dispersion. The collimated idler-SH 
with spatial dispersion was then reflected from a deformable mirror [(DM) purchased from Flexible 
Optical] for high order group-delay dispersion–suppression control. Finally, the spatial dispersion 
of the idler-SH was converted back into angular dispersion by reflection from a cylindrical mirror, 
and it was compensated by the diffraction mechanism with the grating. 

After adjusting the beam size, the whole idler-SH beam was characterized with a sum-frequency-
generation (SFG) cross-correlation frequency-resolved optical gating (XFROG) [23,24] using a 
800 nm reference pulse. Compared with SHG-FROG pulse diagnostics [25], a SFG-XFROG can 
characterize lower energy pulses by employing strong reference pulses; it also requires narrower 
frequency-conversion bandwidths [26]. An 800 nm reference pulse was split from the same 800 nm 
regenerative amplifier output that was used to drive the NOPA. It was compressed to 45 fs FWHM 
using a dual-prism pair and characterized by SHG-FROG using a Michelson interferometer and the 
same optical setup as described in the following. To avoid geometric smearing in the SFG process, 
the idler-SH and 800 nm reference pulses were overlapped using a chromium-coated partial mirror 
and focused by an off-axis parabolic mirror (OAP) onto a 10-μm-thick BBO for an SFG-FROG. The 
BBO thickness was measured independently. Because the CEP of the 800 nm reference beam varies 
shot-to-shot randomly and that of the idler-SH is passively stabilized as mentioned earlier in this 
chapter, interference between them is washed out when integrated over 8000 shots.

Because the idler-SH and 800 nm reference beams were collinearly incidents on the XFROG-
BBO, the generated SFG-XFROG signal, the second harmonic of the 800 nm reference beam 

  FIGURE 3.3.2 Setup for angu-
lar and group-delay dispersion 
compensation. Sph. Mirr., spheri-
cal mirror for collimation; Vert. 
Tele., telescope for reducing 
vertical beam width; Cyl. Mirr., 
cylindrical mirrors for focusing 
onto grating and collimating 
after beam combination.

 FIGURE 3.3.1 (a) Schematic of 
NOPA: LBO, LiB3O5 crystal for 
second-harmonic generation. HS, 
harmonic separator; BS, beam split-
ter; HWP, half-wave plate; VND, 
variable neutral-density filter; CF1, 
calcium fluoride crystal for white-
light continuum generation; BBO, 
β-BaB2O4 crystal for parametric 
amplification. (b) Spectra of idler-
SH (solid black curve) and signal 
(broken red curve).
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(ref-SH), the idler-SH beam, and the intense 800 nm reference beam were all collinear with each 
other. After collimation (i.e., refocusing) by an OAP, the SFG-XFROG signal was filtered in two 
steps.

 1. First, a Glan-Thompson prism was used to transmit a vertically polarized SFG-XFROG 
signal and ref-SH.

 2. Second, a fused-silica prism was used for spectral filtering as follows. The beam spectrally 
dispersed by the prism was reflected by a spherical mirror and retransmitted through the 
same prism so that it was recollimated. Because the residual idler-SH and 800 nm ref-
erence beams have longer wavelengths than the other beams, they could be completely 
removed by placing a beam block near the surface of the spherical mirror. The OAP after 
the XFROG-BBO was adjusted so that the refocused beam was precisely focused on the 
surface of the spherical mirror. The double-filtered SFG-XFROG signal beam was refo-
cused by another OAP onto the fiber input of a spectrometer (Ocean Optics, USB4000).

Although the above two-step filtering did not reduce the intensity of ref-SH, its intensity was suf-
ficiently stable that we could remove it by simply subtracting the background, of which intensity 
could be obtained immediately before and/or after the measurement of the target experiment.

A fused-silica wedge was inserted for low-order dispersion control. Fine dispersion control was 
achieved using the DM, which is an electrostatically driven membrane with 19 electrodes. Note that, 
in XFROG measurements with a reference beam with a much narrower spectrum than the pulse 
being measured (idler-SH), the group delay of the idler-SH pulse at some wavelength can be directly 
estimated without retrieval from the XFROG trace by simply calculating the peak position (assum-
ing a reference pulse gas clean spectral structure) in the delay time for the corresponding spectral 
pixel of the spectrometer.

The following feedback procedure was used.

 1. First, we obtained a SFG-XFROG trace by setting the DM electrode voltages to the middle 
of their driving ranges.

 2. Second, we obtained 19 sets of traces by individually maximizing each of the DM elec-
trode voltages.

Using these sets of data, we tracked the group delay as a function of wavelength, compared 19 
driven group-delay spectra with the nondriven group-delay spectrum, and obtained a calibration 
curve for the group delay as a function of the electrode voltage. The total group-delay variation was 
assumed to be a linear combination of each electrode drive, and we iteratively minimized the group 
delay deviation using the calibration curve.

Figure 3.3.3a and b show measured and retrieved XFROG traces, respectively. Figure 3.3.4a and 
b show the retrieved spectrum and pulse shape along with their phases, respectively. These figures 
also show the spectrum measured by the spectrometer and the transform-limited (TL) pulse shape 

  FIGURE 3.3.3 (a) SFG-XFROG 
trace of idler-SH and (b) retrieved 
trace.
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 FIGURE 3.3.4 (a) Retrieved and measured spectral pulse shape (solid black curve, retrieved intensity; dotted 
red curve, measured intensity; broken blue curve, retrieved phase). (b) Retrieved temporal pulse shape (solid 
black curve, retrieved intensity; dotted blue curve, retrieved phase; broken red curve, intensity of TL pulse).

calculated from the retrieved spectrum. The measured and retrieved spectra agree well with each 
other. The temporal FWHM of the retrieved pulse was 2.4 fs, which is close to the TL pulse width 
of 2.2 fs.

3.3.3 CONCLUSION

In this subsection, we have demonstrated compression of CEP-stabilized NOPA second-harmonic 
visible-NIR output down to 2:4 fs. The total energy of the compressed idler-SH pulse was around 1 
nJ, and the energy fraction of the main pulse was 47%. The output spectrum was smooth, making it 
suitable for spectroscopic applications. 

While the energy of the compressed idler-SH pulse is a little too low for the pulse to be used as 
the pump pulse in pump-probe experiments, there is a higher energy (~1 μJ) signal beam from the 
same NOPA whose spectrum is shown in Figure 3.3.1b. Because the signal beam has no substantial 
angular dispersion and its spectrum is sufficiently wide to support a pulse duration of 6 fs, compres-
sion using the conventional combination of a negative-chirped mirror pair and a prism pair and 
used as the pump beam in a pump-probe experiment is feasible. The idler-SH pulse can be used as 
a probe beam with a wide spectrum in such an experiment.

Because the idler-SH and idler pulses are both CEP stable and simultaneously generated in the 
same BBO, synthesis of phase-stable pulse by their combination is feasible. Their polarizations can 
be aligned using a periscope. It was discussed that this approach has the potential of realization of 
a sub-2 fs pulse generation with a near-two-octave wavelength range of 430 nm–1.6 μm [27]. The 
research results described in this subsection was obtained by the collaboration of K. Okamura and 
T. Kobayashi.
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Carrier-Envelope-Phase-
Stable, Intense Ultrashort 
Pulses in Near Infrared

3.4.1 INTRODUCTION 

Isolated soft x-ray 50–150 eV attosecond pulses are currently ideal tools to investigate dynam-
ics with atomic temporal resolution and nanometer spatial resolution [1]. Typically, attosecond 
pulses are produced via high harmonic generation (HHG) in noble gases, driven by intense carrier-
envelope phase (CEP) stabilized few-cycle laser pulses at a wavelength around 800 nm [2,3]. To 
investigate processes with even higher temporal resolution or study the dynamics of core elec-
trons, higher photon energies and shorter attosecond pulses are needed. Both can be obtained 
using lasers with longer central wavelengths. From the perspective of a single atom’s response to 
the field, increasing wavelength allows for an extension of the cutoff photon energy at the same 

intensity, described in atomic units by λ≅ +−E I p 3.17(I /16π c )cut off
2 2 2  where I is the laser intensity 

and Ip is the ionization potential of the atom [4]. This comes with the trade-off of reduced photon 

flux due to increased dispersion of the electron wave packet as it takes more time to re-collide 
with the parent ion. However, recent work has suggested that this decrease in the single-atom 
efficiency may be compensated by more favorable phase matching, and thus great interest in long-
wavelength sources remains [5–8]. So far, few-cycle, high-intensity IR optical parametric amplifier 
(OPA) and optical parametric chirped-pulse amplifier (OPCPA) sources have been reported with 
central wavelengths near 1.8 μm [9,10], 2 μm [11–13], 3 μm [14], and 4 μm [15]. To generate an iso-
lated attosecond pulse by HHG, a sub-two-cycle pulse is highly desirable. Currently, multicycle 
mid-infrared pulses generated by OPA can be spectrally broadened and compressed to few-cycle 
durations by self-phase modulation in hollow fibers, but with scalability limited by the transmis-
sion efficiency of the fiber. In this Letter, we report a 2.1 μm OPCPA laser system pumped by a 
Yb:YAG thin-disk amplifier. This system produces 1.2 mJ, CEP-stable, 10.5 fs (1.5 optical cycle) 
pulses, which are the shortest millijoule level pulses ever generated in this spectral range. It will 
be an ideal tool for generating isolated attosecond pulses with much higher photon energies. It also 
can be scaled straightforwardly with pump energy to reach terawatt powers. To achieve millijoule 
energies and near-single cycle pulses with an OPCPA system, (i) a broad bandwidth seed and (ii) 
an amplification bandwidth spanning nearly one octave are needed.

To meet the first requirement, we generate a broadband seed by difference-frequency generation 
(DFG) in a chirped MgO-doped periodically poled lithium niobate (PPLN) crystal, which gives an 
octave-spanning spectrum by matching the quasi-phase-matching conditions to the evolving enve-
lope of the laser pulse as it passes through the crystal, providing a wider phase matching region than 
unchirped PPLN due to the increased range of k vectors determined by the varying grating period [16].

Here the structure, property, and functions of PPLN are briefly described in the following.
To achieve high DFG efficiency, the interacting waves need to be phase-matched by choosing 

the proper poling period. The poling is done in wafer form before the chip is cut and polished. This 
allows a wide range of possible configurations by designing a poling mask specifically tailored to 
the application.
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3.4.2 EXPERIMENTAL

To obtain the input pulse for the DFG process, a 30 μJ 25 fs 800 nm pulse (4% of the output of a com-
mercial Femtopower Pro multipass Ti:sapphire amplifier) is coupled into a hollow-core fiber filled 
with 5-bar pressure krypton gas, to be spectrally broadened by means of self-phase-modulation, pro-
viding spectral components from ∼500 to ∼1050 nm. The spectrally broadened pulse is temporally 
compressed with chirped mirrors, and the low- and high-frequency components of the pulse are sub-
sequently mixed in chirped PPLN with a quasi-phase-matching period changing linearly from 8 to 
11 μm, generating a broadband DFG signal centered around 2.1 μm, from <1.5 to >2.8 μm. The DFG 
process ensures CEP stability [17,18], which is preserved in the subsequent OPA processes.

3.4.3 RESULTS AND DISCUSSION

For broadband amplification of a picojoule-level seed pulse to the millijoule level, an amplification 
factor of about 108 is needed and gain narrowing becomes an issue. The OPA gain spectral narrow-
ing is primarily due to the existence of non-zero phase mismatch ΔkL, where Δk is the wavevector 
mismatch between signal, pump, and idler, and L is the crystal length and the propagation directions 
of involved pulses namely, pump, signal, and idler.

 ∆ =k kpump s− k kignal i– dler 

The phase mismatch is a function of the crystal length. With a shorter crystal, the OPA gain band-
width can be wider, but the gain also depends on the crystal length as proportional to α IL . To 
support this bandwidth with a nearly constant gain level, shorter crystal lengths and higher pump 
intensities are needed [19]. The intensity cannot be increased arbitrarily due to the damage thresh-
old of the nonlinear crystals, but this threshold increases with the inverse of the square root of the 
pulse duration. Therefore, with a shorter pump pulse combined with a thinner crystal, the OPCPA 
system can achieve more gain bandwidth at the same gain level. With a 1.6 ps pulse, the pump 
intensity can be more than 50 GW/cm2. This pump intensity can support a high gain with a wide 
bandwidth close to one octave, as shown in Figure 3.4.1.

The full schematic of the OPCPA system is shown in Figure 3.4.2. The pump laser is a home-
built, 1.6 ps, 1030 nm Yb:YAG thin-disk regenerative amplifier delivering pulses up to 20 mJ at 
3 kHz repetition rate [20]. To optically synchronize the pump pulse and seed pulse, the pump laser 
is seeded by the same Ti:sapphire oscillator (Femtolasers Rainbow). The oscillator pulse energy 
within the gain bandwidth of Yb:YAG at 1030 nm, diverted for optical seeding of the regenerative 
amplifier, is 2 pJ. With 1.6 ps pump pulses, 1–2 mm bulk LiNbO3 crystals are expected to deliver 
high parametric gain with an amplification bandwidth approaching an octave. On the other hand, 
the synchronization of pump and seed pulses is more delicate. To account for this, we used a spec-
trally resolved cross-correlation technique [21] combined with active stabilization, which allows us 
to obtain an RMS timing jitter of 24 fs, 1.5% of the pump pulse duration.

To ensure the broadest possible amplification bandwidth, three nearly degenerate OPA stages 
are used. The signal and pump beams are crossed at a small angle (∼3°) to spatially separate them 
after amplification. 350 μJ of the pump laser pulse is used to amplify the seed with a 400 μm 
beam diameter (FWHM) in the first stage, a 2 mm thick PPLN crystal with 29.9 μm poling period. 
The output signal energy is 15 μJ in this stage. Fifteen percent of the pump beam is then used 
with 2 mm beam diameter in the second stage, which again consists of a 2 mm thick PPLN crystal 
with 29.9 μm period. The third stage employs a 1.5 mm thick MgO-doped LiNbO3 crystal. The 
signal energy is boosted to 1.2 mJ using the remaining 14 m pump pulse with 4 mm beam diameter. 
Superfluorescence accounts for less than 5% of the total output, as determined by the unseeded out-
put power. PPLN could support much more bandwidth than bulk LiNbO3 crystal for the same gain 
but is not currently available with apertures large enough to support the third OPA stage. 
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To extract the maximum energy from the pump pulse with the bandwidth maintained, the dura-
tions of the seed and pump pulses should be matched. In this laser system, the seed pulse is stretched 
to 700 fs by a Dazzler acousto-optic pulse shaper.

Here we would like to explain very briefly the mechanism of Dazzler. The principle mechanism 
of Dazzler is based on an interaction between a polychromatic acoustic wave polychromatic optical 
wave in the bulk block of birefringent crystal. Optical signal in the hundreds of Terahertz range is 
controlled by tens of Megahertz range.

A 10-mm thick silicon bulk block is placed before the Dazzler to provide positively chirp to the 
pulse and to match the laser pulse duration to the Dazzler crystal length, to achieve the maximum 
diffraction efficiency. The amplified IR pulse is recompressed by a 1.5 mm thick silicon wafer using 
the positive chirp effect. The compressed and amplified pulse of the OPCPA system is character-
ized by a homemade third harmonic-generation (THG) frequency-resolved optical gating (FROG) 
apparatus, as shown in Figure 3.4.3. Using the Dazzler, the pulse is compressed to 10.5 fs at FWHM, 
which is very close to the Fourier limit of 10 fs. At 2.1 μm, this pulse duration corresponds to about 
1.5 cycles. Such a short, millijoule-level energy pulse is an ideal tool for producing high photon 

  FIGURE 3.4.1 Calculated 
unsaturated gain profiles of 
PPLN, and LiNbO3, with 
pump intensities correspond-
ing to optimal safe operating 
conditions with 1.6, 25, and 
160 ps pump durations (50, 
15, and 5 GW/cm2, respec-
tively) with crystal lengths set 
such that the gain at the cen-
tral wavelength is constant. 
The damage threshold is ∼100 
GW/cm2 for LiNbO3 with 1.6 
ps pulses at 1030 nm.
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energy, isolated attosecond pulses via HHG. Furthermore, as shown in the previously reported f-to- 
3 f nonlinear interferometry measurement [11], the CEP of the amplified signal is stable, which is 
also important for HHG.

3.4.4 CONCLUSION

As described above, we have demonstrated the generation of CEP-stable, 1.5 cycle (10.5 fs), 1.2 mJ 
pulses at 2.1 μm carrier wavelength and 3 kHz repetition rate, from a broadband OPCPA system 
pumped by a 1.6 ps short pulse duration laser [22].

This research is the product of collaborative work among the following people: Y. Deng, A. Schwarz, 
H. Fattahi, M. Ueffing, X. Gu, M. Ossiander, T. Metzger, V. Pervak, H. Ishizuki, T. Taira, T. Kobayashi, 
G. Marcus, F. Krausz, R. Kienberger, and N. Karpowicz [22].
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Three-Photon-Induced 
Four-Photon Absorption 
and Nonlinear Refraction 
in ZnO Quantum Dots

4.1.1 INTRODUCTION

ZnO quantum dots (QDs) with a direct bandgap of 3.37 eV at room temperature and a large exciton 
binding energy of 60 meV find potential applications in optoelectronics devices [1–17]. Recently, 
z-scan technique [2] has been extensively used to study the nonlinear optical (NLO) property of 
such semiconductors [9–13]. At higher power of the incident laser in a material, a strong multipho-
ton absorption (mPA) process may lead to mPA-assisted excited-state absorption (ESA), i.e., a two-
step m + 1 photon absorption process [1,4,14–19].

There are reports available on three-photon absorption (3PA) and subsequent ESAs in bulk 
CdS [1], polydiacetylene [14,15], and two-photon absorption (2PA)-induced 3PA in semiconductor 
QDs [16,17]. However, there is no report so far on the observation of the 3PA-induced four-photon 
absorption (4PA) via the ESA in semiconductor QDs. Here we have reported the 3PA-induced 
effective 4PA and the nonlinear refraction (NLR) in ZnO QDs dispersed in methanol, for the 
first time, to our knowledge, by employing z-scan technique and using Q-switched Nd:YAG laser 
( = 1064 nm, = 10 ns, and 10 Hz repetition rate) radiation.

4.1.2 EXPERIMENTAL

The freshly prepared polyvinylpyrrolidone (PVP) capped ZnO QD sample has been synthesized as 
detailed elsewhere [7]. Figure 4.1.1 depicts the linear optical transmission characteristics of the used 
sample dispersed in methanol as obtained using an ultraviolet–visible (UV–vis) spectrophotometer 
(Hitachi U-3010). The excitonic absorption peak is observed at Eo = 4.7 eV, which lies much below 
3.2 eV, the bandgap of bulk ZnO. The calculated average size (diameter) of the sample from the 
bandgap shift agrees quite well with the average size of 2.0 ± 0.1 nm as obtained from transmission 
electron microscope (TEM) micrograph [7]. Insets (a) and (b) of Figure 4.1.1 show pure 4PA and 
3PA-induced two-step 4PA processes, respectively. The x-ray diffraction (XRD) pattern is shown 
in the inset (top) of Figure 4.1.2, which confirms the formation of the wurtzite structure of ZnO [7]. 
Among the three major XRD peaks that appeared due to (100), (002), and (101) planes, the last one 
is the most intense, i.e., the orientation of the fastest growth with the lowest surface energy.

4.1.3 RESULTS AND DISCUSSION

For the experimental study of NLO properties of ZnO QDs, a standard z-scan setup [2,6] is made 
using a Q-switched Nd:YAG laser. A part of the incident laser beam is reflected by a beam splitter 
to enable monitoring of any fluctuation in the input energy. The transmitted main laser beam is 
focused by a lens f = 20 cm. The beam waist w0 and the confocal parameter zo at the focus are thus 

4.1
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67 m and 1.35 cm, respectively. For a pure mPA process, taking place at a time in a thin sample, the 
propagation equation of the pulsed laser intensity I is given by 

dI
 = −α αI I− m

dz′ 0 m   (4.1.1)

where z' is the propagation length inside the medium and α0 is the linear and αm is the m-photon 
(m > 2) absorption coefficients. In accordance with the three-level two-step model, simultaneous 
absorptions of three photons by the absorption of laser pulse promote an electron from S0 to S1 (inset 

  FIGURE 4.1.1 UV–vis absorp-
tion characteristics of ZnO nano-
particles. Insets (a) and (b) show 
pure 4PA and 3PA-induced 4PA 
via ESA, respectively.

  FIGURE 4.1.2 Dashed-dotted 
(red), short dashed (black), dot-
ted (green), solid (blue), and 
dashed (magenta) curves are the 
theoretical normalized OA z-scan 
transmittance traces obtained 
for pure 2PA (with α2 = 2.86 cm/
GW), concurrence of 2PA and 
3PA (with α2 = 1.2 cm/GW and 
α3 = 2.2 cm3/GW2), pure 3PA (with 
α3 = 0.71 cm3/GW2), 3PA induced 
effective 4PA (with α3 = 0.058 cm3/
GW2 and α  = 0.013 cm5/GW3

4 ), 
and pure 4PA (with α4 = 0.36 cm5/
GW3) OA z-scan traces, respec-
tively. Circles are the experimen-
tal points. Inset (top) shows XRD 
pattern of the same QDs. Inset 
(bottom) shows pulse duration 
dependence of normalized effec-
tive 4PA coefficients [4].
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of Figure 4.1.1). From S1 the electron may relax to S0 or experience an upliftment to Sex by absorbing 
another single photon. The photodynamic of this system is monitored by [4]

∂I
 = −σ −p I 3 σ

∂ 3 0 e p I .
′ 1  (4.1 2)

z

where σ3 and σe are the 3PA and ESA cross sections and p0 and p1 are the population of the states  
S0 and S1, respectively. The theoretical normalized energy transmittance for a thin sample T (z, p, 
and q) for the concurrence of the 3PA and excited-state 4PA can be written as [4]

4

 T z( , p q, ) = ∑ ∑
4

a pr s
rs q  (4.1.3)

r= =0 s 0

where p p= +0 /(1 /z z2 2
0 ) and q q= +0 /(1 /z z2 2

0 ). The on-axis peak phase shifts owing to the 3PA 

and 4PA processes are p I0 3= =(2α α2
0 L qeff ) a1/2 nd 3

0 4(3 I L0 )1/3
eff , respectively, with I0 being the peak 

( )irradiance at the focus. L mm−1
eff = −[1 exp {− −( )1 }α α0 0L m]/( )− 1  is the effective thickness and L 

is the actual thickness of the sample. The absorption coefficients of pure 3PA and pure 4PA are α3 
and α4, respectively.

Figure 4.1.2 shows the open-aperture (OA) z-scan transmission trace of the sample with sym-
bols being the experimental points and dashed-dotted (red), short dashed (black), dotted (green), 
solid (blue), and dashed (magenta) curves are obtained theoretically by using the analytical 
 expressions reported in [4,19] for the cases with pure 2PA, the concurrence of 2PA and 3PA, pure 
3PA, 3PA-induced effective 4PA, and pure 4PA OA z-scan traces, respectively. Considering only 
nonlinear absorption (NLA) processes, the best fitting results give rise to α 3 2

3 = 0.058 cm /GW  and 
α  = 0.013 cm5/GW3

4  with the known values L = 0.2 cm and I0 = 2.5 GW/cm2. The estimated values of 
NLA coefficients are also summarized in Table 4.1.1.

The used excitation photon energy Ep (1.16 eV) is less than E0/3, giving rise to the concurrence of 
3PA and 4PA [16]. Figure 4.1.2 shows that the theoretical curves obtained by using pure 2PA, 3PA, 
4PA, and concurrence of 2PA and 3PA fail to fit the experimental data but the curve obtained by 
considering the 3PA-induced 4PA (via ESA) with Eq. (4.1.3) provides the best fit. So, the dominant 
and operative mechanism is found to be the 3PA-induced effective 4PA via the ESA. Under the 

  FIGURE 4.1.3 Normalized transmit-
tance trace for CA z-scan taking contri-
bution from pure NLR. The contribution 
from pure NLR is calculated from the 
experimental CA and OA transmittance 
traces and follows the method described 
in [13].
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steady-state condition, the value of the critical intensity Icritical has been estimated [4] to be of the 
1/3

order of 108 W/cm2 by using Icritical = ( )3 /E N c
p 1 3 , where α3 = 0.058 cm3/GW2, = 10 ns, and critical 

population of S1, i.e., N c
1 = 1018 cm−3 [12]. The calculated value of Icritical is lower than that of our used 

laser intensity, indicating the presence of the ESA [15]. Furthermore, the probability of occurrence 
of the ESA-induced 4PA as a function of the pulse width, as obtained following the method of Gu 
and Ji [4], is shown in the inset (bottom) of Figure 4.1.2. It is clearly seen that the probability of 

occurrence of the ESA-induced 4PA is higher with the nanosecond laser pulses.
Using the closed-aperture (CA) z-scan experiment, the NLR coefficient of the ZnO QD sample 

is also measured as shown in Figure 4.1.3. The intensity-dependent pure NLR and the nonlinear 
( )refractive index n2 are estimated by using the relations ∆ =φ γ 1

0 0k I Leff  and n2(esu) = (cn0/40π)γ [2,13]. 
Here, k = 2π/λ, c = 3 × 1010 cm/s, λ = 1064 nm, and n0 = 2.7. The peak-valley shape indicates the self-
defocusing nonlinearity. The estimated values of and n2 for the sample are shown in Table 4.1.1. The 
obtained value of n −

2 of the ZnO QD is 1.1 × 10 11 esu, which is nearly the same as obtained 1.5 × 10−11 
esu previously for ZnO/cetyltrimethylammonium bromide composite nanoparticles [10]. However, 
the estimated value of n2 is 2 times larger in comparison to the bulk ZnO [11] and at least 1 order 
larger than those of ZnS and 1% Mn2+-doped ZnS QDs [13].

The analysis of Kramers–Kronig (K–K) relations predicts a positive NLR as the value of Ep/Eg 
in the present case is 0.31, which is 0.69 [2]. But the experimental observations are exactly the oppo-
site as had already been seen in ZnO bulk [11,12] and ZnO composites QDs [9,10]. The negative 
sign in the NLR has also been observed by us in ZnS and doped ZnS QDs at 1064 nm [13]. Ganeev 
observed such effects in CdS and ZnS nanoparticle-doped zirconium oxide films and its origin was 
attributed to thermal effect [6]. The value of the thermal nonlinearity γT that may arise from light 
absorption is calculated to be = 10−13 cm2/W, which is only 1 order larger than the obtained value. 
So, the existing mechanism that contributes to the refractive index variation is the thermal lensing 
effect owing to the absorption of highly intense nanosecond laser radiation in the investigated QD 
solution.

4.1.4 CONCLUSION

In conclusion, 3PA-induced effective 4PA through the ESA and self-defocusing NLR have been 
observed in ZnO QDs with the average size of 2.0 ± 0.1 nm for the first time using 10 ns 1064 nm 
Nd:YAG laser radiation with the peak intensity of 2.5 GW/cm2 [20]. Simultaneous presence of the 
NLA and high nonlinear refractive index of 1.1 × 10−11 esu of ZnO QDs will promote this material 
as a potential candidate for optoelectronic devices.

TABLE 4.1.1
3PA Induced Effective 4PA and NLR Coefficients of ZnO QDs

Sample
3PA × 1018  
(cm3/W3)

Effective 4PA × 1029 
(cm5/W3)

NLR (γ) × 1014 
(cm2/W)

NL Index (n2) 
1011 (esu)

ZnO QDs 0.058 1.3 1.7 1.1, 1.5a

ZnO bulk 0.013b – 0.9c –

a Ref. [10].

b Ref. [12].

c Ref. [11].
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The experimental and theoretical research activities described in this subsection is conducted 
cooperatively by the following people: M. Chattopadhyay, P. Kumbhakar, C. S. Tiwary, A. K. Mitra, 
U. Chatterjee, and T. Kobayashi [20].  
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4.2 Femtosecond Pulses 
Cleaning by Transient-
Grating Process in 
Optical Media

4.2.1  INTRODUCTION

In ultrafast spectroscopy and laser-matter interaction experiments, clean pulses with a smooth spec-
trum and temporal shape are vitally important in removing unwanted noise signals introduced by 
satellite pulses in an uncleaned pulse, which makes the explanations of the experimental results 
complicated. In laser-matter interaction experiments in the relativistic dominated regime [1,2] in 
particular, a pulse with high temporal contrast is necessary to prevent unwanted intense subpulses, 
especially prepulses from generating preplasma before the main pulse, which may block the later 
arriving main pulse by plasma mirror [3]. To improve the temporal contrast of this highly intense 
femtosecond pulse, several pulse-cleaning techniques have been developed. These methods include 
the use of saturable absorbers [4], a nonlinear Sagnac interferometer [5], double chirped pulse 
amplification (CPA) [6], plasma mirrors [7], polarization rotation [8], cross-polarized wave (XPW) 
generation [9], and self-diffraction (SD) process [10].

The lowest-order level phenomena of the above-mentioned methods are classified to be third-
order nonlinear optical (NLO) phenomena. Among the only-plasma mirrors include real state(s) are 
involved, while all others can be either “real-state” involved-NLO or “only-virtual-state” involved-
NLO processes. Therefore, only the latter group process can be material-relaxation time-unlimited 
“fast” process, while the formers are limited by material-relaxation time and hence “slow” processes.

By using XPW in BaF2 crystals, the temporal contrast was improved by about four orders of 
magnitude [9]. However, the contrast enhancement was limited by the extinction ratio of the polar-
ization discrimination device [9]. Very recently, we demonstrated for the first time the application of 
a self-diffraction process in a bulk Kerr medium to clean the pulse removing satellite pulses which 
do not need any polarizer. Through this method, it was proved that both prepulses and postpulses 
can be cleaned in one picosecond region [10].

As with the SD process, in which two beams are focused into a Kerr bulk medium with a small 
crossing angle to generate separated SD signals beside the incident beams, the generated signal by 
the transient-grating (TG) process is also spatially well separated from incident beams, and there is 
no need for the polarization discrimination device. Both processes are third-order nonlinear optical 
processes. The TG process is a phase-matched process unlike the SD process; thus, the TG process 
can have a long nonlinear medium to enhance the signal and can be used in a wide spectral range 
from ultraviolet (UV) to mid-infrared (MIR) with a broadband bandwidth [11]. Owing to its abil-
ity to operate with a long nonlinear medium, the TG process is more sensitive to the input pulse 
intensity and can be operated with nanojoule pulse energy input [11]. Larger beam angles may also 
be used in the SD process, reducing the scattered-light background. All these advantages make the 
TG process another useful process for cleaning ultrashort laser pulses.

In this letter, we demonstrate experimentally the use of the TG process to clean a femtosecond 
laser pulse. Using this technique in a 0.5-mm-thick fused silica glass plate, the results indicate that 
the temporal contrast is improved by two orders of magnitude in comparison with the incident 
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pulses. The laser spectrum is found to be smoothed and broadened simultaneously, and the pulse 
duration is shortened in this process.

The TG process is also a “third-order” nonlinear process, and the intensity of the TG signal has 
a cubic dependence on the input intensities I1, I2, and I3. In the time domain, it can be expressed as

 I[ ]sd1 ∝ −I t1 2( ) I t( ) I t3 ( )τ  (4.2.1)

where τ is a delay time between the grating formation pulse pair and the signal pulse to be dif-
fracted. The SD process is a special case of τ being 0. In case the incident intensities are very high, 
then even higher order nonlinearity than third order, such as fifth-order NLO, may be involved. 
Especially if the accumulation of the transient grating generated vis photothermal process which 
is slow in terms of relaxation induced by thermal diffusion it can be higher-order NLO process. 
The higher-order NLO effects can be either positive or negative, i.e., showing saturation or inverse 
saturation depending on the mechanisms. It must be also mentioned that the higher-order NLO 
processes may involve not only such real states but also virtual states or even mixtures of them.

This time-domain expression of Eq. (4.2.1) indicates that the pulse can be cleaned and that the 
pulse duration of the TG signal will be shortened in the TG process by controlling the delay time τ. 
The formation and disappearance of the grating in the TG process in non-resonant Kerr media are 
instantaneous [12]. Therefore, even the satellite pulses in the picosecond range and the weak ampli-
fied spontaneous emission will separate the TG process from the main pulse in the time domain. In 
the frequency domain, the intensity of the generated TG signal can be described as [11]

2

 ITG ( )ω ω∫∫ *
TG ∝ −d d1 2ω ωE z  

1 ( ), ,1 2E z( )ω ω2 3E z ( ), TG ω ω2 1+ −exp( )i ( )ω ω2 1 τ  (4.2.2)

where ω1, ω2, ω3, and ωTG are angular frequencies of three incident beams and the generated TG sig-
nal, respectively. The spectral intensity of the TG signal is given by an integral of the spectral intensity 
of three incident laser pulses. This means that the intensity of the TG signal at every wavelength is the 
average contribution of the entire spectral region of the incident pulses. As a result, the spectrum of the 
TG signal is smoothed automatically due to the third-order nonlinear process. Thus, the spectrum of 
the TG signal together with self-phase modulation and cross-phase modulation is broadened.

4.2.2 EXPERIMENTAL

A commercial Ti:sapphire CPA laser system (Legend USP, Coherent) producing 35-fs, 2.5-mJ max-
imal pulse energy at 800-nm center wavelength and running at 1-kHz repetition rate was used in 
the experiment (Figure 4.2.1). Four 1-mm-thick fused silica beamsplitters (BSs) with 80/20, 80/20, 

  

  FIGURE 4.2.1 Schematic of the experimental 
setup. BS1–BS7 are seven 1-mm-thick fused sil-
ica beam splitters with 80/20, 80/20, 80/20, 50/50, 
67/33, and 50/50 reflection/transmission ratios, 
respectively. SM1, spherical mirror, R = −600 mm; 
SM2, spherical mirror, R = −500 mm; L, focal lens 
with 50-mm focal length.
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80/20, and 50/50 transmission/reflection ratios were used to reduce the pulse energy to about 100 µJ 
and to introduce prepulses and postpulses through the back-and-front reflections of the BSs. After 
a variable neutral-density (VND) filter, the laser pulse was split into three beams by a 67/33 and a 
50/50 BS. One of the laser beams can tune the time delay through a motor-controlled stage with a 10 
nm/step. The three beams were focused with a BOXCARS arrangement [13] using a concave mirror 
with a 300-mm focal length into a 0.5 mm-thick fused silica (FS) glass plate located after the focal 
point. The beam diameters on the glass plate were about 400 µm. Transmission pulse energies of 
beam1, beam2, and beam3 were 32, 37, and 20 µJ, respectively. The pulse energy of the generated 
TG signal was about 1.2 µJ.

We performed a second-order autocorrelation to measure the temporal contrast which needed 
much lower incident pulse energy [14]. The measurement procedure was almost the same as our 
previous work [10]. In the second-order autocorrelation measurement, a 1-mm-thick 50/50 beam 
splitter was used to split the laser beam. A 170-μm thick beta barium borate (BBO, Type I, θ = 29.2°) 
crystal was used to generate a sum-frequency (SF) signal. After an aperture, a low-wavelength-pass 
filter (LPF) cutting at 440 nm, and a 1000-times-decreased natural-density (ND) filter, the SF signal 
was focused into a fiber and detected using a multi-channel spectrometer (USB4000, Ocean Optics) 
with 200 ms integration time.

The intensity of the SF signal was obtained by integrating the spectral intensity over the spectral 
range from 370 to 430 nm to reduce other noises. In the delay time range when the SF signal was 
very strong to saturate the spectrometer, a 1000-times ND filter was added (for TG signal from −100 
to 100 fs, for incident pulse from −1000 to 1000 fs). In this case, the delay time-dependent SF inten-
sities of incident laser pulses and the TG signal were obtained (Figure 4.2.2). In the figure, autocor-
relation data of incident laser pulse and TG signal in the delay time show a range of –6 to 6 ps. The 
data were obtained with a 10-fs delay time step. The temporal contrast of the TG signal was clearly 
improved by about two orders of magnitude compared with incident pulses. The two peaks in the 
TG signal autocorrelation at ±1.8 ps were due to the back-and-front reflections of the 170-µm-thick 
BBO crystal used in the autocorrelator.

4.2.3  RESULTS AND DISCUSSION

The pulse durations of the input pulse and TG signal were measured using second harmonic genera-
tion frequency-resolved optical grating SHG-FROG with the same setup as autocorrelation mea-
surement and replacing the beam splitter with a half-reflective mirror. The spectral and temporal 
profiles, as well as the phase, were retrieved using commercial software (FROG 3.0, Femtosoft 
Technologies) with a 256 × 256 grid. The retrieval errors were smaller than 0.005. Figure 4.2.3a 
shows the retrieved laser spectrum, retrieved spectral phase, and measured spectrum. The mea-
sured spectral intensity of the TG signal retrieved spectral intensity profile, and retrieved phase 

  FIGURE 4.2.2 Normalized SAC intensities 
of the incident pulse (upper curve) and that of 
the TG signal (lower curve) in the delay time 
from −6 to 6 ps with a 10-fs/step resolution.
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is shown in Figure 4.2.3b. The TG signal spectrum was obviously smoothed and broadened from 
the input laser spectrum. The center wavelength of the TG signal was red-shifted for several nano-
meters, which could be due to the crossing phase modulation (XPM) [15]. Even though the input 
laser spectral phase showed a positive chirp, the obtained TG signal showed a small negative 
chirp. This is likely due to the XPM process and suitable delay among the incident pulses [10]. The 
retrieved temporal profile and temporal phase of the input laser pulse and the TG signal are shown 
in Figure 4.2.3c and d, respectively. Pulse duration of the TG signal was shortened from the input 
of 74 fs to a compressed 51 fs. The retrieved pulse of the TG signal also showed that the satellite 
pulses were removed. The two inset patterns shown in Figure 4.2.3c and d are the measured two-
dimensional (2D) SHG-FROG traces of incident pulse and TG signal, respectively. 

4.2.4 CONCLUSION

In conclusion, we demonstrate femtosecond pulse cleaning using the TG process in Kerr bulk 
media. Similar to the SD process, there is no need for a polarizer device in this method because the 
generated TG signal is well separated from the incident laser beams. Simultaneously, the laser spec-
trum is smoothed and broadened, and the pulse duration is shortened for the generated TG signal 
in comparison with the incident laser pulse. Although its improvement and efficiency are currently 
low compared with those of the SD process, the TG process is a phase-matched process, which 
makes it useful for the optimization of temporal and spectral characteristics by cleaning ultrashort 
laser pulses in a wide spectral range from UV to MIR with a broadband bandwidth. The research 
presented here is based on the collaboration among the following people: J. Liu, K. Okamura, Y. 
Kida, and T. Kobayashi [16].
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4.3 Non-Degenerate Two-
Photon Absorption 
Enhancement for Laser Dyes 
by Precise Lock-in Detection

4.3.1  INTRODUCTION

Interest in materials that exhibit high optical nonlinearity has increased dramatically in recent 
years. In particular, two-photon absorption (TPA) has been exploited in several current technolo-
gies, including optical power limiting [1], all-optical shutter [2], two-photon fluorescence micros-
copy [3–5], and others [6]. Two-photon induced fluorescence (TPIF) [7–9] is the most frequently 
used method for measuring TPA spectra and cross sections in nonlinear materials, whereas the 
Z-scan method [10,11] is less commonly employed. However, to acquire broad information on 
TPA spectra, wide-tunable laser sources such as optical parametric amplifier or dye laser sources 
are needed [7,12,13]. But, even with a tunable source, the measurement must be repeated for each 
selected wavelength. As it is often impossible to maintain the experimental conditions throughout 
the time required to perform the measurement for each wavelength across the full spectral range, 
experimental errors are introduced and even accumulated. The instability in the peak intensity of 
the laser pulses also inevitably induces large experimental errors in this time-consuming measure-
ment, a problem that is further enhanced by the nonlinearity of the process. Furthermore, due to 
the diversification in the pulse duration during the pulse wavelength shifting, the pulse intensity 
changes for each measurement. In addition, these methods are indirect ways to measure the TPA 
spectrum, and thus may suffer from other systematic errors related to the intermediate parameters, 
such as the collection efficiency of emitted fluorescence, fluorescence quantum efficiency, and so on 
[7]. Finally, the degenerate detection’s intensity squared dependence on the excitation beam inten-
sity may lead to a large error during the square calculation. Such inaccuracies may deteriorate the 
measurements and may explain the quite different TPA cross section values that have been reported 
when the same method is used to examine some well-known materials [5,7,12,14,15].

In 1999, Belfield et al. reported for the first time a method for measuring the non-degenerate TPA 
(NDTPA) spectrum using a pump-probe two-beam configuration [16] in which the strong pump was a 
monochromic IR laser beam, and the weak probe was a white-light super-continuum (WLSC) beam. 
In this setup, a broad TPA spectrum can be directly measured in a single procedure by the spectral 
subtraction of the absorbed probe beam from the reference beam. The pump beam intensity has a 
linear dependence on the TPA cross section (as discussed later), which apparently induces a lower 
level of error than the intensity squared degenerate detection. However, the acquired spectrum differ-
ence is time-dependent due to the overlapping time shift between the pump and probe beams. This is 
due to the chirping effect occurring during the WLSC generation and the group-velocity dispersion 
(GVD) effect on the probe pulse propagation time. Kovalenko et al. proved that the chirp could be 
eliminated by using time-correction procedure when using a supercontinuum probe [17]. However, 
since the publication of the work by Belfield et al. there have only been a few reports using this setup 
for a limited number of direct-gap semiconductors and semiconductor quantum dots [18,19].

In the present study, we improve this method in several ways. First, we use chirp mirror pairs to 
compress the WLSC pulses before propagation in the sample. A very broad WLSC is generated via 
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complex processes that include self-phase modulation, plasma generation, and stimulated Raman 
scattering. Due to different contributions of these phenomena to the generation mechanism, the 
transient refractive index change is wavelength dependent in a very complicated way. Therefore, it 
is difficult to compress the chirp of WLSC. To minimize the chirp effect in our detector, we replace 
the spectrometer used in Belfield’s setup scheme with a time-resolved two-dimensional induced 
absorption (∆A) spectrum map obtained by combining a polychromator with a multi-channel lock-
in amplifier (MLA) [16]. This ∆A map is of vital importance for determining the pump and probe 
pulse overlapping position in time. The MLA not only causes a large improvement of the signal 
noise ratio (SNR) but also makes it possible to simultaneously measure a broadband difference 
absorption spectrum with 128 spectral points and a spectral resolution of 0.83 nm. With this high-
performance equipment, the TPA profiles for several laser dyes. The TPA spectra thus obtained are 
confronted with theoretical predictions to further validate our approach.

4.3.2  THEORY

In general, the attenuation of a light beam passing through an optical medium along an axis, desig-
nated here as the z-axis, can be expressed by the following phenomenological expression (this case 
includes linear and nonlinear interactions) [20]:

 dI z( ) / dz = −α βI z( ) − −I z2 3( ) γ I z( ) . (4.3.1)

Here, I(z) is the intensity of the incident light beam propagating along the z-axis and α, β, and γ are 
the one-, two-, and three-photon absorption coefficients of the transmitting medium, respectively. 
To compare the absorption induced by the two-photon process in the case of an incident laser with 
a negligible bandwidth to the electronic bandwidths relevant to the two-photon transition including 
virtual states, we have the following:

 dI z( ) / dz = −β I 2 (4.3.2)

The non-degenerate condition, in our situation for an intensity I1 of the WLSC probe beam and I2 
for the pump beam, leads to:

 dI z1 1( ) / dz = −β I I1 2 (4.3.3)

 dI z2 2( ) / dz = −β I I1 2 (4.3.4)

Here, the two-photon absorption coefficient β is linear and proportional to the imaginary part of the 
third order nonlinear susceptibility as given by [21]

8π2ω
 β1,2 = −1,2

2 1/2 1/2 Im χ ω( )1 1; ,ω ω− ,ω
ε ε 2 2  (4.3.5)

c 1 2

εi denotes the dielectric constant at the angular frequency of ωi for each incident light, and c is the 
velocity of light.

The above equation is related with linear transition dipole moments as follows.
Im χ(3) = Nπ|Mfi|2g(ℏΔω)(ρf–ρf ): imaginary part of the third-order susceptibility,
Mfi = <f |M|i>: transition dipole moment from an initial state |i> to a final state <f |.
M = {Σs[er e1unit|s><s|er e2unit/[ℏ(ω1–ωsi)] + [er e2unit|s><s|er<e1unit/[ℏ(ω2–ωsi)] + [1⇔2]}
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Here, N = number density of molecules with transition dipole, e = elementary charge, ℏΔω = detun-
ing energy of photon pair and nondegenerate two-photon absorption-transition relevant excited 
electronic states ℏ(ω1 + ω2)–(Ef–Ei), er transition dipole moment, e1unit unit vector associated with 
a transition dipole, |s> and <s| are intermediate (virtual) stages contributing to the two-photon 
absorption.

The above equations are describing the non-degenerate two-photon absorption (cross section), it 
can also be used in the discussion of the Raman scattering cross section.

For input (before the medium) beam intensities labeled I10 and I20, and considering the case 
where I20 >> I10, Eqs. (4.3.3) and (4.3.4) can be solved as follows:

I2 2≅ I 0

  (4.3.6), (4.3.7)
I 1

1 1≅ −β
e I

I z20
0

Then,

I 1 I 1
 β I I 1 1

1 20z = − n = − lg = ∆A (4.3.8)
I e10 lg I e10 lg

This condition is met in our setup as the intensities at the sample position of the pump and the probe 
within the spectral resolution are estimated to be 15 and 0.1 GW/cm2, respectively. From Eq. (4.3.8), 
it is easy to see that with an intense pump, the TPA coefficient is linear in proportion to the pump 
beam-induced WLSC probe beam absorbance difference (∆A). The relationship between the TPA 
cross section σ in cm4/GW) and TPA coefficient (in cm/GW) is given by [17]

 β = ×σ N c −3
1 A 10  (4.3.9)

where NA is the Avogadro constant and c is the concentration of the sample (in M). From Eqs. (4.3.8) 
and (4.3.9), we can conclude that the TPA cross section is proportional to the absorbance change 
(σ ∝ ∆A). As ∆A can be directly acquired through the pump-probe experiment, the TPA cross sec-
tion can be calculated from experimental data without interference from other error sources (vide 
supra). Noteworthy, in this study, all spectra reporting TPA cross sections are based on the trans-
formed TPA wavelength, which is the relative value calculated using (2/λTPA = 1/λpump + 1/λprobe).

4.3.3  EXPERIMENTAL PROCEDURES

We use pulse energy of about 200 µJ from the Spitfire Ace Laser system (Spectra Physics, 1 kHz 
repetition rate, central wavelength at 798 nm). Total energy is divided into two using a 10% reflec-
tion beam splitter. The transmitted beam affords the pump beam, while the reflected beam is used 
to generate the WLSC, focusing the fundamental beam on a 2-mm-thick sapphire plate. The strong 
fundamental part of the beam is blocked by transmitting the beam through a 720 nm short pass 
dichroic mirror. The WLSC spectral range is from 500 to 730 nm. A pair of chirp mirrors (GVD, 
470 ∼ 810 nm, −40 ± 20 fs2) are used to slightly compress the WLSC beam with a triple-pass con-
figuration. Next, the WLSC probe beam and the time-delayed pump beam are both focused using an 
off-axis parabolic mirror and overlapped at the sample point. After passing through the sample, the 
beams are collimated by another off-axis parabolic mirror. The pulse duration of the fundamental 
pump beam is measured as 103 fs using the SHG-FROG method [22]. The spot size of the focused 
pump beam at the sample surface is measured with a CCD beam profiler (Thorlabs) that has x- and 
y-axis of 146.1 and 149.9 µm, respectively. For data collection, the WLSC probe beam is focused 
into a multimode fiber, which is guided to the polychromator, where the signal is captured by a 
128-channel MLA. A synchronized chopper with half of the laser repetition frequency is introduced 
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into the fundamental beam path and provides the reference frequency signal for the MLA. The 
pump beam power is controlled by a wheel gradient-neutral density filter set in the pump path.

Several types of organic fluorescent dyes are used as target samples in this study. They are 
two xanthene dyes, rhodamine 6G and rhodamine 123 ([6-amino-9-(2-methoxycarbonylphenyl)
xanthen3-ylidene]azanium chloride), dissolved in methanol; two coumarins dyes, coumarin 6 (3-(2 
benzothiazolyl)-7-diethylamino-coumarin) and coumarin 343 (2,3,6,7-tetrahydro-11-oxo-1H, 5H, 
11H-[1]benzopyrano[6,7,8-ij]quinolizine-10-carboxylic acid), dissolved in chloroform; and two oxa-
zine dyes, Nile red (9-diethylamino-5-benzo[α]phenoxazinone) and Nile blue A (basic blue 12), 
dissolved in chloroform. All the dyes are purchased from Sigma-Aldrich and used without further 
purification.

4.3.4  RESULTS AND DISCUSSION

A typical result for our TPA spectrum measurement procedure is shown in Figure 4.3.1. The 
sample is coumarin 6 dissolved in chloroform at a concentration of 23.7 mM. The time-resolved 
two- dimensional difference absorbance (∆A) spectra of the probe beam (WLSC) are shown in 
Figure 4.3.1a. The large positive signal located at the center, around 560 nm, with a delay time of 
around zero, corresponds to the TPA effect. The black solid line traces the peak of this ∆A map; it 
shows the zero time position where the pump and probe pulses overlap [17]. The twists in this peak-
tracing line are due to the residual chirp of the WLSC and its group velocity dispersion (GVD) in 
the solvent. The TPA cross section spectrum of coumarin 6 is shown in Figure 4.3.1b. It has a spec-
tral resolution of about 10 nm, which is due to the FWHM of pump spectral shape. For coumarin 
6, the result shows a TPA peak located at 652 nm with a cross section of 1015 ± 107 GM. This TPA 
band is in good agreement with the computed NDTPA spectra (Figure 4.3.S2), given the different 
approximations that cannot be avoided.

The two-dimensional ∆A map for rhodamine 6G dissolved in methanol (concentration: 16.2 mM) 
is shown in Figure 4.3.2a. Due to losses caused by the stationary absorption of the sample solution, 
the WLSC probe spectral range is limited to the lowest end at 562 nm. A large positive ∆A signal 
is observed for the probe wavelength range from 562 to 658 nm. Noticeably, in the same spectral 
range, some large negative signals appear with delay times longer than 100 fs, and the intensity 
decreases as the wavelength increases. The comparison of this pattern with its spontaneous fluo-
rescence spectrum confirms that it is the result of the stimulated emission (SE) of rhodamine 6G. 
This SE can also be observed in the ∆A map of coumarin 6 when the intensity scale is narrowed, 
although the intensity is too weak to be perceived directly in Figure 4.3.1a.

The TPA is one of the most common third-order nonlinear optical processes, but other third-order 
nonlinear effects, such as stimulated Raman scattering, have already been well-studied using a sim-
ilar non-degenerate pump-probe setup [17]. In this work, we stress that a strong stimulated Raman 
loss [23] (SRL) signal is found in a blank test made of methanol solvent. The details are shown in 
Figure 4.3.2b. An inverted triangle-shaped signal is located near 645 nm; its intensity distribution 
has a two-peak structure. These two peaks are caused by the Raman shift of 3000 and 3300 cm−1,  

  FIGURE 4.3.1 (a) Two- 
dimensional absorbance 
change of WLSC 
through coumarin 6 dis-
solved in chloroform. (b) 
TPA cross section spec-
trum of coumarin 6 in 
chloroform.
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respectively, which correspond to the –CH3 asymmetric stretch and the –OH stretch. Many com-
mon solvents, such as ethanol, DMSO, water, and so on, have similar intense SRL signals in this 
spectral range. These additional signals must be rigorously accounted for in dye measurements. 
Carbon tetrachloride (CCl4) or chloroform (CHCl3) are the recommended solvents for experimental 
verification as they do not have a large SRL signal around 3000 cm−1. Unfortunately, many common 
dyes such as xanthene dyes do not readily dissolve in such solvents. Therefore, solvents with intense 
Raman signals in the probe spectral range must sometimes be used, and it is necessary to account 
for the contribution a Raman solvent makes to the observed TPA spectrum. The comparison of 
Figure 4.3.2a with Figure 4.3.2b shows that the TPA signal of the sample is contaminated with a 
Raman loss signal induced in the solvent; the contamination range is marked with a circle of red 
dots. 

It is difficult to distinguish the SRL’s contribution to the TPA signal when they are spectrally 
overlapping, as they are both two-photon processes belonging to comparable third-order nonlinear 
effects [17,22]. The two incident beams (WLSC (ω1) and 800 nm (ω2)) can interact with each other 
in time overlapping conditions, and both the ω1 photons and the ω2 photons can be absorbed dur-
ing a TPA process. In the same way, when associated with the ω1 photons, the ω2 photons can be 
absorbed (scattered) by the Stokes mechanism or can be amplified by the anti-Stokes mechanism if 
the vibrational difference level corresponding to the frequency difference (ω1–ω2) is populated. The 
latter case is not fulfilled in this experiment. Furthermore, coupling between the TPA and Raman 
processes may occur if the solvent levels in the sample (including at the solvent molecule level) are 
coherently coupled.

The vibronic states of solvent molecules do not lead to strong coupling with the solute vibronic 
states due to the lack of strong interaction through hydrogen bonding. Therefore, there is no “intrin-
sic” interference between the electronic polarization and the solute molecule coherence in the sol-
vent system. However, extrinsic interference is possible. For example, interference may occur if an 
amplified ω2 photon created via a stimulated Raman scattering by ω1 photons is used in the TPA 
together with ω1. The Raman gain expected for a ω2 photon when ω1 photons exist can be estimated 
by the Raman correspondence of the solute molecule with a 24.7 M concentration. It is 5 × 1012 
photons/cm2 s when the number of ω1 photons is 2 × 1016 photons/cm2 s. The loss of the probe light 
through this process can be completely negligible, and the following equation can be used:

 ∆ =A A( )ω ω∆ +TPA R( ) ∆A S ( )ω  (4.3.10)

  FIGURE 4.3.2 (a) Two-
dimensional absorbance 
change of WLSC through 
rhodamine 6G dissolved in 
methanol. (b) Background 
test for solvent methanol 
only. (c) Absorbance change 
of WLSC through rhodamine 
6G doped in PMMA film.  
(d) Measured TPA cross sec-
tion spectrum of rhodamine 
6G in methanol and PMMA.
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Here, ∆ATPA and ∆ARS refer to the TPA and Raman effect, respectively. For the solvent sample, 
which is a mixture of the solute and solvent, the effect of both should be considered. Especially in 
this setup, it is expected that the TPA will not create interference, even in the neat solvents, as the 
absorption edge of the solvent molecules is located much higher (blue side) than half of the shortest 
edge of the spectrum. However, Raman scattering of the solute scarcely occurs in a relative Raman 
shift larger than 2000 cm−1. Even if, due to the solute in the sample, the Raman signal contributes, 
it is expected to have a negligibly low intensity as the concentration of the dye molecules is lower 
than the concentration of solvent molecules by the factor of 10−3. The concentrations of the solute 
and solvent in the experiment are calculated to be 24.7 M and 8.1 × 10−3 M, respectively. Therefore, 
from the right part of Eq. (4.3.10), it can be concluded that ∆ATPA is a measure of the solute only, and 
∆ARS is a measure of the solvent only.

A polymethyl methacrylate (PMMA) thin film doped with rhodamine 6G is investigated with 
the expectation of directly removing the solvent interference. PMMA has a large molecular weight 
and is transparent in the visible and near IR light range; thus, it is expected to be an appropriate 
matrix to investigate TPA of organic molecules. The PMMA powder and rhodamine 6G are both 
dissolved in chloroform and mixed with each other; then the mixture is dried and spin-coated 
on a glass plate. After being stripped from the slide, the film is used for the measurement. The 
measured ∆A map in Figure 4.3.2c shows that this sample does not have a large ∆A peak around 
645 nm (marked with a red dash circle), which means the Raman background effect is efficiently 
minimized. However, it is difficult to directly determine the TPA cross section with this doped 
PMMA film because it is difficult to precisely determine the film thickness and the number of 
dissolved molecules, as the molecules in the polymer matrix sample are inhomogeneous. This 
is a serious problem in any kind of spectroscopic measurement of doped molecules in a polymer 
film. Despite this, the relative values of the TPA cross section recorded at different wavelengths 
are reliable due to the broadband measurement. This is verified with several scans. Figure 4.3.2b 
suggests that, for the probe range 580 to 600 nm, the distortion effect from the solvent is negligible. 
Then, by assuming that rhodamine 6G has the same TPA properties in methanol as in PMMA, we 
can reconstruct a more reliable TPA cross section spectrum by merging and scaling the result in 
PMMA to the methanol case. Figure 4.3.2d shows that the measurement starts with the blue round 
line from 670 nm and transforms into the red open square line around 690 nm. The optimized TPA 
peak is located at 691 nm with a cross section of 596 ± 69 GM. This result is discussed in more 
detail in the next section.

We use a sample of rhodamine 6G in methanol to study the dependence of the TPA cross section on 
the pump power and sample concentration. To examine pump power dependence, the sample is fixed 
at a concentration of 16.2 mM. The pump power is adjusted to between 40 and 840 µW with a neutral 
density filter. For convenience, we track the ∆A peak values at 620 nm probe wavelength on each ∆A 
map acquired by different pump power; they are shown as blue triangle marks in Figure 4.3.3. The 
linear fitting has a nearly zero intercept, which shows a good agreement with Eq. (4.3.8).

As shown in Figure 4.3.3, there is almost no visible saturation of TPA in this pump power range. 
For the concentration dependence measurement, the pump power is fixed at 400 µW. Several samples 
with different concentrations are investigated in a similar way: ∆A peak values at 600 nm and 620 nm 
for each concentration are marked with black circles and red round lines in Figure 4.3.3, respectively. 
The linear fitting for each group shows that the 600 nm ∆A data has a nearly zero intercept, while 
the 620 nm clearly does not. This non-zero intercept evidences the above-mentioned solvent’s SRL 
interference, while zero intercept fitting lines are examples of a purely TPA phenomenon.

Having clarified all these issues, we can further investigate other dyes: rhodamine 123 (4.2 mM) 
dissolved in methanol and coumarin 343 (27.3 mM), Nile red (0.75 mM), and Nile blue A (0.68 mM) 
dissolved in chloroform. The choice for chloroform, despite its low solubility for the chosen solutes, 
is based on minimum SRL contribution to avoid contamination of the TPA signal. Corresponding 
TPA cross sections are shown in Figure 4.3.4 (black square dotted line). The rhodamine 6G, rhoda-
mine 123, coumarin 6, coumarin 343, Nile red, and Nile blue A show efficient TPA peaks at 691, 
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660, 652, 651, 669, and 626 nm, respectively. The corresponded NDTPA cross sections are 596, 776, 
1015, 49, 3270, and 1407 GM, respectively.

In general, all the results in this study evidence a larger TPA peak value than those reported 
using degenerate conditions. Table 4.3.1 compares the rhodamine 6G TPA cross sections obtained 

  FIGURE 4.3.3 Pump power 
dependence (blue triangle) and 
sample concentration dependence 
(red round and black circle) in 
rhodamine 6G TPA cross section 
measurement.

  FIGURE 4.3.4 Measured 
and calculated TPA cross 
section for (a) Rhodamine 
6G, (b) Rhodamine 123, (c) 
Coumarin, 6 (d) Coumarin 
343, (e) Nile red, and (f) Nile 
blue A. In each figure, black 
solid line with the error bar 
is the measured experimental 
value; calculated DTPA and 
NDTPA spectrum (800 nm 
pump) are plotted in blue 
dashed line and red solid line.
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in this work to previously published values performed using degenerate conditions. The results 
all agree that the position of the TPA peak is around 690 nm. Obviously, our NDTPA values are 
larger than the DTPA found in other reports. Noteworthy, ns pulses are known to overestimate TPA 
cross sections, especially due to excited state absorption (the two-photon absorption can be non-
simultaneous). Some studies have reported that the NDTPA is usually enhanced as compared to 
DTPA [20,25]. This phenomenon can be explained as an intermediate state resonance enhancement 
(ISRE); one of the photons can have energy close to one of the molecular excitation energies and 
will achieve (virtual) intermediate state (near) resonance.

To get theoretical confirmation of our experimental results, we have implemented quantum chem-
ical and few states approaches for both linear and nonlinear optical responses of the chromophores 
of interest. We use density functional theory (DFT) and time-dependent (TD) DFT approaches, 
as implemented in the Gaussian 03 and 09 packages [26,27]. No simplifications are made for the 
chemical structures. The properties of interest are related to ground state geometry: that is, geom-
etry optimization and one- and two-photon absorption is related to the electronically excited states 
(ES). The polarizable continuum model (PCM) as implemented in Gaussian 09 and Gaussian 03 is 
used to simulate the solvent effects on geometries and optical spectra, respectively. No additional 
local field corrections are considered [28]. Optical spectra are obtained using the density matrix 
formalism for nonlinear optical responses as proposed by Tretiak and Chernyak [28,29]. Absolute 
TPA amplitudes are derived using expression [38] of Ref. [28] for degenerate two-photon absorption 
(DTPA) considering both diagonal and non-diagonal contributions. For non-degenerate TPA, the 
TPA cross section is related to the imaginary part of the third-order polarizability γ(−ω1; ω1,−ω2, 
and ω2) and the frequency-dependent prefactor ω2 is replaced by 2ω 2

1 ω2/(ω1 + ω2) as in Ref. [24], 
where index 1 refers to the probe beam and index 2 refers to the pump beam. The calculated TPA 
spectra shown in Figure 4.3.4 are obtained at the TD-B3LYP/6–311 + G*//B3LYP/6–311 + G* level 
of theory in conventional quantum chemical notation “single point//optimization level” including up 
to 20 singlet ES. Given the overall good agreement between the experimental and theoretical OPA  

TABLE 4.3.1
Measured Rhodamine 6G TPA Cross Section Value Compared with Previous Literature

Wavelength  TPA Cross  Pulse  
References (nm) Section (GM) Method Laser Duration

14 694 180 ± 20 NLTa Ruby 15 ps

15 694 355 ± 170 TPIFb Ruby 40 ns

7 690 120 TPIF Ti:sapphire 100 fs
700 150
720 38

12 680 55 TPIF OPA 160 fs
694 112 ± 12
710 94

This work  675.7 337 ± 40 NWLPc WLSC 103 fsd

(include errors) 683.4 486 ± 57
699.3 596 ± 69
707.4 324 ± 36

139 ± 15

a NLT: Nonlinear transmission.
b TPIF: Two photon induced fluorescence.
c NWLP: Nondegenerate white light probe.
d Pump pulse duration.
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band positions (Figure 4.3.S1), NDTPA spectra were computed for the experimental pump wave-
length only (1.55 eV/800 nm). The damping factor is introduced to simulate the finite line width Γ 
in the resonant spectra. The ES structure was further checked at the TD-ω B97 × D/6–311 + G*//
B3LYP/6–311 + G* level. 

The calculated TPA cross sections are significantly larger than the experimental results shown 
in Figure 4.3.4. This may be attributed to a number of factors related to the level of theory in 
use. First, B3LYP, the most suitable exchange-correlation functional in Gaussian 03 for optical 
properties, is known to overestimate conjugation and thus reduce bond length alternation and 
overestimate transition dipole moments [30]. For example, if the TPA cross section scales as the 
fourth power of dipole moment matrix elements, a 15% overestimation of the dipole moments may 
double the TPA cross section. Next, the choice for the finite line width, which is set the same for 
all ES, directly affects the TPA amplitudes. When the two-photon excited state is near resonance, 
the TPA amplitude scales as 1/Γ (Figure 4.3.S2). In addition to local field corrections such as 
dynamic contributions [28], other contributing factors include all of those currently considered 
in predictions of linear optical properties (band shape, amplitude, and position) of solvated chro-
mophores [31]. Specifically, the present solvation model is limited and does not account for state-
specific responses [32], or for explicit solvent molecules or counter-ions. Furthermore, vibronic 
contributions [33] are not simulated. Despite all of these approximations, this level of theory has 
already proved efficient for rationalizing experimental TPA spectra [28,32]. The OPA spectra 
are systematically blue-shifted compared to the experimental results. However, compared to the 
TD-B3LYP/6–31G(d)//HF/6–31G(d) level of theory in a vacuum, both the solvent and a larger basis 
set improve the agreement between calculated and experimental results. Given the small spectral 
window investigated experimentally, to be compared with the error in the calculated peak position 
(vide supra), these TPA spectra reveal a TPA band that is close to that experimentally observed. 
These bands, which have significant magnitude, are related to one (or several) higher lying excited 
state(s). Comparison between DTPA and NDTPA calculated spectra (Figure 4.3.4) clearly demon-
strates the intermediate state resonance enhancement experimentally observed, which depends on 
the excited state structure of the particular chromophore. Further intuitive understanding may be 
gained from few-states models. Besides the larger ISRE for rhodamines as compared to couma-
rins, the various transition energies taken for the TPA states for Nile Red and Nile blue A (Table 
4.3.S2) evidence the strong influence of respective transition energies compared to pump and probe 
photon energies on the overall enhancement factor.

4.3.5  CONCLUSION

In this study, we improve the method for measuring non-degenerate TPA cross sections by intro-
ducing an MLA system into the detection setup. With this system, high resolution and precise 
chirping correction are achieved using a ∆A map. However, this method still requires further 
improvement. First, many solvents, such as water and methanol, contribute a strong Raman loss 
signal with a Raman shift around 3000 is ∼ 3300 cm−1. This disturbance can be minimized by 
selecting an appropriate solvent and by properly correcting for the Raman effect. Second, the 
TPA spectrum detection range is limited to between 600 and 760 nm, when using 800 nm pumps, 
as in this study. This problem can be solved by choosing a solvent like chloroform or by changing 
the pump beam wavelength to a variable range with an OPA setup. Another feasible and easily 
available solution is to use a much wider WLSC, such as one generated by tapped fiber or photon 
crystal fiber [34].

This study measures the TPA spectrum for several types of laser dyes including xanthene dyes 
(rhodamine 6G and rhodamine 123), coumarin dyes (coumarin 6 and coumarin 343), and oxazine 
dyes (Nile red and Nile blue A). By comparing the results for our analysis of rhodamine 6G to 
published degenerate measurements, we confirm that TPA is enhanced in non-degenerate cases. We 
verify this conclusion with theoretical calculations. To the best of our knowledge, this is the first 
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report of measurements for the other laser dyes sampled here. This method makes the measurement 
of TPA spectrum of materials much more convenient. It contributes to the new TPA materials devel-
opment and has already been applied by our collaborators [35]. The work presented here is based on 
collaboration among the following people [36]: B. Xue, C. Katan, J. A. Bjorgaard, and T. Kobayashi.
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5.1 Generation of μJ-Level 
Multicolored Femtosecond 
Laser Pulses Using Cascaded 
Four-Wave Mixing

5.1.1  INTRODUCTION

Over the past decade, μJ-level tunable femtosecond laser pulse system in visible based on three-
wave mixing has been well established using noncollinear optical parametric amplifier (NOPA) 
and has been widely used in pump-probe experiments [1–3]. Recently, four-wave mixing (FWM) 
has become a hot research spot [4–14]. Ultra-broadband spectrum and ultrashort pulse were gener-
ated in various optically transparent media using FWM [4–14]. Tunable visible ultrashort pulse was 
generated using FWM through filamentation in a gas cell [4]. Few-cycle femtosecond ultrashort 
pulses in deep UV and mid-IR were also generated by this method [5,7]. However, the energy con-
version efficiency was low in a gas medium due to the low nonlinear coefficient. In the case of bulk 
solid-state media, phase matching will obtain only if the pump beams have a finite crossed angle 
due to high material dispersion. By using ps pump pulses, high efficiency and high-energy noncol-
linear four-wave optical parametric amplification in a transparent bulk Kerr medium were observed 
[9–10]. Multicolored sidebands were generated in a BK7 glass [8], a BBO crystal [6], and a sapphire 
plate [13] using two crossed femtosecond laser beams.

In our previous report [11], tunable multicolored femtosecond laser pulses were generated simul-
taneously in a fused silica glass plate. These multicolored femtosecond laser pulses can be used in 
many experiments, for example femtosecond CARS spectroscopy [15], two-dimensional spectros-
copy [16] and some high-intensity laser experiments [17], where two or more femtosecond pulses at 
different wavelength are needed. However, the pulse energy of sideband was less than 200 nJ, which 
limited its application in many fields.

In this subsection, μJ-level femtosecond pulses with more than 10 different wavelengths were 
obtained by optimizing the spectrum and input power of one of the two input beams and improving 
the spatial and temporal profile of the two input beams. By changing the crossed angle between 
the two input beams on the glass plate, the wavelengths of the generated pulses were tunable. The 
properties of the generated sidebands showed that they could be used for multicolor pump-probe 
experiments and frequency and spatial mode entangled photon generation.

5.1.2  EXPERIMENTAL SETUP

A 1 kHz Ti:sapphire regenerative amplifier femtosecond laser system (Micra + Legend-USP, 
Coherent) with 40 fs pulse duration and 2.5 W average power was used as a pump source. The laser 
pulse after the regenerative amplifier was split into several beams using beam splitters. One of the 
beams (beam1) was spectrally broadened in a 60-cm hollow fiber with a 250 μm inner diameter 
and that was filled with krypton gas. The broadband spectrum after the hollow fiber was dispersion 
compensated with a pair of chirped mirrors and a pair of glass wedges. The pulse duration after the 
hollow fiber compressor was about 10 fs. After passing through a bandpass filter at 700 nm center 
wavelength with 40 nm bandwidth, beam1 was focused into a 1-mm-thick fused silica glass by a 
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concave mirror. Another beam (beam2) passed through a delay stage with less than 3 fs resolution. 
Beam2 was first attenuated by a reflective variable neutral density (VND) filter and was then focused 
into the fused silica glass by a lens. The third beam (beam3) was used to measure pulse durations by 
XFROG with the two input beams via sideband generation in a 10-μm-thick BBO crystal.

Here ultrashort pule characterization methods of FROG (frequency-resolved optical gating) and 
XFROG (cross-correlation frequency-resolved optical gating) are explained briefly as follows.

Frequency-resolved optical gating (FROG) is now a general method for measuring the spectral 
phase of ultrashort pulse ranging from subfemtosecond to nearly nanosecond in time length. It is 
based on a spectrally-resolved autocorrelation. XFROG is a method to characterize the spectral 
phase of weak pulse utilizing an intense pulse with known phase information by cross-correlation.

Figure 5.1.1 depicts a retrieved XFROG trace showing the pulse durations of beam1 and beam2 
being 40 ± 3 and 55 ± 3 fs, respectively. The nearly equal pulse durations of the two input pulses 
indicate them to be temporally well overlapped. The retrieved wavelength-dependent phase shows 
that beam2 has small positive chirp due to the dispersion of beam splitters and a lens. The spatial 
mode of the two input beams on the surface of the fused silica glass was measured by a CCD camera 
(BeamStar FX 33, Ophir Optronics), as shown in the inset of Figure 5.1.1. The beams with elliptical 
cross sections were obtained by adjusting the beams at the edges of both the lens and the concave 
mirror. Then, the two beams were aligned to well overlap by monitoring with the CCD. The ellip-
tic beams make the two input beams could be overlapped well in the medium even if there was a 
crossed angle between them. The glass was not damaged during the whole experiment because the 
intensity on the surface is one order lower than the optical breakdown threshold intensity of fused 
silica for femtosecond pulse.

5.1.3  EXPERIMENTAL RESULTS AND DISCUSSION

Multicolored cascaded FWM signals appeared separately in space outside of the two input beams 
of beam1 and beam2 were synchronously focused on the fused silica glass in both time and space. 
The photograph on the top of Figure 5.1.2a shows the FWM sideband signals on a white sheet 
of paper placed about 30 cm after the glass plate. The input powers of beam1 and beam2 were 9 
and 20 mW, respectively. An optical fiber was used to pick up different order signals to measure 
their spectra using a multi-channel spectrometer (USB4000, Ocean Optics). Figure 5.1.2a shows 
the spectra of the wavelengths of the sidebands from the first-Stokes (S1) to the fourth-order anti-
Stokes (AS4) cascaded FWM signals together with the spectra of two input beams when the cross-
ing angle between the two input beams was 1.87°. The spectrum extends from 450 to 1000 nm. The 
sidebands have a Gaussian profile, and each anti-Stokes spectrum can support a transform-limited 

  FIGURE 5.1.1 The input pulse dura-
tion and phase of beam1 (dashed lines) 
and beam2 (solid lines). The inset pat-
terns were the two-dimensional beam 
profile of beam1 (below) and beam2 
(upper) on the surface of the fused silica 
glass.
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pulse duration of about 25 fs. Moreover, the wavelengths of the sidebands can be tuned by chang-
ing the crossing angle between the two input beams. In the experiment, beam2 was fixed and the 
crossing angle was changed by changing the position of beam1 on the surface of concave mirror 
before the fused silica glass. It can be seen from Figure 5.1.2b that the peak wavelength of AS3 can 
be tuned from 490 to 545 nm by changing the crossing angles from 1.40° to 2.57°. Compared with 
the previous work [11], the wavelength tunable region was narrower due to the narrower spectral 
bandwidth of beam2. A white plane was located 30 cm after the fused silica glass to mark the posi-
tion of sidebands at different crossed angles. In this way, the crossing angles between the gener-
ated sidebands and beam2 were recorded, as shown in Figure 5.1.3. The crossing angles between 
the two neighboring sidebands were decreased as the order number increased for a given crossing 
angle between the two beams. The crossing angle between each of the sidebands and beam2 was 
increased with the crossing angle of the incident beams. The slope representing the dependence 
becomes steeper with the order number increase. 

As for the cascaded FWM, the m-order sideband should obey the energy conservation and 
momentum conservation laws: (m + 1) ω1–mω2 = ωASm and kASm−(k1–k2) = kAS(m−1), respectively. Here, 
2 and 1 refer to the two input laser beams, ASm refers to the generated m-order anti-Stokes side-
band. As for m-order Stokes sideband, the energy conservation and momentum conservation laws 
were (m + 1)ω2 – mω1 = ωSm and kSm−(k2–k1) = kS(m−1), respectively.

The output power of AS1 and S1 were 1.03 and 1.05 μJ, respectively, when the crossing angle 
between the input beams was 1.87° and the input power of beam1 and beam2 were 9 and 20 mW, 
respectively. The output power of sidebands is related to the crossing angle between the two input 
beams and the order number of sidebands. Figure 5.1.4a shows the dependence of the output power 
on order number when the crossed angles between the two input beams were 1.40°, 1.87°, 2.10°, 
and 2.57°. The output powers of S1 and AS1 decreased rapidly with the increase in the crossing 

  FIGURE 5.1.2 (a) The spectra of side-
bands from S1 to AS5 and two input beams 
from right to left. when the crossing angle 
between the two input beams was 1.87°. (b) 
The spectra of AS3 at six different crossing 
angles of 1.40°, 1.64°, 1.87°, 2.10°, 2.34°, 
and 2.57° from right to left. The photo-
graph on the top of Figure 5.1.2a shows 
the sidebands on a sheet of white paper 
30 cm after the glass plate when the cross-
ing angle between the two input beams was 
1.87°. The first, second, and third ones on 
the right side are S1, beam2, and beam1, 
respectively.

  FIGURE 5.1.3 The dependence of the angles between 
the generated sidebands and beam2 (0 order number) 
on the order number of the sidebands when the crossed 
angle between the two input beams were 1.40°, 1.64°, 
1.87°, 2.10°, 2.34°, and 2.57° from bottom to top. −1 
refers to S1, 1 refers to AS1, and so on.
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angle from 1.40° to 2.57°. For a smaller crossing angle between the two input beams, for example 
1.40°, the output power of sidebands decreased with the increase in the order number. However, 
for a larger crossing angle between the two input beams, for example 2.57°, the output power of 
sidebands decreased slowly with an increase in the order number. The energy conversion efficiency 
from the input beams to sideband beams in the process was about 10% when the crossing angle 
between the two input beams was 1.87°. When the input power of beam2 was decreased to 15 mW, 
the output power of AS1 was about 0.95 μJ. Even in such a situation, the output power of beam2 
did not change in the process. These phenomena indicate that the output power of sidebands did not 
sensitive to the input power of beam2, the same as the previous report. The standard deviation of 
fluctuation AS1 and beam1 power was monitored over 4 min, which were 1.82% RMS and 0.97% 
RMS, respectively, as shown in Figure 5.1.4b.

The pulse duration of S1, AS1, and AS2 were measured by generating cross-correlation signals 
with beam3 and then retrieved the XFROG trace using the commercial FROG software from 
Femtosoft Technologies. Figure 5.1.5a and b show the measured and the retrieved XFROG traces, 
respectively, of S1 when the crossed angle was 1.87°. The corresponding traces of AS2 are also 

  FIGURE 5.1.4 (a) The dependence of 
the output power on order number when 
the crossing angles between the two input 
beams were 1.40° (squares), 1.87° (circle), 
2.10° (upward triangle), and 2.57° (down-
ward triangle). −1 refers to S1, 1 refers to 
AS1, and so on. (b) The power stabilities in 
terms of standard deviation of AS1 (upper 
line) and beam1 (lower line) monitored 
over 4 min, which were determined to be 
1.82% RMS and 0.97% RMS, respectively.

  FIGURE 5.1.5 (a) and 
(b) The measured and the 
retrieved XFROG traces of 
S1, respectively; (c) and (d) 
are the measured and the 
retrieved XFROG traces of 
AS2, respectively, for the 
crossing angle of 1.87°. (e) The 
recovered intensity profiles 
extending from –25 to +25fs. 
and phase extending from 
about –75fs to +75fs of AS1 
(solid line) and AS2 (dashed 
line) with retrieval errors 
were 0.011888 and 0.0097389, 
respectively. (f) The recov-
ered pulse profile extending 
from –25 to +25fs and phase 
extending from about –75fs 
to +75fs of S1 with a retrieval 
error was 0.0049263.
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shown in Figure 5.1.5c and d. The recovered intensity profiles and phases of AS1 and AS2 are 
depicted in Figure 5.1.5e with retrieved errors were 0.011888 and 0.0097389, respectively. The 
recovered pulse duration of AS1 and AS2 were 45 ± 3 and 44 ± 3 fs, respectively. Figure 5.1.5f 
also shows the recovered pulse profile and phase of S1 with a retrieved error of 0.0049263. The 
recovered pulse duration was 46 ± 3 fs. All the generated sidebands have similar pulse duration. 
The retrieved phase shows that there was a chirp in the pulses due to the small positive chirp of 
input pulses and the dispersion of the glass. Transform limited sidebands may be obtained when 
the input pulses are small negative chirped with the same absolute value to compensate the disper-
sion of the glass.

The spatial modes of sidebands were also measured by the CCD camera. All the sidebands have 
a Gaussian spatial profile even though the two input beams have elliptic cross sections. Figure 5.1.6a 
and b show the two-dimensional spatial modes of S1 and AS3, respectively. Figure 5.1.6c shows the 
one-dimensional spatial profile of S1 and AS3. A Gaussian fit curve of S1 is also shown in Figure 
5.1.6c indicating the sidebands have a nearly perfect Gaussian profile. The spot size of AS1 with a 
lens of 700 mm focal length was measured to be less than 1.1 times the diffraction limit. Weak dif-
fraction-like rings around AS1 and AS2 were observed with a screen of white paper. Interestingly, 
beam2 was focused and its spatial mode changed from elliptic to circular in cross section during the 
propagating process. Figure 5.1.6d and e show the two-dimensional spatial mode of beam2 when 
beam1 was shielded and the input power of beam1 was 20 mW, respectively. This spatial mode 
improvement may be due to the combined effects of FWM, coherent anti-Stokes Raman scattering 
(CARS), cross-phase modulation (XPM), and self-phase modulation (SPM), which lead to multi-
color solitons in a Kerr planar waveguide [18–19].

5.1.4  CONCLUSION

In conclusion, μJ-level multicolored femtosecond pulses were obtained at the same time by a cas-
caded FWM process: This spatial mode improvement may be due to the combined effects of FWM, 
coherent anti-Stokes Raman scattering (CARS), cross-phase modulation (XPM), and self-phase 
modulation (SPM), in a fused silica glass. About 45 fs laser pulse was obtained around 950 nm [20]. 
The energy conversion efficiency from the input beams to sidebands was about 10%. The proper-
ties of the generated sidebands made them suited to various experiments, for example multicolor 
pump-probe experiment. The work described in this subsection is the collaboration of Jun Liu and 
Takayoshi Kobayashi [20].
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5.2 Generation and Optimization 
of Femtosecond Pulses 
by Four-Wave Mixing 
(FWM) Process

5.2.1  INTRODUCTION

Ultrashort laser pulses are powerful tools for laser spectroscopic techniques that are widely used 
in all fields of science (including chemistry, physics, and biology) and that provide microscopic 
insights into bulk materials, molecules, and chemical and biochemical reactions [1–4]. Advances 
in ultrashort-laser-pulse technology have made it possible to generate sub-10-fs pulses with a wave-
length of 800 nm and nanojoule pulse energies using Ti:sapphire lasers [5]. Such pulses can be 
compressed to below 5 fs by using spectral broadening in fibers in combination with dispersion 
compensation [6]. By using gas-filled hollow fibers or filament compressors, sub-10-fs pulses with 
high pulse energies can be produced at wavelengths of 800 and 400 nm with kilohertz repetition 
rates [7–10]. These ultrashort pulses permit the detection of real-time electronic, phonon, and vibra-
tional dynamics in various molecular systems and bulk materials with an extremely high tempo-
ral resolution. On the other hand, wavelength-tunable femtosecond pulses are required in various 
studies of ultrafast phenomena. Over the past decade, wavelength-tunable femtosecond lasers with 
wavelengths ranging from ultraviolet (UV) to mid-IR have been developed by using three-wave 
mixing in various nonlinear crystals [11–19]. In particular, wavelength-tunable few cycle pulses 
have been generated at visible wavelengths using noncollinear optical parametric amplifier (NOPA) 
based on beta barium borate crystals. These pulses have been widely used in pump–probe experi-
ments [20–24]. Femtosecond mid-IR pulses can be generated by difference frequency generation in 
nonlinear crystals [17,18,25], and they have been widely used in 2D-IR spectroscopy [26–28]. By 
achromatic broadband frequency doubling these NOPA pulses, wavelength tunable sub-10-fs pulses 
can be generated in the spectral region of 275–335 nm [29].

Four-wave mixing (FWM) has recently been investigated in various optically transparent media 
as a new method for generating tunable ultrashort pulses over an ultrabroad spectral range. Tunable 
visible ultrashort pulses have been generated by FWM through filament generation in an argon-filled 
gas cell [30]. In addition, femtosecond pulses in the deep UV (DUV) and mid-IR have been gener-
ated by FWM through filamentation in a gas cell [31–34]. Pulses at various UV wavelengths have 
been generated by cascaded FWM in hollow fibers filled with noble gases [35,36]. Sub-10-fs DUV 
pulses have also been generated by FWM and third-harmonic generation in gaseous media [37,38].

It was found that ultrabroad spectra and wavelength-tunable ultrashort pulses could be gener-
ated in bulk media by FWM if the two pump beams have a finite crossing angle in the medium 
[39–61]. Wavelength-tunable mid-IR pulses could be obtained in the range of 2.4–12 μm by FWM 
in CaF2 and BaF2 plates [39,40]. A ∼30-fs idler pulse at 300 nm was obtained by four-wave optical 
parametric chirped-pulse amplification in a fused silica plate [41]. In the visible region, spatially 
separated cascaded FWM multicolored sidebands have been generated in BK7 glass [42–44], fused 
silica [45–48], and a sapphire plate [49,50]. Up to 15 sidebands can be obtained, and the spec-
trum of the generated sidebands can extend over more than 1.5 octaves from UV to near-infrared 
(NIR) [44,45]. Multicolored sidebands have also been observed in many nonlinear crystals [51–61].  
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This phenomenon has been explained in terms of different-frequency resonant FWM, and it is 
known as cascaded stimulated Raman scattering or coherent anti-Stokes Raman scattering. By 
combining these sidebands into a single beam, isolated 25- and 13-fs pulses were obtained in 
LiNbO3 and KTaO3 crystals, respectively [53,54]. It is expected that these multicolored sidebands 
with broadband spectrum can be used to generate near-single-cycle pulses [43,44]. These multicol-
ored femtosecond pulses can be conveniently used in multicolored pump–probe experiments. The 
generated multicolored sidebands contain very similar wavelengths as the emission wavelengths 
of various fluorescent proteins, such as green fluorescent protein (GFP), cyan fluorescent protein 
(CFP), and red fluorescent protein (RFP) [62] and some semiconductor quantum dots [63,64]. They 
could, thus, be used for simultaneous multicolored imaging of biological samples by nonlinear opti-
cal microscopy [65–67]. In addition to these FWM processes, by inducing another intense pump 
pulse, a weak seed pulse can be amplified by noncollinear four-wave optical parametric amplifica-
tion (FWOPA) in a transparent bulk Kerr medium in the UV and NIR spectral regions [68–74].

This paper presents the research that we have done in which we used FWM to generate and opti-
mize femtosecond laser pulses. It is organized as follows. First, the mechanism of cascaded FWM 
is presented. Second, we discuss the generation of wavelength-tunable multicolored 15-fs pulses by 
nondegenerate cascaded FWM in a bulk medium. Self-diffraction (SD) (also known as degenerate 
cascaded FWM) is described as a powerful method for cleaning femtosecond laser pulses. Then, we 
describe using FWM in a gas cell or a hollow fiber to generate ultrashort pulses in the UV region. 
Finally, FWOPA is described and used to simultaneously amplify and compress generated FWM 
signals. Finally, conclusions and future prospects are given.

5.2.2  CASCADED FWM IN BULK MEDIA

UV pulses were generated by cascaded FWM in a gas-filled hollow fiber with a collinear configu-
ration in 2001 [36]. Bulk media have large dispersions compared with gaseous media. To generate 
cascaded FWM signals, there should be a small crossing angle between the two incident beams in 
the medium so as to satisfy the phase-matching condition.

5.2.2.1  PrinCiPle of CasCaDeD foUr-WaVe MixinG (fWM)

Cascaded FWM processes are schematically depicted in Figure 5.2.1a. The two input beams have 
wave vectors k1 and k2 that have frequencies ω1 and ω2 (ω1 > ω2), respectively. Cascaded FWM is 
deconstructed step by step in Figure 5.2.1b–e. In the first step, two k (1)

1  photons interact with a k (1)
2  

photon to generate a first-order anti-Stokes photon kAS1. A subsequent FWM process among the 
generated kAS1 photon, one k (1)

2  photon, and one k (1)
2  photon generates a second-order antiStokes 

photon kAS2. Thus, all the processes are third-order nonlinear FWM processes. Higher-order signals 
are obtained from the generated lower-order signals; hence, the process is called cascaded FWM. 
The mth-order anti-Stokes sideband has the following phase-matching condition for the different 
mth-order components:

 k k= + k k( )m m− ≈( ) ( )m k+ −1 1(1) mk (1)
ASm AS m( 1− ) 1 1 2 ω ωAsm ≈ +( )m m(1) − ω (1)

1 2  

In each FWM step, k1 and k2 photons have the same direction but different frequencies (ω ( )m
1  and 

ω ( )m ) and wave vector magnitudes ( k ( )m  and k ( )m
2 1 2 ). On the Stokes side, the mth-order Stokes side-

band will have the following phase-matching condition:

− ( ) k k= + k k( )m − ≈( )−m ( )m k+ −1 ,−1 mk ( 1− −) ω ω ( 1) ( 1− )
sm S m( )−1 2 1 2 1 Sm ≈ +( )m m1 2 − ω1  

It will be a degenerate cascaded FWM process, if ω1 = ω2.
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Using the phase-matching condition, the dependences of the output central wavelength and the 
exit angles of the cascaded FWM signals on the incident crossing angle were calculated. The results 
showed that the central wavelength of the generated cascaded FWM signals shift to shorter wave-
lengths as the incident crossing angle increases [48]. In addition to the phase-matching condition, it 
is also necessary to consider the group velocity delay between the incident pulses and the generated 
sidebands. The calculation results reveal that using a material with a smaller dispersion and thick-
ness will give a broader output spectrum [48]. However, a thin nonlinear medium has low energy-
conversion efficiency. It is because the output of the wave mixing grows exponentially in case the 
higher-order process including saturation is not taking place and hence the efficiency is limited by 
the thickness of the nonlinear material.

A numerical simulation of this process revealed the main characteristics of highly nondegenerate 
cascaded FWM of noncollinear femtosecond pulses in the spatial, spectral, and temporal domains 
[44].

5.2.2.2  Generation of WaVelenGth-tUnable self-CoMPresseD 
MUltiColoreD PUlses by nonDeGenerate CasCaDeD fWM

According to the phase-matching condition, to generate wavelength-tunable multicolored pulses in a 
bulk medium by cascaded FWM, the two incident pulses should have different central wavelengths. 

  FIGURE 5.2.1 (a) 
Phase-matching geom-
etry for cascaded 
FWM. Phase-matching 
geometries for gener-
ating (b) AS1, (c) AS2, 
(d) AS3, and (e) S1. 
k1 and k2 are the two 
input beams. The angle 
α is the crossing angle 
between the two input 
beams in the medium 
[48].
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In our case, in addition to the Ti:sapphire laser pulse at 800 nm (beam 1), a pulse with a wavelength 
of around 700 nm was generated by filtering the broadband spectrum after a hollow-fiber compres-
sor (beam 2). The experimental setup is described in detail in [45–48]. Negatively chirped or nearly 
transform-limited output pulses can be produced by FWM when one pump beam is negatively 
chirped, and the other is positively chirped [47,48]. This principle can be easily explained. Both 
chirped input pulses can be written as Ej(t) ∝ exp{i[ωj0t + φj(t)]}, j = 1,2, where beam 1 is negatively 
chirped (∂2φ1(t)/∂t2 < 0), and beam 2 (∂2φ2(t)/∂t2 > 0) is positively chirped.

The mth-order anti-Stokes signal can be expressed as

 EASm 1( )t i∝ +exp{ [((m m1)ω ω0 2− +0 1) (t m + −1)ϕ ϕ( )t m 2(t))]} 

Given ∂ ∂2ϕ ϕ1( )t t/ 02 2< ∂and (2 t t) / ∂ >2 0, we obtain

 ∂ ∂2ϕ ϕASm ( )t t/ (2 2= +m t1)∂ ∂1( ) / (t m2 2− ∂ ϕ2 t t) / ∂ <2 0 

This implies that the mth-order anti-Stokes signal is also negatively chirped. Nearly transform-lim-
ited pulses will be produced when the negative chirp of the anti-Stokes sidebands just compensates 
the dispersion of the transparent bulk medium and the phase change in the medium. This phase 
transfer method has also been used for three-wave mixing [75,76].

The photograph in Figure 5.2.2a shows the generated multicolored sidebands viewed on a white 
sheet of paper placed about 30 cm after the glass plate. These sidebands are well separated in space. 
The incident pulse of beam 1 was positively chirped from 35 to 75 fs by passing it through a bulk 
medium. The pulse of beam 2 was negatively chirped to 45 fs by chirped mirrors. The diameter of 
beam 1 (beam 2) on the surface of the 1-mm-thick fused silica plate was 250 μm (300 μm) in the 
vertical direction and 300 μm (600 μm) in the horizontal direction. Beams 1 and 2 had input pulse 
energies of 24 and 15 μJ.

The spectra of the sidebands from the first-order anti-Stokes (AS1) through to the fifth-order 
anti-Stokes (AS5) signals extend from 450 to 700 nm when the incident crossing angle was 1.78° 
(see Figure 5.2.2b). The spectra of AS2 and AS3 can be simultaneously tuned by varying the inci-
dent crossing angle in the range of 1.78°–2.78° (see Figure 5.2.2c). The spectrum of AS3 at 1.78° 
is located between the spectra of AS2 when the crossing angle is between 2.23° and 2.78°, dem-
onstrating that the sideband spectra are continuously tunable with no gap in between. The central 
wavelength of the generated sideband is different in different bulk media, even at the same incident 
crossing angle [48].

  FIGURE 5.2.2 (a) Photograph of 
sidebands on a sheet of white paper 
placed 30 cm after the glass plate 
when the crossing angle between 
the two input beams is 1.78°. The 
first, second, and third spots from 
the right-hand side are beam 2, 
beam 1, and AS1, respectively. (b) 
Spectra of the sidebands AS1–AS5 
(from right to left) when the cross-
ing angle between the two input 
beams is 1.78°. (c) Spectra of AS2 
(solid curves) and AS3 (dashed 
curves) for crossing angles of 1.78°,  
2.23°, and 2.78° (from right to left 
correspondingly) [47].
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We can generate 15-fs AS1 and 16-fs AS2 pulses by simply adding a glass plate to compensate 
the negative chirp. The pulses were measured using a cross-correlation frequency-resolved opti-
cal gating (XFROG) and were retrieved using commercial software (Femtosoft Technologies). A 
1-mm-thick CaF2 plate is used to compensate the dispersion of AS1. The retrieved spectral phase 
of AS1 still exhibits a clear negative chirp. Figure 5.2.3a–d shows the recovered intensity profiles, 
spectra, and phases of AS1 and AS2. The spectral phase indicates that both pulses have a small 
negative chirp. A shorter pulse is expected to be obtained when the negative chirp is completely 
compensated. AS1 and AS2 have output pulse energies of 0.65 and 0.15 μJ, respectively. Due to 
self-focusing and FWM, the spatial modes of the sidebands have perfect Gaussian profiles and good 
beam qualities, as reported earlier [45–48]. Angular dispersion occurs in the generated cascaded 
FWM beams due to phase matching in the noncollinear parametric process [48].

5.2.2.3  PUlse CleaninG by DeGenerate CasCaDeD fWM

When the two incident pulses have the same central wavelength, the generated cascaded FWM 
signals will have the same central wavelength as the incident pulses. This process, which is also 
known as SD, has been extensively used to measure pulse duration using SD-FROG [77]. It has 
recently been used to smooth laser spectra and clean laser pulses after passing through a hollow-
fiber compressor [10,78].

Pulses with high temporal contrast are important for generating plasmas, since they suppress 
the generation of undesirable preplasma [79,80]. Recently, a third-order nonlinear process, cross-
polarized wave generation, has been studied extensively, and it has been used to enhance the tem-
poral contrast of femtosecond laser pulses [81]. Like the cross-polarized wave generation process, 
SD is a third-order nonlinear process that can also be used to improve the temporal contrast of 
femtosecond pulses. SD has the advantage that the generated SD signals are spatially separated 
from the incident beams so that polarization discrimination is not necessary. In a nonresonant 
electronic Kerr medium, SD occurs over a femtosecond time scale because of inertia-free inter-
action [82]. Consequently, it can be used to clean even picosecond pulses. The intensity of the 
first-order SD signal (SD1) can be described by the following equations in both frequency and 
time domains [77]:

  FIGURE 5.2.3 (a) Recovered 
spectrum (solid black curve), 
spectral phase (solid thin black 
curve), and measured spec-
trum (dotted curve) of AS1. (b) 
Recovered intensity profile and 
phase of AS1. The dotted curve 
is the transform-limited (9 fs) 
pulse profile of AS1. (c) Reco-
vered spectrum (solid black 
curve), spectral phase (solid thin  
curve), and measured spectrum  
(dotted curve) of AS2. (d) Reco-
vered pulse profile and phase 
of AS2. The dotted curve is the 
transform-limited (12 fs) pulse 
profile of AS1 [47].
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where ωsd1 is the angular frequency of the SD1 signal and ω1 and ω−1 are those of the two incident 
beams, Δkz is the phase mismatch, and L is the path length in the medium. As can be seen, the spectral 
intensity of the SD1 signal is an integral of the spectral intensity of the two incident pulses. This implies 
that the SD1 signal intensity for each wavelength component is an average contribution over the whole 
spectral range of the incident pulses. Therefore, the SD1 signal spectrum is automatically smoothed. The 
pulse duration of the SD1 signal will be at most √3 shorter than that of the incident pulse [83].

A proof-of-principle experiment was performed with a Ti:sapphire laser. Two incident beams 
were focused into a 0.5 mm-thick fused silica plate with a crossing angle of about 1.5°. The silica 
plate was located about 20 mm behind the focal point. Both beams had 1/e2 diameters of about 
360 μm on the glass plate. The transmission pulse energies of the two incident beams after the glass 
plate, beam_1 and beam_−1, were 40 and 51 μJ, respectively. The SD1 signals generated in addition 
to beam_1 and beam_−1 had pulse energies of about 5 and 6 μJ. The energy-conversion efficiency 
from the input laser beams to the two SD1 signals was about 12%. Due to the low pulse energy 
and low power of the generated SD signals, we performed a second-order autocorrelation (SAC) 
measurement to measure the temporal contrast. This measurement requires a much lower incident 
pulse energy and is more sensitive to low-energy noise than other measurement techniques that 
use third-order nonlinear processes because it involves only one second-order nonlinear process 
[77,84]. The pulse durations of the input pulse and the SD signal were measured using a second 
harmonic generation FROG (SHG-FROG).

Figure 5.2.4 shows that the pulse is cleaned, even in 1 ps, and that extraneous components are 
removed, while the main pulse remains. For the incident pulse, the SAC peak intensity of around 
±0.7 ps is about 1.2 × 10−2 of the main pulse. The SAC of the SD1 signal has a small peak at the 
same delay that is less than 1.2 × 10−6 of the main pulse, which is four orders of magnitude smaller 
and is less than the cube of 1.2 × 10−2 (i.e., 1.7 × 10−6). The pulse is self-compressed in this process;  

  FIGURE 5.2.4 SAC inten-
sity of the incident pulses (dot-
ted curve) and SAC intensity 
of the SD1 signal when the 
incident beams were incident 
at the Brewster angle (solid 
black curve) and perpendicu-
lar (dash-dotted curve) to the 
glass plate for delay times from  
−6 to 6 ps and with a 5-fs/step 
resolution [78].
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in addition, self-focusing also improves the temporal contrast. In nonresonant electronic Kerr media, 
self-focusing is instantaneous and it has a power threshold due to competition with diffraction. The 
intensity-dependent self-focusing effect increases the main pulse intensity, whereas amplified spon-
taneous emission and noise peaks are not enhanced. Consequently, the intensity-enhanced main 
pulse has a much-improved temporal contrast. When the glass plate is located after the focal point, 
the generated SD1 signal has a smaller divergence angle than the scattered light due to self-focusing; 
this reduces the noise of the scattered light.

Due to the convolution effect, the spectrum of the SD1 signal is smoother and broader than the 
input laser spectrum (see Figure 5.2.5a).

The pulse duration of the SD1 signal for a zero delay time was shortened from 75 to 54 fs rela-
tive to the input pulse (see Figure 5.2.5b). The retrieved temporal and spectral phases of the SD1 
signal were found to be smoothed with some positive chirp. In the medium, self-phase modulation 
(SPM) and cross-phase modulation (XPM) accompany SD. The peak wavelength of the SD1 signal 
was shifted about ±10 nm at a delay time of ±33 fs (the positive sign indicates that beam_1 is ahead 
of beam_−1) due to XPM and the small-frequency chirps of the incident pulses (see Figure 5.2.5c) 
[74]. The retrieved spectral phase also shows that the reduction or enhancement of the chirp rates 
depends on the sign of the delay time for the same SD1 signal (see Figure 5.2.5c). Using suitable 
delay times and chirps of the incident pulse will induce self-compression of the SD1 signal to a 
nearly transform-limited pulse. As shown in Figure 5.2.5b, the pulse duration was shortened to 
39 fs, which is close to its transform-limited pulse duration of 33 fs.

As in cascaded FWM experiments [45–48] and pulse compression experiments in bulk media [85], 
the spatial profile and beam quality of the SD1 signal were proved in this SD process compared with the 
input laser beam due to spatial filtering induced by self-focusing in the medium. The 2-D beam profile of 
the SD1 signal is improved from an asymmetric incident beam to a nearly symmetric Gaussian beam (see 
inset of Figure 5.2.5d). M2 of the SD1 beam was also improved from 1.6 of the input laser beam to 1.3.

Here I would like to add some comments on cascaded NLO processes. Ordinary cascaded NLO 
phenomena are considered from lower order to higher order as described before in this paper. 
However, the cascade to the other direction can also take place. Simple representation of 2nd 
order + 2nd order like ω + ω = 2ω (2nd order). 2ω + ω = 3ω (2nd order), and so on. It looks like the 
2nd order + 2nd oruder results in the 3rd order (third harmonic generation: THG). One example of 
cascade down is ω + ω = 2ω (2nd order). 2ω−ω = ω (2nd order) even though new frequency radiation 
is not generated in this process, it can change the phase of ω radiatin like in Kerr effect. Therefore, 
this process also looks like third order even without any new frequency.

  FIGURE 5.2.5 (a) Measured spectrum 
(thick curve) and retrieved spectral phase 
(thin curve) of the incident pulse (solid black 
curve) and the SD1 signal (dotted curve). 
The thin dash-dotted blue and magenta 
curves show the retrieved spectra of the 
SD1 and the incident pulse, respectively. (b) 
Retrieved temporal profile (thick curve) and 
temporal phase (thin curve) of the incident 
pulse (solid black curve), and the SD1 sig-
nals at delay times of 0 fs (dash-dotted curve) 
and + 33 fs (dotted curve). (c) Measured spec-
tra (thick curve) and retrieved spectral phase 
(thin curve) of the SD1 signals for delay 
times of 0 fs (solid curve), −33 fs (dash-dotted 
thin  curve), and + 33 fs (dotted blue curve). 
(d) M2 and 2-D beam profiles of the incident 
beam (squares; upper pattern at Position  
0   mm) and the SD1 signal (circles; lower pat-
tern at zero Position.) [78].
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5.2.3  UV PULSE GENERATION BY FWM IN HOLLOW FIBER

This section discusses using degenerate FWM in a gas to generate ultrashort DUV pulses. Unlike bulk 
media, gases cannot be optically damaged making them suitable media for frequency conversion of 
intense pulses. Since a gas medium has a much lower density than a bulk medium, a long interaction 
length or input pulses with high peak intensities are necessary to achieve a high frequency-conversion 
efficiency. There are two ways to realize a long interaction length: filamentation or using a hollow 
waveguide. The former method forms a filament by spatially and temporally overlapping two input 
laser pulses (i.e., the pump and idler pulses) [30,31,34]. The laser beams propagate with a constant 
beam size in the filament so that a long interaction length is realized. An energy-conversion efficiency 
from the pump to the signal of 4% and generation of a DUV pulse with an energy of 20 μJ has been 
demonstrated [31]. In this approach, input pulses with high peak intensities are necessary to form a fil-
ament. The signal-generation stability depends on the stability of the filament. The latter method uses 
a hollow waveguide to achieve a long interaction length, which is determined by the waveguide length 
[37] and is independent of the input pulse parameters. Unlike free-space propagation, the waveguide 
has a negative group-velocity dispersion (GVD) that is used to cancel the positive GVD induced by the 
gas medium. This allows the phase-matching condition to be satisfied for a high energy-conversion 
efficiency [36,37]. FWM in a hollow waveguide is thus applicable for energy conversion of laser pulses 
with low peak intensities as well as laser pulses with high peak intensities. Another advantage of this 
method is the high beam quality of the signal pulse generated in the waveguide.

FWM in a gas has been utilized to generate ultrashort DUV pulses. FWM in a filament has 
been used to generate 12-fs DUV pulses [31] and FWM in a hollow waveguide can produce 8-fs 
DUV pulses [37] after passing through a dispersion compensator that has a grating compressor. 
Wavelength-tunable UV laser pulses can also be generated by combining FWM with NOPA [86]. 
Since chirped mirrors are not available in the DUV region, dispersion compensation in this wave-
length region must be performed using a grating compressor or a prism compressor. Since both 
compressors produce large third-order dispersion, it may be necessary to use two of the following 
three elements, a grating compressor, a prism compressor, and a deformable mirror, to compensate 
third- or higher-order dispersion to generate a pulse shorter than 8 fs. However, this requires a com-
plex setup, which leads to a large energy loss.

Wojtkiewicz et al. proposed a method for achieving chirped pulse FWM [87,88]. In this scheme, 
chirped input pulses are used to generate a negatively chirped signal pulse. The chirped signal pulse 
can be compressed by propagation through a transparent medium so that no external pulse compres-
sor is required. Precise dispersion compensation is possible by selecting an appropriate transparent 
medium, such as magnesium fluoride that has no appreciable high-order GVD in the DUV region 
[87–90]. Since the input pulses are chirped and they have lower peak intensities than the corre-
sponding transform-limited pulses, a hollow fiber is suitable for chirped-pulse FWM.

Our group has recently generated a sub-10-fs DUV pulse by using a self-phase-modulated pulse 
as the input idler for chirped-pulse FWM [91]. Using a broadband idler supporting a sub-10-fs trans-
form-limited pulse duration leads to the generation of a DUV pulse with a pulse duration shorter 
than 10 fs. The following section describes the principle of broadband chirped-pulse FWM using a 
self-phase-modulated idler pulse. After presenting a scheme for this process, the properties of the 
experimentally generated sub-10-fs DUV pulses are discussed.

5.2.3.1  ChirPeD-PUlse fWM in a Gas-filleD holloW WaVeGUiDe

In degenerate FWM with energy conservation ωsig = 2ωpump − ωidler, using a negatively chirped 
pump pulse and a positively chirped idler pulse produces a negatively chirped signal pulse 
[87,88]. Figure 5.2.6 shows a schematic diagram of this process (it is similar to that shown in [89].  
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In addition, the figure shows that the negative frequency chirp in the signal is due to the positive 
frequency chirp in the idler. The idler frequency increases with time, whereas the signal frequency 
decreases with time. A negative frequency chirp in the pump pulse leads to a negative frequency 
chirp in the signal pulse, which can be explained in a similar manner as the relation between the 
frequency chirps of the idler and the signal.

Because chirped input pulses are used, SPM and XPM, which broaden the signal spectrum [37], 
hardly occur so that the signal pulse bandwidth is mainly determined by the input pulse bandwidths. 
To generate a sub-10-fs DUV pulse by chirped-pulse FWM, it is necessary to use a broadband idler 
or a pump pulse that supports a sub-10-fs transform-limited pulse duration [90].

Signal pulse generation by FWM in a gas-filled hollow fiber generated by input pulses propagat-
ing along the z-axis is expressed by [92]

∂ε
 s  ω= +iD s 

s sε 2
i n T  ε ε2 + +2 2 ε ε2

2 s s{ p i
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where βs is the propagation constant of the signal pulse inside the hollow fiber [93], the asterisks 
indicate complex conjugates, ωs is the angular frequency of the electric field, and n2 is the nonlinear 
refractive index of the core medium. The phase mismatch is given by ∆ =β βi s+ −β β2 p and the 
higher order dispersion β( )n

S = ∂n nβ ω/ ∂ ω ω= k  In (5.2.2), α S is the loss constant of the gas-filled hol-

low waveguide at the signal frequency [93]. Ts = {1 + (i/ωs)(∂/∂t)} contains the effect of self-steeping, 
Aeff is the effective core area, and c is the speed of light in vacuum [94,95]. The complex amplitudes 
of the signal, idler, and pump pulses are, respectively, εs, εi and εp in (5.2.1), which is expressed in a 
frame of reference propagating with the signal group velocity.

For chirped-pulse FWM with input pulses having low peak intensities and a low-density gas 
medium, the terms related to SPM and XPM in (5.2.1) may be dropped. By assuming an input pump 
energy that is sufficiently low to neglect the pump depletion, a negligibly small GVD due to the low 
gas density to satisfy phase matching [37], and a negligibly low propagation loss, the propagation of 
the signal pulse generated by FWM is expressed as
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  FIGURE 5.2.6 Energy diagram for chirped-pulse 
FWM.
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In deriving (5.2.3), ε p i, ,( )t A= p i ( )t iexp[ φp i, ( )t ] was substituted into the coupled Eq. (5.2.1), where Ap,i 
(t) and ϕp,i(t) are, respectively, the real amplitudes and phases of the pump and idler. Differentiating 
the phase term in (5.2.3) gives the time evolution of the instantaneous signal frequency, which is 
expressed as 2 /d tφ φp i( ) dt − d t( ) /dt. This explains the relation between the frequency chirp in the 
input pulses and the chirp in the signal, as discussed earlier.

5.2.3.2  broaDbanD ChirPeD-PUlse fWM

To generate a broadband signal pulse by chirped-pulse FWM, a broadband pump pulse or a broad-
band idler pulse is necessary. For this purpose, a self-phase-modulated pulse is used as an input 
pulse for chirped-pulse FWM. By using SPM in a hollow waveguide filled with a noble gas [96], 
it is possible to expand the spectral width of a 30-fs pulse generated by a commercial Ti:sapphire 
chirped-pulse amplifier to a spectral width that supports 5-fs transform-limited pulses. However, 
a self-phase modulated pulse contains nonlinear phase distortion in its temporal profile, which is 
related to the spectral intensity and phase distribution of the pulse. Specifically, SPM induces phase 
modulation within the temporal profile of a laser pulse that varies proportionally with the temporal 
intensity distribution of the laser pulse [94]. The pulse contains a positively chirped central region 
that is suitable for chirped-pulse FWM, but it also contains negatively chirped leading and trailing 
edges. Such nonlinear frequency modulation produces dips in the spectrum. When a self-phase-
modulated pulse is used as the input for chirped-pulse FWM, the nonlinear phase distortion in the 
SPM idler may be transferred to the signal pulse, resulting in a nonlinear temporal phase and a non-
uniform signal spectrum. However, this does not matter, if the pump pulse is much shorter (i.e., less 
than about 50%) than the idler pulse. Since a signal pulse is generated only in the temporal region 
in which the two input pulses overlap, by employing a short pump pulse, it is possible to generate 
a signal pulse that results from only the interaction between the central region of the self-phase-
modulated idler and the pump pulse. In this case, the idler pulse behaves as if it is a linearly chirped 
broadband pulse. 

When the amplitudes of the input idler and pump pulses are Gaussian functions and the pump 
pulse is at least two times shorter than the idler pulse, the signal becomes a linearly (negatively) 
chirped Gaussian pulse (see Figure 5.2.7) and a smooth spectral shape is obtained. A nearly trans-
form-limited pulse duration is available for the signal after compensating the negative frequency 
chirp, provided that a positive group-delay dispersion (GDD) is added to the signal without adding 
substantial high-order GVD. Such dispersion compensation is realized using a transparent medium 
(e.g., magnesium fluoride) whose absorption wavelength is far from the signal wavelength.

  FIGURE 5.2.7 Frequency 
sweep of a SPM idler with 
respect to time for a pump 
pulse that is shorter than 
the idler. The shorter pump 
produces a linearly chirped 
signal and a smooth spectral 
profile.
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5.2.3.3  PraCtiCal issUes in broaDbanD ChirPeD-PUlse fWM

Figure 5.2.8 shows an example of an experimental setup for demonstrating the afore-described 
broadband chirped-pulse FWM. A femtosecond NIR pulse from a Ti:sapphire chirped-pulse ampli-
fier is split into two pulses. One is used for generating a broadband idler and the other is used for 
generating a pump pulse by frequency doubling the NIR pulse. Before the idler is used as the input 
for FWM, its spectral width is expanded by SPM in a gas-filled hollow waveguide. The near-UV 
(NUV) pulse generated through frequency doubling is stretched by a prism pair (prism compressor) 
that induces a negative frequency chirp.

The NUV pump pulse duration is lengthened in this process, but it remains shorter than the 
broadband idler pulse duration. Finally, the SPM idler and the negatively chirped pump pulses are 
spatially and temporally synthesized in a gas-filled hollow waveguide to generate a signal pulse 
by FWM. Filamentation in a gas cell [30,31] could also be used when the input pulse energies are 
above about 1 mJ.

As discussed earlier, the pump pulse should be shorter than the idler to generate a signal pulse 
with a smooth spectral shape. Two procedures are considered for achieving this: pulse broadening in 
a transparent medium before or after spectral broadening by SPM. The self-phase modulated idler 
has a broad spectral width, and consequently, the temporal profile of the self-phase modulated idler 
is substantially distorted by high-order dispersion in a transparent medium. Moreover, the phase of 
the self-phase modulated pulse is nonlinear in terms of its temporal evolution. The positive chirp 
in the central region is enhanced by the positive GVD in the transparent medium, while the nega-
tive chirps in the leading and trailing edges are compensated and produce intense spikes due to the 
GVD. This affects the temporal profile and, thus, the spectrum and spectral phase of the signal gen-
erated by FWM. Furthermore, the temporal width of the positively chirped region of the self-phase 
modulated idler is not effectively expanded in this case.

On the other hand, pulse broadening of the idler before spectral broadening is useful. In this 
case, the positive frequency chirp induced by the transparent medium and the positive frequency 
chirp induced by SPM both contribute to generate a positive chirp. This leads to a wide positively 
chirped region within the idler pulse duration because of the extended pulse duration of the idler 
prior to SPM. The positive chirp due to the transparent medium, which is produced before SPM, 
partially cancels the negative chirp at the leading and trailing edges of the idler pulse induced by 
SPM. Since the pulse duration of the idler is already broadened by GVD in the transparent medium, 
it is not necessary to significantly increase the pulse duration after spectral broadening. Distortion 
in the temporal profile of the broadband idler can be minimized in this case, making it possible 
to generate a signal with smooth temporal and spectral profiles. It also minimizes the high-order 
spectral phase in the signal, resulting in the generation of a single ultrashort pulse after dispersion 
compensation.

  FIGURE 5.2.8 Scheme for broadband chirped-pulse FWM. 
SHG, second harmonic generation; CPA, chirped-pulse amplifier.
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A prism compressor can be used for negatively chirping a NUV pump pulse with a narrow spec-
tral width whose transform-limited pulse duration is longer than about 30 fs. A prism compressor 
generally induces a large negative third-order dispersion as well as a negative group-delay disper-
sion. This distorts the temporal profile and the phase of a pulse when the pulse has a wide bandwidth 
that can support a pulse duration shorter than 10 fs. However, this does not matter for narrowband 
pulses since the nonlinear spectral phase distortion due to the third-order spectral phase distortion 
lies outside the narrow bandwidth. Chirped mirrors can also be used to negatively chirp a NUV 
pulse. Although chirped mirrors for NUV pulses have oscillations in their dispersion curves, their 
effect may not be significant for a narrowband pulse that has a transform-limited pulse duration 
longer than 30 fs.

By spectrally broadening the idler rather than the NUV pump and by prechirping the idler pulse 
prior to spectral broadening, it is possible to generate a nearly linearly chirped signal pulse. This 
results in minimal distortion of the phases and temporal profiles of the input pulses, and, thus, gives 
signal pulses with a smooth temporal profile and phase. The experimental scheme discussed above 
is used in [91].

5.2.3.4  sUb-10-fs DUV PUlses GenerateD by broaDbanD ChirPeD-PUlse fWM

The energy-conversion efficiency from the pump to the signal is determined by the input pump and 
idler intensities. Since the response is nonlinear with respect to the pump intensity, the conversion 
efficiency of the signal is much more sensitive to the pump intensity than that of the idler. Because 
chirped input pulses are used, chirped-pulse FWM has a lower energy conversion efficiency than 
FWM which uses transform-limited input pulses [31,37]. Therefore, chirped-pulse FWM is not 
useful for generating high-energy DUV pulses when only a low-energy pump pulse is available. In 
the case of a chirped pump pulse with a pulse energy of about 100 μJ, the pulse energy of a signal 
pulse generated by broadband FWM is limited to 300 nJ [91]. Increasing the pulse energy (and thus 
the intensity) of the pump pulse will significantly increase the signal pulse energy. Using a 1-mJ 
pump pulse, it is expected to be possible to generate a signal pulse with an energy of several tens of 
microjoules [88,90,92].

It is possible to generate a broadband signal pulse with a spectrum extending from 260 to 290 nm 
using broadband chirped pulse FWM [91]. The signal spectrum differs from the idler and pump 
pulse spectra. For example, in an experiment, the idler spectrum contained two deep dips, whereas 
the signal spectrum had only one deep dip (see Figure 5.2.9) [91]. This difference in spectral shapes 
is related to the different pump and idler pulse durations, as discussed above. Contrary to the 

  FIGURE 5.2.9 Spectra of the 
input (a) NIR and (b) NUV, and 
output DUV [solid line in (c)] 
pulses measured with spectrom-
eters. The spectrum (solid line 
with filled circles) and spectral 
phase (broken line) measured by 
the SD-FROG are shown in (c), 
while the corresponding tempo-
ral profile (solid line with filled 
circles) and phase (broken line) 
are shown in (d). The inverse 
Fourier transform of the solid 
line in (c) is indicated by the 
solid line in (d) [91].
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discussion, the spectral shape of the signal is not a single peaked one like a Gaussian. This is due to 
the pump pulse not being sufficiently shorter than the idler pulse. A signal pulse with a Gaussian-
shaped spectrum can be generated, if a larger chirp than that in the experiment is added to the idler 
prior to spectral broadening by SPM [92].

A broadband negatively chirped DUV pulse is generated in broadband chirped-pulse FWM. 
The pulse can be easily compressed by a normal GVD induced by a transparent medium. Unlike 
when using prism and grating compressors, third-order dispersion is not induced in this case, and 
the pulse energy loss is small. For example, in an experiment, a DUV pulse generated by broadband 
chirped-pulse FWM had a negative GDD of 265 fs2 [91]. Some of the GDD was compensated by 
the positive GDD induced by the magnesium fluoride output window of the hollow-fiber chamber, 
which generated FWM. The residual negative GDD in the DUV pulse was compensated by propa-
gation in the air [91]. SD-FROG measurements are useful for optimizing the path length in air. In a 
FROG, the edge of an aluminum mirror is used for beam splitting, which results in negligible pulse 
broadening [37]. The spectral change of the SD signal with respect to the time delay of a replica 
is sensitive to the GDD of a pulse to be measured [97]. In the experiment, only three SD-FROG 
measurements were used to optimize the path length and, thus, the positive GDD induced by the air 
[91]. The DUV pulse duration was compressed to less than 10 fs. The same pulse compression can 
also be realized by varying the path length of the pulse in a pair of wedges made of MgF2 or CaF2 
thin plates.

The DUV pulse duration can be precisely compressed in broadband chirped-pulse FWM. The 
pulse compression procedure is relatively simple, as discussed above. The transform-limited pulse 
duration estimated from an experimentally measured spectrum is 8 fs, while the corresponding 
measured pulse duration after dispersion compensation is 9.7 fs [91]. These pulse durations differ 
by only 24%. The compressed signal pulse has a smooth temporal profile (see Figure 5.2.9c). It con-
tains almost no satellite pulses; the energy of the satellite pulses is less than 5% of the total energy. 
In broadband chirped-pulse FWM, a linearly chirped DUV pulse is obtained by using a pump pulse 
that is shorter than the idler pulse. The linearly chirped DUV pulse has a smooth temporal profile 
and, thus, has almost no high-order spectral phase distortion. An ultrashort DUV pulse with a single 
pulse structure can be generated by compensating the negative GDD in the DUV pulse without 
inducing a substantial high-order dispersion using a transparent medium.

5.2.4  FWOPA IN BULK MEDIA

We have demonstrated using FWM to generate and clean femtosecond laser pulses in both gases 
and bulk media. Another FWM process, FWOPA, has recently been used to amplify ultrashort 
pulses in a glass plate at different wavelengths [69–74]. This method is particularly useful in the UV 
region, due to the lack of suitable nonlinear crystals in this region. Here, we demonstrate that a weak 
laser pulse can be simultaneously amplified and compressed by another intense laser pulse [74].

The principle of this method is schematically illustrated in Figure 5.2.10a. An intense pump 
beam and a weak seed beam are focused onto a glass plate with a crossing angle α. When the pump 
and seed pulses are synchronous in time and overlap in space in a transparent bulk medium, the 
seed pulse spectrum will be broadened due to XPM in the medium induced by the intense pump 
pulse. Furthermore, the weak seed pulse will be simultaneously amplified when the crossing angle 
α satisfies the phase-matching condition for FWM [68–74].

According to the phase-matching condition, the crossing angle αin in the medium is given by 
cos [α in (2k kp s) ]2 2 2+ − k ki p/ 4 ks terms of the wavenumber k, where the subscripts p, s, and i indicate 
the pump, seed, and idler beams, respectively. Figure 5.2.10b and its inset show phase-matching 
curves for the crossing angle in air α as a function of the seed wavelength for fused silica and CaF2, 
respectively. The pump pulse has typical wavelengths of 800 and 400 nm for fused silica and CaF2, 
respectively. There is a broad phase-matching bandwidth around 500 nm (250 nm) when the cross-
ing angle α is about 3.1° (6.4°), as shown in Figure 5.2.10b.



186 Ultrashort Pulse Lasers and Ultrafast Phenomena

The intense pump pulse at 800 nm simultaneously spectrally broadens and amplifies the incident 
seed pulse AS1 at 620 nm when the crossing angle α is around 2.80° ± 0.05°. Figure 5.2.11a shows 
the spectral profile and intensity of the amplified pulse as a function of the delay time tps. The 400-
nJ incident pulse was amplified to 1.1 μJ with a 140 μJ pump pulse. Cascaded FWM signals were 
simultaneously generated around 500 nm with 250 nJ, as shown in the photograph in the inset of 
Figure 5.2.11a. Figure 5.2.11b shows the output energy of the seed pulse as a function of the pump 
intensity at a delay time of 0 fs. Much higher output energies are expected to be obtained when a 
cylindrical lens is used for focusing [69–71]. The thin glass plate ensured that the phase-matching 
spectral bandwidth was broad. Consequently, broadband amplification still occurred around 620 nm.

A quasi-linear chirp can be induced across the weak seed pulse when the pump pulse is much 
wider than it [98]. The phase induced by XPM can also be compensated by using a pair of chirped 
mirrors. Furthermore, XPM-based compressors are more flexible than SPM ones because the 
phase can be tuned by the pump pulse. After passing through the chirped mirrors for four bounces 
(−40 fs2/bounce), the pulse was compressed from 22.6 to 12.6 fs (see Figure 5.2.11c), which is close 
to the calculated transform-limited pulse duration of 10.5 fs. Figure 5.2.11d shows the incident laser 
spectrum, the broadened and retrieved spectrum, and the spectral phase of the compressed pulse. 
Several pulses with different wavelengths can be simultaneously guided into this system; the system 
will then simultaneously amplify them and broaden their spectra [74].

5.2.5  CONCLUSION AND PROSPECTS

FWM has been used to generate and optimize ultrashort laser pulses. Self-compressed 15-fs multi-
colored pulses are simultaneously generated from UV to NIR by cascaded FWM in a bulk medium. 
The wavelengths of the generated multicolored pulses can be tuned by varying the incident-crossing 
angle. Studies on degenerate and nondegenerate cascaded FWM reveal that the generated cascaded 

  FIGURE 5.2.10 (a) Schematic 
showing the experimental setup. 
α is the crossing angle. (b) Phase- 
matching curves for the crossing 
angle α as a function of the seed 
wavelength for fused silica (CaF2, 
inset) when the pump pulse was 
fixed at wavelengths of 780, 800, 
and 820 nm depicted by curves 
from top to bottom at 1 um-
wavelength position. (400 nm,  
inset) [74].
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signals have broader and smoother spectra, shorter and cleaner pulses, and improved beam profiles 
and spatial quality. These outstanding characteristics make cascaded.

FWM signals are useful for multicolor time-resolved spectroscopy and multicolor nonlinear 
optical microscopy. The high temporal contrast of cascaded FWM signals makes them suitable for 
seed pulses in background-free petawatt lasers. Broadband DUV pulses are generated using self-
phase modulated pulses as the idler in chirped-pulse FWM. The DUV pulse is negatively chirped 
and can be easily compressed by a transparent medium to below 10 fs. The temporal profile of the 
compressed pulse is smooth and useful for ultrafast spectroscopic applications in the DUV region.

The FWOPA method was expected to be used to simultaneously amplify and compress laser 
pulses in a bulk medium. This method is expected to amplify DUV pulses pumped by 400-nm 
pulses and compress DUV pulses to below 5 fs in the near future [99]. The research products repre-
sented in this subsection are based on the cooperative activity of the following people: T. Kobayashi, 
J. Liu, and Y. Kida [99].
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5.3 Tunable Multicolored 
Femtosecond Laser Pulses 
Generation by Using 
Cascaded Four-Wave Mixing 
(CFWM) in Bulk Materials

5.3.1  INTRODUCTION

Tunable, ultrashort laser pulses in different spectral ranges are powerful tools with applications 
in scientific research including ultrafast time-resolved spectroscopy [1–7], nonlinear microscopy 
[8–14], and laser micro-machining [15–18]. In the case of ultrafast time-resolved spectroscopy, 
which is widely used in the investigation of electronic and vibrational dynamics in molecules, the 
absorption peaks vary from sample to sample, and some of the molecular dynamics under investiga-
tion take place in less than 100 fs. As a result, sub-20 fs pulses with a time resolution high enough 
to observe real-time vibrational quantum beat and that are wavelength tunable in a wide range 
will play a key role. Nonlinear microscopy, such as two- or three-photon and second- or third-
harmonic generation (SHG/THG) microscopy, are technologies widely used in biological research. 
Two-photon microscopy can be used in tissue imaging with a depth of several 100 μm [8,9], and 
three-photon microscopy can image to a depth of 1.4 mm [10]. SHG/THG microscopy can be used 
to image some biological tissues without the need for fluorescent proteins or staining with dyes and 
can achieve imaging depths of several 100 μm due to its use of long excitation wavelengths [11–14]. 
The pump laser sources used in nonlinear microscopy have pulse widths of ~100 fs or shorter, and a 
visible to middle-IR spectral range [8–14]. Some spectroscopy and microscopy experiments, such as 
the multicolored pump-probe experiment [19], two-dimensional spectroscopy [20], or multicolored 
nonlinear microscopy [21–23] require ultrashort pulses with several colors.

Conventionally used ultrashort laser sources have a spectral range of 650–950 nm (Ti:sapphire 
laser), 1000–1100 nm (Yb-/Nd-doped solid-state laser or fiber laser), or 1550 nm (Er-doped fiber 
laser). Great efforts have been made to extend the spectral range using nonlinear processes [24–40]. 
Optical parametric amplifier (OPA) and optical parametric oscillator (OPO) technologies are among 
the most successful methods for generating μJ-level pulses with spectral ranges from UV to mid-IR 
[32–35]. Spectrally tunable few-cycle pulses can be generated using a noncollinear optical paramet-
ric amplifier (NOPA) [36–40]. Commercial NOPA setups are available from several companies, 
although the price is still too high for many research groups. Pulses with broadband spectra from 
visible to IR (known as supercontinuum white light) also can be generated through filamentation in 
gases, bulk media, or fibers [41–45], although there are problems with the stability of the supercon-
tinuum laser pulses [46–48].

Recently, four-wave mixing (FWM) has been studied as a new method for the generation of 
ultrashort pulses, including few-cycle pulses, with a spectral range from deep-UV (DUV) to mid-IR 
[49–66]. Among these results, the multicolored laser pulses that can be generated using cascaded 
four-wave mixing (CFWM) in transparent bulk materials are particularly attractive, due to their 
ultra-broadband spectral range, large wavelength tunable range and compact configurations [54–
66]. Multicolored laser pulses generated by CFWM were first shown in semiconductor lasers in the 
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1980s [67]. Highly efficient multicolored (>4 colors) signals were generated in a nearly degenerate 
intracavity FWM experiment in a GaAs/GaAlAs semiconductor laser with a dye laser as the pump 
source for both the semiconductor laser and the FWM process. This was used as a method for the 
quantitative determination of the third-order nonlinear optical susceptibility of the semiconductor. 
Eckbreth then generated multicolored light (>4) with a coherent anti-Stokes Raman scattering pro-
cess in several gases, and the light was used for hydrogen-fueled scramjet applications [68]. Harris 
and Sokolov showed that more than 13 sidebands with a spectral range from 195 nm to 2.94 μm were 
generated in D2 gas by using a Raman process [69]. In 2000, Crespo and his co-workers reported 
multicolored (>11 colors) sideband generation using a cascaded highly nondegenerate FWM pro-
cess in common glass [54]. Since then, studies have been conducted using other materials, such as 
sapphire plate [55,56], BBO crystal [57,58], fused silica glass [59], CaF2 [60], BK7 glass [60], and 
diamond [61,62]. These studies have carefully investigated the mechanism and characteristics of 
multicolored laser pulses. The phase-matching condition of CFWM has also been discussed and 
used to explain the generation of multicolored sidebands with two noncollinear pump laser pulses 
[60]. Our experiment has shown that more than 15 spectral upshifted sidebands and two spectral 
downshifted pulses can be obtained with a spectral width broader than 1.8 octaves, covering the 
range from UV to near-IR [55–57,59,60]. The spectra of the multicolored sidebands can also be tuned 
in the broadband spectral range by adjusting the cross-angle of the two pump beams or simply by 
replacing the nonlinear media [59,60]. The pulse duration of different sidebands can be shorter than 
50 fs without any extra dispersion compensation components [55–57,59,60], and sub-20 fs pulses can 
be obtained when the pump pulse chirp is carefully optimized [63]. Weigand and his co-workers 
also tried to recombine and synthesize all the sidebands and found that few-cycle visible-UV pulses 
were feasible [64,65]. The pulse energy of the first sideband can be higher than 1 μJ, with an energy 
conversion efficiency of around 10% [66]. A low pump threshold for multicolored sideband genera-
tion was reported when materials with high nonlinear refractive indices, such as diamond [62] or 
nanoparticle-doped materials [70], were used as the nonlinear medium in the experiment. A com-
pact experimental setup for multicolored laser pulse generation was also constructed [62]. Aside 
from the one-dimensional multicolored sidebands discussed above, a two-dimensional (2-D) multi-
colored sideband array can be generated when the pump intensity is increased in various materials 
such as a sapphire [55,56], diamond [62], and BBO [71,72]. Characteristically, more than 10 arrays 
could be generated with pump energies of several to several tens of μJ [55,56,62]. CFWM, together 
with beam breakup due to ellipticity of pump beams or anisotropy of nonlinear media, are thought 
to be the main mechanisms behind this new phenomenon [62,71]. However, simulations based on 
the nonlinear Schrödinger equation are still needed for the phenomenon to be fully understood.

The remainder of this chapter is organized as follows. In Section 5.3.2, the theoretical analysis 
for multicolored pulse generation is presented. In Section 5.3.3, the characteristics of multicolored 
pulses are shown. The experimental setups are shown in Section 5.3.3.1. In Section 5.3.3.2, the 
spectral characteristics are introduced, i.e., the spectral range of the sidebands, the spectral width 
of each sideband, and the wavelength tunability of each sideband. The characterization of pulses is 
described in Section 5.3.3.3. Then, the pulse energy/output power and power stability are given in 
Section 5.3.3.4. Multicolored pulse generation with a low pump threshold is discussed in Section 
5.3.3.5. In Section 5.3.4, 2-D multicolored sideband arrays are introduced and discussed. Finally, 
conclusions and some prospects for future research directions are given in Section 5.3.5. This article 
is written as a summary of recent publications reported by the authors.

5.3.2  THEORETICAL ANALYSIS

5.3.2.1  fWM ProCess

FWM was found in the first decade of the laser epoch, and it has rapidly developed in the last 
20 years. FWM is a third-order optical parametric process, in which four waves interact with each 
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other through third-order optical nonlinearity [73]. Three waves form a nonlinear polarization at 
the frequency of the fourth wave during the FWM process. The wave functions of the four waves 
can be expressed as:

 Ej j( ,r kt A) (= −r i)exp[ ( j jr ω t j)] ( )= 1, 2, 3, 4  (5.3.1)

where ωj and kj are frequencies and wave vectors of the four waves, and A(rj) = |Aj(r)|exp[i (ϕ(r))] is 
the complex amplitude.

There are two possible roadmaps of the FWM process that satisfy the conservation of pho-
ton energies and momenta. The phase-matching condition or conservation of photon energies and 
momenta can be written as:

 (i) ,ω ω4 1= + ω ω2 3+ =k4 1k k+ +2 3k k; (ii) ,ω ω4 3+ = ω ω1 2+ +  4 3k k= +1 2k  

The case (i) involves THG and third-order sum frequency generation. We are more interested in the 
FWM in case (ii), where the nonlinear polarization at frequency ω4 can be written as:

 P E( )3 ( )ω ε= ∆3 *χ ω( )3
4 0 eff 1 1( )E E2 2( )ω ω3 3( )exp( )i k r⋅  (5.3.2)

where χ (3)
eff  is the effective third-order nonlinear optical susceptibility, and k = k1 + k2 + k3 − k4 is the 

wave vector phase-mismatching in the process. By solving the coupled-wave equations for FWM 
shown as follows:

 dE d( )ω ω/ /r i= −( )( )2 eε ωcn( ) ( )3
4 4 4 0 4 P i( )ω 4 xp  ∆ ⋅k r (5.3.3)

we can get the optical field, E4(ω4), of the newly generated signal.

5.3.2.2  CfWM ProCess

The theoretical analysis of CFWM processes for multicolored laser pulse generation is given in [60]. 
The schematic of CFWM processes is shown in Figure 5.3.1a. Two vectors, k1 and k2, correspond 
to the two input beams with frequencies of ω1 and ω2 (ω1 > ω2) respectively. The mth-order anti-
Stokes (spectrally blue-shifted) and Stokes (spectrally red-shifted) sidebands are marked as ASm 
and Sm (m = 1, 2, 3, …). Figure 5.3.1b–e shows the phase-matching geometries for generating the 
first three anti-Stokes sidebands (AS1, AS2, AS3) and the first Stokes sideband (S1). Based on these 
phase-matching geometries, the phase-matching condition for the mth-order anti-Stokes sideband 
can be written as: k ( )m m( ) ( )1 1( ) ( )1 1( )

ASm A= +k kS(m –1) 11 − ≈k k2 ( )m m+ −1 k2 , 1ω ωASm ≈ +( )m m1 − ω 2 .  
Since the two input beams are never single-frequency lasers, k( )m

1  and k( )m
2  are used instead of k1 

and k2.

The values of ω ( )m , ω ( )m , k ( )m ( )
1 , and k m

2 1 2  may be different for every step of the m FWM pro-

cesses. Similarly, with k( )−m ( )
1  and k −m

2  used instead of k1 and k2, the mth-order Stokes sideband will 
have the following phase-matching condition: k = +k k( )− −m m− ≈k m( ) ( ) ( 1 ( 1)

Sm S m( –1)

( )
2 1 + −1 k m− −)

2 k1 , 
ω ≈ +m m1 ω ω( 1− −) ( 1)

Sm 2 − 1 . As the lower-order signals will participate in the generation of adjacent 
higher-order signals as pump pulses, this process is called CFWM.

Based on the phase-matching condition expressed above, the output parameters, such as wave-
length and output angle, of the generated sidebands can be calculated to explain and inform experi-
mental work. In our experiments, the wavelength range of the two pump beams were 660–740 nm 
(Beam 1) and 800 nm (Beam 2). The nonlinear medium was assumed to be fused silica plate with a 
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thickness of 1 mm. The simulations were performed under these conditions. The wavelength depen-
dence of Beam 1 for optimal phase-matching on the order number at different cross-angles is shown 
in Figure 5.3.2a. To fulfill the phase-matching condition, the wavelength of Beam 1 should redshift for 
higher-order anti-Stokes sidebands. The wavelengths of generated sidebands for different cross-angles 
are shown in Figure 5.3.2b, which clearly shows that the wavelengths of same order sidebands can be 
tunable by changing the cross-angle of the two pump beams, and the tuning range covered the wave-
length gap between adjacent sidebands. The exit angles of the generated sidebands are plotted against 
the order number at different cross-angles in Figure 5.3.2c. The difference in exit angle between the 
multicolored sidebands was large enough for easy separation, even for adjacent sidebands. The depen-
dence of the exit angle on the center wavelength of the generated sidebands at different cross-angles 
in different materials is shown in Figure 5.3.2d. The phase mismatching for the first four anti-Stokes 
sidebands at two different angles, 1.87° and 2.34°, is shown in Figure 5.3.2e. The increase of the slope 
of the curves with the order numbers means the reduction of the gain bandwidth for the sidebands, 
which was confirmed by our experiment. The calculations based on the phase-matching condition of 
CFWM agree with the experimental results, which will be given in the next section.

5.3.3  EXPERIMENTAL CHARACTERISTICS OF MULTICOLORED PULSES

5.3.3.1 e xPeriMental setUPs

Various experimental setups for multicolored laser pulse generation have been reported in the litera-
ture. The main differences between these setups are the methods for preparing the two pump laser 
beams. Crespo and his coworkers used two femtosecond pulses from a dye-laser amplifier system, 
with Beam 1 (561 nm, 40 fs) and Beam 2 (618 nm, 80 fs), and a pulse energy of 20 μJ for each beam 
[54].

Zhi used two OPA systems, pumped with a commercial Ti:sapphire amplifier [61]. The SHG 
signals of the signal and idler pulses from the two OPAs were used as the pump pulses for the gen-
eration of multicolored sidebands. The central wavelength and pulse energy of the two pump beams 
were 630 nm/1–3 μJ and 584 nm/1–3 μJ. There were also some other differences, including the 
Ti:sapphire amplifier pulse, and the supercontinuum generated in bulk materials [58].

  FIGURE 5.3.1 Schematic 
of multicolored sidebands 
generation using CFWM 
process. The phase- 
matching geometries for 
(a) AS1–AS3 and S1. (b) 
AS1. (c) AS2. (d) AS3, and 
(e) S1 [60].
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We have used two experimental setups for multicolored pulse generation. As shown in Figure 
5.3.3, we used Type-1 experimental setup for most of our work. The pump source was a 1 kHz 
Ti:sapphire regenerative amplifier laser system (35 fs/2.5 mJ/1 kHz/800 nm, Micra + Legend-USP, 
Coherent, Santa Clara, CA, USA). The pump laser was split into four beams for different uses. One 
beam (Beam 1), with energy of 300 μJ, was focused into a krypton-gas-filled hollow-core fiber 
with inner and outer diameters of 250 μm and 3 mm, and a length of 60 cm. The spectrum of Beam 
1 broadened to a range extending from 600 to 950 nm after transmission through the hollow-core 
fiber, while the pulse energy decreased to about 190 μJ, due to coupling and propagation loss. A 
pair of chirped mirrors and two glass wedges were applied to compensate for the chirp of Beam 1 
with broadband spectrum. A nearly transform-limited pulse, with a pulse duration of ~10 fs, was 
obtained by changing the bounce times on the chirped mirrors and the insertion of the glass wedges. 
Negatively and positively chirped pulses also can be obtained for different experiments. Beam 1 
was then spectrally filtered with band-pass filters (BPF) short-wavelength-pass filters (SPF), or long-
wavelength-pass filters (LPF) in different experiments. A concave mirror with a focal length of 
600 cm was used to focus Beam 1 into the nonlinear medium (G1). Beam 2 was focused into the 
nonlinear medium by a lens with a focal length of 1 m. The fourth beam (Beam 4) was used to char-
acterize the generated multicolored pulses with the cross-correlation frequency-resolved optical 
gating (XFROG) technique [74] in a 10 μm-thick BBO crystal.

Figure 5.3.4 shows the schematic of Type-2 setup, which was used for the generation of low-
threshold multicolored sidebands and 2-D multicolored arrays in a diamond plate. Another 
Ti:sapphire laser system (35 fs/2.5 mJ/1 kHz/800 nm, Spitfire ACE, Spectra-Physics) was used as 
the pump source, and a beam with pulse energy of 150 μJ was used in the experiment. A BK7 glass 
plate with a thickness of 3 mm was used to spectrally broaden the laser pulse using a self-phase 

  FIGURE 5.3.2 Calculated 
output parameters of gener-
ated sidebands from right to 
left. Dependence of (a) Central 
wavelength of Beam 1 for min-
imum phase-mismatching. (b) 
The wavelength and (c) The exit 
angles of generated sidebands 
on the order number at differ-
ent crossing angles. Angles of 
1.40, 1.64, 1.87, 2.10, 2.34, 2.57 
are marked by lines composed 
of star, open circle, downward 
triangle, square, cross, filled 
circle. (d) Dependence of exit 
angle of the generated side-
bands on the center wavelength 
at three different cross-angles, 
1.40°, 1.87°, and 2.57°, in dif-
ferent nonlinear media. Curves 
from the top to the bottom at 
0.5 um are for BBO, SP, BK7, 
SF, CaF2. (e) Phase mismatch-
ing of the sidebands from AS1 
to AS4 at 1.87° and 2.34° in 
1 mm fused silica [60].
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modulation (SPM) process. Then, a pair of chirped mirrors (GDD) was used to compensate for the 
dispersion induced by the BK7 glass and other components. Then, the laser beam was split into two 
parts, Beam 1 and Beam 2, with a beamsplitter (BS). Beam 1 first propagated through a short-pass 
filter (F1, cut-off wavelength of 800 nm) and was then focused into the nonlinear medium by a con-
cave mirror (M4) with a focal length of 500 mm. Beam 2 was spectrally filtered with a long-pass 
filter (F2, cut-on wavelength of 800 nm), and then focused into the nonlinear medium by another 
concave mirror (M3) with a focal length of 500 mm. The beam diameters of both Beam 1 and Beam 
2 were ~300 μm on the 1 mm thick diamond plate. As no hollow fiber or gas chamber is used, the 
Type-2 experimental setup occupied half the space of a Type-1 setup.

In the experiment, the diameters of the incident beams at the position of the nonlinear media 
were measured using a CCD camera (BeamStar FX33, Ophir Optronics: Jerusalem, Israel). The 
pulses were characterized using the XFROG or SHG-FROG technique and retrieved with a com-
mercial software package (FROG 3.0, Femtosoft Technologies: Chennai, India). The spectra of the 
pulses were measured with a commercial spectrometer (USB4000, Ocean Optics: Dunedin, FL, 
USA). To avoid optical damage, the intensities of the two pump beams on the surface of nonlinear 
media surface were set at least one order of magnitude lower than the damage threshold for all 
the media used. Neither damage nor supercontinuum generation was observed in any experiment. 
CCD devices convert or manipulate an electrical signal into some kinds of output, including sets 
of digital valued ensemble. Thus CCD can catch visual information to convert into an image or 
motional image like video images. They are in this sense digital cameras. The captured images are 
transferred to the camera’s memory system to record them as electronic data. A CCD camera imag-
ing plane is composed of light-sensitive pixel elements with high quality, low noise image with a 
dynamic range of higher than 3 × 105.

  FIGURE 5.3.3 Type-1 experi-
mental setup. VND, variable neu-
tral-density filter; G1, nonlinear 
medium for multicolored side-
bands generation; G2, nonlinear 
medium for pulse measurement 
with an X-FROG system [74].

  FIGURE 5.3.4 Type-2 experimental 
setup. Focal lengths of concave mirrors, 
M1, M3, and M4 are 500 mm, while that 
of M2 is 250 mm; GDD, chirped mirrors; 
F1, longpass filter with a cut-off wave-
length of 800 nm; F2, short-pass filter 
with a cut-off wavelength of 800 nm; BS, 
beamsplitter; VND, variable neutral-
density filter; NL, nonlinear medium for 
multicolored pulse generation.
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5.3.3.2  sPeCtra anD WaVelenGth tUninG of MUltiColoreD siDebanDs

5.3.3.2.1  Tuning the Wavelength of Sidebands by Changing Cross-Angle
The Type-1 experimental setup was applied, and a short-pass filter with cut-off wavelength of 
800 nm was used to eliminate the red components of Beam 1. As a result, the spectra of the two 
pump pulses were as in Figure 5.3.5. The input powers of Beam 1 and Beam 2 were 11 and 19 mW, 
respectively. 

Multicolored sidebands were obtained when the input beams overlapped well both spatially and 
temporally, as shown in Figure 5.3.6a. These sidebands were in the same plane as the pump beams 
but separated with different exit angles. Figure 5.3.6b depicts the spectra of the lowest four-order 
red-shifted sidebands, AS1–AS4, when the pump beam cross-angle was 2.1°. The spectral width 
decreased with an increase in the order number of the sidebands, as was predicted by the calcula-
tions, shown in Figure 5.3.2e. Figure 5.3.6c shows the central wavelength of AS2 with different 
pump beam cross-angles. The central wavelength of AS2 shifted from 500 to 625 nm, and the cross-
angle increased from 1.5° to 2.5°. This tuning range successfully surpassed the wavelength gap 
between AS1 and AS3, as shown in Figure 5.3.6b. Therefore, it was possible to tune the wavelength 
continuously by simple angle tuning, without a gap between the neighboring order sidebands. The 
spectra of AS8–AS15 are shown in Figure 5.3.6d. The spectra of S1 and S2 are shown in Figure 
5.3.6e. The whole wavelength range obtained by angle tuning of all sidebands covered the near 
UV-visible-near IR range from 360 nm to 1.2 μm, corresponding to more than 1.8 octaves. These 
broadband spectra and large tunability are very attractive and useful from the viewpoints of applica-
tion and creating simple tuning mechanisms.

5.3.3.2.2  Tuning the Wavelength of Sidebands by Changing Nonlinear Media
The phase-matching condition for CFWM is k ( )− −m m( ) ( 1− −) ( 1)

Sm = +k kS m( –1) 2 − ≈k k1 ( )m m+ −1 ,2 k1  
ω Sm ≈ +( )m m1 ω ω( 1− −)

2 − ( 1)
1 , as discussed in Section 5.3.2. The wave vectors k can be written as 

k = n × k0, where n is the linear refractive index of the nonlinear medium and k0 is the wave vec-
tor in vacuum. This means that the refractive index (dispersion curve) of the medium will also 
influence the phase-matching conditions. The refractive index (dispersion curve) can be adjusted 
by replacing the medium with different optical properties. Figure 5.3.7 shows the spectra of AS1 
and AS3 for nonlinear media (CaF2 plate, fused silica plate, BK7 glass plate, sapphire plate, and 
BBO crystal) with a fixed pump beam cross-angle of 1.8°. By changing the media, the central 
wavelength of AS1 could be tuned from 640 to 610 nm, while the central wavelength of AS3 was 
adjusted correspondingly from 490 to 560 nm. The spectrum of AS3 in the BBO crystal overlapped 
with the spectrum of AS1 in the CaF2 crystal, which means that spectral gaps between neighboring 
sidebands can be bridged simply by replacing the nonlinear medium.

  FIGURE 5.3.5 The spectra of the two pump 
beams, Beam 1 (black curve with a broad peak 
around 720 nm) and Beam 2 (blue curve with a 
sharp peak at 810 nm) [75].
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5.3.3.3  teMPoral CharaCteristiCs of MUltiColoreD PUlses

The pulse durations of Beam 1 and Beam 2 were measured to be 40 and 55 fs, respectively. The 
characteristics of the sidebands, S1, AS1, and AS2, which were generated using these two pump 
pulses are shown in Figure 5.3.8. The pulse durations of AS1, AS2, and S1 were calculated to be 
45, 44, and 46 fs, respectively. The retrieved phase showed that these pulses were all positively 
chirped, and that the positive chirp induced by material dispersion of the nonlinear medium pre-
vented shorter pulses from being obtained.

As discussed in [63], chirped pump pulses can be used for pre-compensation of the positive 
chirp of the sidebands, resulting in even shorter pulse durations. The principle of the process can be 
explained in the following way. In the CFWM process, the m-th-order anti-Stokes sideband has the 
phase matching condition: kASm = kAS(m–1) + k1 − k2 = (m + 1)k1 − mk2, ωASm ≈ (m + 1)ω1 − mω2. The m-th 
(m > 0) order anti-Stokes signal can be expressed as follows, if the electric field of two incident 
pulses is given as:

Ej j( )t i∝ +exp ,{ }ω φ0t tj ( ) j = 1, 2
 

EASm 1( )t i∝ +exp 1{ }
 (5.3.4)

( )( ) 0 2− +0 1( )( )+ − m mω ω t m 1 φ φ( )t m 2 ( )t 

  FIGURE 5.3.6 (a) Photo-
graph of the first ten anti-
Stokes sidebands on a white 
paper set 1 m far from the 
nonlinear medium. (b) The 
spectra of AS1–AS4 with 
cross-angle of 2.1° for two 
pump beams. (c) The spectra 
of AS2 with different cross-
angles. Spectra of (d) AS8–
AS15 from right to left and (e) 
Two Stokes signals S1 and S2 
with cross-angle of two pump 
beams set as 1.5° [59].

  FIGURE 5.3.7 Spectra of 
(a) AS1 emitted from BBO, 
Sapphire BK7, FS, CaF2 are 
depicted from right to left and 
(b) AS3 of five different materi-
als with cross-angle of 1.8° [60].
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If Beam 1 is negatively chirped (∂ ∂2φ1 ( )t t/ 02 < ) and Beam 2 is positively chirped (∂ ∂2φ2 ( )t t/ 02 > ),  
we can obtain:

 ∂ ∂2φ φ( )t m/ t2 2= +( )1 /∂ ∂( )t t2 2 / 02
ASm 1 − ∂m tφ2 ( ) ∂ <t  (5.3.5)

This means that the m-th order blued-shifted field, EASm, can be negatively chirped. As such, a 
nearly transform-limited pulse can be achieved, if the negative chirp of the ASm field is precisely 
adjusted to correctly compensate for the dispersion induced by the nonlinear media and other opti-
cal components used in the processes of pulse generation and characterization. By this method, 
the pulse durations of AS1 and AS2 were compressed to 15 and 16 fs, respectively, as shown in 
Figure 5.3.9. Further optimization of the dispersion, including higher-order dispersion, is needed to 
obtain truly transform-limited pulses.

5.3.3.4  oUtPUt PoWer/enerGy of MUltiColoreD PUlses

Table 5.3.1 shows the average power of AS1–AS3 obtained with five different bulk media. The 
external cross-angle of the two pump beams was 1.8°, while the input powers of Beam 1 and Beam 2 
were set at 6.5 and 25 mW respectively. CaF2 had the highest AS1 output power, and the lowest AS3 
output power of all five media. Conversely, in BBO crystal, the powers of the sidebands decreased 
the most rapidly with an increasing order number. This phenomenon can be explained by the differ-
ent phase-matching conditions and dispersion properties of the five materials.

Figure 5.3.10a shows the power dependence of AS1 on the power of Beam 1, with the power of 
Beam 2 fixed at 19 mW and the cross-angle set at 1.8°. The output power of AS1 was sensitive to the 
pump power with a low pump rate, and saturation occurred when the power of Beam 1 increased to 

  FIGURE 5.3.8 (a) Measured 
and (b) Retrieved XFROG 
traces of S1. (c) Measured and 
(d) Retrieved XFROG traces 
of AS2 when the cross-angle 
was 1.87°. Retrieved temporal 
intensity profiles and phases 
of (e) AS1 (solid line), AS2 
(dashed line) and (f) S1 [66].
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  FIGURE 5.3.9 (a) Measured 
(dotted line), retrieved (black) 
spectral intensity profile and 
retrieved spectral phase (blue) 
of AS1. (b) Retrieved tempo-
ral intensity profile (black), 
temporal phase (blue), and cal-
culated transform-limited tem-
poral intensity profile (dotted 
line) of AS1. (c) Measured (dot-
ted), retrieved (black) spectral 
intensities and retrieved spec-
tral phase (blue) of AS2. (d) 
Retrieved temporal intensity 
profile (black), phase (blue), 
and calculated transform-lim-
ited temporal intensity profile 
(red) of AS2 [63].

TABLE 5.3.1
The Output Power of AS1–AS3 with Five Commonly Used Third-Order Nonlinear Media

μW CaF2 Fused Silica BK7 Sapphire Plate BBO

AS1 480 700 715 750 780

AS2 210 315 295 210 135

AS3 125 90 60 40 10

Note. The external cross-angle of two pump beams is 1.8°, while the input powers of Beam 1 and Beam 2 are 7 and 25 mW, 
respectively

 FIGURE 5.3.10 The power dependence of AS1 on (a) Beam 1 with power of Beam 2 fixed at 19 mW, and (b) 
Beam 2 with power of Beam 1 fixed at 11 mW. Power stabilities of AS1 (top) and Beam 1 (bottom) in 20 min 
are shown as the insertion of (a) [59].

about 11 mW. Similarly, when the power of Beam 1 was set to 11 mW and Beam 2 had a high pump 
power, saturation of the output power of AS1 appeared, as shown in Figure 5.3.10b. This saturation 
may have helped to obtain sidebands with high stability. The power stability of AS1 and Beam 1 
were 0.95% and 0.62% in RMS, respectively, as shown in the inset of Figure 5.3.10a.

By optimizing the spatial and temporal overlap of the two pump beams, the maximum pulse 
energy of S1 and AS1 reached was higher than 1 μJ [66]. An even higher output power was achieved 
by enlarging the pump beam size and increasing the pump power.
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5.3.3.5  MUltiColoreD siDebanDs GenerateD With loW thresholD

The polarization at frequency ωAS1 in the FWM process generating AS1 can be written as:

( ) P E3 ( )ω αχ ω( )3 2
AS1 eff ( ) *

1 E ( )ω 2  (5.3.6)

According to the coupled-wave equations in the FWM process, the optical field and polarization at 
frequency ωAS1 had the following relationship:

dE ( )ω ωi
 AS1 A= S1 ( )P e3 ( )ω − ∆i kz

dz 2ε AS1  
0 Acn S1

Here, ∆k is the wave vector mismatch in the FWM process. From Eqs. (5.3.5) and (5.3.6), it shows 
that the AS1 intensity becomes higher, following the proportionality relation with the squared abso-

2
lute nonlinear optical susceptibility ( )χ (3)

eff  of the material used.

Based on this, diamond, the nonlinear optical susceptibility of which is ~5 times larger than that 
of sapphire and ~10 times larger than that of CaF2 [73], was used in the experiment to obtain multi-
colored sidebands with a low threshold.

The experiment was performed with the Type-2 setup shown in Section 5.3.3.1. The spectra of 
two pump beams, Beam 1, and Beam 2, are depicted in Figure 5.3.11. The two spectral positions 
were adjusted by tuning the angle between input beams and filters. The retrieved temporal intensity 
profiles and phases of two pump pulses are shown in Figure 5.3.12, where the Beam 1 and Beam 
2 pulse durations are 81 and 47 fs, respectively. 

  FIGURE 5.3.11 The spectra of Beam 
1 (black left), Beam 2 (red right) [62].

  FIGURE 5.3.12 The 
retrieved intensity pro-
file and phase of (a) 
Beam 1. (b) Beam 2 [62].
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The average power of Beam 1 was set to 0.855 mW, and the average power of Beam 2 was con-
tinuously changed by a VND. Figure 5.3.13 shows the multicolored sidebands at different pump 
levels. The intensities of Beam 1 and Beam 2 on the diamond plate in Figure 5.3.13a were calculated 
to be 14.9 × 109 and 12.3 × 109 W/cm2 respectively. These were much lower than the threshold inten-
sities obtained previously for multicolored sideband generation in a fused silica plate, of 60 × 109 
and 8 × 109 W/cm2 [70]. This low pump threshold for multicolored sideband generation is important 
in the context of an actual experiment because pump lasers with high repetition frequencies, i.e., 
several 100 kHz to several MHz, inevitably have a low pulse energy when used with a conventional 
amplifier system. Compared to the multicolored sidebands generated with a 1 kHz amplifier, pulses 
with a higher repetition frequency are more useful in nonlinear microscopy. Low repetition fre-
quencies make the image frame times unconventionally long and lead to high noise levels. Figure 
5.3.13b–d shows the 2D structure obtained by increasing the power of Beam 2, a detailed discussion 
of which will be given in the next section.

Figure 5.3.14 shows the spectra of generated multicolored sidebands obtained under pump rates 
of 0.855 mW and 0.856 mW for Beam 1 and Beam 2, respectively. The normalized spectra, AS1–
AS5, of the two pump beams, S1 and S2, are shown in Figure 5.3.14. The spectral width of these 
sidebands was broader than 10 nm, which means that a pulse duration of <100 fs was achievable. 
The spectra of these sidebands could also be continuously tuned by adjusting the cross-angle of 
Beam 1 and Beam 2.

  FIGURE 5.3.13 Multi-
colored pattern gen-
erated with different 
pump levels. (a) Beam 
1: 0.855 mW, Beam 2: 
0.410 mW. (b) Beam 
1: 0.855 mW, Beam 2: 
0.856 mW. (c) Beam 
1: 0.855 mW, Beam 2: 
1.121 mW. (d) Beam 
1: 0.855 mW, Beam 2: 
1.970 mW [62].

  FIGURE 5.3.14 The normalized 
spectra of two pump beams, Beam 1 
and Beam 2, and several sidebands 
AS5–AS1 (from left most to right), 
S2, S1 from rightmost to the next [62].
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Table 5.3.2 shows the output power of AS1–AS5 and S1 when the average power of Beam 1 and 
Beam 2 were set at 0.855 mW and 0.856 mW. The conversion efficiency was about 1.84%, 1.99%, 
0.36%, 0.15%, 0.08% and 0.05% for S1, AS1, AS2, AS3, AS4 and AS5 respectively. The power of 
AS1–AS4 could be increased by increasing the pump rate, as shown in Figure 5.3.13c and d.

5.3.4  2-D MULTICOLORED SIDEBANDS ARRAYS

Zeng and his coworkers first observed 2-D multicolored arrays in 2006 in a quadratic nonlinear 
medium (BBO crystal) with two closely-overlapped femtosecond laser beams from Ti:sapphire 
amplifier and its SHG signal [71]. The cause of the 2-D pattern was thought to be the cascaded 
quadratic nonlinear process, together with spatial breakup of the quadratic spatial solitons induced 
by ellipticity of the input beams. The 2-D structure could also be suppressed by another weak SHG 
beam.

Zhi also generated 2-D multicolored arrays in a diamond plate with three pump beams [61], 
attributed to the interaction of two different sets of cascaded stimulated Raman scattering processes.

We observed a similar structure in a cubic nonlinear medium, sapphire plate, with only two 
pump beams in 2008 [55,56]. 2-D multicolored arrays were generated when pump energy was 
increased. Figure 5.3.15 shows the 2-D multicolored arrays generated under various conditions. The 
2-D multicolored arrays could be controlled by changing the intensity, delay, or polarization of one 
input beam.

We performed another experiment to study the characteristics of the 2-D multicolored arrays in 
detail. The schematic of this experiment is shown in Figure 5.3.16a. The two pump beams had a 
cross-angle of 1.8°, and a beam size of 300 μm in a sapphire plate. Stable 2-D multicolored arrays 
were generated when Beam 1 and Beam 2 overlapped in time and space in the sapphire plate, as 
shown in Figure 5.3.16b. Spatially well-separated multicolored sidebands with >10 columns and 
rows were observed. The columns were approximately normal to the center row while the rows 
adjacent to the center row were not parallel to each other. The 2-D multicolored array sidebands are 
defined as Bm,n for convenience, as shown in Figure 5.3.16c. B0,0 and B−1,0 stand for the two pump 
beams, Beam 1 and Beam 2, respectively.

TABLE 5.3.2
Output Power of AS1–AS5 and S1 with Average Power of 0.855 and 0.856 mW for Beam 1 
and Beam 2, Respectively [62]

Sidebands AS1 AS2 AS3 AS4 AS5 S1

Power (μW) 34.0 6.1 2.5 1.3 0.8 31.4

  FIGURE 5.3.15 Photographs 
of the multicolored arrays gen-
erated with (a) Pulse energy 
of beam 2 of 220 μJ. (b) Pulse 
energy of beam 2 of 250 μJ. (c) 
Time delay of two pump beams 
of 7 fs and pulse energy of beam 
2 of 250 μJ. (d) A short-pass fil-
ter cut-off wavelength at 820 nm 
inserted in the Beam 1 path 
[55].



206 Ultrashort Pulse Lasers and Ultrafast Phenomena

The spectra of the sidebands on the center row Bm,0 and the second column B2,n were measured, 
as shown in Figure 5.3.17. The sidebands on the central row were generated through a CFWM pro-
cess, which is almost the same as discussed in previous sections. The center wavelengths between 
neighboring spots on the same column were approximately the same, as shown in Figure 5.3.17b. 
A more accurate experiment using pump beams with narrower spectra will help to confirm these 
characteristics.

The powers of Beam 1 and Beam 2 were set to 0.1 and 25 mW, respectively. The measured pow-
ers of some sidebands at this pump rate are shown in Figure 5.3.18a. The powers of sidebands on 
the rows of

Bm,0, Bm,1, Bm,−1, Bm,2, Bm,−2 are shown as the star, red circle, black square, green triangle, and 
blue triangle, respectively. We found that the power of the sidebands on Bm,1 and Bm,−1 were approxi-
mately the same as the value of m. The sidebands in Bm,2 and Bm,−2 also had this property, showing 
that the power distribution had mirror symmetry with the central line of Bm,0. The power depen-
dence of three sidebands, B1,0, B2,0, and B2,1, on the input power of Beam 2 is shown in the inset of 
Figure 5.3.18a.

During the experiment, the power of Beam 1 was amplified from 0.1 to 0.17 mW, which means 
that the FWM process could also be used for parametric amplification. The power stability of 
several sidebands in different arrays, measured with a photodiode, is shown in Figure 5.3.18b. The 
stabilities are all in the range of 0.5%–2% in RMS within 200 s.

In 2013, two-dimensional multicolored arrays were observed with a low pump rate in a diamond 
plate, as shown in Figure 5.3.13. The experimental setup was the same as the Type-2 setup shown in 

  FIGURE 5.3.16 (a) Schematics of the 
generation of 2-D multicolored arrays. 
(b) A photograph of the 2-D multicolored 
arrays generated in sapphire plate. (c) 2-D 
multicolored arrays are defined as Bm,n, in 
which B0,0 and B−1,0 refer to Beam 1 and 
Beam 2, respectively [56]. o.a., optical 
axis.

  FIGURE 5.3.17 The 
spectra of sidebands on 
(a) The center row Bm,0; 
and (b) The second col-
umn B2,n [56].
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Section 5.3.3.1. Increasing the pulse energy of Beam 2 to 0.856 μJ created 2-D multicolored arrays, 
as shown in Figure 5.3.13b. The threshold energy was much lower than that for a sapphire plate, i.e., 
<2 μJ for a diamond plate and 25 μJ for a sapphire plate [56,62]. More sidebands, lines and brighter 
arrays were observed when the energy of Beam 2 was increased further, as shown in Figure 5.3.13c 
and d.

The mechanism for the generation of 2D structure is not yet fully clear, although we have given 
some explanations based on the CFWM and beam breakup [62]. Detailed simulations of sponta-
neous breakup of elliptical laser beams were performed by Majus and his coworkers [76]. They 
attributed this breakup to multistep four-wave and parametric amplification of certain components 
occurring in the spatial spectrum of the self-focusing laser beam. Interestingly, beam breakup was 
observed even with a near circular (the ellipticity e = 1.09) input beam when the input power was ~20 
times larger than Pcr, which is defined as follows [77]:

 P n2
cr = 3.77λ / 8( )π n2  (5.3.7)

Here, λ is the laser wavelength in vacuum, n is the refractive index, and n2 is the nonlinear refractive 
index. The pump beams have an ellipticity of ~1.2 in the experiment, due to asymmetric focusing 
with several concave mirrors. The summation of the peak powers of the two input beams is about 
~60 Pcr (Pcr = 0.4 MW for diamond plate) and would be large enough for beam breakup [76].

The combination of this beam breakup and CFWM is the main cause of this 2-D multicolored 
structure.

Beam breakup can also occur when the pump beams are circular. Dergachev has investigated the 
interaction of two noncollinear femtosecond laser filaments in sapphire both numerically and exper-
imentally [78]. The simulation was based on the nonlinear Schrödinger equation. The experiment 
was performed with a Ti:sapphire amplifier with a pulse width of 120 fs. The two incident beams, 
which are all from the same laser source, have a cross-angle of 4.64°. Because of the asymmetric 
distributions of refractive index changes in the nonlinear material due to the Kerr effect of the pump 
beams, additional “hot points” or plasma channels arise in the plane oriented perpendicular to the 
pulse propagation plane with input pulse power above 10 Pcr (corresponding to a pulse energy of 3~4 
μJ). Clear beam breakup was observed. The energy distribution of light spots at the output end can 
be adjusted by tuning the phase between the two input beams.

 FIGURE 5.3.18 (a) The output power of sidebands on the Bm,0, Bm,1, Bm,−1, Bm,−2, Bm,2, with pump power of 
0.1 and 25 mW for Beam 1 and Beam 2, respectively. The inset shows the power dependence of three different 
sidebands, B1,0, B2,0, and B2,1, on power of Beam 2. (b) The power stabilities of three sidebands B3,1, B4,0 and 
B1,0 [56].
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We are working on simulations based on the nonlinear Schrödinger equation including FWM 
and other nonlinear processes, such as optical Kerr effect and multiphoton absorption, which are 
required for full understanding of this phenomenon.

5.3.5  CONCLUSION AND PROSPECTS

In conclusion, we have investigated multicolored sideband generation based on CFWM both the-
oretically and experimentally. Analysis and computer simulation including the effect of phase-
matching in FWM reasonably explain the reported experimental results.

The main characteristics of multicolored sidebands obtained in our experiment can be summa-
rized as follows.

 1. Tunability in a wide spectral region
Fifteen spectral up-shifted pulses and two spectral down-shifted emissions were obtained 

simultaneously in a spectra domain that spanned more than 1.8 octaves. The wavelengths of 
the sidebands could be tuned from near-ultraviolet to near-infrared by adjusting the crossing 
angle between the two input beams or by replacing the nonlinear bulk medium.

 2. Ultrashort pulse width
The pulse width of the sidebands remained nearly unchanged for the Stokes and anti-

Stokes pulses. Nearly transform-limited compressed pulses as short as 15 fs could be 
obtained when one of the two input beams was properly negatively chirped and the other 
was positively chirped.

 3. High output energy
The pulse energy of the sideband could be increased to 1 μJ, power stability better than 

1% RMS. We expect that an even higher output power could be generated by increasing the 
pump energy and expanding the spot sizes of the two pump beams on the optical medium 
to avoid saturation.

We have reported the generation of multicolored sidebands consisting of 2-D arrays and provided 
some possible explanations. Beam breakup and CFWM are responsible for this interesting phe-
nomenon. Careful investigation using both simulation and experiment is still needed for complete 
understanding of this new phenomenon [79].

Future studies into multicolored sidebands extending in the visible and near-IR spectral regions, 
which are generated with pump lasers with MHz repetition rates, would be useful in numerous 
applications such as nonlinear microscopy [79]. Pulse energy of 1 μJ for each pump pulse has 
been confirmed to be enough energy for multicolored sideband generation in a diamond plate. This 
energy can be reduced further, if the pump beams are tightly focused on a medium with higher 
third-order nonlinearity. For example, CdSSe-nanoparticle-doped glass has 5.6 times larger third-
order susceptibility than a diamond plate, even at wavelengths far from its resonant frequency [73].
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5.4 Mechanism Study of 2-D 
Laser Array Generation 
in a YAG Crystal Plate

5.4.1  INTRODUCTION

Recently, generation of ultrabroadband spectrum and ultrashort pulse through four-wave mixing 
(FWM) process induced by the third-order susceptibility has attracted considerable interest. When 
two crossed femtosecond beams overlapping in time and space were synchronized in a piece of BK7 
glass [1], a 1-D broadband multicolored side band array occurred, which was also observed in fused 
silica [2,3] and certain crystals such as PbWO4 [4], LiNbO3 [5], KNbO3 [6], TiO2 [7], KTaO3 [8], and 
BBO [9]. In addition, 2-D multicolored arrays were obtained in a quadratic nonlinear crystal [10] 
and sapphire plate [11,12].

The generation of 1-D multicolored sideband array can be explained by a cascaded four-wave 
mixing process, and the upshifted and downshifted sidebands correspond to the phase matching 
condition [1,3]. But the explanation of the two-dimensional multicolored array generation using 
two crossed femtosecond laser beams in a sapphire plate or a quadratic nonlinear crystal hasn’t 
been cleared up to now. In this chapter, we explored the mechanism of the 2-D multicolored arrays 
generated in the process of cascaded four-wave-mixing process based on numerical simulation, 
considering cross-phase modulation (XPM) and self-focusing under the pump of two noncollinear 
cross-overlapped femtosecond beams. In addition, the threshold input laser beam power for the two 
crossing beams splitting in a YAG crystal plate has been studied numerically.

5.4.2  NUMERICAL SIMULATION MODEL

We performed numerical simulation of the multicolored array generation in a YAG crystal plate 
by using two crossing femtosecond laser pulses according to the experimental conditions approxi-
mately [3,11–13]. The schematic of the experiment is shown in Figure 5.4.1.

Femtosecond laser beam1 and beam2 were synchronously focused on a 1 mm-thick YAG crystal 
plate as depicted in Figure 5.4.1a. The YAG crystal plate was placed around the focus. The cross-
ing angle between the two incident beams was about 1.87°. Figure 5.4.1b shows the cross section 
of the two elliptical beams on the surface of the YAG crystal plate, and the diameter was about 
500 μm for both beam1 and beam2 in the experiment. The two input laser beams were horizontal 
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  FIGURE 5.4.1 Schematics of 
the simulation process. (a) Two 
laser beams were synchro-
nously focused into a 1 mm- 
thick sapphire plate with a 
crossing angle of 1.87°. (b) The 
cross section of the two beams 
on the surface of the sapphire 
plate. (c) Longitudinal dis-
tribution of the two crossing 
laser beams in the y = 0 plane.
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polarization with the repetition frequency of 1 kHz. The peak wavelength of beam1 and beam2 
was 800 and 700 nm, respectively. The pulse duration of beam1 was 35 fs with an average power of 
7 mW, while the pulse duration of beam2 was 60 fs. When the average power of beam2 was set to 
be 25 mW in the experiment which corresponded to a peak power of about 167 MW, the two beams 
started to split.

Since we mainly focus on the spatial distribution of the two crossing femtosecond laser beams in 
the YAG crystal, the temporal aspects of the propagation can be ignored. This processing method 
has  been demonstrated to be valid by previous studies [14,15]. Then we represent beam1 and 
beam2 as:

 E1 1= −A iexp( ( )ω ω1 1t k− =z E)  and   2 2A iexp(− +( )2 2t k z ) (5.4.1)

where A1 and A2 denote the amplitude of the light field. ω1 and ω2 represent the frequency of beam1 
and beam2. k1 and k2 denote the wave number of beam1 and beam2, respectively.

The total field within the nonlinear medium is given by:

 E = +E E1 2 (5.4.2)

This field produces a third-order nonlinear polarization within the medium, given by:

 P E= ε χ( )3 3
0  (5.4.3)

With slowly varying amplitude approximation, we assume that the laser beam1 obeys the wave 
equation in the form:

∂A
 2ik1 0+ ∆⊥ A u= − ω ωNL

∂ 1P ( )1  (5.4.4)
z

Then we can obtain PNL(ω1) from Eqs. (5.4.1)–(5.4.3) as follows:

 P ANL ( )ω ε= −χ ω( )3 ( ), ,ω ω , 3ω χ 2 A A* 3
1 0  + −( )

1 1 1 1 ( )ω ω ω ω    1 2, , 2 1, 6 1 2A A*
1 1 1  (5.4.5)

0

We introduce Eq. (5.4.5) into Eq. (5.4.4) and bring in the defocusing of plasma. Then the equation 
of the laser beam1 propagation in the nonlinear medium can be expressed as:

∂A 2k 2

 2ik 1
1 + ∆⊥ A1 + ∆1 nA1 = 0 (5.4.6)

∂z n1

where k1 and n1 denote the wave number and refractive index of beam1 propagating in the sapphire 
plate respectively. Δn corresponds to the intensity-dependent refractive index:

 ∆ =n n2 1I n+ −2 (I Iα + I )m
2 2 1 2  (5.4.7)

The first item on the right hand of the above equation denotes the optical Kerr effect that induced 
nonlinear refractive index and n −16 2

2 is 7 × 10 cm /W [16]. The second item refers to the nonlinear 
refractive index of beam1 induced by beam2 and reflects the cross-phase modulation process. The 
third item corresponds to the plasma defocusing effect-induced nonlinear refractive index, and m 
is chosen to be 6, which is approximately the effective nonlinearity order of multiphoton ioniza-
tion rate following representation [17]. Here, α denotes an empirical parameter which gives rise 
to a clamped intensity of 5 × 1013 W/cm2 in our simulation [17]. Note that different methods have 
been considered to take into account the counteracting effect to the self-focusing, such as saturable 
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nonlinear refractive index [18] or multi-photon absorption associated with plasma generation [19]. 
Saturable nonlinear refractive index model has the same effect as Eq. (5.4.7) without specifying 
the underlying physical mechanism which balances the self-focusing. Multi-photon absorption is 
crucial for long propagation distance. Thus, plasma defocusing plays a dominant role to balance the 
self-focusing, since in our case the thickness of our sample is much shorter than those used in [19].

Here I would like to mention two NLO phenomena relevant to self-focusing as follows.

 i. Self-defocusing: In the case of negative nonlinear refractive index, lateral lase intensity dis-
tribution provides concave thermal lens effect with lower refractive index than peripheral.

 ii. Temporal cross-phase modification: In a collinear (copropagating) pump-probe configura-
tion with intense pump and weak probe with different wavelength the central (peak) part 
of the probe pulse is affected by the change of refractive index (assuming to be positive 
namely increase in the refractive index) results in the slower phase and group velocity. This 
effect may distort the probe temporal shape skewed (peak shifted) to the reverse direction 
to the propagation direction.

Similarly, the wave equation of beam2 propagating in the sapphire plate can be written as:

∂A 2

 2 2 2k
ik2 + ∆ 2

⊥ A2 + + 2 2 2 0n I2 1 − +α ( )I I 6
1 2 n I  A2 =  (5.4.8)

∂z n2

Since in the experiment described by [11–13], two beams are centered at different wavelengths, i.e., 
700 and 800 nm, we carried out numerical simulation of the two crossing femtosecond laser beams 
with the central wavelength of 700 and 800 nm, respectively based on the Eqs. (5.4.6) and (5.4.8) 
synchronously. It is worth mentioning if two beams are centered at the same wavelength, stimulated 
Raman scattering as observed in [11–13] will be suppressed. Besides, strong interference will take 
place between two beams with identical wavelength, resulting in intensity fringes. For the sake 
of saving computation time, during the simulation process, we reduced the diameters of the two 
incident beams on the surface of the YAG crystal plate to 1/5 of those in the experiment and the 
input powers of the two beams were reduced to 1/25 in order to ensure the peak intensity remain 
the same. For beam1, the beam widths were 88 μm and 57 μm in the horizontal and vertical direc-
tions. The beam widths of beam2 were 100 μm and 60 μm in the horizontal and vertical directions, 
respectively. The input powers of beam1 and beam2 were set to be 12 Pcr and 15 Pcr respectively. Pcr 
refers to the critical power for self-focusing and is defined as follows:

 P ncr = 3.77λ 2 /(8π n2) (5.4.9)

where λ the laser wavelength, n2 is the nonlinear refractive index and n refers to the refractive index.

5.4.3  RESULTS AND DISCUSSION

The simulation result is shown in Figure 5.4.2. The elliptical initial profile of beam1 and beam2 is 
given in Figure 5.4.2a and b, respectively. Figure 5.4.2c shows the incoherent superposition of two 
laser beams’ intensity distribution in the horizontal plane of y = 0 when the two crossed laser beams 
propagate through a 1-mm YAG crystal plate. Multiple strips could be clearly observed as shown in 
Figure 5.4.2c. Each strip indeed represents one filament induced by the dynamic interplay between 
the Kerr effect-induced self-focusing and plasma defocusing [17–19]. At the output plane of the 
crystal, multiple filaments are observed as multiple laser spots. Therefore, Figure 5.4.2d–i depicts 
the evolution of the beam profile at different propagation distances until 2-D laser array is observed. 
In detail, Figure 5.4.2d represents the transverse intensity distribution at z = 0.5 mm, which indicates 
the self-focusing process of the two elliptical laser beams in the YAG crystal. The two laser beams 
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intersect at a distance of 0.5 mm in the plate as shown in Figure 5.4.2d. Then both two beams start to 
split. Figure 5.4.2e shows that a one-dimensional array has been formed at the distance of 0.6 mm. 
With the increase of the propagation distance, beam1 and beam2 start to split in the vertical direc-
tion as shown in Figure 5.4.2f. Figure 5.4.2g indicates that a two-dimensional array with three rows 
and two columns has appeared apparently. Further, with the increase of the propagation distance, 
more columns have come up as shown in Figure 5.4.2h and i.

As the spatial asymmetric distribution of the initial input pulse could lead to the beam breakup 
[18,19], the ellipticity of the initial laser beams plays an important role in the formation of two-
dimensional array. More importantly, XPM significantly enhances the asymmetry of the pulse’s 
phase front when two beams cross each other at an angle. As indicated in Figure 5.4.1c, across the 
dotted white line, which is parallel to the x-axis, the upper part of the beam2 suffers stronger phase 
modulation than the bottom part because of XPM. However, this asymmetry does not occur along 
the y-axis. The same phenomenon happens to beam1 as well. Hence, due to XPM, the cylindrical 
symmetry of the pulse phase will be broken no matter if the initial beam profile is elliptic or not. 
One would expect that the enhanced asymmetry will lower the power required to generate a 2D 
laser array. Then we can conclude that the formation of two-dimensional array was induced by both 
cross-phase modulation (XPM) and cylindrical symmetry breaking in the initial beam profile.

In addition, we have studied the threshold initial power for the laser beams splitting in a YAG 
crystal plate by using two crossing femtosecond laser pulses based on simulation. We carried out 
the same simulation process with different input power of beam2. The input peak power of beam1 
was set to be 8.5 Pcr and the input peak power of beam2 was set as 5, 10, and 15 times the critical 
power for self-focusing, respectively.

In Figure 5.4.3, the laser intensity distributions obtained in a YAG crystal by using two crossing 
laser beams are depicted for different input power values of laser beam2. Figure 5.4.3a–c illus-
trates the longitudinal intensity distribution at three different input peak powers of beam2, while 
Figure 5.4.3d–f shows the corresponding laser intensity cross-section patterns at the propagation 
distance z = 1 mm on the exit surface of the crystal plate.

When the input laser power of beam2 is 5 times the critical power for self-focusing, it can be 
seen that only a single spot has been formed on the cross section at the propagation distance of 

  FIGURE 5.4.2 Simulation 
result with two crossing ellip-
tical laser beams. (a) and 
(b)  Pattern of input beam 1 
and beam 2. (c) Longitudinal 
laser intensity distribution 
in the y = 0 plane and trans-
verse intensity distribution at 
(d) z = 0.5 mm, (e) z = 0.6 mm, 
(f) z = 0.7 mm, (g) z = 0.8 mm, 
(h) z = 0.9 mm, (i) z = 1 mm.
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1 mm. Only single filament is found in Figure 5.4.3a, while multiple filaments are generated in 
Figure 5.4.3b and c similar to Figure 5.4.2c. As the input laser power of beam2 increases to 10 Pcr, 
it is clear that the two laser beams start to split at the distance of z = 0.8 mm and one-dimensional 
array has been formed on the exit surface of the YAG crystal plate. When the input laser power of 
beam2 is 15 Pcr, it can be seen that the number of spots in the x direction increases, and the beams 
start to split in the y direction.

Finally, we conclude that the threshold input power of beam2 for the laser beam splitting is about 
10 Pcr which corresponds to a peak power of about 181 MW. This result keeps consistent with that in 
the experiment [11–13]. According to the previous discussion, it could be foreseen that if one could 
further enhance the asymmetry of XPM-caused phase modulation, such as increasing the crossing 
angle or the ellipticity of the initial beam profile, offset the beam in the y-axis and so on, the thresh-
old power required to generate 2D laser array could be even lower.

5.4.4 CONCLUSION

In summary, we have reproduced a two-dimensional laser array by using two crossing elliptical 
laser beams in a YAG plate based on numerical simulation considering cross-phase modulation 
(XPM) and self-focusing [20]. We concluded that both XPM and the cylindrical symmetry breaking 
in the initial beam profile contribute to the generation of two-dimensional laser array. In addition, 
we have studied the threshold input laser beam power for the two crossing beams splitting in a YAG 
crystal plate. Our study could be valuable in various applications, such as 2-D all-optical switching 
devices or multicolor pump-probe experiments. The contents described in this subsection are based 
on the research activity based on the collaboration among the following people: Tao Zeng, Jinping 
He, Takayoshi Kobayashi, and Weiwei Liu [20].
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6.1 Broadband Coherent Anti-
Stokes Raman Scattering 
Light Generation in BBO 
Crystal by Using Two 
Crossing Femtosecond 
Laser Pulses

6.1.1 INTRODUCTION

In the past decade, collinear high-order stimulated Raman scattering (RS) [1] and high-order har-
monic generation (HHG) [2] have been extensively studied to generate ultrabroadband spectra to 
generate subfemtosecond light pulses. Although subfemtosecond pulses have been generated by 
means of HHG extensively [3], RS still offers an attractive alternative to obtain ultrashort pulse 
owing to its higher conversion efficiency than HHG. A 1.6 fs ultrashort pulse has been generated 
through Fourier synthesis of several discrete Raman sidebands of cooled D2 gas [4]. Recently, a 
similar RS phenomenon was found even in solid-state materials by using two crossing femtosecond 
laser beams, such as YFeO3 [5], SrTiO3 [6], KTaO3 [7], LiNbO3 [8], KNbO3 [9], and TiO2 [10], all at 
room temperature. As many as 20 anti-Stokes (AS) and 2 Stokes (S) coherent beams were generated 
in a lead tungstate PbWO4 very recently [11], and this kind of RS could be selectively excited by 
using a pair of time-delayed linearly chirped pulses [12].

Here, we report broadband high-order coherent anti-Stokes RS generation in a BBO crystal. This is 
very interesting because BBO crystal is the most frequently used crystal in few-cycle ultrashort femto-
second pulse generation in visible by means of noncollinear optical parametric amplification [13–15].

6.1.2 EXPERIMENTAL

A femtosecond laser system Micra + Legend −USP produces 2.5 mJ, 40 fs, and 1 kHz pulses cen-
tered around 800 nm. The laser pulses were divided into two beams by a beam splitter. One beam 
(beam 1) was spectrum broadened in a hollow fiber and then was dispersion compensated with a 
chirped-mirror pair and a pair of glass wedges. The other beam (beam 2) passed through a delay 
stage with better than 3 fs resolution. The two laser beams were attenuated by a variable neutral-
density (ND) filter and then focused into a 2-mm-thick BBO (type I, θ = 21°, ϕ = 0°) crystal. The 
laser polarizations of both beams were parallel to the optic axis of BBO. The spectra of different 
order CARS signal were measured by a spectrometer (USB4000) through an optical fiber attached 
to an arm on a moveable stage normal to the diffracted signal beam.

6.1.3 RESULTS AND DISCUSSION

The laser spectrum after the hollow fiber extended from 660 to 900 nm. The pulse before the crystal 
was positively chirped to about 100 fs duration owing to the variable ND filter and the glass wedge 
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pair. At first, the crystal was placed before the focal point of a lens. The beam diameters of both 
beams on the crystal were measured to be about 0.8 mm. The pulse energies on the BBO crystal 
were 40 J (beam 2) and 54 J (beam 1). The angle between the two beams in the air was 1.75° and 
nearly normal to the surface of the crystal. When the two laser beams were well overlapped tempo-
rally and spatially, multiple bright sidebands were generated on both sides of the two input beams. 
A photograph of sidebands light on a white sheet of paper placed behind the BBO crystal is shown 
at the top of Figure 6.1.1a. As many as 15 AS sidebands and 2S sidebands were generated, and they 
were well separated spatially. The spectra of different order RS signal were also measured and 
shown in Figure 6.1.1c. The spectrum of the sidebands can extend from the ultraviolet to the infrared 
with more than 1 octave. When the delay time of beam2 was tuned to less than 20 fs, multiple AS 
sidebands moved to the side of beam2 (Figure 6.1.1b). In this case, beam2 was used as a pump. The 
wavelengths of the same order sidebands were shifted when the AS sidebands emit on the different 
sides of the two input beams. The frequency spacings between two neighboring sidebands were also 
different between the signals shown in Figure 6.1.1a and b.

Dependence of the sideband spectra on the crossing angle was studied by changing the direction 
of beam1 with a fixed direction of beam2. In the experiment, two beams were set at five different 
crossing angles in the air: 1.53°, 1.75°, 2.18°, 2.62°, and 3.05°. The spectra of the sidebands and the 
conversion efficiency were found to be changed by varying the crossing angle. This phenomenon 
was also reported recently by Zhi and Sokolov [11]. The brightest sideband signals were observed 
when the crossing angle was set at 1.75°. As the crossing angle was decreased, the sidebands became 
close to each other both in frequency and space. A weak continuous line was generated when the 
crossing angle was reduced to smaller than 1.0°. The frequency spacing between the two neighbor-
ing sidebands increased gradually with the crossing angle. The spectrum of AS1 at different cross-
ing angles is shown in the inset of Figure 6.1.2. The spectrum of AS1 was shifted to high frequency 
when the crossing angle was increased. We could see that the center wavelength of the sidebands 
can be tuned in a large bandwidth simply by changing the crossing angle. As the sideband order 
increased, the frequency separation between the two neighboring sidebands gradually decreased, as 
shown in Figure 6.1.2. The frequency spacing between AS1 and AS2 was about 1117 cm−1 for 2.18° 
crossing angle, which is gradually decreasing to 691 cm−1 for AS8 and AS9.

  FIGURE 6.1.1 Photograph of the side-
bands on a white sheet of paper behind 
the BBO crystal when (a) Beam1 works 
as a pump and (b) Beam2 works as a 
pump. (c) Spectra of sidebands from 
Figure 1a; A Sm m = 1–10 refers to the 
mth-order anti-Stokes spectrum, Left 
panel of (c) AS10-AS1 from leftmost to 
right. Right part panel of (c) Stokes S1 
and S2 from left to right, and Sn n = 1, 2 
refers to the mth-order Stokes spectrum.



223Broadband Coherent Anti-Stokes Raman Scattering Light Generation

In the CARS process, the laser beams should obey the energy conservation. Photon energy and 
photon momentum conservation laws are obtained by multiplying ℏ in the relations among the fre-
quencies and wavevectors, ωAS = 2ωp−ωs and 2kp−ks−kAS = 0, respectively, as shown in Figure 6.1.3.

Here, s and p (seed and pump) refer to the two input laser beams, while AS refers to the generated 
sidebands. Using the two conservation laws, the dependence of the AS1 wavelength on the crossing 
angle was calculated, the results being shown in Figure 6.1.3. In the calculation, we fix the wave-
length of s at 800 nm and vary the wavelength of p light from 660 to 780 nm to accord with the two 
input beams under the experiment condition. It can be seen that the calculated results agree very 
well with the experiment results. Therefore, frequency dependence on the angle can be explained 
in terms of phase matching. High conversion efficiency is obtained when the crossing angle is 
around 2°. It is because the frequency difference between the p and s in the calculation is close to 
the broad Raman line at 1547 cm−1 [16], and it is enhanced by the difference-frequency resonance 
as in the ordinary Raman process. The observed frequencies of the Raman shift are different from 
the Raman shift measured by the conventional Raman spectrum [16]. This is probably because the 
four-wave mixing process is taking place being associated with optical phonon mode, which satis-
fies the phase-matching condition [9,10]. 

  FIGURE 6.1.2 Center wavenumber 
(wavelength) of different sidebands 
varies with the anti-Stokes order num-
ber when the crossing angle between 
two input beams is 1.53°, 1.75°, 2.18°, 
2.62°, and 3.05°. The inset shows the 
spectra of the first-order sidebands 
when the crossing angles between 
the two beams are 1.53°, 1.75°, 2.18°, 
2.62°, and 3.05°.

  FIGURE 6.1.3 Dependence of 
peak wavelength of the first-order AS 
sidebands on the crossing angle of 
two input beams. The crossing angle 
was measured in the air. Squares, 
experimental results. Curve: cal-
culated results by using the phase-
matching condition.
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The dependence of the center wavenumber and wavelength of different order AS on the emit-
ting angle at different crossing angles is plotted in Figure 6.1.4. As can be seen, the slope for center 
wavenumber to output angle is almost constant, which is about 843 cm−1/deg. This means that the 
emitting angle of sidebands is not related to the AS number but to the center wave nubber of the 
sidebands. This linear relationship between the emitting angle and the wavelength of sidebands 
makes it possible to synthesize these sidebands by using dispersion optics that has been recently 
realized by Matsubara et al. [8].

When the crystal was located on the focal point of the lens, the beam diameter was measured to 
be about 200 m. When the energy of each incident laser pulse was 3 J, bright sidebands were also 
observed. The spatial profile of the sidebands was also measured by using a CCD camera behind 
the crystal. Figure 6.1.5 shows a spatial profile of the AS2 and AS3 sideband signals. The figure also 
shows the spectrum of the pump laser with and without the seed. The conversion efficiency of pump 
into the sidebands was higher than 30%, as also can be seen from the spectral intensity of the pump 
pulse with and without the seed in Figure 6.1.5. There was almost no dependence of the spectrum of 
the first-order AS sidebands on the phase-match angle within ±15°. There was no sideband genera-
tion when the polarization of one input beam was rotated 90°.

  FIGURE 6.1.4 Relationship between 
the center wavenumber (wavelength) 
of different sidebands and the emitting 
angle of different sidebands. The cross-
ing angles between the two input beams 
of which direction is normal to the crys-
tal surface are 1.53°, 1.75°, 2.18°, 2.62°, 
and 3.05°.

  FIGURE 6.1.5 Spectrum of the 
pulse after the hollow fiber compres-
sor (solid curve) and the spectrum 
of the pulse after the BBO crystal 
with CARS effect (dotted curve). 
The inset is the photograph show-
ing the spatial profile of the second-
order (left) and the third-order (right) 
sidebands.
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6.1.4 CONCLUSION 

We have observed a broadband CARS signal generation in a most frequently used nonlinear crystal 
BBO pumped by using two crossing femtosecond laser pulses. More than 1 octave spectrum from 
ultraviolet to infrared was obtained in this way. The energy conversion efficiency in this kind of 
nonlinear process is about 30% in the experiment [17]. The phase matching in crystal plays an 
important role in the CARS process. This phenomenon will extend the possible application of BBO 
crystal in a new device. Subfemtosecond light may be able to be obtained by synthesizing this kind 
of sideband in the future. The work presented here in this subsection is performed cooperatively by 
the following people: Jun Liu, Jun Zhang, Tadayoshi Kobayashi [17].
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6.2 Generation of Broadband 
Two-Dimensional 
Multicolored Arrays 
in a Sapphire Plate

6.2.1  EXPERIMENTAL

When an ultrashort pulse propagates in a nonlinear bulk medium, various nonlinear optical phe-
nomena such as supercontinuum light generation [1], optical solitons [2], optical parametric genera-
tion [3], and X-wave generation [4] have been observed. When two ultrashort pulses that overlap 
in space and time propagate in a nonlinear bulk medium, much more interesting nonlinear opti-
cal phenomena have appeared. Optical parametric amplification based on a nonlinear crystal is 
well established and has been used for many scientific experiments [5]. A 1-D broadband multi-
colored sideband array was observed when two crossed femtosecond beams were synchronized in 
BK7 glass [6], sapphire [7] and certain crystals, for example, PbWO4 [8], LiNbO3 [9], KNbO3 [10], 
TiO2 [11], KTaO3 [12], and BBO [13]. However, all these phenomena occurred in one dimension 
only. There were only a few experiments based on 2-D nonlinear optical phenomena. 2-D arrays of 
transverse patterns were experimentally observed in the multifilament interactions [14,15], and 2-D 
solitons were the subject of considerable research over the last decade. Two-dimensional discrete 
solitons [16] and surface solitons [17] were observed in nonlinear photonic lattices. Regular 2-D 
multicolored transverse arrays were also observed when two crossed femtosecond laser beams were 
synchronized in a quadratic nonlinear crystal [18] or a sapphire plate [7]. However, 2-D nonlinear 
optical phenomena have not been widely studied to date.

In this chapter, we reported the generation of stable broadband 2-D multicolored arrays in a 
sapphire plate using two crossed femtosecond laser beams overlapping in time and space. The prop-
erties of the spectrum, spatial mode, power stability, and pulse duration of the 2-D muliticolored 
arrays were studied in detail. These stable 2-D multicolored arrays were sensitive to the orientation 
of the optical axis of the sapphire plate with respect to the plane of polarization of the incident 
beams. 2-D discrete multicolored soliton-like spots were observed.

6.2.2  EXPERIMENTAL SETUP

A 1 kHz Ti:sapphire regenerative amplifier fs laser system (Micra + Legend-USP, Coherent) with 
40 fs pulse duration and 2.5 W average output power was used as a pump source. The laser pulse 
after the regenerative amplifier system was split into three beams using beam splitters. One of the 
beams (beam_1) was spectrally broadened in a hollow fiber with a 250 μm inner diameter and 
60 cm in length that was filled with krypton gas. The broadband spectrum after the hollow fiber 
was dispersion compensated with a pair of chirped mirrors and a pair of glass wedges. The pulse 
duration after the hollow fiber compressor was about 10 fs. After passing through a bandpass filter at 
720 nm, beam_1 was focused into a 2-mm-thick sapphire plate by a concave mirror. Another beam 
(beam_2) passed through a delay stage with less than 3 fs resolution. Beam_2 was first attenuated 
by a variable neutral density (VND) filter and was then focused into the sapphire plate by a lens.  
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The third beam (beam_3) was used to generate correlation signals with the input beams and the 
generated sidebands in a 10-μm-thick BBO crystal, which was used to measure pulse durations.

Schematics of the experimental setup for multicolored array generation are shown in Figure 6.2.1a. 
The sapphire plate was cut on the [0001] plane and there were two orthogonal optical axes in the 
plane of the sapphire plate. The plane formed by the two orthogonal crystal axes was set normal 
to the two input beams. The two input beams had perpendicular polarizations and coincided with 
one of the crystal axes. The diameters of both incident beams on the surface of sapphire plate were 
300 μm, as initially measured by a CCD camera (BeamStar FX 33, Ophir Optronics). The crossing 
angle α between the two input beams was 1.8°. When beam_1 and beam_2 were synchronously 
focused on the sapphire plate in both time and space, stable separate 2-D transverse multicolored 
array signals at different wavelengths were generated. The polarizations of the multicolored arrays 
were the same as those of the input beams as tested using a film polarizer. Figure 6.2.1b shows a 
photograph of the 2-D multicolored arrays on a UV light-sensitive plate placed about 20 cm after the 
sapphire plate. More than ten quasi-periodic columns and more than ten rows of multicolor signals 
can be seen, well separated from each other in space. The columns were approximately normal to 
the center row and the rows adjacent to the center row were not parallel to the center row. For conve-
nience, the 2-D multicolored array signals were defined to be Bm,n, as shown in Figure 6.2.1c, where 
B0,0 and B−1,0 refer to two incident beams, beam-1 and beam-2, respectively. There were also two 
sidebands, B−2,1 and B−2,−1, beside the first-order Stokes sideband B−2,0. The divergence angle of the 
sidebands was measured using a paper 50 cm after the sapphire plate to mark the position of each 
sideband. Neighboring spots on the same column have nearly the same crossing angle. However, 
the angle between two neighboring signals was decreased from 2.2° to 0.7° in the x direction (row 
direction, Figure 6.2.1c) and from 1.7° to 1.0° in the y direction (column direction, Figure 6.2.1c) as 
the sidebands changed from column B−2,n to the B7,n column.

6.2.3  EXPERIMENTAL RESULTS AND DISCUSSION

The spectra of array signals on the center row Bm,0 were measured using a multichannel spectrom-
eter (USB4000, Ocean Optics), as shown in Figure 6.2.2a. For clarity, not all sideband spectra are 
shown. A broadband spectrum from 400 nm to 1.2 μm with more than 1.5 octaves was generated [7]. 
These generated sidebands were explained to be the result of a cascaded FWM process, which was 
recently reported in detail [6,7]. The spectra were tunable by changing the crossing angle α between 
the two input beams, and also by changing the center wavelength of the bandpass filter. The maxi-
mum difference between peak wavelengths of the side spots and the center spot on the same column 
was about 20 nm, as shown in Figure 6.2.2b.

  FIGURE 6.2.1 (a) Schematics of the experimental 
setup for multicolored array generation. α is the cross-
ing angle between the two input beams, beam_1 and 
beam_2. θ is the rotation angle of the sapphire plate.  
(b) A photograph of the 2-D multicolored array on a UV 
light sensitive plate. (c) Definition of 2-D multicolored 
arrays, where B0,0 and B−1,0 refer to two incident beams, 
beam_1 and beam_2, respectively.
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The spatial profiles of different signals in the arrays were measured using a CCD camera. 
Figure 6.2.3a shows spatial profiles of B0,0, B1,0, and B4,1 in two dimensions and one dimension. The 
spatial profile changed from Gaussian (B0,0) to a sech2 profiles (B4,1). The pulse duration of the side-
bands was measured by cross-correlation with beam_3. Figure 6.2.3b shows the retrieved XFROG 
pulse trace and the phase of B1,0 with a retrieved error of 0.01022. The retrieved pulse duration was 
35 ± 3 fs. The retrieved phase shows that there was some chirp in the pulse due to the positively 
chirped input pulses and the dispersion of the glass. The pulse duration of B1,0 was even shorter 
than the two incident pulses, the cross-correlation width of which with beam_3 were 82 ± 5 fs and 
84 ± 5 fs for beam_1 and beam_2, respectively.

  FIGURE 6.2.2 (a) The spectra of array 
signals on the center row Bm,0, where 
beam_1 and beam_2 are two incident 
beams. (b) The spectra of array signals 
on the second column B2,n. B20 has left-
most relatively sharp peak. Relatively 
broad peaks from left(most faint line) 
to right are corresponding to B22, B21, 
B2-1, B2-2.

  FIGURE 6.2.3 (a) The spatial 
profiles of B0,0, B1,0, and B4,1 in 
one dimension. The inset pat-
terns are spatial modals of B0,0, 
B1,0, and B4,1 from bottom to 
top, measured by a CCD cam-
era. (b) The retrieved XFROG 
pulse trace and phase of the B1,0 
with a retrieved error of 0.01022. 
The retrieved pulse duration is 
35 ± 3 fs. The inset pattern is the 
measured XFROG trace.
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 FIGURE 6.2.4 (a) The output power of array signals on the 0, ±1, and is ±2 rows when the power of the two 
incident beams, beam_1 and beam_2, were 0.1 and 25 mW, respectively. Only the signals in the center row are 
marked with star symbols and dashed line, as shown on the left. The inset figure shows the dependence of the 
output power of different sidebands on the input power of beam_2. (b) The monitored power stabilities of B4,0, 
B3,1, and B1,0 were for 200 s. They were 1.25% RMS, 0.63% RMS, and 1.84% RMS, respectively.

We measured the powers of some array signals when the power of the two incident beams, 
beam_1 and beam_2, were 0.1 and 25 mW, respectively, as shown in Figure 6.2.4a. The signal power 
decreased rapidly with increasing column order for signals on the center row Bm,0, as shown by the 
star symbols in Figure 6.2.4a. The difference in output power between the side spots and the center 
spot on the same column decreased continuously as the row order increased. For signals on column 5 
(B5,n), signal power on the center row B5,0 was even smaller than that on rows ±1 and ±2. The depen-
dence of the different sideband output power on the input power of beam_2 is shown in the inset of 
Figure 6.2.4a. The increase in signal power with higher column or row order was delayed, but more 
rapid than that of lower order columns or rows. In this case, the power of beam_1 was very low, and 
saturation did not take place. The output power of beam_1 was amplified from 0.1 to 0.17 mW in the 
experiment. The power stabilities of different array signals were monitored by a Si power sensor, as 
shown in Figure 6.2.4b. The stability fluctuation of B1,0 was about 1.84% RMS when measured over 
200 s. Interestingly, the stabilities of the high-order sidebands were much better than that of the first-
order, especially for the sidebands beside the beam on the center row. The stability fluctuations of 
B4,0, B3,1, and B4,1 were 1.25% RMS, 0.63% RMS, and 0.97% RMS over 200 s, respectively.

It can be concluded from the sech2 spatial profile and excellent power stability properties that the 
array signals at the higher order were spatial soliton-like spots. These discrete multicolored spatial 
soliton-like sidebands were generated due to the combined effects of the cascaded third-order non-
linear processes of FWM, coherent anti-Stokes Raman scattering (CARS), cross-phase modulation 
(XPM), and self-phase modulation (SPM) [19–20].

We observed the multicolored arrays to be sensitive to the rotation of the sapphire plate in the 
plane normal to the input beams. The brightest and largest number of array signals appeared when 
the plane of the polarization of the two input beams coincided with one of the crystal axes, as shown 
in Figure 6.2.5a. It was found that there were four angles 0°, 90°, 180°, and 270° at which the side-
bands were brightest, and four angles 45°, 135°, 225°, and 315° at which the sidebands were weakest, 
as shown in Figure 6.2.5b. The periodic array did not appear continuously but appeared aperiodi-
cally, i.e., when the angle was rotated 6°, 14°, 0°, −6°, −11°, −13°, −16°, and −19° and further. At other 
angles, these regular arrays were replaced by a noise pattern, as shown in Figure 6.2.5c. The rotation 
angle of the sapphire plate also affected the position of the array signals. Figure 6.2.5d and e showed 
photographs when the sapphire plate was rotated by −16° and 14°, respectively. It can be seen that 
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the column line was tilted a different direction when the sapphire plate was rotated. The spectrum 
of the tilted signal was slightly narrower in the shorter wavelength region when the signal was tilted 
in the high order direction, and vice versa. If the power of beam_2 was increased to 27 mW, bright 
stable “fish-like shaped” multicolored arrays were observed, as shown in Figure 6.2.5f.

Even though the temporal evolution of the 2D array of the multicolored array has not been stud-
ied, it is considered that higher order spot grows are delayed from the lower one.

The dependence of the B1,0 output power on the rotation angle θ of the sapphire plate was mea-
sured, as shown in Figure 6.2.6. Here we only show the evolution in the rotation angle region from 
0° to 210°. Clearly, the output power changed periodically with the rotation of the sapphire plate. 
This periodic evolution was because of the periodic dependence of χ(3)(θ) ∝ cos2(2θ) + 1 of the sap-
phire plate on the rotation angle θ, as shown by the dashed line in Figure 6.2.6. The peak wavelength 
of the sidebands shifted continuously to a shorter wavelength by about 20 nm when the sapphire 
plate was rotated from 0° to 45° due to a phase matching condition. The polarization of the side-
bands also changed with rotation of the sapphire plate. To detect the polarization rotation of the 
sidebands, a thin film polarizer was located normal to the sideband beams and placed 50 cm after 
the sapphire plate. The polarizations of the multicolored arrays were the same as those of the input 

  FIGURE 6.2.5 Photographs of  
2-D multicolored arrays on 
a sheet of white paper when  
(a) The plane of polarization of 
the two input beams coincided 
with one of the crystal axes.  
(b) The sapphire plate rotated 
for 45°. (c) Noise pattern. (d) and 
(e) Show photographs with the 
sapphire plate rotated by −16° 
and 14°, respectively. (f) A pho-
tograph of the 2-D multicolored 
arrays on a UV light-sensitive 
plate when the input power of 
beam_2 was increased to 27 mW.

  FIGURE 6.2.6 The dependence of 
B1,0 output power (square symbols) and  
|χ(3)(θ)| (dashed line) of the sapphire 
plate on the rotation angle θ of the sap-
phire plate.
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beams when the plane of polarization of the input beams coincided with one of the crystal axes. 
Very little orthogonally polarized light was detected. As the sapphire plate was rotated from 0° to 
90°, the orthogonally polarized light continuously increased from 0° to 45° and decreased from 
45° to 90°, and light with parallel polarization showed the opposite effect. At 45°, the sidebands 
were the weakest, and the orthogonally polarized light had power equal to the parallel polarized 
light. We rotated the thin film polarizer to minimize the intensity of light passing through the film 
polarizer. The rotation angle of the thin film polarizer β was in accordance with the rotation angle 
of the sapphire plate θ, and had the same angle when the sapphire plate was rotated from 0° to 45° 
and was 90°–θ when the sapphire plate was rotated from 45° to 90°. This rotation angle dependence 
phenomenon was also recently observed in supercontinuum generation process [21].

A half-wave plate or a quartz-wave plate can also be used in the path of one of the input beams to 
safely control the multicolored arrays. The polarization, intensity, and position of the multicolored 
arrays can be controlled by rotating the sapphire plate. Note that this phenomenon did not appear 
when a fused silica glass was used as the medium, due to its symmetric structure. This phenomenon 
was very easily repeated in the experiment, and the sapphire plate was not damaged over the course 
of the experiment.

6.2.4  CONCLUSION

In conclusion, an interesting 2-D nonlinear optical phenomenon was observed. Broadband femto-
second 2-D multicolored arrays were generated in a sapphire plate. These stable 2-D multicolored 
arrays can be controlled by rotating the sapphire plate, a half-wave plate, or a quarter wave plate. 
2-D multicolored discrete solitons were expected to obtain by this method [22]. The properties of 
the spectrum, spatial modal, power stability, and pulse duration of the 2-D multicolored arrays show 
they could be used in various applications, for example, 2-D all-optical switching devices or multi-
colored pump-probe experiments. The contents of this suction are obtained by collaborative work 
of Jun Liu, Takayoshi Kobayashi, and Zhiguang Wang [22].
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7.1 Sellmeier Dispersion for 
Phase-Matched Terahertz 
Generation in ZnGeP2

7.1.1  INTRODUCTION

In recent years, among researchers, significant interest has been seen in the development of systems 
for the generation and detection of coherent tunable terahertz THz radiation. THz radiation has sev-
eral potential applications in, e.g., space communications, time-domain far-infrared spectroscopy, 
THz ranging, and THz imaging [1]. Generation of such radiation is possible by various techniques, 
namely, by optical rectification in semiconductors with femtosecond laser radiation sources [2,3], 
from photoconductive antennas [4], and by nonlinear optical NLO frequency-conversion tech-
niques, such as optical parametric oscillation and difference-frequency mixing DFM in various 
NLO crystals [5–9]. Zinc germanium diphosphide ZnGeP2, ZGP is one of the most promising crys-
tals for NLO applications [5–10] because of its high second-order nonlinearity (d36 = 75 pm/V), low 
absorption in the infrared, and wide THz spectral transmission [7,8]. Since this crystal in addition 
has a high thermal conductivity relative to other infrared crystals, it is attractive for use in high-
average-power nonlinear optics [5–10]. The generation of THz radiation in this crystal was reported 
by Boyd et al. [7] and also by Apollonov et al. [8] using CO2 lasers as input pump radiation sources. 
Recently, Shi and Ding [9] reported the generation of continuously tunable coherent THz radiation 
in this crystal by phase-matched DFM between the 1.064-m Nd:YAG laser radiation and the tun-
able idler radiations of a Nd: YAG-pumped optical parametric oscillator. They used an annealed 
sample of ZGP crystal, which has a smaller absorption coefficient of 1.52 cm−1 than the 5.63 cm−1 
for an unannealed sample at 1.064 m. However, no difference was found in the absorption property 
of the two crystal samples at other wavelengths, including the THz range covering 66.5–300 m. It 
was noted by Shi and Ding [9] that the absolute value for the refractive index of the crystal sample 
at 1.064 m is not affected by the annealing process. The change in absorption in the crystal only at 
1.064 m caused by the annealing process is due to the reduction of the impurity density of the crystal 
without modification of the phonon modes [9].

However, it is observed that the experimental phase-matching data of Ref. [9] differ substan-
tially, by 5°–18°, from those calculated from the Sellmeier dispersion relations of Bhar et al. 
[10] which provide the best fit. Shi and Ding [9] noted this discrepancy and speculated only 
qualitatively that the dispersion of the crystal had been modified by the annealing process only 
at 1.064 m, and so the experimental phase-matching data are different from the results calcu-
lated from the Sellmeier dispersion relations of Bhar et al. [10] which were formulated with the 
measured refractive indices of an unannealed crystal sample. Shi and Ding [9] also speculated 
that the dispersion of the crystal in the THz range has a negligible effect on the determination 
of the phase-matching angle. However, it is shown here that the dispersion of the crystal in the 
THz region has a significant role in determining the phase-matching angle of the considered 
NLO process. We also find that the refractive indices of the crystal in the relevant THz spectral 
region cannot be obtained appropriately with the Sellmeier dispersions of Bhar et al. [10] which 
were formulated with mid-infrared refractive indices. An earlier, separate dispersion relation for 
determining the ordinary indices of the ZGP crystal in the THz spectral region was formulated 
by Boyd et al. [7] to calculate the phase-matching angle for the generation of THz radiation by 
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DFM between different CO2 laser wavelengths. Apollonov et al. [8] also previously reported 
some refractive indices of ZGP crystal at THz wavelengths. It is observed that with these [7,8] 
refractive-index dispersion data for the THz region, the theoretical fit to the experimental phase-
matching data [9] is improved to some extent but cannot be explained properly over the entire 
THz wavelength region. However, an appropriate Sellmeier dispersion is formulated here to 
determine the refractive index of an ordinary polarized ray in the ZGP crystal in the THz region. 
With the Sellmeier dispersion formulated here, the experimental phase-matching data of Shi and 
Ding [9] as well as those of Boyd et al. [7] are explained satisfactorily over the entire THz range.

7.1.2  DERIVATION OF THE SELLMEIER DISPERSION

The Sellmeier dispersion relation model [11] for the refractive index of NLO crystals is very useful 
for the calculation of NLO properties. Here, the Sellmeier dispersion for the ordinary refractive 
index of ZGP crystal in the THz spectral range is formulated. The ordinary refractive indices no 
of ZGP crystal in the THz wavelength region were measured earlier by Boyd et al. [7] 66.7 m and 
Apollonov et al. [8] 100 m. The former fitted a Sellmeier dispersion with their measured indices, 
while the latter did not. Based on the measured data of Boyd et al. [7] and Apollonov et al. [8] in the 
shorter and longer wavelengths, respectively, we have formulated a new Sellmeier dispersion rela-
tion, Eq. (7.1.1), for no of ZGP crystal, for the determination of the phase-matching properties for the 
generation of THz radiation. The formulated Sellmeier dispersion relation is

 no( )l l2 2= +10.93904   0.60675 /(l2 –1600) (7.1.1)

where (λ > 60 μm) is in micrometers.
In Figure 7.1.1, the dependence of no on the THz wavelength is shown, and curves 1, 2, 3, and 4 

correspond to Refs. [7,8,10] and our Eq. (7.1.1), respectively. The variation of no obtained from the 
Sellmeier dispersion for no in Ref. [10] has also been shown in Figure 7.1.1 for comparison with the 
measured data of Boyd et al. [7] and Apollonov et al. [8] From Figure 7.1.1 it is clearly observed 
that the values of no that are obtained from Ref. [10] are different from the measured data [7,8]. The 
Sellmeier dispersion of Ref. [10] was obtained earlier, with the measured refractive indices cover-
ing only the 0.64–12 μm wavelength range, so it is not surprising that this Sellmeier dispersion [10] 
does not reproduce the refractive indices of the crystal properly in the THz region. In the following 
sections, it will be shown that our formulated Sellmeier dispersion relation, given by Eq. (7.1.1), 
provides a satisfactory explanation of the experimental phase-matching data [7,9] for the generation 
of THz radiation in this crystal by DFM, whereas the other data [7,8] for the THz refractive-index 
dispersion fail.

  FIGURE 7.1.1 Dispersion of the ordinary refractive 
index no of the ZnGeP2 crystal in the THz spectral range. 
Curves 1, 2, 3, and 4 are obtained from the dispersion 
data of Refs. [7,8,10], and Eq. (7.1.1) of the present paper, 
respectively.
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7.1.3  GENERATION OF TERAHERTZ RADIATION WITH A ND:YAG LASER

By collinear phase-matched DFM between the ordinary- (o) polarized 1.064 μm (λ1) Nd:YAG laser 
radiation and the extraordinary (e) polarized tunable (λ2 > 1.064 μm) idler radiation of an 1.064-μm 
pumped optical parametric oscillator, the generation of continuously tunable THz (λ3)radiation is 
possible in ZGP crystal. Two different DFM configurations, oe–o and oe–e, were used [9]; in the 
first case, the polarization of the generated THz radiation is o, whereas for the latter one it is e. The 
experimental and computed dependence of the external phase-matching angle (θext) with λ3 for oe–o 
and oe–e DFM configurations are shown in Figures 7.1.2 and 7.1.3, respectively. In Figures 7.1.2 
and 7.1.3, the refractive indices at the input pump wavelengths have been calculated by use of the 
Bhar et al. [10] dispersion equations, whereas the ordinary refractive indices at the generated THz 
wavelengths have been taken from Refs. [7,8,10] for the computed curves 1, 2, and 3, respectively. 
Curves 4 of Figures 7.1.2 and 7.1.3 are obtained with our Eq. (7.1.1). In the case of the oe–e con-
figuration, the phase-matching angle depends on both the ordinary and extraordinary indices at the 
generated THz wavelength, unlike for the oe–o configuration, for which the phase-matching angle 
depends only on the ordinary index at the generated THz wavelength. Therefore, to obtain curves 
2, 3, and 4 in Figure 7.1.3, the extraordinary index has been calculated as in Ref. [12] and with the 
corresponding ordinary index from Refs. [7,8] and Eq. (7.1.1), respectively.

However, for curve 1, both the ordinary and the extraordinary indices for the input pump as 
well as for the generated THz wavelengths have been calculated from Ref. [10]. The vertical and 
horizontal error bars in Figures 7.1.2 and 7.1.3 show the probable errors in the experimental data [9].

  FIGURE 7.1.2 External phase-matching angle θext 
versus λ3 for oe–o DFM. THz ordinary refractive 
indices are obtained from Refs. [7,8,10], and our Eq. 
(7.1.1) for curves 1, 2, 3, and 4, respectively. Ref. [10] 
has been used for the calculation of the refractive 
indices at the input pump wavelengths. The horizontal 
and vertical error bars show the uncertainties in the 
experimental data (squares) [9].

  FIGURE 7.1.3 External phase-matching angle 
θext versus λ3 for oe–e DFM. For curves 2, 3, and 4, 
the ordinary refractive index no at a generated THz 
wavelength λ3 has been obtained from Refs. [7,8], 
and Eq. (7.1.1), respectively, and the corresponding 
extraordinary THz index ne has been calculated as 
in Ref. [12]. For curve 1, both no and ne for each 
λ3 have been calculated with the Sellmeier disper-
sion of Ref. [10], while those for the input pump 
wavelengths have been calculated from Ref. [10] 
for all curves. The horizontal and vertical error 
bars show the uncertainties in the experimental 
data (squares) [9].
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In Figure 7.1.2, it can be seen that the experimental phase-matching data [9] differ from those 
curves 1 calculated with the Bhar et al. [10] Sellmeier dispersion over the entire wavelength region. 
This Sellmeier dispersion [10] is not able to reproduce the experimental phase-matching data of Ref. 
[9] because, as was shown in Section 7.1.2, the Sellmeier dispersion of Ref. [10] could not reproduce 
the refractive indices of the crystal in the relevant THz spectral region. Curve 2 in Figure 7.1.2 
shows that the experimental data also cannot be explained with the Boyd et al. [7] dispersion, except 
for small improvements at wavelengths shorter than 100 m.

On the other hand, curve 3 in Figure 7.1.2 shows that the fit to the experimental data is improved 
with the Apollonov et al. [8] refractive index data only in the longer THz wavelength region. 
Moreover, no refractive-index data are available in Ref. [8] for 100-m wavelengths. However, in 
Figure 7.1.2 it is observed that the calculated phase-matching data curve 4 with our formulated 
Sellmeier dispersion Eq. (7.1.1) excellently matches the experimental data of oe–o DFM [9] over the 
entire wavelength region. In the case of the oe–e DFM, for which the phase-matching curves are 
shown in Figure 7.1.3, it is observed that curve 4, obtained with the Sellmeier dispersion Eq. (7.1.1), 
fits the experimental phase-matching data well, particularly, in the shorter-wavelength region, 
whereas results curves 1, 2, and 3 calculated with other dispersion data [7,8,10] deviate from the 
experiment over a broad spectral region.

In the case of oe–e DFM in the longer-wavelength region there are still some discrepancies 
between the experimental data and our calculated results curve 4; however, these might be within 
the uncertainty in the experimental data. For example, for the generation of ~157 μm radiation by 
oe–e DFM the deviation in the external phase-matching angle is ~2.2°, which corresponds to an 
internal angle deviation of only ~0.6°.

7.1.4  GENERATION OF TERAHERTZ RADIATION WITH CO2 LASERS

The generation of THz radiation in ZGP crystal is also possible by DFM between different 
wavelengths of two CO2 laser sources [7,8]. The experimental data, together with the computed 
phase-matching characteristics of ZGP crystal for the generation of THz radiation from CO2 laser 
radiations, are shown in Figure 7.1.4. Figure 7.1.4 corresponds to the eo-o DFM configuration, i.e., 
in this case, the input radiations are orthogonally e and o polarized CO2 laser lines, and the gener-
ated THz radiation is o polarized.

To yield the theoretical curves in Figure 7.1.4, the refractive indices at the input pump wave-
lengths have been calculated with the Bhar et al. [10] dispersion equations, whereas the refractive 
indices at the generated THz wavelengths have been taken from Refs. [7,8,10], and our Eq. (7.1.1) 
for curves 1, 2, 3, and 4, respectively. In Figure 7.1.4 the wavelength of the e-polarized radiation2 
9.588 m, and that of the o-polarized radiation2 is varied to obtain the generation of phase-matched 

  FIGURE 7.1.4 Internal phase-matching angle 
θint versus λ3 for eo–o DFM between CO2 laser 
radiations. Computed curves 1, 2, 3, and 4 are 
based on THz ordinary index data from Refs. 
[7,8,10], and our Eq. (7.1.1), respectively, while 
Ref. [10] has been used for the calculation of the 
refractive indices at the input wavelengths. The 
error bar shows the uncertainty in the experimen-
tal data (squares) [7].
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wavelength-tunable o-polarized THz radiation. It may be noted that in the present case the input 
radiation sources are CO2 lasers that are line tunable, and so the wavelength of the generated THz 
radiation is not continuously tunable, unlike the cases presented above in Section 7.1.3. The phase-
matching configuration considered in Figure 7.1.4 is the same as that of forward-wave phase-matching  
in Ref. [7]. Unlike in Figures 7.1.2 and 7.1.3, the internal phase-matching angle (θint) has been plot-
ted in Figure 7.1.4 to show similarity with Ref. [7]. Figure 7.1.4 shows that our Sellmeier dispersion 
Eq. (7.1.1) provides the best to the experimental data [7].

Deviations of the experimental data from the calculated results with the available THz Sellmeier 
dispersion of Boyd et al. [7] are within ~2.5°–2.9°. On the other hand, the deviation of the experi-
mental data from the calculated results with our formulated Sellmeier dispersion Eq. (7.1.1) are 
within 1.0°–1.5°, the same as the reported uncertainty in obtaining the original phase-matching 
data, because of the refractive-index uncertainty [7]. It may also be noted that refractive-index 
dispersion data of Apollonov et al. [8] also provide a better fit to the experimental phase-matching 
data, particularly in the longer-wavelength region; however, the deviations at shorter wavelengths 
are larger, and there is no refractive-index data available for wavelengths shorter than 100 μm.

7.1.5 DISCUSSION

Now we again consider Figures 7.1.2 and 7.1.3 for some detailed discussion. As was mentioned above, 
the measured data of Shi and Ding [9] deviate as widely as 5°–18° from their data calculated with 
the Bhar et al. [10] Sellmeier dispersion relations. In the experiment [9] an annealed sample of ZGP 
crystal had been used to reduce 1.064 m absorption in the crystal. Shi and Ding [9] speculated that 
through the annealing process the dispersion property and the phase-matching angle of the crystal at 
1.064 m had been modified. They also presumed that the dispersion of the crystal in the THz domain 
had a negligible effect on the phase-matching angle. Here we have found that the origin of the phase-
matching discrepancy in Ref. [9] is the use of the inappropriate Sellmeier dispersion relations for the 
calculation [9] of the refractive-index dispersion of the crystal in the THz range. As was mentioned 
above, the dispersion equations of Bhar et al. [10] were constructed with measured refractive indices 
up to only 12 μm in the long-wavelength range, and hence it is not surprising that these dispersion 
relations cannot reproduce the refractive index dispersion of the crystal in the THz region as shown 
in Section 7.1.2 with 12 μm. It is clearly observed from curves 2 and 3 of Figures 7.1.2 and 7.1.3 that, 
when separate dispersion data from Refs. [7,8] are used for the THz region, the calculated phase-
matching data reverse their trend of variation in the shorter wavelength region and also that the abso-
lute values of the phase-matching angles are reduced substantially, coming closer to the experimental 
data [9]. However, it is observed from Figures 7.1.2 and 7.1.3 that the experimental data of Shi and 
Ding [9] over the whole THz region considered can be explained neither by the THz dispersion data 
of Apollonov et al. [8] nor by that of Boyd et al. [7] On the other hand, the calculated results shown as 
curves 4 in Figures 7.1.2 and 7.1.3 with our formulated Sellmeier dispersion Eq. (7.1.1) satisfactorily 
explain the measured phase-matching data throughout the entire wavelength region.

The importance of the THz dispersion for determining the phase-matching angle can also be 
seen in Figure 7.1.4. It is observed in Figure 7.1.4 that the calculated phase matching data (curve 1) 
for Bhar et al. [10] dispersion differ as widely as ~5°–10° from the measured data [7]; the deviations 
are almost similar to the DFM cases with Shi and Ding [9]. However, it has been seen in Section 
7.1.4 that our calculation results curve 4 in Figure 7.1.4 with the Sellmeier dispersion Eq. (7.1.1) 
satisfactorily explain the experimental phase-matching data of Boyd et al. [7].

7.1.6 CONCLUSION

In conclusion, we have presented a Sellmeier dispersion of ZGP crystal, which is used to obtain 
the refractive-index dispersion of the crystal in the THz spectral range. We have also presented the 
phase-matching characteristics of the crystal for the generation of widely tunable THz radiation 
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by phase-matched DFM with Nd:YAG and CO2 lasers as fundamental radiation sources. The com-
puted results, with our formulated Sellmeier dispersion Eq. (7.1.1) and other available THz refrac-
tive index dispersion data [7,8], have been compared with the available experimental data [7,9]. Our 
formulated Sellmeier dispersion Eq. (7.1.1) explains well the phase-matching data of Boyd et al. [7] 
and the results computed with Eq. (7.1.1) also provide a satisfactory explanation of phase-matching 
discrepancies as large as 5°–18° reported recently in Ref. [9]. Here, we note that the refractive index 
and birefringence of the material under consideration, particularly near the band-edge region, are 
subject to variations from sample to sample owing to differences in stoichiometry and impurity 
concentrations [6,11]. However, the Sellmeier dispersion of Bhar et al. [10] for near-infrared and our 
Eq. (7.1.1) for the THz range presented here provide a good reproduction of the currently available 
data for nonlinear experiments for THz generation in the crystal samples used [7,9]. The presented 
Sellmeier dispersion in the paper [13] was claimed to be useful for determining the NLO proper-
ties of this material for different NLO applications in the THz spectral region. The work presented 
in this subsection was conducted cooperatively among the following people: Pathik Kumbhakar, 
Takayoshi Kobayashi, and Gopal C. Bhar,
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7.2 Broadband Sum-Frequency 
Mixing (SFM) in Some 
Recently Developed 
Nonlinear Optical Crystals

7.2.1  INTRODUCTION

Broadly tunable ultrafast laser radiation has demanded considerable attention due to its several 
applications in spectroscopy as well as in the generation of higher harmonics and attosecond 
pulses [1–8]. However, the development of a high-power, broadly tunable laser source in the 
IR region having an ultrashort pulse width remains a challenging task. One of the promising 
possibilities is the idler radiation from the noncollinear optical parametric amplifier NOPA sys-
tem, pumped with the second harmonic of a Ti:sapphire laser and seeded with the white light 
continuum produced by the same second harmonic. Such idler radiation shows the useful phe-
nomenon of self-elimination of pulse-to-pulse carrier-envelope-phase CEP slip [5–7]. This is a 
quite significant advantage since controlling CEP slip is important for applications in different 
nonlinear optical NLO phenomena such as high-harmonic generation and in precision optical 
frequency measurement [5,7,8]. Until now, BBO-BaB2O4 is the only crystal that has been used 
extensively for different types of NLO device applications including those in the femtosecond 
regime. Broadband ultrashort pulses as short as 4 fs in the visible to near-infrared NIR region 
have been generated [1–8] in BBO. Several borate group crystals, namely, CLBO CsLiB6O10, 
LB4 Li2B4O7, KABO K2Al2B2O7, KBBF KBe2BO3F2, LBO Li2B3O5, and NYAB NdxY1−xAl3BO34, 
have been developed relatively recently with improved NLO properties [9–18]. It has already been 
demonstrated that the generation of ultrabroadband visible radiation through NOPA is possible in 
all these newly developed crystals [10,11].

The group delay walk-off limits the bandwidth, and hence this is the main constraint for broad-
band generation of shorter pulses. Such a deleterious effect was overcome for the first time by 
Szabo and Bor [4]. They pointed out the advantages of noncollinear angularly dispersed geom-
etry in sum-frequency mixing SFM for obtaining the broadband spectrum. By employing such 
an advantageous configuration, a broadband UV pulse below 20 fs was generated by Nabekawa  
et al. [1] in BBO. The potentiality of BBO crystal has also been demonstrated for characterization 
of the octave-spanned CEP-locked angularly dispersed idler radiation of the Ti:sapphire second-
harmonic i.e., 395 nm-pumped NOPA through the cross-correlation frequency-resolved optical 
grating XFROG technique [5].

We present here, for the first time, the broadband phase matching characteristics of seven dif-
ferent borate group crystals, namely, BBO, CLBO, KABO, LB4, KBBF, LBO, and NYAB, for type 
I noncollinear SFM between a radiation with a fixed wavelength 790 nm, the Ti:sapphire funda-
mental wavelength and the broadband angularly dispersed idler radiation from a 395-nm-pumped 
broadband NOPA for the generation of a sum-frequency SF wave covering the 397- to 539-nm 
region of the visible spectrum. Moreover, we show that KBBF crystal offers some additional advan-
tages as compared to other borates. Finally, we demonstrated that even through simple conventional 
noncollinear type I SFM, in a very thin crystal of about 5-m thickness, it is possible to characterize 
an ultrabroadband optical pulse covering the 0.4- to 1.6-m region [12,13].
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7.2.2  SCHEMATIC OF THE EXPERIMENTAL ARRANGEMENT

Figure 7.2.1a depicts the schematic of the experimental setup of the noncollinear interaction geom-
etry of the broadband SFM between 790 nm and the broadband idler from a NOPA. Figure 7.2.1b 
shows the schematics of the principle of the non-collinear angularly dispersed broadband sum fre-
quency mixing geometry. The basic experimental setup for the field reconstruction of an ultrashort 
laser pulse by means of the XFROG technique is shown [19] in Figure 7.2.1c.

In the XFROG technique, one can easily measure extremely complex pulses by the spectrally 
resolved SFM between the unknown field E(t) with the use of a fully characterized intense reference 
field Eref(t) in a nonlinear crystal (depicted as C2 in Figure 7.2.1) with χ(2) nonlinearity as a function 
of delay. The fields Eref and E should be of comparable duration, with an allowance of an order of 
magnitude difference between them. The SFM signal field is proportional to the product of Et and 
Eref(t–τ), i.e., Esum(t) ∝ E(t)Eref(t–τ). The form the of Esum field shows that the reference pulse acts 
as a gate for the pulse, hence the acronym XFROG. The signal Esum is then spectrally analyzed.  
The resulting spectrum is the key quantity. It contains enough information to reconstruct the ampli-
tude and phase of the pulse E(t).

Here, the pump radiation of NOPA is Ti:sapphire second-harmonic radiation, i.e., 395 nm.  
The seed radiation is the white light continuum WLC generated in a sapphire plate pumped by the 
same 395-nm radiation. For a type I interaction, the pump radiation is e-polarized and the signal 
and idler radiations are both o-polarized. The noncollinear angle between pump and signal idler 
radiations is α(β) and that between signal and idler radiation is ψ. The details of the NOPA have 
been described elsewhere [5–7]. To achieve broadband amplification of white light seed radiation 
was set to an optimum value [3,11] (αopt). This value of αopt is to be determined by a zero group 
velocity mismatch GVMs–i between signal and idler wavelength in the NOPA, which can generate 
octave-spanned angularly dispersed broadband idler radiation [5]. The typical pulse energy pulse 
duration of the pump, 790 nm, and its second-harmonic generation SHG 395-nm radiations are 
400 and 100 μJ (150 fs), respectively. The transform-limited pulse duration of the o-polarized idler 
radiation after appropriate pulse compression is typically ~4.2 fs and the pulse energy is ~1 J [5]. 
Note here that out of the seven crystals considered in this paper, LBO is the only biaxial crystal, and 
we considered phase-matching in the xy plane of this crystal. To satisfy the type I phase matching 
condition in the LBO crystal in the case of SFM, two input radiations are both polarized along the 

  FIGURE 7.2.1 (a) Schematic 
of the experimental setup to 
be used for broadband SFM 
with a reference beam (790 nm, 
Ti:sapphire laser) and the 
angularly dispersed broadband 
idler radiation from NOPA.  
(b) Noncollinear angularly dis-
persed broadband SFM geom-
etry. (c) XFROG experimental 
setup.
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z-axis and the generated radiation is polarized and propagates in the xy plane. For NOPA in LBO, 
the pump wave is polarized and propagates in the xy plane, the signal and idler are both polarized 
along the z-axis, and the phase-matching angle is measured with the x-axis.

For the generation of broadband visible laser radiation and subsequent characterization of the 
broadband NOPA idler radiation, the noncollinear angular geometry (top portion of Figure 7.2.1a) 
is used [5]. Here, a reference wave λref = 790 nm is SF mixed with the angularly dispersed NOPA 
idler radiation2 that varies between 0.8 and 1.6 m through type I phase-matched interaction. This 
generates angularly collimated broadly tunable visible radiation λ3 extending from 0.397 to 0.529 m.

7.2.3  THEORETICAL BACKGROUND OF PHASE 
MATCHING AND BROADBAND SFM

The phase-matching condition equivalent to the momentum conservation for type I SFM between 
two ordinary waves in a negative uniaxial crystal is given as [10–14]

 k ke o o
SF ( )θSF = +ref 2k  (7.2.1a)

The superscripts o and e represent the ordinary and extraordinary polarizations of the interacting 
waves. The requirement of energy conservation in the process is given by

 ωSF = +ω ωref 2 (7.2.1b)

Here, ke
SF ( )θ SF , ko

ref, and ko
2  are the wave vectors of the extraordinary polarized SF wave and two 

ordinary polarized input waves, respectively. The frequencies of SF wave are ωSF, ωref, and ω2 are 
the frequencies of the SF wave and two input waves with wavelengths SF, ref, and 2, respectively. 
From Eqs. (7.2.1a) and (7.2.1b), one obtains an analytical expression of the phase matching angle 
θSF as

2
 θ = −−

SF cos /1 { }( )k Ye e
SF 1 / ( )

0.5
2

k kSF / 1o − 
   SF  (7.2.2)

Here, Y = +[(k ko o2
ref ) ( 2 ) 22 + k ko o

ref 2 cos ]ψ  can be defined as the average wave vector of the two 
interacting beams in the SF mixing and is along the generated SF wave direction.

Also k ne e
SF = =2π SFλ λSF , 2k no o

ref rπ /ef ref , and k no o
2 2= 2 /λ2, where nSF, nref, and n2 are the refractive 

indices of a crystal at the λSF, λref, and λ2 wavelengths, respectively. The noncollinear angles between 
different interacting radiations are designated as ψ, β, and ɤ, as shown in Figure 7.2.1. The depen-
dence of noncollinear angle on2 determined by the phase-matching condition is described elsewhere 
[5,10,11]. The offset angle is set in such a way that apart from helping to achieve a broader spectrum 
in SFM, it facilitates automatic separation of the interacting radiations. The magnitude of the wave 
vector mismatch in the interaction is given by

1/22 2
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From Eq. (7.2.3), we get
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It is clear from Eqs. (7.2.1a), (7.2.1b), and (7.2.2–7.2.4) that perfect phase matching in an SFM 
interaction will take place, in general, only for a given set of values of λref, λ2, and λSF. However, to 
characterize the broadband NOPA idler radiation or for the generation of broadband visible radia-
tion, the phase-matching condition is required to be satisfied for a wider variation of the input wave-
lengths. In our case, we want to vary wavelength2, i.e., the wavelength of the NOPA idler radiation.

The relation between ∂∆k /∂λ2 and ∂∆k /∂λSF is ∂∆k k/ (∂ =λ λ 2 2
SF 2 / )λ λSF ( /∂∆ ∂ 2). Hence, by con-

trolling the value of ∂∆k / ∂λ2, i.e., by incorporating the angular dispersion ( /∂ ∂ψ λ2) into the NOPA 
idler, it is possible to achieve phase matching for the generation of the SF wave in a wider wave-
length region.

7.2.4  RESULTS AND DISCUSSION

Figure 7.2.2 shows the type I SFM phase-matching characteristics of seven different borate crystals 
with the broadband noncollinear interaction geometry, as shown in Figure 7.2.1a. Phase-matching 
angles for type I SFM between the fixed reference wave at 790 nm and the angularly dispersed idler 
radiation (λ2) covering 0.8–1.6 μm are calculated using Eqs. (7.2.1a) and (7.2.1b) keeping ɤ = 4°. 
Curves marked as 1, 2, 3, 4, 5, 6, and 7 correspond to BBO, CLBO, LB4, KBBF, KABO, LBO, and 
NYAB crystals, respectively. From Figure 7.2.2, we clearly see that the wavelength dependences of 
the phase-matching angle for all of the crystals are small. The phase-matching angle difference in 
the full spectral range from 0.8 to 1.6 m is smaller than 3° in all cases, except in the LBO and NYAB 
crystals. Therefore, by utilizing the angular dispersion i.e., /2 in2 radiation one can easily generate 
broadband SFM in the visible region and thus the broadband idler radiations are characterized, 
which is difficult to be performed otherwise.

Under plane-wave approximation, the energy ESF of the generated λSF radiation can be given 
as [12,15]

λ 
1/2

E L2d E2

E = 2 2 tan h2 52.2


eff ref 
SF λ θ

o on Te ( ) λ λ π2

 SF n nref 2 SF SF 2 SF   (7.2.5)

× ∆sin /c k2 ( )l 2

Here, T is the pulse duration; L is the length of the SFM crystal; deff is the effective coupling 
coefficient; and Eref and E2 are the energies of the λref and λ2 beams, respectively. The refractive 
indices of the λref and λ2, and λSF beams are described as no

ref, n
o
2 , and ne

SF (θSF), respectively, in Eq. 

  FIGURE 7.2.2 Ultrabroadband phase-
matching in type I SFM with a fixed mono-
chromatic beam 790 nm and broadband NIR 
wavelengths 0.8–1.6. Curves marked as 1, 2, 
3, 4, 5, 6, and 7 are for BBO, CLBO, LB4, 
KBBF, KABO, LBO, and NYAB crystals, 
respectively. Here the offset angle is consid-
ered as 4°.
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(7.2.5). While writing Eq. (7.2.5), we neglected the absorption losses in the SFM crystal and we 
have taken the radii of all the interacting radiations are equal to r. The term sin c2(ΔkL/2) is pro-
portional to the phase-matching gain of the SFM process and it characterizes the dependence of 
the wave vector mismatch Δk on the conversion efficiency. Figure 7.2.3a shows the variations of 
∆k versus λ2 and λSF for the SFM interaction in all the crystals. The values of ∆k were calculated 
using Eq. (7.2.3) and thickness of each of crystal was taken as 5 μm. The curves of Figure 7.2.3a 
indicate that the value of ΔkL in KBBF crystal is the smallest, and it is ΔkL < 0.1 rad in the whole 
wavelength region from 0.8 to 1.6 μm. Figure 7.2.3b depicts the phase-matching gain spectrum, 
and it clearly shows that it is possible to characterize the full one-octave-spanned idler radiation 
in each of the seven borate crystals. It is observed from Figure 7.2.3a that the gain spectrum is 
modulated by a large amount in the case of the NYAB crystal; whereas, in the KBBF crystal 
the phase-matching gain spectrum is completely flat, and it offers the best performance. This 
facilitates the generation of broadband visible radiation without any modulation in the output 
spectrum.

The conversion efficiency of the SFM process is defined as η = E /(E E )1/2
SF ref 2  and the estimated 

values are 0.990%, 0.065%, 0.003%, 0.154%, 0.046%, 0.160%, and 0.066%, respectively, for the 
BBO, CLBO, LB4, KBBF, KABO, LBO, and NYAB crystals, for example, for SFM between 0.79 
and 1.32 μm idler radiation for the generation of 0.494-m visible radiation with the reference 0.79 μm 

FIGURE 7.2.3 Variation of (a) Wave vector mismatch kL and (b) Phasematching gain with the wavelength 
of the generated SF wave also with the idler wavelength for type I SFM with noncollinear angularly dispersed 
geometry in seven newly developed crystals. Curves marked as 1, 2, 3, 4, 5, 6, and 7 are for BBO, CLBO, LB4, 
KBBF, KABO, LBO, and NYAB crystals, respectively. Here the reference beam is set at 790 nm and idler 
wavelengths come from the NOPA covering the 0.8- to 1.6-μm region.
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and idler radiation 1.32 μm energy of 10 and 1 μJ, respectively. The thickness of each crystal was set 
as 5 μm. The value of the KBBF crystal is smaller than that of the BBO and LBO crystals, but it is 
larger than all other five crystals. The calculated results show that BBO is more efficient than KBBF 
also for the fifth-harmonic generation of 213 nm from 1064 nm Nd:YAG laser radiation by type I 
SFM. Therefore, in terms of conversion efficiency, BBO remains the most efficient crystal among 
the borate group of crystals. However, the damage threshold, i.e., the maximum value of reference 
beam intensity (Iref = Eref/T) that can be used in the KBBF crystal is almost three times larger than 
that of the BBO crystal.

We can see from Eq. (7.2.5) that the conversion efficiency η is proportional to the intensity of the 
reference radiation (Iref). Therefore, by utilizing the higher values of Iref, the disadvantage of the KBBF 
crystal for its smaller value can be compensated to some extent. Note here that the refractive indices 
and their dispersions for all the crystals were calculated using the published reports [9,15,20].

7.2.5  BROADLY TUNABLE CONVENTIONAL SFM IN A THIN CRYSTAL

Finally, we considered the conventional noncollinear type I SFM for the generation of broadly tun-
able visible laser radiation by SFM between 790-nm reference and tunable collinear 0.8- to 1.6-μm 
IR waves in all the considered potential borate crystals.

Figure 7.2.4a and b show the phasematching characteristics and the phase-matching gain, respec-
tively, of all the considered crystals when the conventional SFM is considered. In Figure 7.2.4a and 

  FIGURE 7.2.4 (a) Phase-matching charac-
teristics. (b) Variation of acceptance power 
spectrum is for conventional type I SFM 
in seven different borate crystals. Curves 
marked as 1, 2, 3, 4, 5, 6, and 7 are for BBO, 
CLBO, LB4, KBBF, KABO, LBO, and 
NYAB crystals, respectively, in both graphs.
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b curves marked as 1, 2, 3, 4, 5, 6, and 7 correspond to BBO, CLBO, LB4, KBBF, KABO, LBO, 
and NYAB crystals, respectively. In the present case of SFM, the wavelength of one of the interact-
ing beams is fixed at 790 nm and the other one is tuned in the range of 0.8–1.6 m but not angularly 
dispersed in contrast to the case as discussed in the previous sections. In this case, also the phase-
matching angle and phase matching gain are calculated with a fixed value of noncollinear angle of 
3° between the two input radiations. Figure 7.2.4b shows that with a very thin crystal of 5-μm thick-
ness, it is possible to characterize the whole one-octave-spanned idler radiation in each crystal, and 
the SFM gain spectrum is the broadest for KBBF.

Figure 7.2.5 shows a case of conventional type I collinear SFM in BBO and KBBF crystals. One of 
the interaction wavelengths is 790 nm, while the other input wavelength varies in an even wider wave-
length region covering 0.4–1.6 m. In Figure 7.2.5, curves 1 and 2 correspond to BBO crystal of 5 and 10 m 
thicknesses and curves 3 and 4 correspond to KBBF crystal of the same thicknesses, respectively. From  
Figure 7.2.5 it is clear that a 5-m-thick KBBF crystal can characterize a very wide band radiation covering 
the 0.4- to 1.6-m region through type I SFM with the Ti:sapphire laser fundamental 790-nm radiation.

7.2.6  CONCLUSION

We presented for the first time the phase-matching characteristics of the seven different borate 
group crystals BBO, CLBO, LB4, KABO, KBBF, LBO, and NYAB for the generation of broadly 
tunable visible pulses by type I SFM [21]. Here we applied the angular chirped pump technique, 
where angularly dispersed broadband idler radiation is SF mixed with the Ti:sapphire fundamental 
radiation of 790 nm. This broadband SFM technique can be a useful tool for the characterization 
of octave-spanned CEP-locked idler pulses generated from a Ti:sapphire second-harmonic pumped 
broadband NOPA. We also presented that through a simple conventional SFM in a very thin KBBF 
crystal of thickness 5 m a large phase-matching bandwidth can be achieved, and thus, it is possible 
to characterize a very wide band radiation covering the 0.4- to 1.6-μm region through type I SFM 
with 790 nm, the Ti:sapphire laser fundamental radiation. A comparison of the NLO performances 
of the inorganic borate group crystals studied in this paper can be made with the organic aromatic 
compounds, such as MNA and NPP [15]. These organic crystalline materials have several advanta-
geous properties, such as larger figure of merit, low-cost growth process, and large birefringence, 
that make them suitable for use in different NLO frequency converters. However, these organic 
crystalline materials have significant drawbacks that limit their application in nonlinear optics. 
These materials are hygroscopic and extremely soft so that their surfaces must be protected with 
coatings [15]. The inorganic borate group potential materials that are studied in this paper are 

  FIGURE 7.2.5 Phase-matching gain 
of BBO crystal for ordinary collinear 
type-I SFM of 790-nm radiation with 
broadband tunable input radiation cov-
ering 0.4–1.6 mm. Curves marked as 
1 (3) and 2 (4) are for BBO (KBBF) 
crystals of 5- and 10-mm thicknesses, 
respectively.
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nonhygroscopic, except for the CLBO and BBO crystals. The optical damage threshold of MNA 
and NPP are also lower than that of the potential borate crystals considered in this paper [15]. 
Therefore, these crystalline materials are suitable for usual practical applications in comparison to 
the organic crystals NPP and MNA.

Several NLO characteristics of all these crystals are summarized in Table 7.2.1 for easy 
comparison. From Table 7.2.1 we see that the KBBF crystal has several favorable character-
istics, such as a high laser damage threshold, nonhygroscopic nature, and the shortest SHG 
cut-off. Thus, the KBBF crystal is the best candidate among all the available borate crystals 
for characterization of CEP-locked octave spanned broadband angular-dispersed idler radiation 
generated from a broadband NOPA. However, due to difficulties in growth, properly cutting, and 
polishing KBBF crystals are yet to be available commercially. The research described in this 
subsection [21] was performed in collaboration with the following people: M. Chattopadhyay, P. 
Kumbhakar, and T. Kobayashi [21].
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7.3 Optimal Te-Doping in GaSe 
for Nonlinear Applications

7.3.1  INTRODUCTION

The optical properties of GaSe have been successfully used to generate coherent radiation in the mid-
infrared and down to the terahertz (THz) frequency range [1,2]. Several unique properties of GaSe 
are associated with its layered structure. The basic 4-fold layer consists of two monoatomic sheets 
of Ga sandwiched between two monoatomic sheets of Se. The strong covalent interaction within 
these basic layers and the Van-der-Waals-type weak bonding between these basic layers render GaSe 
a highly anisotropic material. GaSe crystals are negative uniaxial crystals and belong to the point 
group of 62¯ m. Four polymorphic modifications were identified in the GaSe compound. The atom 
arrangement in one layer is the same for all four modifications; however, layer stacking can be clas-
sified by the noncentrosymmetric δ, ε, and γ or the centrosymmetric β modifications [3]. In general, 
GaSe crystals grown by the conventional Bridgeman technique are ε-polytype. Because of the layer 
structure, GaSe crystals exhibit considerable anisotropic absorption at short-wavelength edges of vis-
ible and THz ranges, and at the long-wavelength edge of the mid-IR range. The strongly anisotropic 
absorption (αe > αo) at the short-wavelength visible range is related to anisotropic band structure and 
the selection rules for the optical absorption in layered GaSe crystals [4,5]. Additionally, the layer 
structure of GaSe results in low (almost zero by Mohs scale) hardness, and the crystals can be easily 
cleaved along planes parallel with the atomic layers, which hamper large-area applications.

GaSe is an excellent matrix material for doping with various elements. An original ε-polytype 
structure of GaSe was strengthened by doping; the physical properties responsible for the frequency 
conversion efficiency were also modified [6–13]. Although the THz generation and optical proper-
ties in GaSe have been examined in detail [2,14,15], few studies focused on the optical properties in 
the THz range and the THz generation by doped GaSe crystals. The optical properties were studied 
experimentally in S-doped GaSe (GaSe:S) [16], GaSe:In [17], GaSe:Er [10,18], GaSe:Al [12], and 
GaSe:Te [17,19,20]. This indicates that the optical properties and THz generation efficiency of GaSe 
are strongly doping dependent. However, no systematic studies were conducted to find the optimally 
doped GaSe-based system for both mid-IR and THz applications. To our knowledge, no simple and 
reliable methods can be applied to identify the optimal doping in GaSe crystals for THz applications.

Among the physical properties, the far-infrared absorption of a non-linear crystal is a practical 
limitation on optical rectification and down-conversion. The far infrared absorption of a crystal is 
usually attributed to infrared-active phonon modes or their combination modes. For instance, Chen 
et al. [15] experimentally studied the effect of phonon mode of rigid layer mode E′ (2) centered at 
0.596 THz on the refractive index and THz generation efficiency in GaSe. In addition, the phonon 
mode of E″ (2) at 1.78 THz was found in GaSe:S crystals [16], which demonstrated that the doping of 
S suppressed the rigid layer mode E′ (2) and caused the E″ (2) mode. However, the doping-dependent 
evolution between two modes of E′ (2) and E″ (2) remains unclear.

This paper reports the growth of centimeter-sized ingots with ε-GaSe:Te (nominal 0.05, 0.1, 0.5, 
1, and 3 mass % in the charge composition) single crystals for non-linear applications. The strong 
correlation between the structure and the phonon modes in various Te-doped GaSe crystals was 
observed for the first time by measuring the absorption spectra in mm-long samples. As Te con-
centration increased, the absorption peak of rigid layer mode E′ (2) markedly rose and subsequently 
shrunk with the simultaneous appearance of phonon mode E″ (2) at 1.77 THz in heavy Te-doping. 
This study also proposed that the evolution of E′ (2) and E″ (2) modes can be used to identify the 
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lattice structure and the optical quality in Te-doped GaSe crystals, which was experimentally con-
firmed by the study of THz generation efficiency at various Te-doping levels. The THz generation 
efficiency from ∼0.3-mm-thick Te-doped samples with 0.07 mass % was over 20% higher than that 
in a pure GaSe crystal with same thickness and was consistent with the highest absorption peak of 
the rigid layer mode E′ (2). Finally, the doping-dependent evolution of the rigid layer mode E′ (2) may 
be used as a criterion for identifying the optimal doping in GaSe or other crystals.

7.3.2  CRYSTAL GROWTH AND CHARACTERIZATION

7.3.2.1  GroWth teChnoloGy

The GaSe:Te crystals were prepared according to the following processes. Initially, the polycrystal-
line materials with 120–150 g were synthesized in a two-zone horizontal furnace by using high purity 
(99.9999%) gallium (Ga), selenium (Se), and 99.9% tellurium (Te). The synthesis was performed in 
sealed quartz ampoules, which were evacuated to 10−5 Torr. Weighted charges of Ga and Se were 
placed in the boats located at hot and cold ends of the ampoule. A GaSe crystal was synthesized 
through three sequential stages with different temperature profiles over the ampoule, as described 
elsewhere [11]. Chemical reaction of the reagents up to GaSe formation was produced in the first stage 
by interacting between the vapor from the sublimation of Se at 690°C and Ga melt at 970°C; that is, 
the GaSe compound was synthesized in the reaction ampoule under selenium vapor pressure. In the 
second stage, the melt further homogenized at 1000°C through diffusion. In the final stage, the melt 
was cooled for 36 h to form a large block and homogeneous GaSe ingot. For GaSe:Te crystals, Te with 
0.05, 0.1, 0.5, 1, and 3 mass % were added into the boat with gallium during synthesis. The tempera-
ture gradient at the crystallization front was 10°C cm−1, and the crystal pulling rate was 10 mm/day.

Figure 7.3.1 shows the typical microscopic image of the pure and Te-doped GaSe single crystals.
The concentration of Te in GaSe:Te crystals was determined as 0.01, 0.07, 0.38, 0.67, and 2.07 

mass % by electron probe micro-analyzer (EPMA, JEOL JXA-8800M).
An electron probe micro-analyzer (EPMA) is an instrument to analyze the elements construct-

ing the materials. The method is based on X-ray analysis generated by the irradiation of electron 
beams onto the target materials. EPMA has evolved into an instrument that can handle the elemen-
tal analysis of sub-micron areas as well as observation, analysis, and image analysis for areas as 
large as 10 cm2. This instrument is used for basic research in a diverse range of fields, such as steel, 
minerals, semiconductors, ceramics, textiles, medical and dental materials, medicine, and biology 
as well as application research.

In addition, the EPMA results show the homogenous distribution of Te in all of the samples used 
in this study. The crystal structures of all samples were recognized as the ε-polytype of 62m point 
group by the X-ray diffraction patterns. The samples were prepared by cleaving the middle part 
with the most homogeneity of an as-grown ingot parallel to the z-cut layer and were used without 
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  FIGURE 7.3.1 Confocal 
microscopic images of (a) 
Pure GaSe. (b) GaSe:Te 
(0.01 mass %). (c) GaSe:Te 
(0.07 mass %). (d) GaSe:Te 
(0.38 mass %). (e) GaSe:Te 
(0.67 mass %). (f) GaSe:Te 
(2.07 mass %) crystals.
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additional treatment. The same samples or their parts were also used in various studies of this work. 
Additionally, the microhardness of GaSe:Te crystals was approximately 10 kg/mm2 which is higher 
than the value of ∼8 kg/mm2 in GaSe crystals.

7.3.2.2  oPtiCal ProPerties

Mid-IR transmission spectra were recorded by FTIR VERTEX 70v (Bruker Optics Corp.) spectrometer 
with an operation wavelength range of 8000–375 cm−1 and spectral resolution of 0.16 cm−1. Thickness 
of the GaSe sample examined in this measurement was 0.89 mm. The thickness of the 0.01, 0.07, 0.38, 
0.67, and 2.07 mass % Te-doped GaSe samples were 1.14, 1.00, 1.00, 0.98, and 0.87 mm, respectively. 
The typical mid-IR transmission spectra are presented in Figure 7.3.2. The features with strong low-
frequency absorption and the position of phonon mode in GaSe remain the same for Te-doped GaSe. 
This implies that Te doping is unavailable for changing the optical quality in the mid-IR range.

Mid-IR absorption coefficients were estimated from Figure 7.3.2 and also determined in local 
point-to-point measurements by using low-power CO2 laser (ϕ ∼ 1.0 mm) at 9.6 μm to minimize the 
influence of the microscopic surface and bulk defects on the measurement results. Subsequently, 
the point measurement data were applied to calibrate transmission spectra recorded by the mid-IR 
spectrophotometer. Because of the low mid-IR absorptivity, the presence of surface and bulk micro-
defects, and the drifts of zero and 100% levels in spectra, we estimated only the upper limit of the 
o-wave absorption coefficients and were unable to quantitatively characterize the optical quality as a 
function of doping levels in these six GaSe:Te crystals. The average absorption coefficients α in pure 
GaSe and GaSe:Te (0.01, 0.07, 0.38 mass %) crystals estimated from calibrated absorption spectra 
were within 0.1–0.2 cm−1. For a 0.67 mass % GaSe:Te crystal, the average absorption coefficient was 
estimated as 0.3–0.4 cm−1, which can be reduced to 0.2 cm−1 by measuring the local point. However, 
because of the noticeable precipitates in a 2.07 mass % GaSe:Te crystal, as shown in Figure 7.3.1f, 
the higher absorption coefficients with a fluctuating range from ≤1 cm−1 to a few cm−1 were obtained 
in the local points. Moreover, the strongly anisotropic absorption (αe > αo) in GaSe crystals does not 
change in Te-doped GaSe crystals.
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GaSe:Te 0.38%
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  FIGURE 7.3.2 IR trans-
mission spectra of various 
Te-doped GaSe crystals.
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The optical properties in the range of 0.4–2.0 THz were measured by a homemade THz time-
domain spectroscopy (TDS) system, as described elsewhere [16]. The THz pulses were generated 
by a homemade biased 5 × 5 × 1 mm InP photoconductive switch under the pumping of 50 fs pulses 
from Ti:sapphire laser (central wavelength: 800 nm, pulse repetition rate: 80 MHz). The generated 
THz pulses propagated through four off-axis parabolic mirrors and focused on a 1-mm-thick (110) 
ZnTe crystal, which was used to probe the THz pulse waveform by the free-space electro-optic 
(EO) sampling technique. The entire experimental setup was placed in an airtight enclosure purged 
with dry nitrogen and maintained at a relative humidity of <3.0% to avoid the strong absorption of 
the water vapor in the THz range. In this study, the THz beam was normally incident to the crystal 
surfaces.

It was necessary to consider the lattice vibration contribution to the free carriers to investigate 
the complex dielectric function of GaSe:Te crystals in the THz range. According to the combined 
Drude-Lorentz model, the total complex dielectric function ε ( )ω  [21] is given by

ω
ε ∑

J
S 2 2

= ∞ + TO ω
  ( )ω ε ( ) j j

2 2 − ( )
p  (7.3.1)

TO i
j 1

ω ωj − − Γ jω= ω ω + <i τ >−1

where Sj is the strength of the oscillator, ωTOj is the frequency of the transverse optical phonon, Γj is 
the phonon relaxation rate, ωp is the plasma frequency, and <τ> is the average momentum relaxation 
time for free carriers. The first term of the right-hand side, ε(∞), is the high-frequency dielectric 
constant related to bound electrons; the second term describes the contribution of optical phonons; 
and the third term is the contribution from free electrons or plasmons. From the Drude-Lorentz 
model approximation, the complex dielectric function is given by the following equation:

 ( ) n i( ) iσ ε ω ω= +( )k ( )ω ε2 = ∞( ) +  (7.3.2)
ωεo

where the complex conductivity σ ( )ω  can be written as σ ( )ω σ= +r i( )ω σi ( )ω . The real part 
of conductivity σ r ( )ω κ= =2 (n cωε0 κ α / 2ω ) can be obtained from Eqs. (7.3.1) and (7.3.2), as 
follows:
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By using Eq. (7.3.3), we fit the experimental data of the real part conductivity (see Figure 7.3.3) 
with the free-space permittivity of ε0 = 8.854 × 10−12 F/m. All the fitting parameters are summa-
rized in Table 7.3.1.

By theoretical fitting in Figure 7.3.3, the absorption phonon modes can be described precisely 
by a number of physical parameters, as listed in Table 7.3.1. For instance, the oscillator strength Sj, 
an estimation of the intermolecular interaction, is Te-doping dependent in GaSe crystals and has a 
maximal value for 0.07 mass % GaSe:Te.

Because of the low absorptivity in the THz range, the presence of surface and bulk microdefects, 
and the drifts of zero and 100% levels in spectra, we estimated only the upper limit of o-wave 
absorption coefficients and were unable to quantitatively characterize the optical quality as a func-
tion of doping levels in these six GaSe:Te crystals and identify the optimal doping level. The average 
absorption coefficients in the THz range were <5 cm−1 of GaSe:Te with 0, 0.01, 0.07, and 0.38 mass %.  
Furthermore, the higher absorption coefficients of 7.7 cm−1 and ≥9.7 cm−1 were obtained from 0.67 
and 2.07 mass % GaSe:Te crystals, respectively.
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  FIGURE 7.3.3 O-wave real part of 
conductivity spectra in GaSe:Te crystals. 
Points: experimental data. Solid lines: 
fitting by Eq. (7.3.3). The inset in the 
upper figure shows the vibrational dis-
placements of the rigid layer mode E′ (2) 
and two-atom sub-layer mode E″ (2) in a 
primitive layer.

TABLE 7.3.1
Fitting Parameters for Eq. (7.3.3)

Te Concentration (mass %) 0 0.01 0.07 0.38 0.67 2.07

Phonon frequency ωTO1 (THz) 0.584 0.586 0.587 0.580 0.577 0.564

Phonon relaxation rate Γ1 (THz) 0.030 0.022 0.022 0.024 0.026 0.017

Oscillator strength S1 (a.u.) 0.146 0.150 0.154 0.085 0.037 0.004

Phonon frequency ωTO2 (THz) – – – 1.77 1.77 1.76

Phonon relaxation rate Γ2 (THz) – – – 0.121 0.046 0.038

Oscillator strength S2 (a.u.) – – – 0.0037 0.0043 0.0050
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7.3.2.3  thz Generation Via oPtiCal reCtifiCation

Here, we describe THz generation in pure and Te-doped GaSe crystals through the optical rectifica-
tion method by a commercial Ti:sapphire oscillator with a pulse duration of ∼70 fs and repetition 
rate of 5.2 MHz. By using a 100-μm-thick (110)-oriented ZnTe crystal as EO detector, the temporal 
waveforms of the THz field from GaSe:Te crystals were measured using the EO sampling technique, 
as shown in Figure 7.3.4a.

All specimens were fabricated with an almost fixed thickness (approximately 0.3 mm) to compare 
the THz generation efficiency. The fast Fourier transformation (FFT) of the temporal profile of THz 
pulse was used to obtain the central frequency and output power of THz radiation, as illustrated in 
the inset of Figure 7.3.4a. Consequently, the power and the central frequency of the generated THz 
pulses on all GaSe:Te crystals were extracted, as shown in Figure 7.3.4b. The central frequency of 
THz emission was independent of the Te-doping in GaSe crystals. However, the Te dopant in GaSe 
crystals considerably improved the THz output power. The highest conversion efficiency, over 20% 
higher than that of a pure GaSe crystal, was found in a 0.07 mass % Te-doped GaSe crystal.

  FIGURE 7.3.4 (a) Temporal 
waveform of THz radia-
tion on a 0.30-mm GaSe:Te 
(0.07 mass %) crystal. The 
inset illustrates the power 
spectra from the fast Fourier 
transform of the temporal 
waveform. (b) The central 
frequency and the THz gen-
eration power at various Te 
concentrations.
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7.3.3 DISCUSSION

Crystals grown from the charge compositions of GaSe with nominal 0.05, 0.1, 0.5, 1, and 3 mass % 
of Te were identified as the noncentrosymmetric ε-GaSe:Te (0.01, 0.07, 0.38, 0.67, and 2.07 mass %) 
crystals, which are useful for non-linear applications. The crystal structure of the heavy Te-doped 
(nominal 5 and 10 mass %) GaSe crystals was polycrystalline and unsuitable for nonlinear applica-
tions. A small 0.02-THz shift of the central frequency of the phonon mode E′ (2) (in Table 7.3.1) was 
observed only in GaSe:Te with 2.07 mass % crystals. This indicates that the slight doping of Te 
has almost no influence on the lattice parameters of GaSe crystals. The low absorptivity in slightly 
Te-doped GaSe limited us to resolve the small changes of the absorption coefficients in THz and 
mid-IR ranges with maximal transparency, as well as to identify optimal Te-doping in GaSe crystals.

Furthermore, the noticeable changes in the absorption peak intensities of the phonon modes E′(2) 
and E″ (2) were observed with various Te doping levels, as shown in Figure 7.3.3. For E′ (2) at ∼0.584 
THz, the so-called rigid layer mode was formed because the GaSe layers vibrated as rigid units and 
no relative displacement occurred between the Ga and Se atoms within a basic layer, as illustrated 
in the inset of Figure 7.3.3. However, if the layers vibrate with the relative displacement between two 
Ga-Se sub-layers within four-atom rigid layers (see the inset of Figure 7.3.3), the frequency of pho-
non mode would be higher than the rigid layer mode, that is, the E″ (2) mode at 1.77 THz, as shown in 
Figure 7.3.3 [22]. First, we focused on the intensity evolution of absorption peaks as increasing the 
concentration of Te. For slight Te-doping, the absorption peak of the rigid layer mode E′ (2) gradu-
ally increased until it reached a maximal value at Te-doping of 0.07 mass %. This indicates that 
the lattice structure in GaSe was improved by decreasing the number of point- and layer-stacking 
defects with Te-doping [8,23], which correlates with the clear images in Figure 7.3.1b and c, respec-
tively. Consequently, the optical quality of GaSe:Te was also considerably improved by Te-doping. 
However, the shrink of the absorption peak of the rigid layer mode E′(2) reveals that the improvement 
of the lattice structure and optical quality in GaSe cannot be further extended by higher Te doping 
levels. This degradation of optical quality in Te-doped GaSe crystals can be caused by increasing 
structural defects (polytypism, stacking faults, dislocations) [20,23,24], defect complexes [13,24], 
exciton-phonon and exciton-impurity interactions [25], intensive interlayer (interstitial) species 
[23,26], and formation of strained regions [25]. For heavy Te-doped GaSe crystals, the rigid layer 
mode E′ (2) disappears, which is consistent with the results of [20] and the observations in GaSe:S 
crystals [16]. As the rigid layer mode E′ (2) shrinks, the phonon mode E″ (2) at 1.77 THz, which was 
also observed in GaSe:S crystals [16], gradually increased in intensity in conjunction with the Te 
doping level. No distinct reason was found to explain the increase of E″ (2) mode; however, interlayer 
intercalation of larger-size Te atoms [13,25] led to the formation of the local strained regions that 
bond hard Se-Ga sub-layers.

The results of the THz pulse generation in GaSe:Te (0, 0.01, 0.07, 0.38, 0.67 and 2.07 mass %) 
through optical rectification in Figure 7.3.4 reveal the strong correlation between the intensity of 
the absorption peak of phonon mode E′(2) and THz generation efficiency, that is, the optical quality 
in Te-doped GaSe crystals. The THz generation efficiency in 0.07 mass % GaSe:Te crystals was 
over 20% higher than that in pure GaSe crystals. Further improvement in the generation efficiency 
is possible by carefully tuning the Te-doping level between 0.07 and 0.38 mass %, optimizing the 
crystal length because of the so-called “scaling up” effect [8], and improving surface quality. It is 
also proposed that the higher damage threshold can be reached due to higher optical quality in opti-
mally doped GaSe crystals if the surface defects can be suppressed to allow higher pump intensity.

Because of a narrow window for the optimal concentration of Te doping in GaSe crystals, which 
were not considered or occasionally omitted, no optimally Te-doped GaSe have been reported in 
previous studies. However, the optimal doping in GaSe crystals is crucial in the application of sub-
cm and cm-sized crystals in long-pulse frequency conversion at mid-IR and down-conversion into 
THz range [15] as it proceeds from the “scaling up” effect [8]. This study is the first to demonstrate 
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the evolution of E′ (2) and E″ (2) phonon modes measured by THz TDS to identify the optical quality 
and the optimal doping levels in doped GaSe crystals.

7.3.4 CONCLUSION

Centimeter-sized Te-doped GaSe ingots were grown from the charge compositions of GaSe with 
nominal 0.05, 0.1, 0.5, 1, and 3 mass % of Te, which were identified as ε-GaSe:Te (0.01, 0.07, 0.38, 
0.67, and 2.07 mass %) single crystals and suitable for non-linear applications [27]. We found a 
strong correlation between the intensity of the rigid layer mode E′ (2) at ∼0.584 THz and the opti-
cal quality in Te-doped GaSe crystals. This study was the first to use this correlation as a sensitive 
mean for determining the optical quality in doped GaSe, and as an efficient tool for determining the 
optimal doping level. This was further confirmed by the THz generation experiments. The Te dop-
ing of approximately 0.07 mass % was identified as the optimal doping for THz generation through 
optical rectification, resulting in 20% improvement in generation efficiency. Further improvement in 
the efficiency can be achieved by fine-tuning the doping levels and the crystal length because of the 
so-called “scaling up” effect, by canceling the surface defects and increasing pump intensity [27].

The research work was conducted cooperatively among the cooperatively among the follow-
ing people: Shin An Ku, Wei-Chen Chu, Chih Wei Luo, Yu. M. Andreev, Grigory Lanskii, Anna 
Shaidukoi, Tatyana Izaak, Valery Svetlichnyi, Kaung Hsiung Wu, and T. Kobayashi [27].
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7.4 Widely Linear and  
Non-Phase-Matched  
Optical-to-Terahertz 
Conversion on GaSe
Te Crystals

7.4.1  INTRODUCTION

Despite that terahertz (THz) waves [1] have been developed only in the past few decades, a large 
number of useful applications of the THz wave have been developed, such as the measurements of 
molecular vibrational modes and time-resolved THz spectroscopy, which have led to a new “tera 
era”. Therefore, for practical applications, the development of novel sources and methods in the THz 
range has become a key issue. A relatively compact and economical avenue for generating coherent 
THz radiation is taking advantage of optical conversion in nonlinear crystals (e.g., GaSe, LiNbO3, 
GaP, GaAs, and ZnGeP2) [2–6]. Among these nonlinear crystals, layered ε-GaSe crystals possess a 
number of advantages, including a large nonlinear coefficient and significant birefringence, which 
have been widely used in far-IR generation [3] and mid-IR spectroscopy [7]. Nevertheless, for further 
application in optics, improvement in the optical and mechanical properties of GaSe crystals by dop-
ing proper elements is highly desired. High-quality GaSe:Te crystals have been prepared because Te 
atoms slightly strengthen the mechanical properties [8] and modify the optical and electrical proper-
ties noticeably [9,10]. However, GaSe:Te crystals have not yet been studied in THz generation.

This subsection describes THz wave generation from GaSe:Te crystals by femtosecond (fs) laser 
pulses and shows that THz generation efficiency was improved substantially. Compared to the com-
monly used ZnTe crystals, GaSe:Te crystals can provide widely linear optical-to-THz conversion 
with an optical pumping fluence of up to 6.9 mJ/cm2.

7.4.2 EXPERIMENTAL

The p-type pure and Te-doped GaSe single crystals grown by the Bridgman method [11] were used 
in this study.

There are most popular crystallization methods. One is recrystallization from a supersatu-
rated solution of materials, which are typically organic molecules. The other is a Bridgman 
method used mainly for inorganic material. The Bridgman method uses a crucible containing 
the melt. It is moved in a vertical temperature gradient toward cooler regions of the furnace. For 
the production of single crystals, solidification generally begins at the bottom of the crucible 
where a seed is located.

The concentrations of Te in all GaSe:Te crystals were determined by electron probe microanaly-
sis (with an accuracy of 0.01 wt. %) are 0.01, 0.07, 0.38, 0.67, and 2.07 mass %, respectively. On 
the other hand, a commercial Ti:sapphire oscillator operating at a central wavelength of 800 nm 
and with a pulse duration of 100 fs with a repetition rate of 5.2 MHz was used as a pumping source. 
Under the scheme of normal incidence (the polarization is along the a–b plane), the pump beam with 
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3.5 mJ/cm2 and diameter of 46 μm was focused on z-cut GaSe:Te crystals to generate THz waves. 
Any residual 800 nm laser beam was blocked by a Si wafer. The transmitted THz pulses were col-
lected and focused on a 100 μm thick (110)-oriented ZnTe crystal by gold-coated off-axis parabolic 
mirrors. The electro-optical (EO) sampling technique was subsequently applied to detect the emit-
ted THz fields in the time domain. All experiments were performed in a dry nitrogen-purged box.

7.4.3 RESULTS AND DISCUSSION

Typical THz waveforms at various azimuthal angles ϕ were generated from a 0.38 mass % GaSe:Te 
crystal, as shown in Figure 7.4.1a. Here, ϕ is defined as the angle between the [100] direction of 
(001) GaSe:Te crystals and the polarization of the incident optical pulse. Considering EO detection 
and the 62 m point group of the crystals, the electric field of THz generated from GaSe:Te crystals 
by optical rectification can be derived as

 ETHz 2∝ x 2 cos 2θ ϕsin3  (7.4.1)

  FIGURE 7.4.1 (a) Temporal 
waveforms of THz radiation 
at various azimuthal angle 
ϕ on a 0.38 mass % GaSe:Te 
crystal with a thickness of 
0.30 mm. The right inset 
illustrates the intensity of the 
THz main peak as a function 
of ϕ. The left inset shows the 
configuration of THz gen-
eration on GaSe:Te crystals. 
Corresponding temperature 
of the curve is assigned in 
such a way that at 0ps signal 
peak is the maximum and 
absolute values of the peaks 
are decreasing with increas-
ing temperature. (b) Power 
and central frequency of THz 
radiation on various GaSe:Te 
crystals with a thickness of 
0.30 mm.
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where θ is the angle between the c axis of a crystal and the direction of the incident light. The 
right inset in Figure 7.4.1a shows the intensity of the main peak in THz signals as a function of ϕ, 
which can be well described by the ϕ-dependent relation of Eq. (7.4.1). Therefore, the THz genera-
tion mechanism on GaSe:Te crystals is optical rectification, which is different from the difference 
 frequency mixing in ZnGeP2 [6]. The 6-fold symmetry of THz intensity is attributed to the hexago-
nal structure on the (001) plane of GaSe:Te crystals. Moreover, similar 6-fold symmetry observed 
for all GaSe:Te crystals indicates that the Te atoms doped in GaSe do not destruct the crystal struc-
ture of the GaSe matrix.

Figure 7.4.1b unambiguously shows the effect of Te atoms doped in GaSe crystals for THz gen-
eration. Nevertheless, the central frequencies (∼2.15 THz) of THz radiation are independent of the 
Te concentration; we found that the THz power suddenly increases once the Te atoms are doped into 
the GaSe crystals, even for the small Te doping of 0.01 mass %. For 0.38 mass % GaSe:Te crystals, 
the output power of emitted THz is enhanced by a factor of 21% compared to the GaSe crystals. 
According to Vodopyanov’s studies [12], the optical-to THz conversion efficiency is proportional 
to x2

ijk . Thus, these results imply that heavy-atom doping, that is, Te, in GaSe crystals can improve 
its nonlinearity. However, the optical-to-THz conversion efficiency could not increase further at 
higher Te-doping level because of increases in structural defects (e.g., polytypism, stacking faults, 
and dislocation) [9–11].

To describe the THz wave generated on GaSe:Te crystals more clearly, Figure 7.4.2 shows a 
comparison of THz Fourier spectra from a GaSe crystal, a 0.38 mass % GaSe:Te crystal, and a com-
monly used ZnTe crystal. For GaSe and 0.38 mass % GaSe:Te crystals, the spectra of the emitted 
THz pulse cover the range of 0.5–5 THz. Additionally, the spectra of THz radiation from GaSe:Te 
crystals are wider than those of the ZnTe crystals with the same thickness at a high-frequency side. 
This is caused by the frequency of the transverse optical phonon absorption peak for GaSe centered 
at 7.1 THz, which is higher than that of ZnTe at 5.3 THz [3,13].

The inset in Figure 7.4.2 shows the average output power of THz radiation calibrated by a liq-
uid He-cooled bolometer as a function of pumping fluences on ZnTe, GaSe, and GaSe:Te crystals. 
Because of the two-photon absorption of pumping light and the free carrier absorption of THz on 
ZnTe, the THz output power saturates above the pumping fluence of 3 mJ/cm2 [14]. However, the 
value of the two-photon absorption coefficient of GaSe (βGaSe 0.558 cm/GW) is smaller than that 
of ZnTe (βZnTe 4.2 cm/GW) [15], which implies that fewer free carriers are generated in GaSe:Te 
crystals to diminish the suppression effect in the THz output power. Therefore, the linear depen-
dence (the originally quadratic dependence is suppressed by two-photon absorption) between the 

  FIGURE 7.4.2 Fourier spectra 
of the THz radiation from ZnTe, 
GaSe, and 0.38 mass % GaSe:Te 
crystals. Inset, THz power as a 
function of pump fluences. L, 
thickness of the crystals. The 
solid and dashed lines are guides 
for the eyes.
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THz output power and pumping fluence is clearly observed. Consequently, at relatively low pump 
fluences (<4.6 mJ/cm2), the emitted THz power from GaSe:Te crystals is smaller than that from 
ZnTe crystals. Once the pump fluences are larger than 4.6 mJ/cm2, however, the emitted THz power 
on the GaSe:Te crystals exceeds that on ZnTe crystals considerably because of the larger two-photon 
absorption of ZnTe. The conversion efficiency of GaSe:Te crystals was significantly higher than that 
of the GaSe crystal, especially in the high pumping fluence range. Thus, we can expect that GaSe:Te 
crystals to be a promising material for high-power THz generation, which would be attractive for 
applications in THz spectroscopy.

Although no significant changes are in the central frequency of THz radiation by fixing the 
thickness to 0.3 mm on various GaSe:Te crystals (Figure 7.4.1b), the marked redshift of the central 
frequency is observed by changing the thickness of GaSe:Te crystals, as shown in Figure 7.4.3.

Under the slowly varying envelope approximation [12], the power spectrum of THz radiation can 
be described as

2 2
2 2 2 2  τ ω 

 L ∝ −ω τd Leff exp τ
T   sin /c k2 ∆ L 2  (7.4.2)

 4  ( )

where ωT is the THz angular frequency, L is the thickness of the crystal, d (
eff = (1/2) 2), τ is the pulse 

duration, − and the k-vector mismatch is ∆ =k n( )THz − n cgr
opt ωT / . The refractive index in GaSe crys-

tals was obtained from [16], in which ngr
opt (at 800 nm) = 3.12 and nTHz (at 1 THz) = 3.26. For the differ-

ent thicknesses of the crystals, L, the THz spectrum can be simulated by Eq. (7.4.2) and the central 
frequency of the THz radiation can be further identified from the simulated spectrum. For the thin 
crystals, the central frequency of THz radiation simulated from Eq. (7.4.2) is dominated by pulse 
duration. However, the Δk in Eq. (7.4.2) leads to the change in central frequency on thicker crystals. 
Consequently, the central frequency of THz radiation from thin GaSe and ZnTe crystals is similar, 
as shown by the solid and dashed lines in Figure 7.4.3. While the crystal thickness increases, the 
central frequency of THz radiation on ZnTe crystals approaches 1.9 THz, where phase matching 
is satisfied [17]. However, the central frequencies of THz radiation on GaSe and GaSe:Te crystals 
decrease gradually to 1.5 THz because of no phase matching condition being satisfied in this region. 
In some manner, we can consider this characteristic advantageous for tuning the THz central fre-
quency by varying the thickness of GaSe:Te crystals. Moreover, the THz radiation power on 0.38 

  FIGURE 7.4.3 Central frequency 
of THz radiation on 0.38 mass % 
GaSe:Te crystals with various thick-
nesses. Inset, thickness dep endence 
of THz power on 0.38 mass % GaSe: 
Te. All THz generation experiments 
were performed at the pumping level 
of 3.5 mJ/cm2.
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mass % GaSe:Te crystals increases by 8.8 times while the thickness increases from 0.1 to 0.52 mm 
(see inset of Figure 7.4.3), which is excellently consistent with the simulation results. Therefore, the 
high THz radiation power on GaSe:Te crystals could be obtained simply by using thicker crystals.

7.4.4 CONCLUSION

In conclusion, we demonstrated broadband THz generation with widely linear optical-to-THz con-
version on GaSe:Te crystals by non-phase-matched optical rectification. The dopant-Te atoms-in 
GaSe crystals improve the efficiency of THz generation significantly, especially in the high pump-
ing fluence range. By increasing crystal thickness, the central frequency of THz radiation from 
GaSe:Te crystals shifts markedly to red, and its power increases. Furthermore, the high-power 
(>1.36 μW under the pumping of 6.9 mJ/cm2 on a 0.52 mm thick 0.38 mass % GaSe:Te crystal) and 
central-frequency tunable (Δfc ∼1.5 THz) THz radiation can be realized in GaSe:Te crystals [18].

The research presented in this subsection was performed collaboratively among the following 
people: Wei-Chen Chu, Shin An Ku, Harn Jiunn Wang, Chih Wei Luo, Yu. M. Andreev, Grigory 
Lanskii, and Takayoshi Kobayashi [18].
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8.1 Elimination of Coherence 
Spike in Reflection-Type 
Pump-Probe Measurements

8.1.1  INTRODUCTION

The pump-probe technique has been applied to time-resolved measurements over the past decades. 
In order to understand the reaction mechanisms or the electronic structure of the excited states in 
media, measuring the characteristics of lifetime is widely adopted by scientists. Moreover, this 
pump-probe technique is also of increasing interest in solid state physics, where it is used for study-
ing metals, semiconductors, superconductors, and other materials. However, this technique gives 
rise to coherence interference, i.e., the so-called coherence spike or coherence artifact, around zero 
delay time between pump and probe pulses. In 1981, Vardeny and Tauc [1] first proposed that the 
coherence artifact mostly refers to a pump polarization coupling term appearing when pump and 
probe overlap, which was also confirmed by the spectral hole burning of Cruz et al. [2]. Then, 
Eichler et al. further explained it by diffraction from a transient grating induced by the interference 
of the pump and probe beams [3]. They provided very important basic principles for the generation 
of the coherence artifact. Indeed, this coherence artifact could be found in most time-resolved spec-
troscopy (the transient reflectivity change ΔR/R or the transient transmissivity change ΔT/T) [4–7] 
and disturbs the analysis of relaxation dynamics to determine the amplitude of signal near zero 
delay and relaxation time from the trace of ΔR/R or ΔT/T. For instance, Wang et al. [4] revealed that 
the controversy in lifetime of p-like excited state of the hydrated electron is due to the existence of 
a coherence spike at zero delay time in pump-probe spectroscopic kinetics traces. After removing 
this spike effect, they could obtain the intrinsic lifetimes of the two incompletely relaxed states in 
bulk water are 180 ± 30 and 545 ± 30 fs. Besides, the reflection-type pump-probe measurements for 
the numerous solid-state materials also suffer from this serious problem. Therefore, how to unam-
biguously distinguish the true pump-probe signal of materials from the annoying coherence spike 
or obtain the coherence-spike-free pump-probe signal is indeed the key issue in the time-resolved 
femtosecond spectroscopy. In this chapter, we report the systematical studies for the origin of the 
coherence spike in reflection-type pump-probe measurements and further demonstrate the effective 
methods for removing it.

8.1.2  EXPERIMENTS

The experiments were performed with a femtosecond Ti:sapphire laser of Micra-10 (Coherent) 
pumped at 532 nm from an Nd:YAG laser (Verdi, Coherent). A beam splitter reflected 50% of light 
in a pump channel, whereas the remnant was transmitted and served as a probe. Both pump and 
probe beams passed through two acousto-optic modulators (AOM).

AOM is an optical device which modulates light intensity transmitting through the device. It 
is composed of AO crystal and high-voltage supply. AO crystal is crystalline material with high 
AO coefficient which does not have spatial inversion symmetry. By providing acoustic wave the 
refractive index of AO crystal in the modulator is modulated at the acoustic wave frequency. 
This modulation is utilized for the time-resolved reflection spectral intensity as explained in the 
following.
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However, only one in the pump beam was driven by the RF driver and modulated the pump beam 
at 87 kHz. After travelling through a delay stage, a half-wave (λ/2) plate, and a polarizer, the pump 
beam was focused by a 200-mm lens on the surface of a sample of 125 μm in diameter. The λ/2 plate 
and polarizer allowed us to adjust the intensity and polarization (electric field, E) of the pump beam 
(both needed for intensity control). On the other hand, the probe beam only passed through the λ/2 
plate and the polarizer after the AOM and focus on the surface of the sample with 84 μm in diam-
eter by the 150 mm lens. The powers of the pump and probe beams were 32 and 3 mW, respectively. 
The best spatial overlap of pump and probe beams on the sample was realized by monitoring with a 
CCD camera. The reflection of the probe beam was received by the photodiode. However, since the 
variation due to the reflectivity change of the samples was very small, typically between 10−5 and 
10−7, it was very difficult to detect by the photodiode directly under the noisy background such as 
laser noise, electric noise, and mechanical vibration. Usually, the lock-in technique is used to reduce 
such background noise. To eliminate the high-level noise in the audio frequency, the small signal 
was modulated at 87 kHz where the noise was smaller and the gain of the narrow-band amplifier was 
maxima. The narrower bandwidth could be adjusted by the longer time constant of the phase detec-
tor. However, too long time constant would obscure the signal. The typical value used in this experi-
ment was 1 s. As mentioned above, the AOM modulation was commonly applied to the pump pulse 
train to detect the signal due merely to change in the reflected probe intensity induced by the pump 
pulses. Then, the probe pulse train was also modulated by the reflectivity change of the samples on a 
constant intensity of the probe pulse train, i.e., a AC signal ΔI(t) was added to a DC signal I0(t). This 
signal was detected by the photodiode and sent to the lock-in amplifier, which was phase-locked to the 
AOM. The lock-in amplifier only extracted the AC signal ΔI(t), of which frequency was exactly equal 
to the modulation frequency in-phase with the AOM. By varying the delay time (t) between pump 
and probe pulses, ΔI(t) would change as a function of delay time. Therefore, the temporal evolution 
of the reflectivity change (ΔR) could be measured in the reflection-type pump-probe measurements.

8.1.3  RESULTS AND DISCUSSION

In order to investigate the coherence spike in the reflection-type pump-probe measurements, we 
chose the popular semiconductor (100) InP as a test sample, which has been well studied in ultra-
fast dynamics [8]. The typical ΔR/R(t) of InP is shown in Figure 8.1.1. After the excitation of a 
pump pulse, the ΔR/R rapidly grows and then decays to a thermal equilibrium state. Besides, the 
most dramatic variation is the strong coherence interference (spike) around zero delay time marked 
by the dashed circle in Figure 8.1.1. This coherence spike appears as the second-order (intensity) 
autocorrelation trace of pump and probe beams. Namely, this can only be observed at the temporal 

  FIGURE 8.1.1 The transient reflectivity 
change of InP. The thin line represents the 
second-order autocorrelation trace. The dashed 
line indicates that the transient reflectiv-
ity change under the separation of pump and 
probe spots on the surface of samples. The inset 
shows the coherence spike on an enlarged scale. 
The dashed line in the inset is the first-order 
interferometric autocorrelation trace. All of the 
polarization configurations are pump ⊥ (the 
polarization of pump pulses is perpendicular to 
the incident plan) and probe (the polarization of 
probe pulses is parallel to the incident plane). 
All of the measurements were performed at 
θpump = 1°, θprobe = 7°, and the interval of delay 
time Δt  = 0.33 fs.
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 FIGURE 8.1.2 (a) Schematics of a reflection-type pump-probe measurement and the generation of a transient 
grating in materials. The thick lines represent the pump beat. The thin lines represent the probe beam. The thick 
arrows represent the diffracted light at various orders (m = 0, +1, −1, …) θG = θpump + θprobe. (b) The spectra were 
measured at θ  = 8° (from the normal of samples). (c) The spectrum was obtained by subtracting the spectrum 
with a thick line from the spectrum with a thin line in (b).

overlapping region of pump and probe pulses. Through the precisely delay-time scanning with the 
resolution of 0.33 fs, a periodic oscillation could be clearly observed at zero delay time as shown in 
the inset of Figure 8.1.1.

Compared with the result of the first-order interferometric autocorrelation curve (the dashed line 
in the inset of Figure 8.1.1), which was directly measured at the position of the samples, the periodic 
oscillation is due to the interference between pump and probe pulses. However, under the stan-
dard pump-probe setup, e.g. the configuration in Figure 8.1.2a, the detector only receives the probe 
pulses and no pump pulses. There are two possibilities of interfering with pump pulses. One is due 
to the scattering from the surface of samples. The other is due to the diffraction from the transient 
grating in materials. The coherence spike disappears while the pump and probe spots are slightly 
separated in space as shown by the dashed line in Figure 8.1.1. This implies that the coherence spike 
cannot be simply explained by the scattering due to the surface roughness.

Figure 8.1.2a sketches the generation of a transient grating in the reflection-type pump-probe 
experiments. Both pump and probe pulses with different propagation directions overlap on the 
surface of a sample. If the delay time between pump and probe pulses is around zero, they produce 
an interference pattern on the sample. The modulation of the interference pattern causes a periodi-
cal change in the refractive index (caused by the bleaching of the interband absorption [9]) [3]. The 
transient grating vector is given by (Eq. 8.1.1)

 kG = kpump − kprobe (8.1.1)

where kpump and kprobe are the propagation vectors of pump and probe pulses, respectively.
According to the grating Eq. (8.1.2):

 d (Sin θd − Sin θpump) =  mλ (8.1.2)

where d = 2π/kG is the period of the transient grating, θpump is the incident angle of a pump beam, m is 
the order of interference, and θm is the diffraction angle of the m-th order. The pump pulse could be 
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F IGURE 8.1.3 The coherence spike in ΔR/R under four polarization configurations (a) pump ⊥ (the polariza-
tion of pump pulses was perpendicular to the incident plane) and probe ‖ (the polarization of probe pulses is 
parallel to the incident plane), (b) pump ‖ and probe ‖, (c) pump ‖ and probe ⊥, (d) pump ⊥ and probe ⊥. The 
inset of (a) is that the measurements were performed with and without the polarizer in front of the detector. All of 
the measurements were performed at θpump = 1°, θprobe = 7°, and the interval of delay time Δt = 0.33 fs.

diffracted by this transient grating as shown with the thick arrows in Figure 8.1.2a. At θ = 8° (from 
the surface normal of the sample) around m = +1, the spectra of the scattering light have been mea-
sured at the delay time = 0 and 2 ps. Figure 8.1.2c shows the difference between the thin line with 
a delay time 0 ps and the thick line with delay time 2 ps in Figure 8.1.2b. This additional spectrum 
around the diffractive angle with m = +1 indicates that the existence of the transient grating at zero 
delay time. Once the pump pulse is diffracted into the detector, the interference between the pump 
pulse and probe pulse will be observed. For instance, the optical path of diffracted light with m = −1 
is just collinear with the optical path of the probe pulses and then leads to coherence interference 
around the zero delay time. This implies that the coherence spike is unambiguously caused by the 
diffracted light of pump pulses due to the transient grating of the samples, which is consistent with 
the theoretical results of Eichler et al. in transmission-type pump-probe experiments [3].

In principle, the interference is expected not to take place between the pump and probe pulses 
with perpendicular polarization. However, the coherence spike was still observed in Figure 8.1.1 
which was performed with pump ⊥ (the polarization of pump pulses is perpendicular to the incident 
plane) and probe (the polarization of probe pulses is parallel with the incident plane). This maybe 
simply assigned to the imperfect linear polarization of light even the polarizer with extinction ratio 
>104:1 we used in this experiment. Additionally, we added one polarizer in front of the detector to 
exclude the pump pulse of which polarization is perpendicular to the polarization of the probe pulse 
or eliminate the coherence spike. As you can see in the inset of Figure 8.1.3a, unexpectedly, the 
coherence spike was still observed. When the polarizations of both pump and probe pulses are set 
to be parallel with the incident plane (pump, probe), the extremely large coherence spike appears 
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around zero delay time as shown in Figure 8.1.3b. Similarly, this situation also happens in the case 
of the polarizations of both pump and probe pulses set to be perpendicular to the incident plane 
(pump⊥, probe⊥ in Figure 8.1.3d), but it is smaller than that in Figure 8.1.3b. This is because of the 
weaker modulation strength in the interference pattern due to the polarization of pump and probe 
pulses which are parallel to the incident plane in Figure 8.1.3d. Thus, the coherence spike in the case 
of pump //probe (Figure 8.1.3b and d) is much larger than that in the case of pump ⊥ probe (Figure 
8.1.3a and c).

Could we eliminate the coherence spike in this reflection-type pump-probe measurement? 
According to the above analysis, the coherence spike is mainly induced by the transient grating 
due to the interference between pump and probe pulses. Therefore, one possible way is to reduce 
the transient grating in the sample. For instance, the coherence spike completely disappears with 
θpump = 33° and θprobe = 7° in Figure 8.1.4a. When the incident angles of the pump and probe beams 
are increased, the size of the transient grating vector kG will increase according to Eq. (8.1.1). Then, 
the period (d) of transient grating becomes shorter to increase the diffraction angle θm. Further, 
the grating Eq. (8.1.2) will be failed to be satisfied with a larger incident angle of the pump beam. 
Thus, the pump pulses cannot be diffracted by the transient grating established by the interference 
between pump and probe pulses and no coherence spike in ΔR/R. In some experiments, small θpump 
and θprobe are needed to be set for the angle-resolved ultrafast spectroscopy in anisotropic materials 
such as high-Tc superconductor, YBa2Cu3O7−δ, by varying the polarizations of pump and probe 
pulses [10–12]. If the θpump and θprobe must be fixed in small angle, the coherent spike in ΔR/R could 
be removed by increasing the interval of delay time. As shown in Figure 8.1.4b, the coherence spike 
gradually vanishes with increasing the interval of delay time Δt. For Δt = 33.3 fs, there is no coher-
ence spike in ΔR/R.

Generally, the coherence spike is not welcome in the pump-probe measurements. On the other 
hand, however, this coherence spike can give us information about the characteristics of the pulses 
we used. In the inset of Figure 8.1.1, the oscillation of the coherence spike is almost equal to the 
results of standard first-order autocorrelation measurements. This means that the characteristics of 
pulses, i.e., the coherent length or bandwidth can be directly estimated from the coherence spike.

8.1.4 SUMMARY

In summary, we have demonstrated the origin of coherence spike in the reflection-type pump-probe 
measurement. The strength of coherence spike changes with various setups in the pump-probe 
measuring system, such as the polarization of pump and probe pulses, incident angle of pump and 

 

  FIGURE 8.1.4 (a) The transient 
reflectivity changes with vari-
ous incident angles of pump and 
probe beams. All of the mea-
surements were performed at the 
interval of delay time Δt = 0.33 fs. 
(b) The transient reflectivity 
changes with various intervals of 
delay time Δt. All of the polar-
ization configurations are pump 
⊥ and probe.
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probe beams, and the interval of the delay time. Moreover, two effective methods to eliminate the 
coherence spike in the reflection-type pump-probe measurement have been suggested and demon-
strated [13]. One is to utilize the experimental configuration with the large incident angles of pump 
and probe beams which cause the grating equation to fail to be satisfied. The other way is to increase 
the interval of delay time Δt during measurements.

The work presented in this subsection is the product of the collaboration of the following people: 
C. W. Luo, Y. T. Wang, F. W. Chen, H. C. Shih, and T. Kobayashi [13].

The research presented in this section is reproduced and adapted with permission from Ref. 
[13]©The Optical Society. Opt. Exp. 17, 11321–11327 (2009), was conducted by collaborative work 
of the following people: C. W. Luo, Y. T. Wang, F. W. Chen, H. C. Shih, and T. Kobayashi.
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8.2 Vibrational Fine Structures 
Revealed by the Frequency-
to-Time Fourier Transform 
of the Transient Spectrum 
in Bacteriorhodopsin

8.2.1  INTRODUCTION

Bacteriorhodopsin (bR) is a photoactive retinoid protein with a proton-pumping function that gen-
erates a pH gradient across the cellular membrane, using solar energy to synthesize ATP. This 
pumping involves a change in a local structure of the protein near the retinal molecule. The confor-
mational change in the protein is initiated by the optically triggered trans-cis photoisomerization, 
which is closely related to the photoisomerization of retinal from 11-cis to the all-trans configuration 
in rhodopsin, which is the functional pigment in the visual sensor process [1]. The absorption of a 
photon by the chromophore molecule in the retinal causes isomerization around the C13=C14 double 
bond followed by photocycle with several intermediates that have distinct spectra. Because of its 
interesting functionality, bR has been widely studied both theoretically [2,3] and experimentally 
[4–10]. An ultrafast switch that exploits its ultrafast photoisomerization has also been implemented 
[11], although the mechanism remains controversial. Ruhman et al. determined experimentally that 
locked-retinal that is contained in bR undergoes a similar photoinduced spectral change to that of 
ordinary bR [12–14]. On the basis of theoretical models of the photoisomerization mechanism, the 
groups of Olivucci [2,15] and Schulten [3,16] proposed “a two-state, two-mode model” and “a three-
state model”, respectively.

Ultrafast dynamics of chemical reactions have been studied by using ultrafast spectroscopy, 
which has demonstrated the transient existence of intermediate species during the reactions [17,18]. 
Ultrafast spectroscopy is a method that complements the electron diffraction method presented 
by Miller et al. [19] and Zewail [20] and the X-ray diffraction methods proposed by Anfinrud 
et al. [21]. Instantaneous vibrational amplitude detection with a subfemtosecond resolution, which 
is demonstrated in this work, provides a much higher time resolution than electron or X-ray diffrac-
tion. Additionally, the method can be used to make measurements of amorphous and liquid-phase 
materials, to which X-ray or electron diffraction cannot easily be applied. In the authors’ earlier 
work [22], we detected ultrafast changes in the frequencies of in-plane and out-of-plane bending 
modes caused by a structural change in real time during photoisomerization of retinal molecule 
in bR. Femtosecond stimulated Raman spectroscopy with high time and spectral resolutions were 
employed to observe time-dependent conformational changes [23,24], but the method does not yield 
information on the vibrational phase, which can be obtained in the pump-probe measurement.

As was discussed in a work published in 2007 [12], time-resolved measurement of absorbance 
change involves wave packets on both potential surfaces of the electronic ground state and the 
excited state. Detailed observations made in the authors’ recent investigation [24] on the photoex-
cited dynamics revealed that the primary process of the photoisomerization begins with the activa-
tion of the C=N stretching mode of the highest frequency, which decays in 30 fs, followed by that of 
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the C=C stretching mode, which has a slightly lower frequency. The C=C mode is modulated at fre-
quencies of 142 ± 35, 105 ± 3, 158 ± 3, and 150 ± 18 cm−1 in wavelength ranges of 505–530 (S), 540–600 
(M), 610–630 (L1), and 635–663 nm (L2), respectively, corresponding to the excited state (H state),  
ground state, I intermediate, and J intermediate, respectively. In the first three ranges (S, M, L1), the 
lifetimes were <100, 1050 ± 180, and 270 ± 30 fs (with a rise time of 160 ± 20 fs), respectively.

In this work, pump-probe measurements of bR were made by using ultrashort visible laser 
pulses, to obtain simultaneously ultrafast time-resolved absorbance change (∆A) spectra at 128 
wavelengths. The ∆A spectra revealed a vibrational progression hidden in a featureless spectrum of 
induced absorption and stimulated emission. This observation can be made because of the localiza-
tion of the wave packet along the potential multimode hyper surfaces. The transition energy of the 
induced absorption or stimulated emission corresponds to a localized point (space) on the hyper 
surface, which is visited by the wave packets with fixed phases. By taking the first and second 
derivatives of time-resolved ∆A spectra covering 128 wavelength points, a detailed discussion of the 
relevant wavepacket motion could be made.

8.2.2 EXPERIMENTAL SECTION

A noncollinear optical parametric amplifier (NOPA) [25–27] was adopted as a light source in the 
pump-probe experiment, as described elsewhere [22,28,29]. Several key features of the system are 
briefly described below. The output pulse from the NOPA was compressed by using a compressor 
that was composed of a pair of prisms and chirp mirrors. The pulse duration was sub-10 fs and the 
spectral range covered 520–750 nm, within which the spectral phase was almost constant, resulting 
in the Fourier transform-limited pulses. The pulse energies of the pump and probe were about 10 
and 1 nJ, respectively. A 128-channel lock-in amplifier was employed as a phase-sensitive broad-
band detector. All of the experiments were conducted at room temperature 293 (1 K).

8.2.3  RESULTS AND DISCUSSION

Figure 8.2.1 presents the laser spectrum and the absorption spectrum of the bR sample. The 
absorbed photon distribution spectrum, also displayed in Figure 8.2.1, was obtained from the pump 
laser spectrum and the absorption probability spectrum, which was calculated from the absorption 
spectrum.

  

  FIGURE 8.2.1 Laser 
spectrum (solid curve) 
and absorption spec-
trum (dashed curve) of 
bacteriorhodopsin.
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 FIGURE 8.2.2 (a) Real-time traces and (b) Fourier power spectra of traces calculated from 50 to 800 fs at 
eight typical wavelengths. Fourier power spectra of the (c) 1527 and (d) 1008 cm−1 modes.

The pump-probe experiment on the bR sample was performed with a probe delay time of −400 
to 800 fs. The change in absorbance caused by the pump pulse was probed as a function of the probe 
delay. The curve of the absorbance change versus delay is called the real-time (vibration) trace 
and the curve of the absorbance change versus probe wavelength is called the vibration real-time 
spectrum. 

Panels a and b of Figure 8.2.2 present the real-time traces and Fourier power spectra of the traces, 
calculated from 50 to 800 fs, respectively, at eight typical wavelengths. The Fourier transform was 
performed from a time other than 0 fs, to eliminate any effect of interference between the probe 
pulse and the scattered pump pulse close to zero delay. Even though the pulse duration was sub-10 fs, 
the spatial coherence was very high and the multiply scattered pump pulse interfered with the probe 
pulse. Therefore, probe delays shorter than 50 fs had to be eliminated to prevent this effect of coher-
ence. The power spectra in Figure 8.2.2b include two intense peaks at 1527 and 1008 cm−1. Recently, 
time-resolved Raman spectra of bacteriorhodopsin were reported by the groups of Mathies and of 
Mizutani in 2009 [30,31]. Figure 8.2.2b resembles Raman spectra of the early delay time range 
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shown in their reports. Therefore, Fourier power spectra shown in Figure 8.2.2b are thought to be 
mainly reflecting the J intermediate, which has an isomerized structure. Panels c and d of Figure 
8.2.2 display the relative powers of the oscillations at 1527 and 1008 cm−1, respectively, in the real-
time traces measured at various wavelengths.

Figure 8.2.3a shows the time-resolved spectrum of the sample integrated over the range from 
400 to 800 fs. It is referred to as the ∆A spectrum below. Previous study by Heller has theoretically 
predicted that fine structure on the absorption spectrum reflects a time-correlation function, which 
is periodically modulated by wave packet motion on the potential energy surface [32]. The rela-
tion between optical absorption intensity I(ω) and time-correlation function of the transition dipole 
moment was obtained as follows [33]:

  FIGURE 8.2.3  
(a) Time-resolved  
spectrum of 
sample inte-
grated from 400 
to 800 fs and 
(b) its second 
derivative.
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where µif ( )0 = ( )i µ f  and µif ( )t i= ( )µ t( ) f ii u f} and v} denote the initial and final vibronic 
states. µ is the dipole moment operator written by

 µ = e r∑ a  
a

where a is the ath electron of a solute molecule. ρu is the state density of the iu state. Kakitani et al. 
have applied this method for the study of the stationary absorption spectrum of bR [34].

As is seen in Figure 8.2.3a, the time-resolved absorption change ∆A observed in this work shows 
a fine structure of ∼150 cm−1 period in the spectral region where ∆A has a positive value dominated 
by the effect of induced absorption. The period of 150 cm−1 agrees with the reported values of the 
torsion period around C12=C13 [22,35,36]. Therefore, the observed fine structure is thought to be 
reflecting anharmonicity of the torsion mode in the higher excited state, which is the final state of 
the induced absorption process. The spectral features are thus observed by freezing the wavepacket 
motion in the excited state revealing the large displacement along the potential curve corresponding 
to the torsion not only in the lowest excited state but also in the higher excited state, which is located 
higher than the lowest excited state by 16000 cm−1. The result is very reasonable because the insta-
bility of the lowest excited state to trigger the ultrafast torsion relevant to the photoisomerization is 
due to the change of the bond order and steric hindrance of the methyl group attached to C11. To go 
into deeper discussion, the calculation of the second derivative of the ∆A spectrum was performed. 
Peaks and valleys in the second derivative of the spectrum correspond to the hidden valleys and 
peaks in the ∆A (we call it the zeroth derivative) spectrum. Hence, the second derivative of the ∆A 
spectrum in Figure 8.2.3b has a fine structure that has various peaks and valleys. We confirmed 
that the spectral structure is reproducible in all four different scans of data. The structure that is 
evident in the relative powers of the oscillations at 1527 and 1008 cm−1 (see Figure 8.2.2c and d) has 
peaks or valleys at close to the same photon energies as the ∆A spectrum and its second derivative. 
Table 8.2.1 presents the frequencies of the peaks and valleys in the Fourier power spectra, the ∆A 
spectrum, and its second derivative.

The ∆A signal reflects the modulation of electronic transition probability by wave packet motion 
on a potential energy surface. When the time resolution of the measurement is much better than the 
period of wave packet motion associated with molecular vibrations of several tens of femtoseconds, 
the observed ∆A spectrum at each delay step reflects the spectral structure of electronic states with 
vibration modes. As was reported in our previous work [24] the dynamics of bR is dominated by 
the J intermediate in the time region from 400 to 800 fs and the spectral region from 610 to 660 nm 
where the peaks and valleys were observed above in the time-resolved ∆A spectrum and Fourier 
power spectra. Since the time resolution of this work is better than 10 fs, the wave packet on the 
potential energy surface can be assumed to be motionless at a localized location on the surface cor-
responding to each probe delay in the time-resolved measurements. Therefore, the fine structures 
on the time-resolved ∆A spectra are thought to reflect the vibrational levels of the J intermediate, 
which was observed by freezing the position of the wave packet in the electronic state.

The distances between neighboring peaks or valleys are 153 ± 12 or 309 ± 27 cm−1, respectively. 
Accordingly, peaks (valleys) correspond to the vibrational progression in the time-resolved spectrum 
that is associated with the excited state absorption (stimulated emission). Valley signals, associated 
with bleaching that is induced by ground-state depletion, are thought to be negligible, because of the 
absence of sufficiently intense fluorescence at this low probe frequency (long wavelength).



280 Ultrashort Pulse Lasers and Ultrafast Phenomena

Even though the peak (valley) positions may not be very precise, the frequency separations are 
almost the same, indicating that they still can be considered to represent the vibrational progression, 
which is sensitively revealed by the Fourier power spectrum. The frequency separations among 
these peaks and valleys are independent of the delay, indicating that the spectral shape of these 
valleys and peaks does not arise from spectral interference between the scattered pump and the 
probe. The spectral spacings of 153 and 309 cm−1 may be assigned to the fundamental and double 
frequencies of the twisting motion associated with photoisomerization that had an observed period 
of around 200 fs [22,35,36].

Panels a and b of Figure 8.2.4 present the peak frequencies and valley frequencies, respectively, 
of ∆A spectra over a range of delays in steps of 1 fs. Panels c and d of Figure 8.2.4 show those of the 
second derivatives of the ∆A spectra. The standard deviations of the peak (valley) frequencies and of 
the frequency difference between the frequencies of the neighboring peaks (valleys) were calculated 
by using the data in panels a–d of Figure 8.2.4, and displayed in panels e–h of Figure 8.2.4, respec-
tively. The range of delays used to calculate the standard derivation was from 400 to 800 fs, to avoid 
any interference between the probe pulse and the scattered pump pulse. A mean frequency of neigh-
boring peaks was used as the abscissa in the plot of the standard deviation of the difference between 
frequencies. If the neighboring peaks (valleys) move independently of each other, then the standard 
deviation of the difference between the frequencies of the neighboring peaks (valleys) should be 21/2 
times that of the peak (valley) frequencies themselves as expected from the Gaussian random sta-
tistics. However, the ratio of the former to the latter was in fact observed to be 0.90 ± 0.24, which is 
much smaller than 21/2. Therefore, neighboring peaks (valleys) move in a synchronized way, verifying 
that vibrational progression appears as the spectral structure, which is revealed by data.

TABLE 8.2.1
Peak and Valley Frequencies in Fourier Power Spectra of 1527 and 1008 cm−1 Modes, in 
the ∆A Spectra, and in d2(∆A)/dλ2

1527 cm−1 1008 cm−1 ∆A d2(∆A)/dλ2

Peak Valley Peak Valley Peak Valley Peak Valley

15180 15140 15166

15296 15325 15301 15286

15444 15533 15456 15451

15625 15655

15748 15625 15620 15620

15841 15791 15755

15904 15893 15884

16010 15984

16054 16070

16129 16151 16135

16185 16212

16326 16304 16291

16293 16393 16348 16366

16460 16456 16443

16528 16501 16526
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8.2.4 CONCLUSIONS 

In conclusion, for the first time, this subsection has clarified that the vibrational progression that is 
hidden in a featureless spectrum of induced absorption and stimulated emission is found by using 
the Fourier power spectrum of molecular vibrational modes, because of the localization of the wave 
packet along the potential multimode hyper surfaces. The transition energy of the induced absorp-
tion or stimulated emission corresponds to a localized point (space) on the hyper surface, which the 
wave packets visit with fixed phases.

  FIGURE 8.2.4 Depen-
dence of (a) peak and (b) 
valley frequencies in ∆A 
spectra on delay. (c, d) 
Dependence of d2(∆A)/
dλ2 thereon. At delays 
from 400 to 800 fs, 
standard deviation of 
peak [valley] frequen-
cies (σ(𝘷); filled circle)  
and that of difference 
between frequencies 
of neighboring peaks 
[valleys] (σ(∆𝘷); filled 
square) were calculated 
for (e) [(f)] ∆A spectra 
and (g) [(h)] for d2(∆A)/
dλ2.
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The advantages of this real time-resolved vibrational spectroscopy over conventional time-
resolved vibration spectroscopy are the capability of even the time course of vibrational periods of 
mode and can further discuss the initial phase of each vibrational mode. These are our future works 
published sometime later in this chapter.

The research presented in this subsection was performed by the collaboration of A. Yabushita 
and T. Kobayashi [37].

REFERENCES

 1. A. P. Shreve and R. A. Mathies, J. Phys. Chem. 99, 7285–7299 (1995).
 2. R. Gonza´les-Luque, M. Garavelli, F. Bernardi, M. Merchan, M. A. Robb, and M. Olivucci, Proc. Natl. 

Acad. Sci. U.S.A. 97, 9379–9384 (2000).
 3. W. Humphrey, H. Lu, I. Logonov, H. J. Werner, and K. Schulten, Biophys. J. 75, 1689–1699 (1998).
 4. S. Schenki, F. van Mourik, G. van der Zwan, S. Haacke, and M. Chergui, Science 309, 917–920 (2005).
 5. J. Herbst, K. Heyne, and K. R. Diller, Science 297, 822–825 (2002).
 6. G. Haran, K. Wynne, A.-H. Xie, Q. He, M. Chance, and R. M. Hochstrasser, Chem. Phys. Lett. 261, 

389–395 (1996).
 7. F. Gai, K. C. Hasson, J. C. McDonald, and P. A. C. Anfinrud, Science 279, 1886–1891 (1998).
 8. Q. Zhong, S. Ruhman, and M. I. Ottolenghi, J. Am. Chem. Soc. 118, 12828–12829 (1996).
 9. L. Song and M. A. El-Sayed, J. Am. Chem. Soc. 120, 8889–8890 (1998).
 10. M. Du and G. R. Fleming, Biophys. Chem. 48, 101–111 (1993).
 11. S. Roy, C. P. Singh, and K. P. J. Reddy, Curr. Sci. 83, 623–626 (2002).
 12. A. Kahan, O. Nahmias, N. Friedman, M. Sheves, and S. Ruhman, J. Am. Chem. Soc. 129, 537–546 

(2007).
 13. B.-X. Hou, N. Friedman, M. Ottolenghi, M. Sheves, and S. Ruhman, Chem. Phys. Lett. 381, 549–555 

(2003).
 14. A. C. Terentis, Y. Zhou, Y. G. H. Atkinson, and L. Ujj, J. Phys. Chem. A 107, 10787–10797 (2003).
 15. M. Olivucci, A. Lami, and F. Santoro, Angew. Chem., Int. Ed. 44, 5118–5121 (2005).
 16. S. Hayashi, E. Tajkhorshid, and K. Schulten, Biophys. J. 85, 1440–1449 (2003).
 17. T. S. Rose, M. J. Rosker, and A. H. Zewail, J. Chem. Phys. 88, 6672–6673 (1988).
 18. J. C. Polanyi and A. H. Zewail, Acc. Chem. Res. 28, 119–132 (1995).
 19. V. I. Prokhorenko, A. M. Nagy, S. A. Waschuk, L. S. Brown, R. R. Birge, and R. J. D. Miller, Science 

313, 1257–1261 (2006).
 20. R. Srinivasan, J. S. Feenstra, S. T.; Park, S. Xu, and A. H. Zewail, Science 307, 558–563 (2005).
 21. F. Schotte, J. Soman, J. S. Olson, M. Wulff, and P. A. Anfinrud, J. Struct. Biol. 147, 235–246 (2004).
 22. T. Kobayashi, T. Saito, and H. Ohtani, Nature 414, 531–534 (2001).
 23. D. W. McCamant, P. Kukura, and R. A. Mathies, Appl. Spectrosc. 57, 1317–1323 (2003).
 24. A. Yabushita and T. Kobayashi, Biophys. J. 96, 1–15 (2009).
 25. A. Shirakawa, I. Sakane, and T. Kobayashi, Opt. Lett. 23, 1292–1295 (1998).
 26. A. Shirakawa, I. Sakane, M. Takasaka, and T. Kobayashi, Appl. Phys. Lett. 74, 2268–2270 (1999).
 27. A. Baltuska, T. Fuji, and T. Kobayashi, Opt. Lett. 27, 306–308 (2002).
 28. T. Kobayashi, A. Shirakawa, H. Matsuzawa, and H. Nakanishi. Chem. Phys. Lett. 321, 385–393 (2000).
 29. N. Ishii, E. Tokunaga, S. Adachi, T. Kimura, H. Matsuda, and T. Kobayashi, Phys. Rev. A 70, 023811 

(2004).
 30. S. Shim, J. Dasgupta, and R. A. Mathies, J. Am. Chem. Soc. 131, 7592–7597 (2009).
 31. M. Mizuno, M. Shibata, J. Yamada, H. Kandori, and Y. Mizutani, J. Phys. Chem. B 113, 12121–12128 

(2009).
 32. H. J. Heller, J. Chem. Phys. 68, 3891–3896 (1978).
 33. T. Kakitani, J. Phys. Soc. Jpn. 55, 993–1010 (1986).
 34. R. Akiyama, T. Kakitani, Y. Imamoto, Y. Shichida, and Y. Hatano, J. Phys. Chem. 99, 7147–7153 

(1995).
 35. X. Chen and V. S. Batista, J. Photochem. Photobiol., A 190, 274–282 (2007).
 36. A. B. Mayers, R. A. Harris, and R. A. Mathies, J. Chem. Phys. 79, 603–613 (1983).
 37. A. Yabushita and T. Kobayashi, J. Phys. Chem. B 114, 4632–4636 (2010).



Section 9

Low Dimensional (D) Materials 



https://taylorandfrancis.com


Section 9.1

0D



https://taylorandfrancis.com


287

9.1.1 Superior Local 
Conductivity in  
Self-Organized 
Nanodots on Indium- 
Tin-Oxide Films Induced 
by Femtosecond 
Laser Pulses

9.1.1.1  INTRODUCTION

Indium-tin-oxide (ITO) is an important transparent conducting oxide (TCO). ITO films have been 
widely used as transparent electrodes in optoelectronic devices, such as solar cells [1] and organic 
light-emitting devices (OLEDs) [2], because of their high electrical conductivity (∼10−4 Ω−cm), 
coupled with their high transmission (∼90%) in the visible range [3,4]. In particular, the surface 
properties of ITO films, such as their electron affinity and work function, also play a key role in 
establishing the characteristics of OLEDs, owing to their direct contact with the organic materials, 
as a hole injection layer [4,5]. ITO has also been extensively used as a good ohmic contact material 
in GaN-base light emitting diodes (LEDs), because ITO shows excellent ohmic behavior in terms of 
high surface current, which is evidenced by the excellent surface conductivity [6,7].

In general, a thermal annealing process (≥200°C) is frequently used to change the crystallinity 
of ITO from amorphous (a-ITO) to crystalline (c-ITO), which results in a diminution of resistivity 
and an increase in transparency [8]. However, this conventional method of thermal annealing at 
high temperatures does not work for flexible devices due to their inherently poor thermal stability 
and the constraint of a low glass transition temperature (Tg), for flexible substrates based on plastic 
materials. To overcome the constraint of avoiding a high-temperature processing step for flexible 
polymer substrates, therefore, ultraviolet (UV) lasers, such as KrF and XeCl excimer lasers with 
nanosecond pulses, have been reported to anneal ITO films and modify the crystallinity, without a 
marked rise in the sample temperature [9–11].

Recently, material processing by femtosecond (fs) laser irradiation has attracted a great deal of 
attention because a fs pulse of energy can be precisely and rapidly transferred to the film, without 
thermal effects [12–14]. This is so-called femtosecond laser annealing (FLA). Nonthermal melt-
ing in semiconductors, using FLA, exhibits great potential to solve the problem of the thermal 
budget, in annealing [15,16]. Pan et al. reported near-infrared femtosecond laser-induced crystal-
lization in amorphous silicon [16]. Very recently, a femtosecond laser was also used to pattern 
a-ITO films, using the crystallization effect [17]. The high fluences (∼100–1000 mJ/cm2), close to 
the ablation threshold of a-ITO under a focused fs laser beam, destroyed the a-ITO films, caus-
ing many micro-cracks and nanogratings, due to the thermal cycling effect [17]. On the other 
hand, laser-induced periodic surfaces structures (LIPSS) or ripples, with typical areas of 5 μm2 
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to several tens of μm2, have been observed for various materials, under pulsed laser illumination 
near their ablation thresholds [18–20]. At present, there are a few publications on the modification 
of ITO films over a large area, using fs laser pulses at low fluence. In addition, the interaction 
between the fs laser pulses and the ITO film and their impact on the electrical and optical proper-
ties are still unclear.

In this study, a large-area (over 200 × 200 μm in the center of the beam spot), periodic ripple 
structure, composed of self-organized nanodots on the surface of ITO films, was induced with 
low-fluence fs laser pulses (0.1–0.3 mJ/cm2), without scanning. The resistivity, carrier mobil-
ity, carrier concentration and especially the surface conductivity of ITO films are significantly 
changed, due to the laser-induced periodic surface structures (LIPSS), while the optical transmit-
tance is unaffected. The cause of this significant enhancement of the surface electrical properties 
of the ITO films, with FLA, has been identified via local composition inspection, using Auger 
electron spectroscopy (AES), and the chemical bonding state analysis, using X-ray photoelectron 
spectroscopy (XPS).

9.1.1.2 EXPERIMENTS

ITO thin films with a thickness of 30 nm and resistivity of ∼4 × 10−2 Ω−cm (O2/(Ar + O2) flow 
ratio is around 0.047) were deposited without optimization on the glass substrates (1 × 1 cm), by 
magnetron sputtering deposition at 1000 W power. The ITO target (58 × 15 cm) was composed of 
In2O3 with 10 wt% SnO2. After the deposition of ITO films, at room temperature, these samples 
were then irradiated, using a regenerative, amplified Ti:sapphire laser (Legend USP, Coherent), 
with 800 nm wavelength, 100 fs pulse duration, ∼0.5 mJ pulse energy and 5 kHz repetition rate. 
The diameter of the laser beam was adjusted to ∼14 mm, to ensure full exposure for a sample size 
of 1 cm × 1 cm.

The morphology of the ITO films was examined using a scanning electron microscope (SEM) 
(HITACHI-S2500 JSM-6500F). The thicknesses of the ITO film, before and after laser pulse irra-
diation, were determined by surface contour measurement (KOSAKA ET4000A), using a verti-
cal resolution of 0.1 nm. The resistivity, carrier concentration and Hall mobility of the ITO films 
were measured by Hall measurements, using the Van der Pauw technique (Bio-Rad Microscience 
HL5500). The refractive index of the ITO film was measured with an n&k Analyzer 1280 (n&k 
Technology, Inc.). The topography and surface current distribution were further analyzed using a 
current sensing-atomic force microscope (CSAFM, Agilent 5500) with a Cr/Pt-coated CSAFM tip 
(ContE-G type, BudgetSensors, force constant: 0.2 N/m). All CSAFM images reported here were 
measured with a tip bias of 0.1 V, in a scan area of 10 × 10 μm (in the center of 1 cm × 1 cm ITO 
films). The optical transmission measurements were performed using an UV-visible-near-IR spec-
trophotometer (Shimadzu SolidSpec-3700).

The local compositions of the as-deposited and fs laser irradiated ITO films were examined by 
Auger electron spectroscopy (AES, ULVAC-PHI 700). Due to the spot size yielded by an integral 
electron gun of under 5 KeV operating voltage, the data collected by a cylindrical mirror analyzer 
had a spatial resolution of ∼30 nm. The chemical bonding in and composition of the as-deposited 
and fs laser irradiated ITO films were determined using X-ray photoelectron spectroscopy (XPS, 
PHI Quantera AES 650), with a monochromatic Al Kα source, at 1486.7 eV. The position of all 
XPS peaks was calibrated by using the binding energy of 84.0 eV, in Au. For all data in this study, 
the diameter of analyzed spot was 100 μm, for pass energy of 15 keV. The peak fitting of the O ls 
spectra was performed using the Gaussian-Lorentzian function, using an XPS peak fitting pro-
gram (XPSPEAK4.1 from Dr. R. M. Kwok), and subsequent quantification of the XPS data was 
obtained by using the peak areas and experimental sensitivity factors. All the O 1s fitted peaks were 
calculated using 70% Gaussian-30% Lorentzian function and the same full width at half maxi-
mum (FWHM). The convolution of Gaussian and Lorentzian is called Voigt function named after 
Woldemar Voigt (German mathematical physicist).

  



289Superior Local Conductivity in Self-Organized Nanodots

9.1.1.3  RESULTS AND DISCUSSION

Following normal-incidence irradiation with fs laser pulses, a periodic structure was clearly 
observed on the surface of ITO films, as shown in the scanning electron microscope (SEM) images 
of Figure 9.1.1.1a–f.

SEM is a type of an electron microscope which produces images of a sample by scanning the 
surface with a focused beam of electrons. The electrons interact with atoms in the sample, produc-
ing various signals that contain information about the surface topology and composition of the 
sample. The electron beam is raster scanned and the position of the beam is combined with the 
intensity of the detected signal to produce an image.

2Under the same fluence of 0.1 mJ/cm , the periodic surface structure evolves noticeably, with 
an increasing number of pulses (N). For N = 5 × 103 shots (Figure 9.1.1.1b), only a few small dots 
appear on the surface of ITO films. For N ≥ 2.5 × 104 shots (Figure 9.1.1.1c–f), however, the laser-
induced periodic structure is clearly observed on the surface of ITO films. As shown in the inset of  
Figure 9.1.1.1f, the ripple structure is composed of many sub-micron, in-line dots and the size of the 
self-organized dots is 20–500 nm. The long axis of the periodic ripple pattern is perpendicular to the 
direction of the lasers polarization, as represented by the arrow in Figure 9.1.1.1f. The laser light is 
probably scattered and diffracted by the grains, or defects and these scattered waves interfere with 
each other, to induce the subsequent enhancement of the local field [21]. Thus, the mixture of the 
dotted and ripple structures on the surface of ITO films, which is similar to our previous results for 
ordered YBCO array structures [22], is presumably formed by the solidification of melted dot pat-
terns, under conditions of constructive interference and minimized surface energy.

The spacing of the laser-induced periodic surface structures (LIPSS) on the surface of ITO films 
was estimated by 2D-Fourier transformation, as represented by the red square in Figure 9.1.1.1f.

From the positions of satellite peaks, we obtained three kinds of periodicity in the laser-induced 
ripples, i.e., 798 ± 15, 420 ± 14, and 230 ± 15 nm. For the case of larger ripple spacing with 798 ± 15 
and 420 ± 14 nm, it can be easily explained by classical scattering model [21]:

λ
 Λ =  (9.1.1.1)

1 s± in θ

where Λ is the ripple spacing, λ is the laser wavelength and θ is the incident angle of the laser beam 
onto the target. However, the shorter ripple spacing of 230 ± 15 nm, which is much smaller than the 
laser wavelength of 800 nm, cannot be predicted by the classical scattering model with Eq. (9.1.1.1). 
Thus, due to the scale of ripple spacing with ∼200 nm, it may be caused by the second harmonic 

  FIGURE 9.1.1.1 (a)–(f) Show the 
SEM images of periodic surface 
structures induced by 800 nm fs 
laser pulses at a fluence of 0.1 mJ/
cm2 and with various pulse num-
bers (N = 0, 5 × 103, 2.5 × 104, 1 
× 105, 3 × 105, and 3 × 106, respec-
tively). The black-square inset 
shows the enlarged surface features 
at corresponding  locations of (f). 
The red-square inset shows the 2D 
Fourier-transformed pattern and its 
cross-section profile at correspond-
ing locations of (f). The arrow 
indicates the direction of the laser 
polarization.
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generation (SHG) with a shorter wavelength of 400 nm around the surface of ITO film. It has been 
reported that sub-wavelength ripple structures have been observed on the surface of InP, GaP and 
GaAs semiconductors [23] and Si [24], after fs laser multiple-pulse irradiation in the transparency 
region. It has been postulated that these nanostructures on the surface of films are induced by the 
harmonic generation from the near-surface region of films [23,24]. In our case, the sub-wavelength 
ripple with ∼200 nm was indeed observed in high-intensity regions especially in the center of the 
laser Gaussian beam as shown in Figure 9.1.1.1f, which implies the high possibility of SHG owing 
to the surface asymmetry [24]. However, the formation mechanism of this sub-wavelength ripple 
in ITO films is still unclear. Nevertheless, the effect of self-organized nanodots, near the surface, 
on the electrical and optical properties and the morphology of self-organized nanodots and their 
formation will be further examined in the following sections.

Figure 9.1.1.2 shows the carrier concentration, carrier mobility and resistivity of ITO films, as a 
function of the number of pulses, from 0 to 3 × 106 shots, at a fluence of 0.1 mJ/cm2. For total shots 
(N) less than 1000, the carrier concentration of fs laser-treated ITO films is almost the same as that 
of the as-deposited ITO films. Upon further increasing the number of laser shots, to 3 × 106, the 
carrier concentration rises noticeably, from ∼1 × 1019 to ∼1.6 × 1019 cm−3, and is linearly dependent 
on the number of shots in the semi-logarithmic plot. In contrast, the carrier mobility is correspond-
ingly reduced, from 12.3 to 10.2 cm2/V-s, i.e., a 17% reduction, after fs laser irradiation with 3 × 106 
shots, at a fluence of 0.1 mJ/cm2. It is believed that the fs laser interference in the reaction duration 
of each laser pulse is too weak to clearly detect the slight changes in carrier concentration, using the 
Hall measurement. However, when the accumulated number of pulses exceeds the threshold energy 
of 1 × 103 shots, the thickness of the laser-irradiated area becomes thick enough to distinctly show 
the change in the carrier concentration, using Hall measurement. The resistivity is relatively less 
sensitive to the number of pulses, showing a 14% reduction (4.3 × 10−2 to 3.7 × 10−2 Ω−cm), from 0 
to 3 × 106 shots, which can be simply attributed to an increase in carrier concentration.

The thicknesses of the ITO film before and after irradiation were 30 ± 1.5 nm and showed no 
noticeable variation, for repeated surface contour measurement. This strongly implies that the laser 
fluences used in this study were much less than the ablation threshold energy of ITO films, which is 
reported to be greater than 100 mJ/cm2 [17]. Thus, the effect of thickness on the electrical properties 
can be eliminated.

Figure 9.1.1.3 shows the optical transmittance in the as-deposited ITO film and fs laser-treated ITO 
films, for various numbers of shots (N = 5 × 105 and 5 × 106 shots), at a fluence of 0.1 mJ/cm2. Compared 

  FIGURE 9.1.1.2 The 
carrier concentration, 
mobility, and resistivity 
in the fs laser-treated 
ITO films as a function 
of the pulse numbers. 
(The solid lines are a 
guide to the eyes.)
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with an as-deposited ITO film, the optical transmittance of fs laser-treated ITO films is about the 
same, regardless of the number of pulses. Although the electrical properties of the fs laser-treated ITO 
films are noticeably changed, for different number of pulses, N, due to the formation of self-organized 
nanodots on the surface, the fs laser-treated ITO films still maintain their transparency, in the visible to 
near-infrared (NIR) range. These results indicate that fs laser annealing represents a new way to modify 
the electrical properties of ITO films while retaining their high optical transmittance.

The reaction depth of fs laser pulses in ITO films is limited to the top surface, which is unam-
biguously demonstrated by the current-sensing AFM (CSAFM) measurement. Figure 9.1.1.4a1–
c1 show the topographic images of ITO films, for various numbers of pulses, at a fluence of  
0.1 mJ/cm2, and their corresponding surface current images are illustrated in Figure 9.1.1.4a2 and 
c2. For an as-deposited ITO film, the surface roughness is around 0.4 nm (Figure 9.1.1.4a1) and 
the surface current, for all of the measured area of 10 × 10 μm, is around 0.3 pA in rms (RMS)  
(Figure 9.1.1.4a2). After pulsed fs laser irradiation, both the surface roughness (Figure 9.1.1.4b1–
c1) and the surface current of ITO films (Figure 9.1.1.4b2–c2) increase, as the number of pulses 
increases. For N = 3 × 105 shots, the surface roughness is 3.4 nm, and the surface current is 7.2 pA in 
rms (RMS). In addition, some larger dots appear on the surface of the ITO films (Figure 9.1.1.4b1) 
and many white spots are noted in the surface current image (Figure 9.1.1.4b2).

When the number of pulses is increased to N = 3 × 106, the dots on the surface of ITO films 
become larger and even form a regular ripple pattern, with a roughness of 4.2 nm. Meanwhile, the 
corresponding surface current increases significantly, to 10 pA in rms (RMS), presumably due to 
the nanodots with high conductivity illustrated in Figure 9.1.1.4c2, which corresponds precisely 
to the nanodot pattern in the topographic image of Figure 9.1.1.4c1. The height of a bright spot is 
around 3–5 nm, as shown by the cross-sectional analysis in Figure 9.1.1.4d1, and its corresponding 
current is about 10 pA, as shown in Figure 9.1.1.4d2.

In short, the local conductivity of ITO films is remarkably enhanced, i.e., the surface current in 
the nanodots is ∼30 times higher than that of the as-deposited ITO film. However, such a significant 
reduction in resistivity is not due to the phase transition, because the grazing incident XRD of fs 
laser-treated ITO films reveals no improvement in the crystallinity. Thus, the composition of the 
nanodots on the top of the fs laser-treated ITO films is further examined in the following section, 
to determine the cause of the significant increase in the local surface conductivity of the ITO films 
after femtosecond laser irradiation.

The first derivative (dN/dE) of the AES peaks, including In(MNN), Sn(MNN), and O(KLL) of 
an as-deposited ITO film and a fs laser-treated ITO film are shown in Figure 9.1.1.5. For an as-
deposited ITO film (bottom-black curve, in Figure 9.1.1.5a), three dN/dE signals can be assigned 

  FIGURE 9.1.1.3 The transmittance in 
the fs laser treated ITO films as a func-
tion of wavelengths with  various pulse 
numbers (N = 0, 5 × 105 and 5 × 106, 
respectively) at a fluence of 0.1 mJ/cm2.
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  FIGURE 9.1.1.4 (a1)–(c1) The topo-
graphic images and (a2)–(c2) Their cor-
responding surface current images of 
ITO films induced by 800 nm fs laser 
pulses with various pulse numbers (N = 
0, 3 × 105 and 3 × 106, respectively) at a 
fluence of 0.1 mJ/cm2. (d1) Cross-section 
analysis on the height along the solid 
line in the AFM image (c1). (d2) Cross-
section analysis on the current along the 
solid line in the CAFM image (c2).

  FIGURE 9.1.1.5 (a) The first 
derivative (dN/dE) of AES 
peaks, In(MNN), Sn(MNN), 
and O(KLL) as measured for 
the as-deposited ITO and fs 
laser-treated ITO films. Point 
A (outside of dot) and point 
B (inside of dot) correspond 
to the spots as marked in the 
SEM topview image (b) of a 
fs laser-treated ITO film. The 
red-square inset shows the 2D 
Fourier transformed pattern at 
corresponding locations of (b).
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to the In(MNN) at a kinetic energy of 410 eV [25], Sn(MNN) at a kinetic energy of 433 eV [25,26] 
and O(KLL) at a kinetic energy of 519 eV [25,27], respectively. For a fs laser-treated ITO film, the  
dN/dE signals of In(MNN), Sn(MNN) and O(KLL) at point A in Figure 9.1.1.5b are slightly reduced, 
as compared with those of an as-deposited ITO film. However, the dN/dE signals at point B in  
Figure 9.1.1.5b which is located where the dots induced by the fs laser pulses, drop significantly. The 
reduction in signal is most significant for the dN/dE signal of Sn(MNN). This implies that the com-
position of ITO films is indeed changed by fs laser annealing, particularly at the positions of the dots.

Based on the disappearance of Sn and the noticeable reduction in In and O, the composition of 
the self-organized nanodots on the fs laser-treated ITO films deviates from the stoichiometry of an 
as-deposited ITO film. This suggests that the surface of an ITO film irradiated by fs laser pulses 
changes its composition, from In2O3:SnO2 to InOx-like. However, the electrical properties of In2O3, 
or InOx films are inferior to that of ITO films [28,29]. Further examination of the peak intensities of 
as-deposited and fs laser-treated ITO films reveals that the dN/dE peak intensity ratio, for O(KLL) to 
In(MNN), changed from 1.7 to 1.3 (∼23% reduction), after fs laser irradiation. Therefore, the oxygen 
content may play a key role in inducing such superior local conductivity in the nanodots of fs laser-
treated ITO films. Additionally, the periodicity of the ripple seems to be smeared in high-magnifica-
tion SEM images due to the ripple being formed by individual dots and too few structures (dots) were 
included in the image as shown in Figure 9.1.1.5b. Although the period in high-magnification SEM 
images is hardly recognized by the eyes, the anisotropic 2D Fourier-transformed pattern (the inset of 
Figure 9.1.1.5b) indicates the intrinsic feature of periodicity in laser-induced ITO ripples.

The electronic structures of oxides and Indium in fs laser-treated ITO films, determined by 
X-ray photoelectron spectroscopy (XPS) analysis, provides further information on chemical bond-
ing, which may identify the cause of the superior surface conductivity of fs laser-treated ITO films.

A schematic representation of as-deposited ITO surface composition, based on Donley’s model 
[30], is shown in Figure 9.1.1.6a. Figure 9.1.1.6d–g shows the O 1s XPS spectra of fs laser-treated 
ITO films, for various numbers of pulses. For an as-deposited ITO film (Figure 9.1.1.6b), the O 
1s XPS spectrum can be fitted by three peaks, which are attributed to the In2O3-like oxygen, at 
529.6 ± 0.1 eV [30,31], oxygen that is adjacent to the oxygen-deficient sites, at 531.0 ± 0.1 eV [30,31], 
in addition to the hydroxide and/or oxy-hydroxide peak, at 532.0 ± 0.1 eV [27,30,31]. Compared with 
a reference sample of In2O3 powder, in Figure 9.1.1.6b, the peak for oxygen (at 531.0 ± 0.1 eV) that is 
adjacent to the oxygen-deficient sites in an as-deposited ITO film (Figure 9.1.1.6c) increases, owing 
to the formation of oxygen vacancies, during the thin film sputtering process [27].

  FIGURE 9.1.1.6 (a) Schematic 
representation of as-deposited 
ITO surface composition based on 
Donley’s model [30]. (b)The O 1s 
XPS spectra of In2O3 powder and 
fs laser-treated ITO films with vari-
ous pulse  numbers (N = 0, 5 × 103, 
2.5 × 104, 105, 3 × 105, and 3 × 106, 
respectively).
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It is worth emphasizing that there is a dramatic change in the relative intensities of these three 
peaks, as the number of pulses increases, in fs laser-treated ITO films, which is quantitatively sum-
marized in Table 9.1.1.1. During the FLA process, the oxygen atoms in the In2O3-like sites, adjacent 
to the oxygen-deficient sites, may be vaporized by the breaking of the In-O (bond strength ∼3.31 eV) 
and Sn-O (5.53 ± 0.13 eV) bonds [32], via possible absorption of multiple photons, especially at the 
positions of nanodots, due to the higher energy associated with the constructive interference. As 
N is increased, from 0 to 3 × 106, the oxygen atoms in the In2O3like sites, adjacent to the oxygen-
deficient sites, are significantly reduced, from 80.9% to 47.8%, in the fs laser-treated ITO films. 
These removed oxygen atoms may further form dangling bonds, on the top of the surface, leading 
to a gradual increase in the intensity of oxygen signals in the OH group, as N increases.

In addition, Figure 9.1.1.7 shows the XPS spectra of In 3d5/2, for In metals, In2O3 powders and fs 
laser-treated ITO films, for various numbers of pulses. For the In metals, the In 3d5/2 peak located 
at a lower binding energy of 443.7 eV corresponds to the Ino bonding state of In-In bonds [27]. For 
the In2O3 powders, however, the In 3d5/2 peak located at the higher binding energy of 444.6 eV 

  FIGURE 9.1.1.7 The In 3d5/2 XPS 
spectra of In2O3 powder, In metal, and 
fs laser-treated ITO films with various 
pulse numbers (N = 0, 5 × 103, 2.5 × 104, 
105, 3 × 105, and 3 × 106, respectively).

TABLE 9.1.1.1
The Relative Magnitude of Three Fitting Peaks in XPS O 1s Spectra (Figure 9.1.1.6) for 
Various Pulse Numbers

Samples
O in In2O3 Like Site and Adjacent  

to Deficient Site O in Hydroxide and/or Oxy-Hydroxide

In2O3 powder 85.2% 14.8%

As-deposited ITO film, N = 0 80.9% 19.1%

N = 5 × 103 79.5% 20.5%

N = 1 × 105 65.0% 35.0%

N = 3 × 105 61.5% 39.5%

N = 3 × 106 47.8% 52.2%

× The relative magnitude of the fitted peaks in O 1s spectra.
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corresponds to the In3+ bonding state of In2O3 [31,33]. Hence, the In 3d5/2 peak of 444.4 eV for an 
as-deposited ITO film demonstrates related to the valence states of In2O3. As the number of pulses 
increases, the In 3d5/2 peak gradually shifts, from the In-O bonding state to the In-In bonding state. 
In particular, for N = 3 × 106, the peak of In 3d5/2 is located at 443.9 eV, which is almost equal to the 
binding energy of In–In bonds.

This strongly indicates that the appearance of In metal-like clusters in the fs laser-treated ITO 
films, particularly inside the self-organized nanodots, causes the high conductivity in the CSAFM 
measurements. Similar oxygen deficiencies (SiO2–x) with periodical distribution, have been reported 
by Shimotsuma et al. [34], for SiO2 glass under fs laser irradiation. Recently, Loeschner et al. also 
demonstrated a related phenomenon in aggregated metal nanoparticles that strongly interact via 
dipolar forces by using fs laser pulses [35].

Upon closer inspection of the curve in Figure 9.1.1.4d1, it can be observed that the nanodots are 
bulges on the surface of the ITO films. This can be attributed to the formation of In clusters with 
a bond length of 3.82 ∼ 3.84 A, which is longer than the bond length of In-O (2.12°∼ 2.21 A) [36], 
leading to an effective volume increase for the nanodots. If one In-O bond breaks̊  and an In-In bond 
forms, the increase in the bond length is approximately 72%. The breaking ratio of the In-O bonds 
in the dots is around 23% based on the AES results. Consequently, we can estimate that the effec-
tive increase in the volume of the nanodots, for a 30 nm ITO film, is approximately 5 nm, which is 
consistent with the roughness results, shown in Figure 9.1.1.4d1. To summarize the findings for In 
clusters and superior local surface conductivity, the formation of self-organized nanodots induced 
by constructive interference of fs laser, and the size and height of those nanodots are schematically 
illustrated in Figure 9.1.1.8 and compared with those for the as-deposited ITO film. This study’s 
observation of self-organized nanodots with superior local surface conductivity may be of signifi-
cant interest for applications such as nanolithography, nanophotoelectrons and nanomechanics, in 
large-area nanotechnology.

9.1.1.4 CONCLUSION

We report the formation of periodic structures with self-organized nanodots on the surface of ITO 
films, after fs laser pulse irradiation. This periodic ripple microstructure, which is composed of self-
organized nanodots, of 20–500 nm size, over an area of 200 × 200 μm, can be directly fabricated 
using single-beam fs laser irradiation, without scanning. The multi-periodic spacing of ∼800, ∼400, 
and ∼200 nm observed in the laser-induced ripple of ITO films can be attributed to the interference 

  

  FIGURE 9.1.1.8 A 
schematic  illustration 
for the formation of 
self-organized nano-
dots induced by the 
constructive interfer-
ence of fs laser at the 
near-surface region. 
The dot is composed 
of In-rich clusters with 
a height ∼5 nm as a 
result of In-O bond-
ing breaking into In–
In under local-field 
enhancement.
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between the incident fs lasers. The in-line, sub-micron dots are presumably formed by the solidifi-
cation of melted dot patterns, under conditions of constructive interference and minimized surface 
energy. After irradiation with fs laser pulses, the electrical properties of ITO films are noticeably 
modified, e.g., the carrier concentration is increased and the carrier mobility is reduced, while a high 
optical transmittance is retained. Moreover, the much increased surface current is found to be ∼30 
times higher than that of as deposited ITO films, according to CSAFM measurements. From AES 
and XPS analysis, it is deduced that the self-organized nanodots contain fewer oxygen atoms, i.e., 
25%∼30% reduction in the dot regions, owing to the breaking of In-O bonds. In addition, the In 3d5/2 
XPS spectra results further show that the In-In bonding state gradually appears in the fs laser-treated 
ITO films, as the number of pulses increases. Therefore, the much greater local conductivity in the 
self-organized nanodots originates from the formation of In metal-like clusters, which, in turn, leads 
to an effective increase in the volume of the nanodots, with budges of height ∼5 nm, for a 30-nm-thick 
ITO film. The work in this subsection was conducted cooperatively among the following people: Chih 
Wang, Hsuan-I Wang, Wei-Tsung Tang, Chih-Wei Luo, Takayoshi Kobayashi, and Jihperng Leu [37].
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9.1.2 Observation of an 
Excitonic Quantum 
Coherence in CdSe 
Nanocrystals

9.1.2.1 INTRODUCTION

Recent observations of electronic and/or vibronic coherences [1–4] in biological light-harvesting com-
plexes by ultrafast multidimensional spectroscopy have led to speculation that such phenomena are 
exploited to boost energy transfer efficiencies in photosynthesis [5]. Quantum coherence between elec-
tronic states manifest themselves as periodic oscillations of the electronic density with time, in which 
the modulation frequencies scale with the energy differences between the participating eigenstates [6].

The most common concept about “coherence” is the properties of wave. Because particle-matter-
duality is introduced to explain “strange properties of quantum mechanics” it was accepted in terms of 
de Broglie wave. However, even more curious “spooky” phenomenon discussed by Albert Einstein is the 
entanglement. Here this chapter is not going to discuss the problem of entanglement. Just the quantum 
“coherence” of exciton quasi “particle.” Even though exciton is a particle they can interfere among them.

Motivated by fundamental scientific interest and potential applications, studies of electronic 
coherences have also been extended to a variety of nanoscale artificial light-harvesting systems 
[7–11]. Indeed, theoretical studies have put forth the possibility of harnessing electronic quantum 
coherences to enhance the output of solar cells [12].

Among the multitude of artificial light-harvesting systems, semiconductor nanocrystals [13,14], 
also known as quantum dots (QDs), stand out due to their desirable optical properties [15] and 
relatively well-established synthetic procedures [16]. The latter allows exquisite control over the 
size and shape and hence the photophysical properties of these nanocrystals. High incident photon-
to-current conversion efficiencies of 8.55% have been demonstrated [17] by solar cells that incor-
porate QDs as the photosensitizer [18]. While the excited-state dynamics [19,20] and the coherent 
phonon phenomena [21,22] of semiconductor nanocrystals have been actively investigated, it is 
only in recent years that excitonic quantum coherence has been studied in CdSe QDs [23,24]. Two-
dimensional electronic spectroscopy (2DES) performed on zinc-blende CdSe QDs at ambient tem-
perature reveals a coherent superposition between 1Se1S3/2 and 1Se2S3/2 excitonic states, for which a 
dephasing time of 15 fs is found [23].

More recent 2DES measurements elucidate multilevel quantum coherences with dephasing times 
that extend to ∼100 fs [24]. These studies did not address the excitonic decoherence mechanism, for 
which physical insight is all the more critical given the disparate dephasing time scales reported. In 
addition, the possibility of steering coherent phonon wave packet dynamics by the excitonic coher-
ence remains unexplored.

9.1.2.2 EXPERIMENTAL

Here, femtosecond optical pump–probe spectroscopy is employed to investigate coherent excitonic 
motion associated with the 1Se1S3/2–1Se2S3/2 excitonic superposition in wurtzite CdSe QDs. In con-
trast with zinc blende CdSe QDs, it is noteworthy that excitonic coherences in the thermodynamically 
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more stable wurtzite form of CdSe have so far eluded detection [25]. Spectral signatures of excitonic 
coherence are clearly discerned from our low-temperature optical pump–probe data, from which 
an ultrafast charge migration that is mediated by excitonic quantum coherence is reconstructed. 
Results from temperature-dependent measurements are suggestive of decoherence induced by exci-
ton-acoustic phonon scattering, although the dominant contribution to decoherence is found to be 
temperature-independent. Finally, the presence of excitonic coherence is found to suppress exciton-
LO-phonon coupling, while the exciton-LA-phonon coupling is enhanced. These observations are 
supported by semiclassical ab initio molecular dynamics (AIMD) simulations.

9.1.2.3 RESULTS AND DISCUSSION

The optical absorption spectrum of the CdSe QD thin-film sample collected at 77 K is shown in 
Figure 9.1.2.1. The spectrum reveals well-resolved peaks at 2.04, 2.14, and 2.32 eV, which corre-
spond to transitions to the 1Se1S3/2, 1Se2S3/2, and 1Pe1P3/2 19 excitonic states, respectively; note that 
the background rising toward the high-energy side of the spectrum is due to Rayleigh scattering by 
the thin-film sample. The optical absorption spectrum of the CdSe QDs in toluene solution at 295 
K reveals a band edge of 1.99 eV (see Supporting Information), which suggests a mean diameter of 
6.4 nm for the CdSe QDs [26]. The mean diameter inferred from the band-edge absorption energy is 
in good agreement with that obtained from transmission electron microscopy, from which an aver-
age diameter of 6.1 ± 0.4 nm is measured (see Supporting Information).

Photoexcitation of the sample by transform-limited, broadband laser pulses of 6 fs duration and 
spectral range of 550–750 nm results in the formation of a coherent superposition of the 1Se1S3/2 and 
1Se2S3/2 excitonic states. The normalized differential transmission ΔT/T spectra obtained at 77 K 
show positive features, which correspond to ground-state bleaching and stimulated emission from the 
1Se1S3/2 and 1Se2S3/2 excitonic states, as well as negative features, which can be assigned to excited-
state absorption to the biexciton manifold [19] (see Supporting Information). Temporal oscillations in 
the time-resolved ΔT/T spectra can be assigned to coherent longitudinal-optical (LO) and longitudi-
nal-acoustic (LA) phonons, with frequencies of 208 and 18 cm−1, respectively. Inspection of the ΔT/T 
signal at short time delays (t < 100 fs) reveals an additional high-frequency, albeit short-lived oscilla-
tory component (Figure 9.1.2.2a), which is suggestive of excitonic quantum coherence.

Further analysis of the early time oscillatory signal is performed on a time trace obtained at a 
probe wavelength in the band-edge transition region where the amplitude of the coherent LO pho-
non is a minimum. In this way, the contribution of the coherent LO phonon to the signal can be 
neglected. The resultant time traces obtained at 77, 100, 120, and 140 K show that the early time 
oscillation becomes more rapidly damped with temperature (Figure 9.1.2.2b). To see this trend, 
we note that the secondary maximum of the ΔT/T signal at 40 fs time delay, apparent at 77 K (see 
arrow in the top panel of Figure 9.1.2.2b), becomes indiscernible at 140 K. Furthermore, the appear-
ance of the time trace at 295 K (bottom panel of Figure 9.1.2.2b) is qualitatively different from 

  FIGURE 9.1.2.1 Linear absorption spectrum 
of the CdSe QD thin-film sample (black line) 
and the spectra of the broadband (blue line) and 
narrowband (red line) laser pulses. The absorp-
tion spectrum can be fit to a sum of optical 
transitions to the three lowest excitonic states 
(dashed lines), in addition to Rayleigh scatter-
ing (dotted line). The spectrum of the broadband 
laser pulse excites predominantly the transitions 
to the two lowest-energy excitonic states. The 
inset shows the excitonic level diagram denoted 
by the optical transitions observed in the absorp-
tion spectrum.
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those recorded between 77 and 140 K: the monotonically decaying time trace collected at 295 K is 
consistent with the population dynamics of an incoherent ensemble of CdSe QDs. The absence of 
coherent dynamics at ambient temperature suggests decoherence within the <10 fs time resolution 
of the experiment, in agreement with the results of previous 2DES measurements [25]. To extract 
the damping times, the time traces are fit to the function

4 In 2  4 In 2 t2 
 S t( ) = 2 exp − 2 Θ ×  + +ω ϕ − τ   ( )t A .

∆ 1 2A tcos e( ) xp ( )t /  (9.1 2.1)
π∆ IRF  IRF 

  FIGURE 9.1.2.2 (a) Contour 
plot of the differential trans-
mission spectra collected as 
a function of time delay fol-
lowing excitation of 6.1 nm 
diameter wurtzite-type CdSe 
QDs at 77 K. The data reveals 
strongly damped, high-fre-
quency oscillations that are 
due to excitonic quantum 
coherence. (b) Time-resolved 
differential transmission sig-
nal was collected in the region 
of the band-edge transition for 
temperatures of 77, 100, 120, 
140, and 295 K (top to bot-
tom). The solid lines for the 
77–140 K time traces are fits 
to Eq. (9.1.2.1). The ΔT/T(t) 
time trace collected at 295 K 
is fit to a convolution of the 
instrument response function 
with exponential decay and 
an offset. The arrow in the top 
panel denotes the secondary 
maximum of the ΔT/T signal 
that is apparent at 77 K.
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which is a convolution of a damped oscillation atop a step function with a normalized Gaussian 
instrument response function of fwhm ΔIRF. In the expression, Θ(t) is the Heaviside function with 
amplitude A1, and A2, ω, ϕ, and τ are the amplitude, frequency, phase, and damping time of the 
oscillation, respectively. The fits to the time traces are shown in Figure 9.1.2.2b and the fit param-
eters ω, ϕ, and τ are summarized in Table 9.1.2.1.

The frequencies of the oscillations observed at t < 100 fs are ∼750–850 cm−1 for the range of 
temperatures employed in the experiments. In the absence of phonon modes with such high fre-
quencies, the origin of the short-lived oscillatory component can be attributed to coherent excitonic 
dynamics. This assignment is bolstered by the following observations. First, the measured oscilla-
tion frequency coincides with the ΔE ≈ 730–750 cm−1 energy separation between the 1Se1S3/2 and 
1Se2S3/2 excitonic states determined for the CdSe QD sample over the same temperature range 
(see Supporting Information). The good agreement between ΔE and ω strongly suggests that the 
observed oscillations originate from excitonic quantum beats. Second, the retrieved oscillation 
phases for all temperatures are ∼0 rad, which implies that the exciton density distribution starts its 
oscillation from an extremum, as one would intuitively expect for the excitation of coherent super-
position by transform-limited laser pulses [27,28].

A coherent superposition of excitonic states encodes the motion of exciton density. In the present 
work, a superposition of the 1Se1S3/2 and 1Se2S3/2 excitonic states yields a hole radial wave packet, 
described by the time-dependent wave function

 Ψ( )r t, e= Ψc t1 1s s( ) ( )r ixp( )− +E t1 2s s/ e c t( )ψ 2 2s s( )r ixp( )− E t /  (9.1.2.2) 

where ψ1s(r) and ψ2s(r) are the 1S3/2 and 2S3/2 hole radial wave functions with coefficients c1s(t) and 
c2s(t), respectively, and E1s and E2s are the associated eigenenergies. The hole wave functions are 
obtained from solving the Luttinger Hamiltonian that includes an additional spherical confinement 
potential [29]. The coefficients cns(t) (n = 1,2) are related to the fractional populations fns(t) of the 
1SenS3/2 states by cns(t) = [ fns(t)]1/2, where f1s(t) + f2s(t) = 1; the fractional populations are in turn deter-
mined by the spectral overlap between the sample optical absorption spectrum and the laser spectral 
density (see Supporting Information). Note that, in principle, c1s(t) and c2s(t) are time-dependent due 
to the decay of the 1Se2S3/2 excited state to the 1Se1S3/2 band-edge state with a time constant of 245 fs 
[20], as well as the further relaxation of the 1Se1S3/2 state to the ground state and/or to trap states 
[30]. The corresponding motion of the radial hole density is given by the expression

Ψ =( )r t,
2

c t2
1 ( ) Ψ +1 ( )r c

2 2 2
s s 2s s( )t rΨ2 ( )

  
+ Ψ2 cc t1 2s s( )c t( ) 1 2s s( )r rΨ −( ) os ( )E E2 1s s t t/ e  xp( )− /T12 (9.1.2.3)

where a phenomenological damping term with time constant T12 has been introduced to account for 
the decoherence between the 1S3/2 and 2S3/2 hole states. In the limit that the population dynamics are 

TABLE 9.1.2.1
Parameters Obtained from the Fit of the Early-Time Periodic Oscillation to Eq. (9.1.2.1)

Temperature (K) Frequency ω (cm−1) Phase ϕ (π rad) Damping Time τ (fs) Dephasing Time T *
12 (fs)

77 851 ± 17 0.14 ± 0.02 14.7 ± 1.2 15.8 ± 1.5

100 756 ± 21 0.07 ± 0.02 14.1 ± 1.0 15.1 ± 1.2

120 753 ± 63 0.18 ± 0.05 13.8 ± 3.8 14.7 ± 4.2

140 750a 0.13 ± 0.04 11.4 ± 2.4 11.9 ± 2.6

a Fixed to allow the fit to the oscillation frequency at 140 K was converge.
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slow compared to the decoherence time, i.e., T12 ≪ T1s, T2s, where T1s and T2s are the population decay 
time constants of the 1S3/2 and 2S3/2 hole states, respectively, c1s(t) and c2s(t) can be assumed to be 
time independent. That is, c1s(t) = c1s(0) and c2s(t) = c2s(0), where c1s(0) and c1s(0) are determined by 
the initial excitation conditions to be c1s(0) = 0.849 and c2s(0) = 0.528 (see Supporting Information). 
In this limit, the experimentally measured damping time τ corresponds to T12.

It is important to note that observations of coherent dynamics by ensemble-averaged pump–
probe measurements are complicated by inhomogeneous dephasing [31]. In the present work, inho-
mogeneity of the optical response arises primarily from the finite size dispersity of the CdSe QD 
sample. In a recent 2DES study, the influence of size dispersion was effectively eliminated by ana-
lyzing the dephasing of the zero quantum coherence at specific coherence energy, thereby yielding 
the decoherence time for only a narrow subset of QD sizes [24]. Here, we account for inhomoge-
neous dephasing by considering the normal distribution of oscillation frequencies ω = (E2s – E1s)/ℏ 
that arises from the size-dependence of E2s and E1s (see Supporting Information) [32]. According to 
our estimates, the experimentally measured T12 = 14.7 ± 1.2 fs at 77 K corresponds to a homogeneous 
dephasing time of T *

12 = 15.8 ± 1.5 fs (see Table 9.1.2.1). This result is supported by AIMD simulations 
performed on a 1.3 nm-diameter Cd33Se33 model cluster, which yield a decoherence time of 17 fs at 
77 K for the 1Se1S3/2–1Se2S3/2 excitonic superposition. While the use of a QD with smaller radius R 
in the simulations constitutes an approximation, given that higher acoustic phonon frequencies [21] 
(ω −1

a ∼ R ) and stronger electron–phonon coupling via the deformation potential [33] (S ≈ R−2) would 
predict shorter decoherence times, we note that the computed 1Se1S3/2–1Se2S3/2 energy gap of the 
model QD (0.08 eV) is similar to the experimental value of 0.09 eV. As a result, the amplitude of 
the phonon-induced fluctuations for the model QD is expected to be commensurate with that of the 
experimental system [34]. According to linear response theory [35], the computed dephasing time 
should therefore be directly comparable to the experimental results.

The experimental data can be used to reconstruct the time evolution of the hole radial distribu-
tion function (Figure 9.1.2.3).

The radial distribution function that initially peaked at a radius of 1.04 nm moves to 1.76 nm 
in 22 fs. The corresponding charge migration rate of 0.33 Å/fs is comparable to some of the fast-
est electron transfer rates inferred for strongly coupled electron donor–acceptor systems [36–38]. 
In the present work, the observed ultrafast charge migration is driven solely by excitonic quantum 

  FIGURE 9.1.2.3 Radial distri-
bution functions r2|Ψ(r, t)|2 of the 
hole density reconstructed from 
the experimental data collected 
at 77 K for the time delays (a) 
0 fs, (b) Tp/4, (c) Tp/2, (d) 3Tp/4, 
(e) Tp, and (f) 100 fs, where Tp = h/
(E2s–E1s) is the classical orbital 
period. For the CdSe QD studied 
here, Tp corresponds to 44 fs. The 
plot at 100 fs is representative of 
the asymptotic hole density. The 
radius of the QD a0 is 3.05 nm in 
the present work.
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coherence without the involvement of nuclear motion. Furthermore, because the radial distribution 
function at the moment of coherent photoexcitation is governed by the relative phases of the 1Se1S3/2 
and 1Se2S3/2 excitonic states, and as phase coherence is lost, this initial radial distribution function 
asymptotically evolves into that given by the relative populations of the 1Se1S3/2 and 1Se2S3/2 states, 
the rate of charge migration can be increased simply by reducing the decoherence time. In the present 
system, for example, the initial and asymptotic hole densities are peaked at 1.04 and 1.67 nm, respec-
tively. Hence, a shortened decoherence time of 1 fs would yield a charge migration rate of 2 Å/fs. A 
corollary to this point is that coherent charge migration can be expected as long as the initial and 
asymptotic charge density distributions are different, even when the decoherence time is ultrashort.

Examining the temperature-dependence of the excitonic decoherence provides insight into the 
decoherence mechanism. In bulk semiconductors, carrier decoherence occurs via carrier–carrier 
and carrier–phonon scattering [39,40]. In the case of semiconductor QDs, three-pulse photon-echo 
measurements reveal optical dephasing rates that scale linearly with sample temperature T [41,42]. 
In the limit kBT ≫ℏωa, where kB is the Boltzmann constant and ωa is the frequency that char-
acterizes the quasi-continuum of acoustic phonons; the linear temperature dependence suggests 
exciton–phonon scattering involving low-frequency, incoherent acoustic phonons as the domi-
nant dephasing mechanism. Such linear scaling has also been observed, for example, in the case 
of GaAs quantum wells [43], carbon nanotubes [44], and dye molecules in the condensed phase 
[45]. Within experimental error, our temperature-dependent T *

12 values follow the linear relation 
1/T *

12 (T) = Γ12(T) = Γ12(0) + aT, where Γ12(0) = 45 ± 8 ps−1 is the temperature-independent offset and 
a = 0.22 ± 0.09 ps−1 K−1 is the slope (Figure 9.1.2.4). It is evident that Γ12(0) dominates the deco-
herence rates that are obtained in the 77–140-K range, with the temperature-dependent term aT 
accounting for only ∼30% of the measured decoherence rate. This result suggests that decoherence 
of the 1Se1S3/2–1Se2S3/2 excitonic superposition in the 77–140-K temperature range is only partially 
induced by acoustic phonons. Possible origins of Γ12(0) include exciton–exciton scattering between 
the two excitonic states that comprise the superposition [46], as well as scattering that involves 
surface defects [42]. The former could be enhanced by the complex exciton fine structure of the 
wurtzite CdSe QDs [47], whereas the latter is conceivable for the ligand-capped QDs examined 
here. Finally, while we caution against the direct comparison between optical dephasing rates and 
intraband dephasing rates, which is not meaningful [48], we note that the slope a obtained from our 
experiments is ∼4 × larger than the value of a ≈ 0.06 ps−1 K−1 obtained for the optical dephasing rates 
of similar-sized CdSe QDs [42]. The origin of this discrepancy is unknown and requires a system-
atic study over a wider temperature range.

While incoherent acoustic phonons are found to participate in the decoherence of the 1Se1S3/2–
1Se2S3/2 excitonic superposition, the experimental data also reveals the influence of the excitonic 
superposition on the behavior of the coherent phonons of CdSe QDs. Two types of coherent phonon 
modes are known to exist in CdSe quantum dots [22]: the coherent LO phonon (208 cm−1) and the 

  FIGURE 9.1.2.4 Measured exci-
tonic decoherence rates (black squares) 
exhibit a linear dependence on tempera-
ture with an offset. The decoherence 
rate computed by AIMD simulations at 
77 K is also shown (red circle).
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coherent LA phonon (18 cm−1). In the present work, the ΔT/T time traces reveal that broadband 
(Figure 9.1.2.5a) and narrowband (Figure 9.1.2.5b) excitation predominantly launch the coherent 
LA and LO phonons, respectively. Further insight into the effect of the 1Se1S3/2–1Se2S3/2 superposi-
tion on the coherent phonon dynamics can be obtained from analyzing the first-moment time trace  
⟨Ω(1)(t)⟩ computed about the band-edge transition (Figure 9.1.2.5c).

The first moment ⟨Ω(1)⟩ of a differential transmission spectrum is related to the energy gap 
between the bands which are optically coupled by the probe pulse [49]. Considering the contribu-
tions from both LO and LA phonons, ⟨Ω(1)(t)⟩ can be fit into the expression

 Ω =( )1 ( )t ALO cos e( )ω ϕLOt t+ −LO xp( )/ cτ ωLO + +A tLA os( )LA ϕ τLA exp /( )−t LA  (9.1.2.4)

FIGURE 9.1.2.5 (a) ΔT/T signal as a function of time delay for a probe photon energy of 1.98 eV, obtained 
following the phase-coherent excitation of the 1Se1S3/2 and 1Se2S3/2 states. The inset shows the FFT power 
spectrum, which reveals oscillation frequencies that can be assigned to the LA and LO phonons of the CdSe 
QD. (b) ΔT/T signal as a function of time delay for a probe photon energy of 2.01 eV, obtained following the 
selective excitation of the 1Se1S3/2 state. The inset shows the FFT power spectrum, which reveals oscillation 
frequencies that can be assigned to the LA and LO phonons of the CdSe QD. (c) The spectral first moment 
computed about the band-edge transition for both broadband coherent excitation (top panel) and narrow-
band state-selective excitation (bottom panel) of the CdSe QD sample at 77 K. Note the different spans of 
the vertical scales. (d) Huang–Rhys factor SLO was obtained at different temperatures for the LO phonon. 
(e) Huang–Rhys factor SLA was obtained at different temperatures for the LA phonon. The increase in SLA 
with temperature, observed with narrowband excitation, is described by a linear fit (dashed line). (f) AIMD 
trajectories of the phonon-induced fluctuations of the E1s (black) and E2s (red) energy gaps, as well as the 
difference E2s–E1s (blue). The inset shows the FFT amplitudes of the energy gaps. The peaks at 60, 120, 170, 
and 230 cm−1 can be assigned to the TA, LA, TO, and LO phonon, respectively [81].
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where ALO, ωLO, φLO, and τLO (ALA, ωLA, φLA, and τLA) correspond to the amplitude, frequency, phase, 
and damping time of the LO (LA) phonon, respectively (see Supporting Information). To clarify the 
influence of coherent excitonic motion on coherent phonon dynamics, the first-moment time traces 
obtained with narrowband, state-selective excitation to the 1Se1S3/2 state are also recorded (Figure 
9.1.2.5c). The ⟨Ω(1)(t)⟩ traces obtained under the two different excitation conditions reveal qualitative 
differences: excitation of the 1Se1S3/2–1Se2S3/2 superposition drives predominantly the coherent LA 
phonon, whereas state-selective excitation mostly yields the coherent LO phonon.

The observed suppression of the coherent LO phonon and the enhancement of the coherent LA 
phonon can be further quantified by computing their corresponding Huang–Rhys factors Si (i = LO, 
LA) [50]. The Huang–Rhys factor characterizes the exciton–phonon coupling strengths and can be 
extracted from the ⟨Ω(1)(t)⟩ oscillation amplitude by the relation [51] Ai = 2ωiSi. Several observations 
can be made about the SLO and SLA values measured over the temperature range of 77–295 K (Figure 
9.1.2.5b and c). First, it is evident that simultaneous excitation of the 1Se1S3/2 and 1Se2S3/2 states as 
compared to state-selective excitation of only the 1Se1S3/2 state leads to a one order-of magnitude 
suppression of SLO over the entire temperature range of 77–295 K. Second, broadband excitation 
of the 1Se1S3/2 and 1Se2S3/2 states yields relatively temperature invariant SLA values, whereas a lin-
ear increase in SLA with temperature is observed for excitation of only the 1Se1S3/2 state. The latter 
observation can be rationalized in terms of a linearly increasing phonon occupation number in the 
electronic ground state with temperature, which in turn launches an excited-state vibrational wave 
packet with a larger nuclear displacement amplitude upon photoexcitation [52]. From the experi-
mental data, it can be deduced that the intrinsic Huang–Rhys factor for the LA phonon, accessed in 
the low-temperature limit and therefore independent of the phonon occupation number, is larger for 
coherent excitation of the 1Se1S3/2 and 1Se2S3/2 states than for selective excitation of the 1Se1S3/2 state.

AIMD simulations reveal that the LO-phonon-induced modulation of the E1s and E2s gaps occur 
in phase, signifying similarly signed electron-LO phonon coupling matrix elements for the 1Se1S3/2 
and 1Se2S3/2 states (Figure 9.1.2.5d). In this case, the energy difference ΔE = E2s–E1s, which encodes 
the coherent excitonic superposition, exhibits suppressed LO phonon oscillations (Figure 9.1.2.5d 
inset). In agreement with experiment, the simulation results show that phase-coherent excitation of 
the 1Se1S3/2 and 1Se2S3/2 states leads to a ~10-fold suppression of the LO phonon mode. These results 
mirror qualitatively the previously observed suppression of the radial breathing mode (RBM) coher-
ent phonon following the simultaneous excitation of the E11 and E22 transitions of single-walled car-
bon nanotubes by broadband, few-cycle laser pulses [53]. However, the AIMD simulations predict 
the suppression of the coherent LA phonon with simultaneous excitation of the 1Se1S3/2 and 1Se2S3/2 
states, even though the experimental results point to an enhancement. This contradiction between 
experiment and theory suggests the direct involvement of excitonic motion in driving the LA pho-
non, an effect that is not considered in the AIMD simulations. Intuitively, the ultrafast radial charge 
migration that is associated with the 1Se1S3/2–1Se2S3/2 excitonic superposition impulsively alters the 
electronic potential along the radial direction, which in turn triggers atomic motion along the radial 
coordinate, i.e., the coherent LA phonon is launched. The observed temperature independence of 
SLA can be attributed to the persistence of coherent charge migration even at elevated temperatures. 
Similar launching of coherent phonons by ultrafast charge transfer has been observed [54,55]. In the 
resonant coupling regime, Bloch oscillations in semiconductor quantum wells have been shown to 
drive coherent LO phonons adiabatically [56].

The direct observation of coherent valence electron motion represents one of the holy grails in 
femtochemistry and attosecond physics [27,57]. Compared to coherent exciton migration in photo-
synthetic light-harvesting complexes [1–4] or to charge migration that has been predicted for ion-
ized molecules [58–60], the relative simplicity of the electronic structure of QDs makes them an 
attractive platform for visualizing coherent electron motion. Pioneering investigations of excitonic 
coherences in zinc blende-type CdSe QDs by 2DES spectroscopy, however, yielded largely dispa-
rate compositions of the excitonic superpositions and decoherence times despite similar experi-
mental conditions [23,24]. In the present work, optical pump–probe spectroscopy performed on a 
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highly monodisperse sample of wurtzite-type CdSe QDs reveals unambiguous spectral signatures 
of quantum coherence between the 1Se1S3/2 and 1Se2S3/2 exciton states. The high signal-to-noise 
ratio afforded by our experimental data allows the first reconstruction of ultrafast charge migration 
in a nanoscale system that is driven solely by excitonic quantum coherence. We note that the charge 
migration distance can be controlled by spectral shaping of the excitation laser pulse. For example, 
photoexcitation of an equal population of the 1Se1S3/2 and 1Se2S3/2 excitonic states would extend the 
inner and outer turning points of the radial wave packet to 0.97 and 1.98 nm, respectively. Unlike 
conventional donor–acceptor charge transfer, however, it is important to note that the charge migra-
tion observed herein involves the center-of-mass motion of the hole distribution within a single 
CdSe nanocrystal, which preserves its overall electrical neutrality at all times.

9.1.2.4 CONCLUSION

The valence radial wave packet that is observed in this work is reminiscent of atomic Rydberg radial 
wave packets that were previously generated with picosecond pulses [61]. Unlike the numerous reviv-
als exhibited by Rydberg wave packets [62], however, the QD excitonic superposition is found to 
decohere within a fraction of the classical orbit period. Variable temperature measurements reveal 
that the decoherence originates predominantly from electronic factors, exciton–exciton scattering, 
exciton fine structure, and defect scattering, rather than the presence of the phonon bath. This obser-
vation suggests that efforts to achieve extended decoherence times should focus on engineering the 
excitonic structure of QDs and minimizing the number of defect sites. Another possible avenue for 
further exploration is to investigate how the decoherence of the excitonic superposition is affected by 
the presence of coherent phonons that are simultaneously generated by the excitation pulse.

Through the observation of coherent LO and LA phonons in the present work, we have eluci-
dated the effect of excitonic coherence and the associated ultrafast charge migration on the behavior 
of the phonons. This result paves way for the coherent control of atomic motion [63,64] via the 
optical manipulation of valence electron densities [65]. In addition, when applied to donor–acceptor 
motifs in which the CdSe QD serves as either the hole donor or acceptor [66,67], the ultrafast charge 
migration that occurs within the CdSe nanocrystal can potentially be harnessed to gate charge 
transfer on ultrashort time scales.

Methods: Sample Preparation. Colloidal wurtzite-type CdSe QDs are synthesized following 
the literature procedure [16] before they are dispersed in a poly(methyl methacrylate) (PMMA) 
matrix and spin-coated onto a 1.5 mm-thick fused silica window. The average diameter of the 
QDs is 6.1 nm with 6% rms dispersity, as determined by transmission electron microscopy (see 
Supporting Information). The narrow size dispersity, further evidenced by the well-resolved fea-
tures in the absorption spectrum (Figure 9.1.2.1), is critical in allowing the observation of spectral 
signatures of excitonic quantum coherence.

Detailed Information of Experimental Optical Pump–Probe Spectroscopy. The optical pump–
probe setup employs few-cycle pulses in the visible and pulseto-pulse measurements of the differ-
ential transmission spectra. The details of the apparatus can be found in Ref. [68]. For the study 
reported herein, multiphoton intrapulse interference phase scan (MIIPS) is incorporated to char-
acterize and compensate for the residual high-order dispersion of the broadband laser pulses [68], 
thereby furnishing transform-limited ∼6 fs pulses in the 550–750 nm spectral range for experiments 
(see Supporting Information). The typical excitation fluence is 0.4 mJ/cm2 and the corresponding 
average number of excitons [19] per QD is ⟨N⟩ ≈ 0.3. Fluence-dependence measurements confirm 
that the ΔT/T signal is linear in the range of excitation fluences employed in the experiments (see 
Supporting Information). Narrowband pump pulses are produced by inserting a 10 nm bandpass 
dielectric interference filter into the broadband pump beam. Pump and probe pulses are orthogo-
nally polarized to suppress contributions from scattering and coherent artifacts, which could oth-
erwise obfuscate the short-lived excitonic coherence signal. In addition, coherent artifacts from the 
PMMA matrix are eliminated by subtracting the measured response of a pure PMMA sample from 
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the signal of the QD sample (see Supporting Information) [69]. Accurate determination of time zero 
is accomplished via linear spectral interferometry between pump and probe pulses (see Supporting 
Information) [70].

Ab Initio Molecular Dynamics Simulations. The Cd33Se33 cluster with a diameter of 1.3 nm was 
constructed using bulk wurtzite lattice. Recent experiments [71] have shown that such “magic” 
size cluster is one of the smallest stable CdSe QDs that support a crystalline-like core [72,73]. 
These properties make Cd33Se33 an excellent model for studying electronic and vibrational proper-
ties of semiconductor QDs. The cluster geometry was optimized using ab initio density functional 
theory with a plane wave basis, as incorporated in the Vienna ab initio simulation package (VASP) 
[74]. The PBE functional [75] with projector-augmented-wave (PAW) pseudopotentials [76] was 
employed in a converged plane wave basis. The simulations were performed in a periodically repli-
cated cubic cell with at least 8 Å of vacuum between QD replicas. The fully optimized structure was 
then heated to the desired temperatures with repeated velocity rescaling. Three picosecond-long 
microcanonical MD trajectories were generated using the Verlet algorithm with the 1 fs time step 
and Hellmann–Feynman forces. The decoherence time was obtained with the semiclassical optical 
response formalism [35], which allows one to use the MD simulation. The pure-dephasing time is 
associated with fluctuations of the energy levels due to coupling of the electronic degrees of free-
dom to phonons. The fluctuations in the energy levels are best characterized in terms of correlation 
functions. The pure-dephasing function is defined as,

 
 D t( ) = ∆exp e( ) i t

i tω τxp E d  9
 ∫ ( ) τ  ( .1.2.5)

h 0 

where the angular brackets denote thermal averaging. The dephasing function can be approximated 
using the second-order cumulant expansion as,

 D t( ) = −exp( )g t( )  (9.1.2.6)

Where

 g t( ) 1 τ
= ∆2 ∫ ∫

t 1

d Eτ τ1 ( )∆E d( )0 τ 2 (9.1.2.7)
h 0 0

The method based on the cumulant expansion shows better numerical convergence than the direct 
expression Eq. (9.1.2.5), which involves averaging of an oscillating function. Both direct and cumu-
lant methods have shown excellent agreement with experiments for several systems [77–79]. The 
data reported here are based on the cumulant expansion. The research presented in this subsection 
was performed collaboratively among the following people: Shuo Dong, Dhara Trivedi, Sabyasachi 
Chakrabortty, Takayoshi Kobayashi, Yinthai Chan, Oleg V. Prezhdo, and Zhi-Heng Loh [80].

SUPPORTING INFORMATION

The Supporting Information is available free of charge on the ACS Publications website.
Sample characterization by TEM and variable-temperature UV/vis spectroscopy, details of laser 

pulse compression and data processing to remove artifacts and determine time-zero, fluence-depen-
dence measurements, time-resolved differential transmission spectra collected up to 5 ps time delay, 
estimation of size dispersity-induced inhomogeneous dephasing, parameters used in the construc-
tion of the hole wave functions, and fit parameters obtained from the time-domain analysis of the 
spectral first moment (PDF).



309Observation of an Excitonic Quantum Coherence

REFERENCES

 1. E. Collini, C. Y. Wong, K. E. Wilk, P. M. G. Curmi, P. Brumer, and G. D. Scholes, Nature 463, 644–669 
(2010).

 2. G. Panitchayangkoon, D. Hayes, K. A. Fransted, J. R. Caram, E. Harel, J. Wen, R. E. Blankenship, and 
G. S. Engel, Proc. Natl. Acad. Sci. U.S.A. 107, 12766–12770 (2010).

 3. E. Romero, R. Augulis, V. I. Novoderezhkin, M. Ferretti, J. Thieme, D. Zigmantas, and R. van Grondelle, 
Nat. Phys. 10, 677–683 (2014).

 4. G. D. Scholes, G. R. Fleming, A. Olaya-Castro, and R. Grondelle, Nat. Chem. 3, 763–774 (2011).
 6. G. C. Schatz and M. A. Ratner, Quantum Mechanics in Chemistry, Dover Publications, Mineola, NY 

(2002).
 7. C. A. Rozzi, S. M. Falke, N. Spallanzani, A. Rubio, E. Molinari, D. Brida, M. Maiuri, G. Cerullo, H. 

Schramm, J. Christoffers, and C. Lienau, Nat. Commun. 4, 7 (2013).
 8. A. Halpin, J. M. Johnson Philip, R. Tempelaar, R. S. Murphy, J. Knoester, L. C. Jansen Thomas, and R. 

J. D. Miller, Nat. Chem. 6, 196–201 (2014).
 9. S. M. Falke, C. A. Rozzi, D. Brida, M. Maiuri, M. Amato, E. Sommer, A. De Sio, A. Rubio, G. Cerullo, 

E. Molinari, and C. Lienau, Science 344, 1001–1005 (2014).
 10. J. Yuen-Zhou, D. H. Arias, D. M. Eisele, C. P. Steiner, J. J. Krich, M. G. Bawendi, K. A. Nelson, and A. 

Aspuru-Guzik, ACS Nano 8, 5527–5534 (2014).
 11. E. Cassette, R. D. Pensack, B. Mahler, and G. D. Scholes, Nat. Commun. 6, 6086 (2015).
 12. K. E. Dorfman, D. V. Voronine, S. Mukamel, and M. O. Scully, Proc. Natl. Acad. Sci. U.S.A. 110, 

2746–2751 (2013).
 13. M. L. Steigerwald and L. E. Brus, Acc. Chem. Res. 23, 183–188 (1990).
 14. A. P. Alivisatos, Science 271, 933–937 (1996).
 15. V. I. Klimov, Nanocrystal Quantum Dots, 2nd ed., CRC Press, Boca Raton, FL (2010).
 16. C. B. Murray, D. J. Norris, and M. G. Bawendi, J. Am. Chem. Soc. 115, 8706–8715 (1993).
 17. A. C.-H. M. Chuang, P. R. Brown, V. Bulovic, and M. G. Bawendi, Nat. Mater. 13, 796–801 (2014).
 18. P. V. Kamat, J. Phys. Chem. Lett. 4, 908–918 (2013).
 19. V. I. Klimov, J. Phys. Chem. B 104, 6112–6123 (2000).
 20. P. Kambhampati, Acc. Chem. Res. 44, 1–13 (2011).
 21. G. Cerullo, S. De Silvestri, and U. Banin, Phys. Rev. B: Condens. Matter Mater. Phys. 60, 1928–1932 

(1999).
 22. D. M. Sagar, R. R. Cooney, S. L. Sewall, E. A. Dias, M. M. Barsan, I. S. Butler, and P. Kambhampati, 

Phys. Rev. B: Condens. Matter Mater. Phys. 77, 235321 (2008).
 23. D. B. Turner, Y. Hassan, and G. D. Scholes, Nano Lett. 12, 880–886 (2012).
 24. J. R. Caram, H. Zheng, P. D. Dahlberg, B. S. Rolczynski, G. B. Griffin, A. F. Fidler, D. S. Dolzhnikov, 

D. V. Talapin, and G. S. Engel, J. Phys. Chem. Lett. 5, 196–204 (2014).
 25. G. B. Griffin, S. Ithurria, D. S. Dolzhnikov, A. Linkin, D. V. Talapin, and G. S. Engel, J. Chem. Phys. 

138, 014705 (2013).
 26. W. W. Yu, L. Qu, W. Guo, and X. Peng, Chem. Mater. 15, 2854–2860 (2003).
 27. E. Goulielmakis, Z.-H. Loh, A. Wirth, R. Santra, N. Rohringer, V. S. Yakovlev, S. Zherebtsov, T. Pfeifer, 

A. M. Azzeer, M. F. Kling, S. R. Leone, and F. Krausz, Nature 466, 739–737 (2010).
 28. J. Li, Z. Nie, Y. Y. Zheng, S. Dong, and Z.-H. Loh, J. Phys. Chem. Lett. 4, 3698–3703 (2013).
 29. K. E. Knowles, E. A. McArthur, and E. A. Weiss, ACS Nano 5, 2026–2035 (2011).
 30. A. L. Efros, Phys. Rev. B: Condens. Matter Mater. Phys. 46, 7448–7458 (1992).
 31. K. M. Pelzer, G. B. Griffin, S. K. Gray, and G. S. Engel, J. Chem. Phys. 136, 164508 (2012).
 32. D. J. Norris and M. G. Bawendi, Phys. Rev. B: Condens. Matter Mater. Phys. 53, 16338–16346 (1996).
 33. T. Takagahara, Phys. Rev. Lett. 71, 3577–3580 (1993).
 34. A. V. Akimov and O. V. Prezhdo, J. Phys. Chem. Lett. 4, 3857–3864 (2013).
 35. S. Mukamel, Principles of Nonlinear Optical Spectroscopy, Oxford University Press, New York (1995).
 36. J. B. Asbury, E. Hao, Y. Q. Wang, H. N. Ghosh, and T. Q. Lian, J. Phys. Chem. B 105, 4545–4557 (2001).
 37. G. Benkö, J. Kallioinen, J. E. I. Korppi-Tommola, A. P. Yartsev, and V. Sundström, J. Am. Chem. Soc. 

124, 489–493 (2002).
 38. W. R. Duncan, W. M. Stier, and O. V. Prezhdo, J. Am. Chem. Soc. 127, 7941–7951 (2005).
 39. F. Rossi and T. Kuhn, Rev. Mod. Phys. 74, 895–950 (2002).
 40. J. Shah, Ultrafast Spectroscopy of Semiconductors and Semiconductor Nanostructures, Springer, 

Berlin, Heidelberg (2013).



310 Ultrashort Pulse Lasers and Ultrafast Phenomena

 41. R. W. Schoenlein, D. M. Mittleman, J. J. Shiang, A. P. Alivisatos, and C. V. Shank, Phys. Rev. Lett. 70, 
1014–1017 (1993).

 42. D. M. Mittleman, R. E. Schoenlein, J. J. Shiang, V. L. Colvin, A. P. Alivisatos, and C. V. Shank, Phys. 
Rev. B: Condens. Matter Mater. Phys. 49, 14435–14447 (1994).

 43. L. Schultheis, A. Honold, J. Kuhl, K. Kohler, and C. W. Tu, Phys. Rev. B: Condens. Matter Mater. Phys. 
34, 9027–9030 (1986).

 44. M. W. Graham, Y.-Z. Ma, A. A. Green, M. C. Hersam, and G. R. Fleming, J. Chem. Phys. 134, 034504 
(2011).

 45. C. J. Bardeen, G. Cerullo, and C. V. Shank, Chem. Phys. Lett. 280, 127–133 (1997).
 46. M. R. Salvador, P. Sreekumari Nair, M. Cho, and G. D. Scholes, Chem. Phys. 350, 56–68 (2008).
 47. C. Y. Wong and G. D. Scholes, J. Phys. Chem. A 115, 3797–3806 (2011).
 48. S. Mukamel, J. Phys. Chem. A 117, 10563–10564 (2013).
 49. W. T. Pollard, S. Y. Lee, and R. A. Mathies, J. Chem. Phys. 92, 4012–4029 (1990).
 50. K. Huang and A. Rhys, Proc. R. Soc. London, Ser. A 204, 406–423 (1950).
 51. M. Lax, J. Chem. Phys. 20, 1752–1760 (1952).
 52. A. T. N. Kumar, F. Rosca, A. Widom, and P. M. Champion, J. Chem. Phys. 114, 701–724 (2001).
 53. Z. Nie, R. Long, J. Li, Y. Y. Zheng, O. V. Prezhdo, and Z.-H. Loh, J. Phys. Chem. Lett. 4, 4260–4266 

(2013).
 54. P. Tyagi, R. R. Cooney, S. L. Sewall, D. M. Sagar, J. I. Saari, and P. Kambhampati, Nano Lett. 10, 

3062–3067 (2010).
 55. L. Dworak, V. V. Matylitsky, M. Braun, and J. Wachtveitl, Phys. Rev. Lett. 107, 247401 (2011).
 56. T. Dekorsy, A. Bartels, H. Kurz, K. Kohler, R. Hey, and K. Ploog, Phys. Rev. Lett. 85, 1080–1083 

(2000).
 57. F. Krausz and M. Ivanov, Rev. Mod. Phys. 81, 163–234 (2009).
 58. A. L. Kuleff, J. Breidbach, and L. S. Cederbaum, J. Chem. Phys. 123, 044111 (2005).
 59. F. Remacle and R. D. Levine, Proc. Natl. Acad. Sci. U.S.A. 103, 6793–6798 (2006).
 60. S. Lünnemann, A. L. Kuleff, and L. S. Cederbaum, J. Chem. Phys. 129, 104305 (2008).
 61. A. Ten Wolde, L. D. Noordam, A. Lagendijk, and H. B. V. van den Heuvell, Phys. Rev. Lett. 61, 2099–

2101 (1988).
 62. J. A. Yeazell, M. Mallalieu, and C. R. Stroud, Phys. Rev. Lett. 64, 2007–2010 (1990).
 63. A. Assion, T. Baumert, M. Bergt, T. Brixner, B. Kiefer, V. Seyfried, M. Strehle, and G. Gerber, Science 

282, 919–922 (1998).
 64. E. M. Grumstrup, J. C. Johnson, and N. H. Damrauer, Phys. Rev. Lett. 105, 257403 (2010).
 65. F. Lepine, M. Y. Ivanov, and M. J. Vrakking, J. Nat. Photonics 8, 195–204 (2014).
 66. R. Costi, A. E. Saunders, and U. Banin, Angew. Chem., Int. Ed. 49, 4878–4897 (2010).
 67. K. Wu, H. Zhu, and T. Lian, Acc. Chem. Res. 48, 851–859 (2015).
 68. Z. Nie, R. Long, L. Sun, C. Huang, J. Zhang, Q. Xiong, D. W. Hewak, Z. Shen, O. V. Prezhdo, and Z.-H. 

Loh, ACS Nano 8, 10931–10940 (2014).
 69. A. L. Dobryakov, S. A. Kovalenko, and N, P. Ernsting, J. Chem. Phys. 119, 988–1002 (2003).
 70. C. Dorrer, N. Belabas, J. P. Likforman, and M. Joffre, J. Opt. Soc. Am. B 17, 1795–1802 (2000).
 71. A. Kasuya, R. Sivamohan, Y. A. Barnakov, I. M. Dmitruk, T. Nirasawa, V. R. Romanyuk, V. Kumar, 

S. V. Mamykin, K. Tohji, B. Jeyadevan, K. Shinoda, T. Kudo, O. Terasaki, Z. Liu, R. V. Belosludov, V. 
Sundararajan, and Y. Kawazoe, Nat. Mater. 3, 99–102 (2004).

 72. A. Puzder, A. J. Williamson, F. Gygi, and G. Galli, Phys. Rev. Lett. 92, 217401 (2004).
 73. S. Kilina, S. Ivanov, and S. Tretiak, J. Am. Chem. Soc. 131, 7717–7726 (2009).
 74. G. Kresse and J. Furthmüller, Phys. Rev. B: Condens. Matter Mater. Phys. 54, 11169–11186 (1996).
 75. J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865–3868 (1996).
 76. G. Kresse and D. Joubert, Phys. Rev. B: Condens. Matter Mater. Phys. 59, 1758–1775 (1999).
 77. B. F. Habenicht, H. Kamisaka, K. Yamashita, and O. V. K. Prezhdo, Nano Lett. 7, 3260–3265 (2007).
 78. A. B. Madrid, K. Hyeon-Deuk, B. F. Habenicht, and O. V. Prezhdo, ACS Nano 3, 2487–2494 (2009).
 79. Z. Guo, B. F. Habenicht, W.-Z. Liang, and O. V. Prezhdo, Phys. Rev. B: Condens. Matter Mater. Phys. 

81, 125415 (2010).
 80. S. Dong, D. Trivedi, S. Chakrabortty, T. Kobayashi, Y. Chan, O. V. Prezhdo, and Z.-H. Loh, Nano Lett. 

10, 6875–6882 (2015).
 81. F. Widulle, S. Kramp, N. M. Pyka, A. Göbel, T. Ruf, A. Debernardi, R. Lauck, and M. Cardona, Phys. 

B 263–264, 448–451 (1999).



Section 9.2

1D CNT



https://taylorandfrancis.com


313

9.2.1 Coherent Phonon 
Generation in 
Semiconducting  
Single-Walled Carbon 
Nanotubes Using a  
Few-Cycle Pulse Laser

9.2.1.1  INTRODUCTION

Single-walled carbon nanotubes (SWNTs), with unique mechanical, electronic and optical proper-
ties, enable groundbreaking applications in nanoelectronics and photonics. Their one-dimension-
ality provides a playground for studying the dynamics of confined electrons and phonons and their 
interplay [1–4]. Recently, many efforts have been made to investigate the coherent lattice vibrations 
(phonon) in SWNTs by coherent phonon (CP) spectroscopy via femtosecond pump–probe tech-
niques [5–14]. Extensive studies were made on the mechanism of the spectroscopic appearance of 
the CP generation. It is argued that the coupling of the phonon modes to the electronic structure 
results in the modulations of the difference absorbance [5–14]. The vibrations of radial breathing 
mode (RBM) were explained as ultrafast modulations of optical constant at frequency ωRBM due to 
band gap (Eg) oscillations induced by the change of the diameter Φd (Eg∝1/Φd). It is claimed that 
the photon energy dependence of the CP signal shows a derivative-like behavior [6–8]. However, as 
described later discussion in the present paper the agreement of the probe wavelength dependence 
of the RBM amplitude is not good enough to support the explanation. The problem in the previous 
papers discussing the origin of the real-time vibration (phonon) signal associated with the modula-
tion of the electronic (excitonic) transitions based on the experiments was caused by a relatively 
smaller number of probe energies, which made the argument on the mechanism ambiguous due 
to the limited the precise acquisition of complete dependence signal of vibrational amplitudes on 
probe photon energy.

Here, we report on the use of resonant 7.1-fs visible pulses to generate and detect CPs in SWNTs. 
We probed 128 different wavelengths simultaneously by using a detection system composed of a 
polychromator and a multichannel lock-in amplifier. We separately observed four semiconducting 
chiral systems without ambiguity and obtained abundant data points of the probe photon energy 
dependence of the phonon amplitudes for RBMs, which allow an in-depth study of the origin of the 
CP generation in SWNTs further. Since the process of pump–probe experiment is the third-order 
nonlinear process, the effects of the real and imaginary parts of the third-order susceptibility on 
the modulation of the probed absorbance change are fully discussed. The probe photon energy-
dependent amplitude profiles are discussed with respect to the mechanism of the modulation of 
excitonic transition probability.

DOI: 10.1201/9780429196577-48
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9.2.1.2  EXPERIMENTAL DETAILS

The SWNT sample was prepared by CoMoCat method [15–17]. The pump and probe light 
sources were from the non-collinear parametric amplifier (NOPA). The pump source of this 
system is a commercially supplied regenerative amplifier (Spectra Physics, Spitfire). The cen-
tral wavelength, pulse duration, power of the output, and repetition rate of this amplifier were 
800 nm, 50 fs, 740 mW, and 5 kHz, respectively. With the use of a compression system composed 
of a pair of prisms and a pair of chirped mirrors, the system supported a pulse with a pulse dura-
tion of 7.1 fs with constant spectral phase, indicating that the pulses are nearly Fourier-transform 
limited. The energy of the pump is 32 nJ. The probe pulse energy is five times weaker than the 
pump pulse.

The polarization of the pump and probe beams are parallel to each other. In the pump–probe 
experiment, signal was spectrally dispersed with a polychromator (JASCO, M25-TP) over 128 pho-
ton energies (wavelengths) from 1.71 to 2.36 eV (722–524 nm). It was detected by 128 sets of ava-
lanche photodiodes and lock-in amplifiers with a reference from an optical chopper intersecting the 
pump pulse at the 2.5-kHz repetition rate. Details about our 7.1-fs pump-probe experimental setup 
and working principle of the techniques are described elsewhere [18,19].

9.2.1.3  RESULTS AND DISCUSSION

9.2.1.3.1  stationary absorPtion sPeCtrUM of the saMPle anD laser sPeCtrUM

Figure 9.2.1.1a shows the stationary absorption spectrum of SWNTs with the relevant chirality 
assignments [15]. The assignments of some absorption bands might be uncertain since they might 
be shared by more than one type of tube because of their finite spectral widths. The broadband visi-
ble laser spectrum is resonant with the second exciton transitions (E22) of the tubes in the 1.712.36 eV 
range. For the analysis of the real-time data in the latter part of this paper, the absorption spectrum 
was fitted by the sum of five dominant Voigt functions, which are the convolution of the Gaussian 
and Lorentzian functions at 2.17, 2.08, 1.91, 1.84, and 1.78 eV corresponding to (6,5), (6,4), (7,5), 
(8,3), and (9,1) tubes, respectively. The properties of tubes (9,1) will not be discussed here due to 
their weak absorption. The absorbed laser spectrum for different chiralities is also calculated, as 
shown in Figure 9.2.1.1b, which is defined later by the difference in the spectrum between the probe 
light before and after passing through the sample. The application of the absorbed spectrum will 
be further discussed later for successful fitting the experimental probe photon energy-dependent 
amplitude profiles.

9.2.1.3.2  tWo-DiMensional (2D) real-tiMe sPeCtra anD exaCt Chirality assiGnMent

Two-dimensional (2D) difference absorption ΔA (Epr, t) was represented in Figure 9.2.1.2a, showing 
clear oscillations in ΔA amplitude with time as stripe-like structures. The Fourier transform (FT) 
of the ΔA time traces is shown in Figure 9.2.1.2b. This plot identifies two well-known dominant 
vibrational modes [5]: RBMs at 250–350 cm−1 (95–133 fs) and G modes at 1587 cm−1 (21 fs), gener-
ated by impulsive excitation with pulse duration (7.1 fs) much smaller than vibrational periods. The 
vibrations with frequencies from 360 to 1525 cm−1 are disregarded here since they are too weak to 
be resolved. The probe photon energy dependence of vibrational amplitudes is well displayed for 
RBMs. According to the results previously reported, the four dominant symmetric double-peak 
structures, as indicated by the two-way arrows, should follow the first derivative of electronic reso-
nances [6–8]. The middle dip for each structure should correspond to the E22 transitions for relevant 
chiralities since the oscillation becomes minimal at resonance. And then, bearing in mind that the 
Raman shifts for different RBMs should theoretically correspond to their phonon frequencies in 
the CP spectra, chirality assignments for four chiralities (6,4), (6,5), (7,5), and (8,3) can be achieved 
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exactly, since only these specific type of tubes can fulfill the above frequency and resonance con-
ditions simultaneously for each mode. For the G mode vibrations, however, the amplitude profiles 
overlap together for different chiralities and cannot be distinguished because the axial G+-mode is 
known to be insensitive to the diameter and chirality of SWNTs [5]. 

9.2.1.3.3  Probe Photon enerGy DePenDent aMPlitUDe Profiles

In previous reports studying the CPs in SWNTs, the probe photon energy (or wavelength) depen-
dence of the RBM amplitudes was compared with the first-derivative of the relevant absorptions 
and it was claimed that the close resemblance between the amplitude profiles to the derivative is the 

  FIGURE 9.2.1.1 (a) Laser spectrum 
(blue line) and stationary visible absorp-
tion spectrum of SWNTs (red line) after 
subtracting the weak background and 
its Voigt fitting profiles (green lines), 
illustrating individual E22 absorption 
components in 1.72.4 eV spectral range. 
The chirality assignments are shown 
together. (b) Absorbed spectra, defined 
by the difference in the spectrum 
between the probe light before and after 
passing through the sample, for differ-
ent chiralities. (For interpretation of the 
references to color in this figure legend, 
the reader is referred to the web version 
of this article.)
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verification of the wavepacket motion [6–8]. However, the results of fitting analyses are far from the 
sufficient agreement and the exact mechanism of the wavepacket motion has not been investigated 
in detail.

It is well known that the wavefunction of the electronic state can be factorized into the electronic 
part and vibrational part under the Born–Oppenheimer approximation, ψ ( )Q q, ,= φ χ( )Q q ( )Q , 
where φ ( )Q q,  and χ ( )Q  represent wavefunctions of the electrons and nuclei, respectively. Usually 
Franck–Condon approximation given below is good enough to formulate the time dependence of 

  FIGURE 9.2.1.2 (a) 2D dis-
play of ΔA (Epr, t) as functions 
of probe photon energy, Epr, 
and probe delay time, t. The 
black curves are related to 
the zero-change lines in the 
absorbance (ΔA = 0). (b) 2D 
coherent phonon spectra in 
the spectral range of 1.72.4 eV. 
The chirality assignments of 
RBMs are shown together. 
The dotted crisscrossing lines 
show the relevant vibrational 
frequencies and resonance 
energies corresponding to 
RBMs. The two-way arrows 
indicate the double-peak 
structure in the amplitude pro-
file of RBMs.
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the transition probability with the frequency of CP in case without anharmonicity. Following the 
Franck–Condon principle, dipole transition under the Condon approximation is given by

Ψ Ψ1 2( )Q q, eq ,( )Q q
Q q,

 ≈ Φ Φ1 2( )Q q, eq ,( )Q q χ ( )Q  (9.2.1.1)
q Q

≈ Φ Φ1 0( )Q q, eq ,2 0( )Q q χ χ( )Q Q
q

( )
Q

The Franck–Condon factor, < >χ χ( )Q Q( ) Q i=< ∑ c Qχ χi jc Qj Q>  gives the time depen-
i

( )∑ j
( )

dence of the transition probability with the frequency of CP in case without anharmonicity. Then 
the change of the transition probability due to the wave-packet motion cannot be simply described 
by the smooth motion of the wave-packet along the corresponding normal mode [20]. The observed 
spectral shift described by the derivative-type dependence caused by small smooth shift is due to 
phase modulation of the probe light by the wavepacket motion. This is in principle related to the real 
part of the third-order susceptibility on the absorption difference. In this case at fixed probe energy, 
this effect translates into an amplitude modulation via a probe pulse spectral change induced by the 
cross-phase modulation mechanism [21,22]. This mechanism in effect results from the refractive 
index change caused by the deformation of the lattice/molecular configuration during the coher-
ent lattice/molecular vibrations. The refractive index change then introduces the linear shift of the 
probe energy. Therefore the signal can be simply approximated with the spectral (linear) shift of the 
probe pulse induced by cross-phase modulation (XPM), and the probe energy dependence of pho-
non amplitude follows the first-derivative of the electronic resonance (denoted by derivative-type 
hereafter), in consistent with the first-derivative analysis as reported recently [6–8]. The meaning of 
XPM is described as follows.

Pump laser vibronically excites the system (in this case CNT). Due to Franck–Condon principle, 
the molecular configuration excited is deviated from the most stable structure in the ground state 
and hence starts to vibrate along the vibronic hypersurface of this vibronic (both excited in elec-
tronic state and vibration level) state. The real-time change of the vibronic spectrum of the state 
is coupled to the refractive index change (modulation) corresponding to the modulational phase 
change (cross phase change, XPM).

The probe photon energy dependence of the vibrational amplitude of RBMs for three chirali-
ties is plotted in Figure 9.2.1.3a–c, which is obtained by cutting through the 2D FT power spectra 
at the relevant central frequencies and then taking the square roots. We firstly performed the 
fitting of the amplitude profiles (black lines) with the first derivative of the relevant absorption 
components (gray lines) for different chiralities, as shown in the top panels in Figure 9.2.1.3. Each 
of the corresponding absorption components is obtained by the spectral deconvolution of the 
stationary absorption spectrum by Voigt fitting in Figure 9.2.1.1. Similar to the results reported 
in literature [8], the typical two-peak structure, which is expected by the first-derivative depen-
dence, cannot be well fitted, even after slightly modifying the absorption components by second-
derivative to improve the disagreement between the absorption spectra and the fitted spectra. 
There are always substantial deviations in the valley-dip positions in the spectra of the probe 
photon energy dependence and the first derivative of the absorptions, and the line shapes between 
the derivatives and the amplitudes cannot agree well with each other. A similar phenomenon was 
also reported for chirality (6,5) in highly enriched samples when the amplitude dependence was 
fitted by the first derivative profile [8]. Considering that the line shape of the laser spectrum can 
affect the actual acquisition of laser energy, we further compared the amplitudes with the deriva-
tive of the absorbed laser spectrum (red lines), defined later as the spectral distribution of the 
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 V ( )ω ωprobe = −C aS v( )probe a( )ω ωprobe −  (9.2.1.2.1a)

 VAS ( )ω ωprobe = −C as v( )probe a( )ω ωprobe +  (9.2.1.2.1b)

A ( )ω ω − ( )ωa probe
probe = −L ( )probe ( )1 10  (9.2.1.2.2)

FIGURE 9.2.1.3 Probe photon energy-dependent RBM amplitudes (AP, black lines) for (a) (6,4), (b) (6,5), 
and (c) (8,3) tubes, fitted with the first-derivative type (FD, gray lines), the absorbed laser spectra (FD, red 
lines), the difference-type only (D, green lines), and the sum of FD and D (FD + D, blue lines) with relevant 
contributions, respectively. The arrows indicate the side bands. In the bottom columns, the original FD (red 
lines) and D (green lines) lines are plotted together before taking absolute value to show their correspond-
ing contributions to the vibrational amplitudes. The amplitude profile of (7,5) is not studied here since it is 
very weak.

laser photon absorbed by the sample. In this case, it seems the line-shape fitting is improved, but 
large deviations in the valley-dip positions in the probe-dependent spectra remain substantially 
large. Especially, the side bands, as indicated by the arrows in Figure 9.2.1.3, are already outside 
of the range of the resonance energy distributions. They cannot be well fitted in any case, as just 
inferred from the first-derivative calculation. More interestingly, we found the energy difference 
between the side bands and each one of the peaks in the double-band structure is always of an 
integral number of the relative RBM frequencies. This observation brought us to further take into 
account the Raman interaction contributions between the probe pulse and the coherent vibrations 
[21,22], as discussed below.

Because of the Kramers–Kronig relations, the effect of the imaginary part (denoted by difference-
type hereafter) is also taking place, which is essentially the Raman gain/loss process induced by 
the energy exchange between the CPs and the probe optical field, according to the relation, ΔA(ω, τ)  
∝ –Im[P(3)(ω, τ)/E (3)

probe(ω, τ)], where P (ω, τ) is the nonlinear polarization induced by pump and 
probe pulses, and Eprobe(ω, τ) is the electronic field of the optical probe pulse. In this process, the 
probe optical field is alternately deamplified and amplified in corresponding transitions depending 
on the phase change of the vibrations. So the FT power spectral shapes are considered to depend on 
the spectral distribution of the laser photons absorbed by the sample. For quantitative discussion, 
the probe photon energy dependence of vibrational amplitude V(ωprobe) can be phenomenologically 
described by
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where CS and CAS are proportionality constant, corresponding to the cases of pump/Stokes and 
pump/anti-Stokes interactions, respectively, α(ωprobe) is the absorbed laser spectrum at ωprobe, the 
optical frequency of probe light, ωv is the molecular vibration frequency, L(ωprobe) is the laser 
spectrum and A(ωprobe) is the absorbance of the sample at ωprobe. The interaction between the CP 
and probe optical field can be between the first (anti-) Stokes beam and the absorbed beam and 
also can be between higher-order (anti-) Stokes beams. Based on the analysis above, the ampli-
tude profiles can be fitted with the absolute difference between the absorbed photon energy dis-
tribution and the distribution shifted by the amount of vibration frequency (denoted by difference 
type). The difference-type fitting is displayed in the middle panels of Figure 9.2.1.3. In the fitting, 
the π-phase jump between the neighboring contributions was taken into account. Including the 
Raman contributions, the fitting is obviously improved very much, except for those of the valley-
dip positions, which thus means the good fitting cannot be achieved only with the mechanism of 
either difference-type or derivative-type mechanism. Considering that the effect of the real part 
can play roles simultaneously with the imaginary part, we continued to perform the fitting with 
the sum contributions of the two types of mechanisms with adjustable parameters of the relative 
amount of contributions. As shown in the bottom panels of Figure 9.2.1.3, we finally achieved the 
fitting perfectly.

The sum contributions (blue lines) of the two types of mechanisms for different RBMs is dem-
onstrated by adjusting the parameters of the relative amount of contributions from different fitting 
origins, derivative type (red lines) and difference-type (green lines), before taking absolute values. 
Thus, in contrast to the results reported in literature recently [6–8], in which the intensity of the 
RBM mode was poorly fitted to the first-derivative of the corresponding absorption of the chiral 
species due to spectral change associated with the wavepacket motion, the fitting results here indi-
cate that the real and the imaginary parts of the third-order susceptibility can both contribute to the 
modulation of the absorbance change, and the latter is also a dominant contributor to the modulation 
of the difference absorbance.

9.2.1.4  CONCLUSION

We separately observed four RBM systems without ambiguity in CoMoCat grown SWNTs by using 
a 7.1 fs broadband visible pulse and an ultrahigh sensitive detection system [23]. The amplitude pro-
files of RBMs can be fitted perfectly by the sum of the first derivative of the absorption due to the 
real part of the susceptibility and the difference absorption due to the imaginary part induced by a 
Raman gain/loss process with adjustable contributions. The imaginary part can also be a dominant 
contributor in the modulation of difference absorbance. The Raman process is explained in terms 
of the energy exchange between coherent phonons and probe optical field. The research described 
here in this subsection was conducted cooperatively by the following people: T. Kobayashi, Z. Nie, 
J. Du, H. Kataura, Y. Sakakibara, and Y. Miyata [23].
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9.2.2 Electronic Relaxation 
and Coherent 
Phonon Dynamics in 
Semiconducting Single-
Walled Carbon Nanotubes 
with Several Chiralities

9.2.2.1  INTRODUCTION

Extensive studies have been carried out on carbon nanotubes (CNTs) following their discovery by 
Iijima in 1991 [1]. Nanostructured carbon materials include fullerenes, peapods, graphene, and CNTs. 
Single-walled carbon nanotubes (SWNTs) with one-dimensional nanostructures have unique mechani-
cal, electronic, and optical properties [2–4]. In particular, depending on their chirality, they can exhibit 
either metallic or semiconducting characteristics [5]. In addition, their one-dimensional nature, which is 
similar to materials such as conjugated polymers [6,7], provides a playground for studying the dynam-
ics of confined electrons and phonons [8–11]. Similar to conjugated polymers, SWNTs exhibit unique 
vibronic and exciton-phonon couplings [12,13]. Theoretical and experimental studies have revealed a 
variety of phonon-assisted peaks, suggesting strong exciton-phonon coupling [14–18], which is often 
at the heart of many important phenomena in condensed matter physics. Although exciton-phonon 
coupling in SWNTs is usually studied by Raman spectroscopy [19–23], it is only a sensitive probe 
of ground-state vibrations. Recently, efforts have been made to investigate coherent lattice vibrations 
(phonons) in SWNTs by coherent phonon (CP) spectroscopy via femtosecond pump-probe techniques, 
which can also enable direct measurement of time-domain CP dynamics in excited states [24].

There are two methods of studying the vibrational dynamics in condensed matter. One is in the 
frequency domain, and the other is in the time domain. The former techniques are more common 
and include time-resolved Raman scattering or infrared absorption. The latter technique is real-
time vibrational spectroscopy, which is used to obtain information about the amplitudes of vibra-
tion through modulation of the electronic transition probabilities. Information can also be obtained 
about the vibronic coupling strengths and dynamics of the vibrational modes in both the ground 
and excited electronic states. In this manner, the relaxation of electronic states and the dynamics 
of vibrational levels can both be studied using the same experimental equipment under exactly the 
same conditions. The real-time vibrational spectroscopy has been used for many different molecu-
lar, bimolecular, polymer, and biopolymer systems [25–27].

CP dynamics in SWNTs have been studied by several groups using the impulsive excitation 
method [24,28–36]. However, there are the following three important subjects(Of course s is 
needed.) that need to be addressed.

 1. The first is the mechanism of the CP generation, which is related to coupling between 
phonon modes and the electronic structure, resulting in modulation of the probed differ-
ence absorbance. Using a tunable laser with a 50-fs pulse duration, Lim et al. observed 
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radial breathing mode (RBM) vibrations [28]. The oscillations in the probe transmittance 
were found to be the result of ultrafast modulation of the optical constants at a frequency 
ωRBM due to bandgap (Egap) oscillations coupled with periodical change (modulation) of the 
SWNT diameter d (Egap ∝ 1/d). It was claimed that the photon energy dependence of the CP 
signal shows the first-derivative behavior. Subsequently, Kim et al. [29] and Luer et al. [32] 
drew similar conclusions in their investigations of chiral SWNTs using other experimental 
schemes. These papers suggested that the CPs induced by femtosecond visible or near-
infrared pulses are in the ground states. However, impulsive excitation can also generate 
CPs in excited states when the femtosecond pulse is resonant with the electronic transition 
[24,28–38].

 2. The second concern is that there has been no discussion of the effects of modulation of the 
phase of the light field, as opposed to that of the molecular vibrations, due to the periodic 
change in the refractive index of the material. Rapid modulation of the refractive index 
by molecular vibrations can lead to a spectral shift, leading to spectral changes in the 
probe due to molecular phase modulation (MPM), which is similar in concept to self-phase 
modulation [39] and cross-phase modulation [40].

 3. The third issue is that energy exchange between CPs and the optical field of the probe has 
not been fully considered. Probe photons with energies higher and lower than some specific 
spectral component can interact simultaneously with CPs, resulting in a complicated depen-
dence of the CP signal on the probe energy. For example, in the study of Lim et al. in 2006 
[28] the probe photon energy dependence of the CP signal was investigated using broad probe 
bandwidths (25 nm or more), and the spectral shape was compared with the absolute value of 
the first derivative of the absorption spectrum. Although they concluded that the two spectral 
shapes were similar, their results showed that the CP amplitude profile was much steeper than 
the derivative-based profile, explained in terms of a band-gap oscillation that induces a shift 
in the transition absorption spectrum. The separations between the two inflection points and 
between the two peaks in the CP amplitude are calculated to be about 40 and 70 meV, respec-
tively, using Figure 9.2.2.5 of the paper [28]. The two inflection points and the two derivative 
peaks should be coincident if the spectral shift is the origin of the oscillating signal. In fact, 
the two values differ by a factor of more than 1.7 times, and thus the real-time traces cannot 
simply be explained by the spectral shift mechanism. In 2009, Kim et al. [29] studied CNTs by 
selectively exciting CPs for RBMs in SWNTs using a pulse shaping technique and measured 
the probe photon energy dependence of the amplitudes in the same way as Lim et al.

From Figure 9.2.2.4 in Ref. [29], it can be easily seen that the full width at half-maximum (FWHM) 
of the photoluminescence excitation profile corresponding to the absorption spectrum is ∼55 meV, 
while that of the reconstructed spectrum calculated from the CP excitation profile is ∼125meV, 
which is more than twice as large. In the same year, Luer¨ et al. [32] used sub-10-fs visible pulses 
and a broadband detector to obtain a nearly continuous spectrum of the probe wavelength depen-
dence of the CP amplitude and phase, based on the time-dependent wave-packet theory of Kumar 
et al. [41,42]. The positions of the low- and high-energy peaks and the valley bottom of the modula-
tion depth were found to be 564, 589, and 575 nm, respectively, compared with values of 562, 579, 
and 571 nm obtained from simulations, as shown in Figure 9.2.2.5a of their paper [30]. The half-
widths of the CP amplitude spectrum and of the first-derivative profiles were estimated to be 25 and 
17 nm, respectively, from the data of their paper [30]. Thus, the deviation is as large as almost 50%, 
which is particularly noticeable if the data are displayed on top of each other in the same graph.

The solution to all of these problems is to clarify the mechanism of CP generation in SWNTs. 
This will aid in the development of new applications of CNTs in optical devices such as capillary 
containers for small molecules.

In addition, the bond length change associated with CPs results in photoinduced reactions, such 
as the opening and fragmentation of the end caps of CNTs [43–45]. Such fragmentation is induced 
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by structural transformations triggered by femtosecond laser excitation [43–45]. Dumitrica et al. 
[43,44] demonstrated the possibility of selectively opening a nonequilibrium cap of a CNT after 
femtosecond excitation. Ultrafast bond weakening and simultaneous excitation of two CP modes 
with different frequencies, localized in the spherical caps and in the cylindrical nanotube body, are 
responsible for the selective cap opening. The nanotube radius initially increases due to the induced 
RBM deformation triggered by the exciton-phonon coupling and then decreases followed by the 
oscillatory behavior. When the radius becomes larger than that of the enlarged spherical cap at the 
end of the CNT, bond breaking takes place, causing the cap to open. This photoinduced cap open-
ing is a serious problem for CNT applications because of photostability and robustness issues, as 
well as for applications involving encapsulation and decapsulation of chemicals in CNTs. The initial 
phase of the coherent vibrations, particularly the vibrations of RBMs, affects the cap opening. The 
importance of coherent vibrational modes has been discussed for molecular systems in solution or 
solid materials including CNTs. For solutions, the mechanism of coherent vibration during a chemi-
cal reaction was studied for various molecules [46,47].

In the present paper, we report a detailed pump-probe study of CPs in SWNTs using sub-10-fs 
visible pulses. Although many chiral systems coexist in the sample, we can distinguish four differ-
ent semiconducting systems because of the large bandwidth of the short pulse, extending from the 
visible to the near-infrared, and because of our sensitive broadband detection system. Consequently, 
we obtain abundant information about the probe photon energy dependence of the phonon ampli-
tudes of the RBMs, leading to an understanding of CP generation. The probe photon amplitude 
profiles are analyzed in terms of the modulation of the excitonic transition probabilities. Since the 
signal from the pump-probe experiment is generated in a third-order nonlinear (NL) process, the 
real and imaginary parts of the NL susceptibility can both play roles. The effects of the CPs on 
the difference absorbance are fully modeled. Furthermore, given the importance of the structural 
response to the impulsive photoexcitation for chiral-selective end functionalization of SWNTs, the 
electronic origin of tube structural changes is discussed in terms of the first moment of the elec-
tronic transition energy associated with the difference absorption. The effect of the refractive index 
changes associated with the CP vibrations is clarified.

9.2.2.2  EXPERIMENT

9.2.2.2.1  Ultrafast sPeCtrosCoPy

The pump and probe beams are generated in a noncollinear parametric amplifier (NOPA) [48,49], 
excited in turn by a commercial regenerative amplifier (Spectra Physics Spitfire). The central wave-
length, pulse duration, output power, and repetition rate of the regenerative amplifier are 800 nm, 
50 fs, 740 mW, and 5 kHz, respectively. The output from the NOPA spans the spectral range of 1.71–
2.37 eV (524–723 nm). Using a compression system composed of a pair of prisms and chirped mir-
rors, 7.1-fs pulses with a constant spectral phase, indicating that they are nearly Fourier-transform 
(FT) limited, are generated. The pulse energies of the pump and probe are 32 and 6 nJ, respectively. 
The polarization directions of the pump and probe beams are parallel to each other.

In the experiment, the signal is spectrally dispersed using a polychromator (Jasco M25-TP) into 
128 photon energies between 1.71 and 2.37 eV. These beams are detected by 128 sets of avalanche 
photodiodes and lock-in amplifiers with a reference from an optical chopper intersecting the pump 
pulse at a 2.5 kHz repetition rate. The experiment is performed at room temperature (293 ± 1 K).

9.2.2.2.2  saMPle PreParation

A CoMoCAT synthesis is performed using a silica support (Sigma-Aldrich SiO2 with a 6-nm aver-
age pore size and a Brunauer-Emmett-Teller [BET] surface area of 480 m2 g−1) and a bimetallic 
catalyst prepared from cobalt nitrate and ammonium heptamolybdate precursors [50–52]. The total 
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metallic loading in the catalyst is 2 wt%, with a Co:Mo molar ratio of 1:3. Before exposure to the 
Co feedstock, the catalyst is heated to 500°C in a flow of gaseous H2 and further heated to 750°C 
in flowing He. A Co-disproportionation reaction is used to produce SWNTs in a fluidized bed reac-
tor under a flow of pure Co at five atmospheres. The SWNTs grown by this method remain mixed 
with the spent catalyst, containing the silica support and the Co and Mo species. To eliminate the 
silica from the mixture, the solid product is suspended in a stirred 20% HF solution for 3 h at (a is 
needed. TK) 25°C. The suspension is then filtered through a 0.2-μm polytetrafluorethylene (PTFE) 
membrane and washed with deionized water to neutralize it. PTFE was invented by a researcher in 
Du Pont (a company of chemicals) in the USA. The name of the polymer was registered as “Teflon” 
in 1941. This polymer is chemically very stable and used in varieties of applications.

Next, the solid product is added to an aqueous solution containing the surfactant sodium 
dodecylbenzene sulfonate at twice the concentration of its critical micelle level, and it is then 
ultrasonically agitated for 1 h using a Fisher Scientific Model 550 homogenizer (with a 550 W 
output). This creates a stable suspension of individual and bundled nanotubes. The suspension is 
centrifuged for 1 h at 72600 g to separate metallic catalyst particles and suspended tube bundles 
from the lower-density surfactant-suspended nanotubes. Only a small fraction of the product 
becomes deposited at the bottom of the centrifuge tube. Finally, the supernatant liquid, enriched 
in individual surfactant-suspended SWNTs, is withdrawn and adjusted to a pH of between 8 and 
9 for spectral analysis.

We have measured the morphologies of SWNTs studied in this work using atomic force micro-
scope (AFM) (SII NanoTechnology, S-image). The average length was 330 nm with a standard 
deviation of 160 nm, and the heights were about 1 nm, which is close to the diameter of individual 
SWNT. The average length was slightly shorter than the original length of CoMoCAT written in the 
specification, but the shortening should not give serious effects on the optical properties of SWNTs. 
Although the width of each SWNT was not well known due to the limited horizontal resolution of 
AFM, the low height means that SWNTs are thought to be well dispersed to almost individuals or 
at least very thin bundles. Details are described in the Supplemental Material [53]. The samples are 
then used without further fractionation or extraction.

9.2.2.3  RESULTS AND DISCUSSION

9.2.2.3.1  stationary absorPtion sPeCtrUM

Figure 9.2.2.1a plots the stationary absorption spectrum of the SWNTs with the relevant chirality 
assigned. There are more than 15 absorption peaks and shoulders in the spectral range of 1.22–
2.67 eV. In the energy range of our laser spectrum [1.71–2.36 eV, see Figure 9.2.2.1b], the absorption 
spectrum has three peaks at 2.17, 1.91, and 1.78 eV, which are assigned to the (6,5), (7,5), and (9,1) 
chiral systems, respectively. There are also two shoulders near 2.10 and 1.85 eV, which are attributed 
to the (6,4) and (8,3) chiral systems, respectively. This assignment is made based on the published 
relationship between the transition energy and chiral index set (n, m) [50,54–58]. The broadband 
laser spectrum in the visible region, indicated by the dashed line in Figure 9.2.2.1b, is resonant with 
the second excitonic transitions (E22) of the semiconducting tubes, avoiding any possible excitation 
of metallic tubes (M11) at higher energies [59] or the first exciton transition (E11) at lower energies. 
The absorption spectrum is fit to the sum of five Voigt functions (shown in gray), which are convo-
lutions of Gaussian and Lorentzian functions, peaking at 2.17, 2.08, 1.91, 1.84, and 1.78 eV, which 
correspond to the (6,5), (6,4), (7,5), (8,3), and (9,1) tubes, respectively. The assumption of symmetric 
Voigt spectral shapes is reasonable because of the much smaller width of the theoretically expected 
van Hove singularity than that of the observed spectra [60,61]. The spectral shapes and peak photon 
energies obtained in the simulation are slightly uncertain because of the overlap with neighboring 
peaks. However, the overall spectral positions are estimated to be accurate to less than 5 meV based 
on the noise level and simulations. Since the (9,1) tubes exhibit only weak absorption, despite the 
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high laser intensity in this spectral region, the stationary absorption spectrum and pump-probe 
results focus on the other four chiral systems, namely (6,5), (6,4), (7,5), and (8,3).

Table 9.2.2.1 lists the fitted widths of the Gaussians and Lorentzians used in the Voigt func-
tions. It is assumed that these widths are due to inhomogeneous and homogeneous broadening, 
respectively. Accordingly, the homogeneous and inhomogeneous widths of each component can be 
estimated, as listed in Table 9.2.2.1. The four chiral systems have similar inhomogeneous widths of 
45–85 meV, while the homogeneous widths vary from 4 to 26 meV, corresponding to a dephasing 
time of 17–120 fs. The shorter dephasing times are for the broader 26.3 and 22.8 meV homogeneous 
widths for the (6,5) and (6,4) chiral systems, respectively, which have higher transition energies than 
the other systems. These shorter dephasing times probably arise from the phase relaxation induced 
by the interaction between higher vibrational levels that are almost resonant with neighboring chiral 
systems of lower electronic energy. Given that the lineshape of the laser spectrum can affect the 

  FIGURE 9.2.2.1 (a) Statio-
nary absorption spectrum of 
SWNTs, showing the E11 and 
E22 transitions in visible and 
infrared (1.2–2.7 eV) range. 
(b) Laser spectrum (dashed 
line) and stationary vis-
ible absorption spectrum of 
SWNTs (solid line) after sub-
tracting the weak background 
and its Voigt-fitting profiles 
(gray lines), illustrating indi-
vidual E22 absorption com-
ponents in the 1.71–2.36 eV 
spectral range. The chiral-
ity assignments are shown 
together. (c) Absorbed laser 
spectra, defined by the differ-
ence in the spectrum between 
the probe light before and 
after passing through the sam-
ple, for different chiralities.

TABLE 9.2.2.1
Observed Absorption Band Width and Band Center and Fitted Parameter with a Voigt 
Function 

Chirality
Center 
(eV)

FWHM 
(meV) σ (meV) γ (meV)

Fg 
(meV)

fL 
(meV)

fv 
(meV) LG (fs) LL (fs)

(6.5) 2.17 89.9 36.1 13.1 84.9 26.3 97.4 21.5 17.2

(6.4) 2.09 64.6 19.2 11.4 45.1 22.8 58.1 40.4 19.9

(7.5) 1.91 69.9 27.4   1.88 64.4   3.96 66.7 28.2 114

(8.3) 1.84 49.2 19.9   1.87 46.9   3.76 48.9 38.9 121

σ (meV), Gaussian width; γ (meV), Lorentzian width; fG (meV), FWHM of the Gaussian profile; FL (meV), FWHM of the 
Lorentzian profile; fv (meV), FWHM of the voigt profile.
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amount of laser energy absorbed, the “absorbedphotonenergyspectrum” [25,26] is calculated as 
shown in Figure 9.2.2.1c. It is defined as the difference in the spectrum of the probe light before and 
after passing through the sample. The application of the absorbed photon energy spectrum will be 
discussed later when considering the successful fitting of the experimental results for the depen-
dence of the vibrational amplitude on the probe photon energy, referred to as the probe amplitude 
spectrum for CPs.

9.2.2.3.2  eleCtroniC relaxation anD therMalization of exCiteD PoPUlation

Figure 9.2.2.2a graphs the two-dimensional (2D) difference absorption spectra A plotted against 
the probe photon energy Epr and the delay time t. The striped oscillatory structures parallel to the 
time axis represent the modulation of the difference absorbance δ∆A E( )pr ,t  by CPs. Here δ is the 

modulation of the absorbance change ∆A E( )pr ,t  due to CPs at a specific probe photon energy Epr 

and delay time t induced by the spectral shift and transition probability change, which give rise to 
the horizontal and vertical modulation, respectively. Figure 9.2.2.2b plots time-resolved spectra 
integrated over 200-fs delay-time steps at ten center-probe delay times ranging from 50 to 1850 fs. 
There are four prominent bleaching bands composed of three peaks and one shoulder, nearly coin-
cident with the relevant E22 transitions for the (6,5), (6,4), (7,5), and (8,3) chiral systems in Figure 
9.2.2.1. In addition, there are three isosbestic points near 2.21, 2.02, and 1.94 eV at delay times 
longer than 250 fs, as indicated by the small squares. Figure 9.2.2.2c expands the spectra near 
the isosbestic points over a 0–400 fs range with an integration step of 50 fs. The crossing points 
between neighboring time-resolved spectra are within ± 0.03 eV of the average photon energies, 
except between 0 and 50 fs. Therefore, the relaxation after 200 fs can be described using a simple 
two-state model composed of a single intermediate state or excited state after photoexcitation, 
where a conversion from one state to the other is occurring. This behavior can be explained in 
terms of intraband relaxation from the E22 excitonic state to the E11 excitonic state, followed by a 
slower decay from E11 to the ground state. Moreover, Figure 9.2.2.2a shows that the zero-crossing 
photon energy rapidly changes just after excitation until a probe delay time of 300 fs, after which 
the change slows down. The mean rates of change for the crossing points before and after 300 fs 
are 82 and 7.7 meV/ps, respectively.

Figure 9.2.2.3 displays the electronic decay dynamics of transient absorbance changes probed 
at ten different probe photon energies. The relaxation can be fit in all cases by the sum of two 
exponential functions plus a long lifetime component. The two resulting time constants are 
listed in Table 9.2.2.2. When the probe photons are resonant with the tube absorption, the popu-
lation signal exhibits an initially rapid partial recovery of the photobleaching and photoinduced 
absorption (τ1 ranging from 50 to 90 fs), followed by slower recovery and growth processes(τ2 
ranging from 600 to 850 fs) akin to previous results (τ1< 100 fs and τ2 ≈ 1 ps) obtained using 
longer pulses for less dispersed samples [24,32]. Both decay times are shorter for (6,5) and (6,4) 
than for (7,5) and (8,3) chiral systems, similar to the reduction of the homogeneous dephasing 
times discussed above.

The decrease in the absolute value of A can either be due to bleaching recovery or to the growth 
of induced absorption. Positive and negative absorbance changes have been previously observed in 
two-color pump-probe experiments by Lauret et al. [62] The relaxation that occurred over a long 
period of 1 ps was fit using a power law-decay t−0.5. This was explained in terms of a random walk 
along a one-dimensional CNT chain followed by disappearance due to trapping by defects [36]. 
However, such a random-walk description is only valid after a few instances of hopping.
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FIGURE 9.2.2.2 (a) 2D dis-
play of ΔA(Epr,t) as functions of 
probe photon energy, Epr, and 
probe delay time, t. The black 
solid curves are the zero-change 
lines in the absorbance (ΔA = 0). 
(b) Time-resolved A spectra at 
the delay time points from 50 to 
1850 fs with a 200-fs integration 
step. (c) The enlargements of the 
three isosbestic point regions, 
shown in the three insets of (b), 
at around (a) 2.21 eV, (b) 2.03 eV, 
and (c) 1.93 eV with a 50-fs inte-
gration step.
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9.2.2.3.3  ft sPeCtra anD Chirality assiGnMents

Eight typical real-time traces in the photon energy range of 1.77–2.21 eV are displayed in 
Figure 9.2.2.4a. Figure 9.2.2.4b plots the corresponding FT spectra. The calculations are performed 
on the data after 50 fs to avoid interference near zero time delay. The FT plots show two vibrational 
modes due to RBMs at ∼300 cm−1 (~100 fs) and to G modes at 1587 cm−1 (21 fs) [24,31,32], generated 
by the impulsive excitation for a pulse duration (less than 10 fs) much shorter than all of the vibra-
tional periods. Other vibrational modes are too weak to be resolved.

A 2D map of the Fourier power plotted against the probe photon energy and the vibrational fre-
quency is presented in Figure 9.2.2.5. Four RBMs are evident with vibrational frequencies of about 
337, 310, 301, and 282 cm−1. The assignment of chirality using only the electronic absorption or 
Raman spectra is often ambiguous due to spectral congestion [54–58]. In contrast, the intensity of 
the four dominant double-peaked structures indicated by the double-headed arrows in Figure 9.2.2.5 
corresponds to the first derivative of the electronic absorption spectrum for the different types of 
tubes [28,29,32]. The central dip in each structure represents the E22 transition since the oscillation 
is minimal at resonance [32]. However, as will be discussed later, some corrections must be made 
to this assertion.

The Raman shifts for different RBMs theoretically correspond to the vibrational frequencies of 
the FT of their CP profiles [54,55]. Consequently, the dips at the intersections of the horizontal and 
vertical lines in Figure 9.2.2.5 correspond to the relevant vibrational frequency and electronic res-
onance transition energy. Using this relationship, the chirality can be assigned for the (6,4), (6,5), 
(7,5), and (8,3) systems, as indicated in Figure 9.2.2.5, because only these tubes can simultaneously 
fulfill these two conditions. Other kinds of tubes may have weak absorption lines in the laser spec-
tral range, but they cannot be efficiently excited. Using broadband high-sensitivity multichannel 

  FIGURE 9.2.2.3 Electronic 
decay dynamics of transient 
absorbance change, probed at 
10 probe photon energies (gray 
dotted lines). The electronic 
relaxations are expressed by 
two-order exponential func-
tions plus very long lifetimes 
(black solid lines). The rel-
evant fitting parameters are 
shown in Table 9.2.2.3.

TABLE 9.2.2.2
Fitting Parameters with the Two-Exponential Function for the Time Traces Displayed in 
Figure 9.2.2.3

HvProbe (eV) Chirality a1 τ1 (fs) a2 τ2 (fs) c

1.81 (8,3) −0.017 70.7 −0.006 838 −7E-5

1.84 (7,5) −0.016 91.2 −0.010 877 −0.002

1.90 (7,5) −0.014 87.0 −0.012 730 −0.003

2.07 (6,4) −0.023 53.4 −0.006 602 8E-4

2.17 (6,5) −0.017 96.5 −0.016 796 −0.005

2.20 (6,5) −0.012 62.8 −0.003 730 −0.002
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lock-in detectors, the power spectra of the four systems can be uniquely distinguished for RBMs, 
even though their absorption spectra overlap as shown in Figure 9.2.2.1, without the need for time-
consuming or complex pulse-shaping techniques [29]. Therefore, this method is advantageous for 
the simultaneous analysis of a sample containing many chiral systems. However, the dip position 
and the peak of the absorption spectrum do not exactly coincide, as will be discussed later. In 
contrast, for G-mode vibrations, the amplitude profiles for different chiralities overlap and cannot 
be distinguished. The frequency of the axial G-mode is insensitive to the diameter and chirality 
of SWNTs.

  FIGURE 9.2.2.4 (a) Real-
time traces of the absorbance 
changes from −200 to 3000 fs 
at eight typical probe photon 
energies and (b) their cor-
responding FT power spec-
tra. The insets in (a) are the 
enlarged real-time traces in 
500–1500 fs range showing 
the pronounced vibrations.

  FIGURE 9.2.2.5 2D CP spec-
tra in the spectral range of 1.71–
2.36 eV. The chirality assignments 
of RBMs are shown together. In 
the bottom panel, the dotted criss-
crossing lines show the relevant 
vibrational frequencies and reso-
nance energies corresponding to 
RBMs. The two-way arrows indi-
cate the double-peak structure in 
the amplitude profile of RBMs. 
The circles in the top panel show 
the main features observed in the 
G mode.
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9.2.2.3.4  CP aMPlitUDes of Chiral systeMs

The CP amplitude Q(t) of CNTs induced impulsively by ultrashort optical pulses is approximately 
represented by

 Q( )t Q= +e v( )t Q ( )t tcos (ω ϕv + ) (9.2.2.1)

where

Qe ( )t Q= −ex Q tgr  for 0> , and
  (9.2.2.2)

Qe ( )t t= <0  for   0

Here Qe(t) is the difference in the equilibrium position of the phonon coordinate between the 
electronic ground state Qgr and the exciton state Qex, and it has a short rising part due to the finite 
pump pulse width. The second term on the right-hand side of Eq. (9.2.2.1) is the product of the 
envelope vibrational amplitude Qv(t) and the oscillation with a frequency ωv and an initial phase 
φ. The time dependence of Qv(t) is due to homogeneous and inhomogeneous vibrational dephas-
ing. Figure 19 in the article by Sanders et al. [30] shows that 0 > Qe(t) and |Qe(t)| > Qv > 0 for posi-
tive times t. The phases were predicted such that φ = 0 for E11 transitions in mod 2 CNTs and for 
E22 transitions in mod 1 CNTs, and φ = π for E11 transitions in mod 1 CNTs and for E22 transitions 
in mod 2 CNTs.

The four E22 CP intensities I(n,m) are plotted in terms of their chirality in Figure 9.2.2.6. Here, 
the CP intensities are normalized by the absorbed light intensity, given by the overlap of the laser 
spectrum and the corresponding Voigt components for the chiral systems in Figure 9.2.2.1b. The 
intensities I(n,m) of the (n, m) systems are in the order I(8,3) > I(7,5) > I(6,4) > I(6,5). This trend is consis-
tent with that predicted by a new microscopic theory describing the generation and detection of 
CPs in SWNTs, developed by Sanders et al. [30]. For the RBM modes, they argue that (i) the E22 
CP intensity decreases with increasing chiral angle θ(n, m) for a given value of (2n + m); (ii) as the 
family index increases, the E22 CP intensity increases if (n–m) mod 3 equals 1 or 2; and (iii) the 
CP intensities of mod 1 tubes are considerably weaker than those of mod 2 tubes. In our case, 
I(8,3) is expected to be more intense than I(7,5) because θ(8,3) < θ(7,5). Both of these tubes have the 

FIGURE 9.2.2.6 Comparison of the four 
E22 CP intensities between different chiralities 
(n,  m) considering their chirality difference. 
The inset shows the position of the tubes stud-
ied in a chirality map.
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same family index of 2n  m  19. Second, tubes (6,4), (7,5), and (8,3) are all mod 2, and I(6,4) is the 
 smallest among the three tubes because the family index of 16 for (6,4) is smaller than that for 
(7,5) and (8,3). Moreover, according to the new theory, since tube (6,5) is in the mod 1 group and 
the other three tubes belong to the mod 2 group, I(6,5) should be the smallest among the four tube 
types.

9.2.2.3.5  raMan ProCesses in a ClassiCal MoDel

To understand the origin of the oscillatory signal in the real-time traces, we first consider a classi-
cal model involving coupled equations describing CPs for two pulsed beams at different frequen-
cies. When an ultrashort pulse with a broad spectrum is used for pumping, two sets of electric 
fields are involved: EL and ES, and EL and EAS. The difference between ωL and ωS corresponds to 
the molecular vibrational frequency ωv. The stimulated Raman process is described by the fol-
lowing set of coupled differential equations in terms of the normal coordinate Q of the molecular 
vibration [63]

∂
 E k= E Q* (9.2.2.3)

∂x′ S LIS

∂
 E k *

L S= +ISE Q k E1 AA SQ  (9.2.2.4)
∂x′

∂
 E kAS = 1A LE Q (9.2.2.5)

∂x′

 ∂ 1 
  +  Q k= +* *

 ∂t T′  2S LE ES Ak E2 ASEL (9.2.2.6)
2v

Here, T2v is the vibrational phase (transverse) relaxation time including inhomogeneity. The con-
stants κ1A and κ1S are the coupling strengths of the laser and the Stokes field with CPs, respectively, 
while the constants κ2A and κ2S are those between the laser and the anti-Stokes field and between the 
laser and the Stokes field, respectively. In these equations, it is assumed that there are no spectrally 
overlapped components at ωL–ωv nor at ωL + ωv, which correspond to the downshifted frequency 
of the Stokes field ES and to the upshifted anti-Stokes field EAS, respectively. Equations (9.2.2.3)–
(9.2.2.5) determine the spatial variation of the fields EA, EL, and EAS and of the coherent vibra-
tional amplitude Q in a sample along the propagation direction of the laser beam. Equation (9.2.2.6) 
describes the dynamics of the phonons driven by the pair of fields EL and ES and by the pair EL and 
EAS. After the generation of a CP by a pump pulse, the probe pulse interacts with the coherent vibra-
tion. In this process, the coherent vibration with an amplitude Q interacts with the fields EL and ES 
(or EAS), as expressed in Eqs. (9.2.2.3)–(9.2.2.5). Thus, these equations allow the spectral dynamics 
in the time-resolved spectrum to be clearly understood. However, they do not consider the electronic 
and molecular vibrational energy structure. To take the vibrational energy of a CP into account, a 
coherent vibration can be modeled as a harmonic oscillator. Furthermore, quantization of the CP 
coupled exciton needs to be considered. In the following, the quantization of electronic and vibra-
tional excitations is described using a semiclassical model in which the optical field remains clas-
sical. This model is appropriate because the pump laser field is strong and the effect of the vacuum 
of the phonon field inducing spontaneous phonon emission by the Raman scattering process can be 
neglected. The probe is much weaker than the pump, but it is still strong enough for the signal to 
neglect any detectable spontaneous Raman or electronic emissions, which are emitted over a wide 
solid angle of 4π steradians and have a dipolar angular dependence.

+ =
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9.2.2.3.6  raMan anD raMan-like ProCesses in a seMiClassiCal MoDel

The laser field is treated classically, whereas the CNT is modeled quantum mechanically using 
a diagram scheme. The wave packet can be generated either by simultaneous coherent excitation 
of the vibronic polarization of several vibrational levels |e2v> in the electronic or excitonic excited 
states or by impulsively stimulated Raman scattering in the ground state. The former involves a 
split-excited state, which can be represented in terms of the V-type interaction. Analogously, the lat-
ter case requires a split-ground state, expressed as the Λ-type interaction discussed later. Since more 
than one vibrational level can be excited, at least two levels in both the ground and excited states 
must be taken into account. As displayed in Figure 9.2.2.7b, we include three levels in the ground 
state, |g0>, |gv>, and |g2v> with energies E0, E0 + Ev, and E0 + 2Ev, respectively, and two levels in the 
excited state, |e0> and |ev> with energies Ee and Ee + Ev, respectively. The third electronic state, |e2v>, 
which is not necessarily the second excited state but could instead be a higher excited state, E0 + 2Ev, 
respectively, and two levels in the excited state, and with energies Ee and Ee + Ev, respectively. The 
third electronic state, which is not necessarily the second excited state but could instead be a higher 
excited state, is located near an energy of 2Ee. In the V-type interaction, two light fields with photon 
energies of Ee and Ee + Ev interact with the vibrational coherent polarization in the excited states, 
whereas in the -type interaction, two fields with photon energies of E0 and E0 + Ev interact with the 
vibrational polarization in the ground states.

Figure 9.2.2.8 shows the relevant double-sided Feynman diagrams for NL processes in a four-
level system, corresponding to the processes induced by ground state vibrational coherence due 
to a stimulated Raman process. The two fundamental NL processes A and B are depicted in Eqs. 
(9.2.2.1) and (9.2.2.2). Processes A and A describe the amplitude distributions at low and high 
energies, respectively, whereas processes B and B correspond to vibrational signals at intermediate 
energy. Diagrams (1), (3), (5), (7), (9), and (12) are due to the NL process A A/ ′, while the others are 
due to B B/ ′. Feynman diagrams (3)–(6) and (9)–(12) involve a vibrational quantum number of 2.

FIGURE 9.2.2.7 (a) Three-level systems and 
parameters interacting in the Λ-type configura-
tions. (b) Five-level systems and parameters inter-
acting in the Λ-type configuration. g eo oand  

are the ground electronic state and the lowest 

electronic excited state with energy E0 and Ee, 

respectively. g gv vand 2  are the vibrational lev-
els of quantum number ν and 2ν in the ground 
electronic states with energy E0 + Eν and E0 + 2Eν, 
respectively. ev  is the vibrational level of quan-
tum number ν in the electronic excited state with 
energy Ee + Eν.
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Before discussing the origins of CPs in SWNTs in detail, we first consider the mechanism for the 
appearance of the signals. According to the 2D FT power spectrum in Figure 9.2.2.5, the power of 
RBMs is weak at photon energies corresponding to the center of the “absorbed spectrum” for the 
different chiral systems. Although the exact chirality is difficult to assign for G-mode vibrations, 
the vibrational spectra have two main components, which are outlined in Figure 9.2.2.5 with a cir-
cular ring (upper panel). They display a similar probe photon energy dependence to that previously 
reported for a highly purified sample CNT sample with a (6,5) chirality [32]. Here, as discussed 
previously in Refs. [26,27], a similar method is used to analyze the ground state NL processes A 
and B. The phase relations are

 − +ω ω
 φ ' , arctan 0 + ω v 

A v( )ω ω =    (9.2.2.7)
 γ 2 

 ω ω−
 φ ' , arctan 0 

B v( )ω ω =    (9.2.2.8)
 γ 2 

 ω ω− +φ 0 ω
 A v( )ω ω, a= rctan v 

   (9.2.2.9)
 γ 2 

 − +ω ω
 , arctan 0 

φB v( )ω ω =    (9.2.2.10)
 γ 2 

The frequencies ω0 and ωv correspond to the electronic 0–0 transition and vibrational frequency of 
the system, respectively. As expressed in Eqs. (9.2.2.8) and (9.2.2.10), the phases of processes B and 
B are opposite, which suggests that the intensity of NL process B will decrease if the intensity of 
process B increases. Since both lie in the same spectral range, the result of this antiphase relation is 
that the vibrational spectra, due to these two processes, will cancel each other. A similar phenom-
enon has been observed for impulsively excited coherent vibrations in chlorophyll [64].

Consequently, the vibrational spectra vanish at the center of the “absorbed spectrum,” where 
intense resonant third-order NL interactions are expected to occur. The degree of cancellation 

  FIGURE 9.2.2.8 Double-
sided Feynman diagrams of 
the two nonlinear processes 
corresponding to ground state 
bleaching.
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depends on the intensity distribution of the probe spectrum since the modulation varies with the 
probe spectral intensities at frequencies ω0 − ων and ω0 + ων. If these two intensities are the same, 
they will exactly cancel each other. When the probe spectrum is broad enough, energy will be 
exchanged. The modulation at the probe frequency ω0 − ων driven by the resonantly coupled spec-
tral components can trigger oscillations near ω0 − 2ων. Likewise, oscillations can be induced at 
ω0 + 2ων. Higher-order spectral variations can also occur through cascade processes. However, 
modulations at ω0 ± nων are not due to high-order molecule-field interactions induced by potential 
anharmonicities such as overtones. (Here we refer to the CNT system as a molecule for simplicity.) 
On the contrary, the phenomenon arises due to consecutive interactions between the probe and field 
at different photon energies, even for a harmonic molecular potential. This analysis assumes coher-
ent vibrations in the ground states. Since the interband relaxation occurs with a time constant on the 
order of 40 fs, the vibrational wave packet contributing to the modulation of the electronic state is 
attributed to the ground state [65].

9.2.2.3.7  Probe Photon enerGy DePenDenCe of the Vibrational aMPlitUDes

The probe photon energy dependence of the vibrational amplitude profiles (black lines) of RBMs 
for the three chiralities (6,4), (6,5), and (8,3) is plotted in Figure 9.2.2.9a–c. The amplitude profile 
for (7,5) is not shown since it is not strong enough for detailed analysis. Several groups have stud-
iedRBMamplitudeprofiles [28,29,32]. In their work, the probe photon energy dependence of the 
amplitudes was compared with the first derivative of the absorption spectra. It was argued that the 
resemblance of the amplitude profiles to the first derivative implies wave-packet motion. This type 
of analysis is hereafter referred to as a DER-type analysis. However, the physical mechanism does 
not support that conclusion.

Panels (2) in Figure 9.2.2.9 show a fit of the probe amplitude profiles with the first derivatives 
of the relevant stationary absorption components (gray lines) for different chiralities. The absorp-
tion for each chiral system is obtained from a spectral deconvolution of the stationary absorption 
spectrum using the Voigt function in Figure 9.2.2.1b. The double-peak structure associated with a 

FIGURE 9.2.2.9 Probe photon energy dependence of normalized RBM amplitude profiles (AP, black lines)
for (a) (6,4), (b) (6,5), and (c) (8,3) tubes, fitted with the absorbed laser spectra (A, orange lines), first-derivative
of the stationary absorptions (gray lines, panels 2) and absorbed laser spectra (DER, red lines); the absolute
difference between the absorbed photon energy distribution by the sample and the distribution shifted by the
relevant RBM frequency (DIF, green lines); and the sum of DER and DIF (DER + DIF, blue lines) with relevant
contributions, respectively. In the top panels, the arrows indicate the side bands, and the numbers represent the
peak number in amplitude profiles. The original DER (dashed red lines) and DIF (dotted green lines) lines in
the bottom panels are plotted together before taking absolute value to show their corresponding contributions
to the vibrational amplitudes. The amplitude profile of (7,5) is not shown here since it is very weak.
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first-derivative dependence [28,29,32] does not produce a good fit. Even after modifying the absorp-
tion components to take into account the errors in fitting the stationary absorption with the analytic 
function, the disagreement between the calculated derivative function and the probe photon energy 
dependence remains large. There are substantial deviations in the positions of the valley in the spec-
tra, and even the line shapes of the absolute values of the derivatives and the vibrational amplitudes 
do not match each other.

It is assumed that no absorption saturation is introduced by the pump laser, as verified by the 
( )linear dependence of the signal on the pump intensity. The NL macroscopic polarization P 3
A ( )ω τ,  

is induced by three fields, two from the pump pulse Epu(ω, τ) and one from probe pulse Epr(ω, τ). It 
can be represented by the following equation as a function of the probe optical frequency ω and the 
pump-probe delay time τ [26,27]

 P E  ( )3
A ( )ω τ, = χ ω *

i ( ) puE I  
prα ω( )0 pE Ir pu ( )ω  (9.2.2.11)

The polarization is generated by a Raman gain/loss process associated with energy exchange 
between the coherent vibrations and the probe optical field, according to the relation ΔA(ω, τ) ∝ −
Im[P(3)(ω, τ)/Eprobe(ω, τ)] [26,27]. In this process, the probe optical field is alternately deamplified 
and amplified, depending on the phase change of the vibrations. Thus, the probe photon dependence 
of the FT power is dependent on the spectral distribution of the laser photons absorbed by the 
sample. In that case,

 ∆ −A tA v( )ω α, e∫ d t( )ω ω0 2xp( )− ×/ cτ ωv vos( )t I+ ≅φ ωA ( )0 pL u ( )ω δ ( )ω ωcos( )+ φA

 (9.2.2.12)

We next consider a phenomenological analysis. Since the pump laser is resonant with several chiral 
species, we first separate the spectra associated with each of these species. For quantitative discus-
sion, the phenomenological description of the probe photon energy dependence ∆A( )ω probe  of the 
vibrational amplitude can be expressed as [66]

 ∆ =A C( )ω ωprobe AS = −1AS pa a( )ω ωrobe ( )probe − ω v | (9.2.2.13)

 ∆ =A C( )ω ωprobe AS = −1AS pa a( )ω ωrobe ( )probe − ω v | (9.2.2.14)

 a( )ω ωprobe = −L A( )probe (1 10 − ωprobe ) (9.2.2.15)

Here C1S and C1AS are proportionality constants, ωprobe is the frequency of the probe, ωv is the molec-
ular vibration frequency, L(ω) is the laser spectrum, a(ω) is the absorbed laser spectrum (which is 
the frequency distribution of photons being absorbed by the sample, shown by orange lines in panels 
(1) of Figure 9.2.2.9), and A(ω) is the absorbance of the sample at a frequency ω. Equations (9.2.2.14) 
and (9.2.2.15) correspond to pump/Stokes and pump/anti-Stokes interactions, respectively.

The above calculation is based on the assumption that the imaginary part of the third-order sus-
ceptibility χ (3)

i  corresponding to the Raman interaction can be written as

( ) χ 3
i ( )− −ω ω2 1: , ω ω1 2, = −C a2 2( )( )ω ωa( )1 2= ±ω ω v  (9.2.2.16)

Here C2 is a proportionality constant, the plus and minus signs correspond to the cases of pump/
Stokes and pump/anti-Stokes interactions, respectively, and ω1 and ω2 are the components of the 

vt
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probe spectrum. The sideband peaks should occur at frequencies corresponding to the difference 
between the vibrational frequencies [25–27].

The energy difference between the sidebands, as numbered in panels (1) of Figure 9.2.2.9a, is 
always found to be close to an integer multiple of the relative RBM frequencies. This observation 
suggests the presence of overtones in the Raman interactions between the probe pulse and the 
coherent vibrations. However, these overtones are not induced by anharmonicity but are instead due 
to cascaded Raman processes, as discussed below. Because the spectral distribution of the pump 
and probe lasers is broad, energy exchange can take place between coherent lattice or molecular 
vibrations and the probe optical field. The interaction can be between the first Stokes beam and the 
probe beam (the so-called laser used in the discussion of Raman interaction) or between the first 
Stokes beam and the second (or higher) Stokes beams via the coherent vibrations.

As a result, the probe photon energy dependence can be compared with the absolute value 
of the difference between the absorbed photon energy spectrum and the distribution shifted by 
the vibrational frequency, as expressed in Eq. (9.2.2.16). Hereafter, this analysis is referred to 
as a DIF-type analysis. Fitting of the amplitude profiles with the difference between the shifted 
and unshifted absorbed probe energy distributions were carried out for Raman ground-state and 
Raman-like excited-state interactions. They included higher order contributions with adjustable 
parameters (due, for example, to the phonon amplitudes). The results are plotted in panels (3) of 
Figure 9.2.2.9, corresponding to RBMs for (6,4), (6,5), and (8,3) tubes. It can be seen that the fits 
are still not good.

9.2.2.3.8  fittinG the aMPlitUDe sPeCtrUM With ContribUtions froM the 
real anD iMaGinary Parts of the thirD-orDer sUsCePtibility

In this section, the fit to the probe photon energy dependence of the vibrational amplitude is 
improved by combining the contributions from the DIF- and DER-type analyses. In previous papers 
[24,28–36], based on the DER analysis, the modulation was explained in terms of a sinusoidal elec-
tronic energy modulation due to an RBM-induced change in the diameter of a CNT [24,28–36]. In 
the following, the mechanism involved in the DER-type contribution is more fully discussed.

A change in the refractive index is induced by the MPM process due to the DER contribution 
to the modulation [67]. This MPM produces a periodic shift in the probe spectrum. This, in turn, 
modulates the time-resolved spectrum composed of ground-state absorption bleaching, stimulated 
emission, and induced absorption. This effect results from the change in refractive index caused 
by the deformation of the lattice and molecular structure during the coherent vibrations, which the 
electronic distribution instantaneously follows [26]. The index change introduces a modulation of 
the probe frequency because of the change in the phase of the probe field, whose time derivative is 
the optical frequency. Consequently, the signal can be approximated as a spectral shift of the probe 
pulse induced by a kind of “cross-phase modulation (XPM)” [40], and the probe energy dependence 
of the phonon amplitude follows the first derivative of the electronic resonance.

By adding the contributions from the DIF and DER processes, excellent fits are finally obtained, 
as shown in panels (4) of Figure 9.2.2.9. They show the absolute value of the sum (blue lines) of the 
contributions of the two types of mechanisms for different RBMs with an adjustable relative contri-
bution used as the fitting parameter for DER (dashed lines) and DIF (dotted lines) analyses, before 
taking absolute values of the sum. We adjusted the relative intensity of different order of phonon 
peaks taking into account of the differences in the signs of amplitudes and add them to the DER 
profile to make the fitting line shape match the amplitude profile. At first we start with an appar-
ently reasonable ratio to fit with the experimental results of the vibrational amplitude profile. After 
this, we take the sum (over probe photon energy data points) of the squared values of the difference 
between the fitted and observed values. Then tried to minimize the value by changing the ratios 
by small amount one after the other to read the minimum deviation. Finally, we take the absolute 
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value. The fitting profiles of DER and DIF types are already shown in panel (4) of Figure 9.2.2.9 
before taking absolute values. For the weight of the DIF and the DER, the fraction (percent) of the 
contributions from DIF and DER are listed in Table 9.2.2.3.

In the cases of the (6,4) and (6,5) tubes, the contributions from the DER analysis are smaller 
than those from the DIF analysis. In particular, for the (6,5) tubes, the DIF contribution is 90%. 
The size of the contribution is reversed for the (8,3) tubes, for which more than half is due to the 
DIF process. The reason for the higher DIF contribution for the (8,3) tubes is the narrower spec-
tral bandwidth of this system compared with the others. The FWHM of the stationary spectra for 
the (6,4), (6,5), and (8,3) tubes is found in Figure 9.2.2.1 to be 64.6, 89.9, and 49.2 meV, respec-
tively, as listed in Table 9.2.2.1. The order of the widths matches the DIF contributions. It can be 
concluded that both the DIF and DER analyses make significant contributions to the probe pho-
ton energy dependence of the absorbance change, in contrast to previous reports [28,29,32]. The 
physical mechanisms for the DER and DIF contributions are respectively the real and imaginary 
parts of the third-order susceptibility. Table 9.2.2.3 lists the contributing Stokes and anti-Stokes 
bands for three different chiral systems. Because of the non-uniform probe spectral distribution, 
the (6,5) and (8,3) tubes show only anti-Stokes sidebands up to second order, while the (6,4) tubes 
exhibit both Stokes and anti-Stokes bands. The relative sizes of the DER contributions are further 
discussed below.

From the fitted probe photon energy distributions of the DIF analysis, the Huang-Rhys (HR) 
factors could be obtained. Since the amplitude of the 0–0 transition energy is reduced by the inter-
ference of the Stokes and anti-Stokes interactions, a correct value may not be obtained for the (6,5) 
case. Instead, the intensity ratios between 0 and 1 and between 1 and 2 were used for the determina-
tion of the HR factors for the (6,4) and (6,5) systems, respectively. In the case of the (8,3) tubes, the 
distributions over 0, 1, and 2 were all used. The HR factors were found to be 0.26 ± 0.05, 0.32 ± 0.05, 
and 0.75 ± 0.04 for (6,4), (6,5), and (8,3), respectively.

The trends of HR factors can be explained by the stiffness difference of the three SWNT struc-
tures. As illustrated in Figure 9.2.2.10, the expansion in the armchair structure is associated with 
C–C bond expansion, whereas in the zigzag structure it is associated with C–C–C bending, which 
is easier than the stretching mode, resulting in a large HR factor. Based on the preceding discussion, 
the HR factors are predicted to be in the order (6,5) < (6,4) < (8,3) from Figure 9.2.2.6, since (8,3) is 
the closest to a zigzag structure among the three, while (6,5) is closest and (6,4) is second closest to 
an armchair structure. The order of the (6,4) and (6.5) tubes is reversed in this prediction, but the 
numerical discrepancy is small.

TABLE 9.2.2.3
The Corresponding Parameters Used for the Fitting of the RBM Amplitude Profiles, 
Including Absorption Band Center (cm−1), Shift Amounts (cm−1) for first-Derivative Fitting, 
Absorption Band Width (cm−1), FD-Type and D-Type Contributions to the Amplitudes (%), 
and the Stokes (−) and Anti-Stokes (+) Order of Relevant Peaks in Amplitude Profiles

Chirality 
(n,m)

DER-Type 
Contribution 

(%)

Band 
Center 
(cm−1)

Shift 
Amount 
(cm−1)

Band 
Width 
(cm−1)

Shift/
Width

DIF-Type 
Contribution 

(%)

(6.4) ~45% 16840 ~30 455.78 0.066 ~55%

(6.5) ~10% 17510 ~29 801.92 0.036 ~90%

(8.3) ~58% 14821 ~22 327.92 0.067 ~42%

Peak Number and Its 
Stokes (−) and Anti-

Stokes (+) Order

+1 −1 −2 −3

1 0 −1 −2

1 −1 −2 /

The zero-order stokes peaks represent the absorbed laser beam.
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9.2.2.3.9  size anD MeaninG of the ContribUtion froM the real 
Part of the thirD-orDer sUsCePtibility

The probe photon energy dependence of the vibrational amplitude exhibits substantial DER contri-
butions. The derivative is the result of a small shift in the spectrum. The size of the shift can be cal-
culated from the derivative with respect to the energy of the original function. However, as shown in 
Figure 9.2.2.9 and in the data presented in Refs. [28,29], the fits are poor. Therefore, they cannot be 
reliably used to evaluate the amount of shift. Instead, the shift can be more accurately determined 
by the moment method. The first moment is defined by

∫ ∫
w2 w2

 M t1 ( ) = ∆w A( )w dw A/ ∆ ( )w dw (9.2.2.17)
w1 w1

Here, ω is the probe frequency and ∆A( )ω ) is the difference absorption spectrum due to induced 
absorption, stimulated emission, and bleaching.

There are three advantages to this moment method compared with the derivative method. The 
first is that the moment calculation is insensitive to the noise in the signal while the derivative cal-
culation is very sensitive to it. As a result, there is no ambiguity arising from the derivative fitting 
to the energy dependence of the vibrational amplitude. The second advantage is due to the separa-
tion between the apparent transition energy and transition amplitude modulations. The third is the 
elimination of the contributions of the Raman and Raman-like interactions from wave packets in 
the ground and excited states. They do not contribute to the first moment if an appropriate integra-
tion range is selected, because the Raman contributions are determined by the zeroth moment [66].

FIGURE 9.2.2.10 Side views of 
CNTs with zigzag, chiral, and arm-
chair structures.
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The time-dependent modulation of the difference absorption due to the MPM of each tube can 
be evaluated by performing a first-moment calculation on the corresponding absorption band in 
the A spectrum as a function of sampling time. Figure 9.2.2.11a graphs M1(t) time traces for four 
spectral components corresponding to the absorption associated with different chiralities. In these 
time traces, the slow dynamics have been subtracted to remove the slowly varying contributions 
from electronic relaxation. After performing a fast FT (FFT), as displayed in Figure 9.2.2.11b, two 
dominant vibrational modes appear in the RBM and G-modes. The vibrational frequencies for the 
two modes are in good agreement with those in the 2D display of the CP spectra in Figure 9.2.2.5; 
no signal overlap from different chiralities can be observed for RBMs in each time trace. Although 
there are weak beat patterns in the traces, indicating the presence of a slight superposition of RBM 
vibrations with different frequencies but similar decay times, tubes of specific chirality dominate 
the contribution to the first-moment signals.

The results initially appear to indicate that the energy of the E22 transition periodically oscillates 
at the RBM and G-mode frequencies [28,29]. However, this spectral shift, or equivalently the spec-
tral dependence of the DER amplitude, is due to the refractive index modulation by the molecular 
vibrations. Molecular vibrational modes, such as the RBM, induce changes in the size of the coeffi-
cients of the vibrational wave functions with only a few quantum numbers, but represent changes in 
the vibrational wave function coupled to the electronic wave function so that the coefficient changes 
with time. The dynamical process may be stated such that the CNT is a linear combination of sev-
eral virtual tubes with different diameters proportional to the square root of the vibrational quantum 
number, √v. The vibrational quantum numbers have coefficients determined by the Franck-Condon 
factors, where the laser spectrum corresponds to the energy E22 + vℏωvib with electronic energy E22 
and vibrational energy vℏωvib, where v = 0, 1, and 2. Thus, the diameter does not change continu-
ously as proposed in previous papers [28,29] but instead varies discretely as a linear combination of 
several different diameters.

FIGURE 9.2.2.11 (a) The dynamics of the first moment, M1(t), of (8,3), (7,5), (6,5), and (6,4) chiral systems 
tracked as a function of the pump-probe delay time. (b) The FFT power spectra of the first moment M1(t).
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9.2.2.3.10  rbMs stUDieD by the MoMent CalCUlation

The method by which the CPs modulate the time-resolved spectrum is next discussed, after clarify-
ing that the CP packet wave function is given by a linear combination of eigenmodes.

One might wonder whether the refractive index change can be expressed as a linear combina-
tion of the vibronic wave function, such that the refractive index would have a steplike structure. 
In fact, even though the change in the spectral shape of the probe field induced by CPs is separated 
by the vibrational frequency, the phase modulation spectrum is smooth and continuous because of 
the characteristics of the Kramers-Kronig relations. The nonresonant contribution can dominate 
the refractive index spectrum of the relevant chiral system in the resonant region, together with a 
significant contribution from other chiral species having nearby resonant peaks. This behavior was 
already observed in a one-dimensional system of J-aggregated molecules [66]. Accordingly, the 
spectral shift due to the refractive index modulation is so small that the index changes can be con-
sidered to be linear with respect to the probe spectral changes. Therefore, the MPM mechanism can 
be depicted in a classical way using Q(t), as shown in Figure 9.2.2.12. The displacement Q(t) of the 
radial axis of a CNT from its equilibrium position is not described by a single sharp line but instead 
by several (two or three) lines with some probability distribution. This is because the wave function 
of the CP is expressed by the linear combination of wave functions of several vibrational quantum 
number. The potential curves in the ground and excited states along the CNT diameter have minima 
at the equilibrium positions in the ground state, as illustrated in Figure 9.2.2.13. It shows schemati-
cally the generation of wave-packet motion in the ground state. In the excited state, the lifetime 
(50–90 fs) is not long enough to establish a well-defined frequency of the breathing mode (∼100 fs), 
along which coordinate the wave packet moves for a long time enough.

The corresponding time evolution of the refractive index and resulting probe frequency shift are 
also shown in Figure 9.2.2.12. The lines, as mentioned above, may have some distribution along 
the ordinate ∆n t( ) and ∆ω ( )t  axes with single peaks, but they are not separated as in the DIF case. 
Because of the Kramers-Kronig relations, if an energy shift takes place, the spectra of both the 
absorption and refractive index move in the same direction. The electronic distribution follows the 
nuclear motion and hence the instance of the maximum diameter the electronic density is lowest 
along the periphery of the tube. This corresponds to the turning point of the nuclear wave packet on 

FIGURE 9.2.2.12 Classical views of dis-
placement coordinate Q(t) of a CNT tube from 
the equilibrium state as a function of time in 
the ground state, and corresponding time evo-
lution in the refractive index, Δn(t) and result-
ing probe frequency shift Δω(t) as a function of 
time. Tvib is vibrational period of CP.
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the ground-state potential curve. Then the refractive index becomes smallest because of minimum 
polarizability at the optical frequency. Hence δn(t) shows π out of phase shift from that of Q(t), as 
shown in Figure 9.2.2.12. Since the instantaneous frequency (ω + δω) of optical field is given by the 
time derivative of electric field, δω has π/2 shift from δn(t), as depicted in the figure.

The NL refractive index due to the molecular vibration is determined by δn = n2I, where I is the 
peak intensity of the focused pump laser on the sample surface at the relevant transition energy of 
the corresponding chiral system. The values of δn for the four chiral systems were calculated using 
the relation δω/ωE ≈ δn/n in terms of the standard deviation of the probe frequency modulation (δω) 
and of the electronic transition frequency(ωE). The resulting values for the effective NL refractive 
index of the four modes due to MPM are listed in Table 9.2.2.4, together with the pump intensity 
I at the relevant transition energy. Here again, the value for (8,3) tubes is much larger than that for 
(6,5) tubes, because the former have a much larger DER contribution (58%) than the latter (10%), 
according to Table 9.2.2.3. The effective NL refractive index due to the RBM was determined to be 
in the range 0.2–3.1 × 10−17 cm2/W for each system.

Finally, consider the three differences between the present discussion and the theory by Sanders 
et al. [30]. The first is that Sanders treated the system in terms of a displacement potential upon 
excitation and thus it does not include Raman processes.

This fact is evident in Figures 9.2.2.14 and 9.2.2.19 of their paper, in which the CP vibration 
appears in the form of a cosine function with a delay due to the finite pulse duration. Accordingly, 

FIGURE 9.2.2.13 Schematics 
of the potential curve along the 
displacement with the origin of 
the equilibrium position of the 
radial coordinate starting from the 
symmetric center (not the origin) 
of the CNT. The arrows schemati-
cally show the motion of the wave 
packet along the potential curve 
with schematic vibrational levels.

TABLE 9.2.2.4
Vibration-Induced Nonlinear Refractive Index Change Estimated by Analyzing the First-
Moment Dynamics

Chirality (n,m) ωe (cm−1)

ωRBM  
[ϕ (Phase π)] 

cm−1 ΔωR

(RBM) 
(cm−1)

ΔωR/ωe

(RBM) 
(10−4)

i  
 (1010W/cm2)

n2 (RBM)
(10−17 cm2/w)

(6,4) 16,855 337 (0.48) 10.93  6.48 0.99 0.66

(6,5) 17,462 310 (0.07) 17.22  9.86 4.71 0.21

(7,5) 15,349 282 12.14  7.91 0.71 1.11

(8,3) 14,892 301 (0.05) 30.60 20.5 0.66 3.09

ωE, transition energy; Ωr, ωRBM, RBM frequency Ωg, ΔωR, the root mean square magnitude of the frequency modulation of 
RBM; ΔωG, the root mean square of the frequency modulation of G-mode; N2, nonlinear refractive index determined by the 
equations of refractive index change due to molecular vibration; Δn = N2i and Δω/Ωr(G) ∼ Δn/N, and I Is the peak intensity of 
focused pump laser on the sample surface at the relevant transition energy of the corresponding chiral system.
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their assignment of the signal is in terms of Raman generation of a wave packet in the excited state, 
but it excludes Raman generation in the ground state. The second difference is that they described 
the CP dynamics semiclassically as seen in the same figures with a continuous displacement associ-
ated with the CP motion. Third, the real part of the nonlinearity is not included in their analysis. In 
addition, the effect of signal modulation due to MPM, which typically appears in impulsive excita-
tions, is not included.

9.2.2.4  CONCLUSIONS

CP and electronic relaxation dynamics of SWNTs were investigated for the four chiral systems (6,4), 
(6,5), (7,5), and (8,3) in CoMoCat-grown ensembles, using a sub-10-fs broad band visible pulse and a 
high-sensitivity detection system based on a 128-channel lock-in amplifier. From the measured data on 
the probe energy-dependent amplitudes of the RBMs, it was found that the imaginary and real parts 
of the third-order susceptibility both play important roles in the modulation of the difference absor-
bance. The amplitude profiles of RBMs can be accurately fit by the sum of the first derivative of the 
absorption due to the real part of the third-order susceptibility and the difference absorption due to the 
imaginary part of the susceptibility induced by a Raman process, with the relative contributions being 
adjustable. The imaginary part, given by a DIF contribution in the fit, arises from energy exchange 
between CPs and the probe optical field. The size of the HR factors obtained from DIF fits to the (6,4), 
(6,5), and (8,3) systems are estimated to be 0.26, 0.32, and 0.75, respectively; they depend on the stiff-
ness of the CNT structure. The real part, resulting from a refractive index change due to molecular 
vibrations, manifests itself as DER dependence due to the MPM process. The NL refractive index for 
each chiral system is determined to be in the range of 0.2–3.1 × 10−17 cm2/W.

The research presented here in this subsection is a collaborative work of the following people: 
T. Kobayashi, Z. Nie, J. Du, K. Okamura, H. Kataura, Y. Sakakibara, Y. Miyata [67].
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SUPPLEMENTAL MATERIAL

Supporting Information: Sample Morphology

We have measured morphologies of SWCNTs used in this work using AFM (SII S-image). Thin 
films were fabricated on a Si substrate with thermally oxidized 200 nm thick SiO2 layer. To take the 
AFM image, we ensured the adsorption of SWCNTs to the substrate, the SiO2 surface was modi-
fied with 3-aminopropyltriethoxysilane (APTES, Sigma Aldrich) which has affinity to SWCNTs. 
Then, the SWCNT solution was spin coated on the substrate. The substrate was then washed in 
methanol to remove the surfactant. Morphology of the SWCNTs were observed by an atomic force 
microscopy (AFM, SII, S-image). Average length was 330 nm with standard deviation of 160 nm, 
and the heights were about 1 nm, which is close to the diameter of individual SWCNT. The aver-
age length was slightly shorter than the original length of CoMoCAT written in the specification 
but the damage should not be serious to affect the optical properties of SWCNTs. Although the 
width of each SWCNT was not well known due to the limited horizontal resolution of AFM, the 
low height means that SWCNTs are thought to be well dispersed to almost individuals or at least 
very thin bundles. 
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9.2.3 Coherent Phonon 
Coupled with Exciton in 
Semiconducting  
Single-Walled Carbon 
Nanotubes Using a  
Few-Cycle Pulse Laser

9.2.3.1  INTRODUCTION

Coherent phonon (CP) dynamics in single-walled carbon nanotubes (SWCNTs) have been studied 
by several groups, the impulsive excitation method using short pulses [1–10]. However, there are 
still some important concerns which need to be addressed, especially the mechanism of CP genera-
tion, which is related to coupling between the phonon modes and the excitonic state. Using a tunable 
laser with a 50-fs pulse duration, Lim et al. observed radial breathing mode (RBM) vibrations [2]. 
The oscillations in the probe transmittance were found to be the result of ultrafast modulation of the 
optical constants at a frequency ωRBM due to band gap (Egap) oscillations induced by changes in the 
SWCNT diameter d, which follows the relation, Egap ∝1/d. It was claimed that the photon energy 
dependence of the CP signal shows a first derivative-like behavior. Although they concluded that 
the two spectral shapes were similar, their results showed that the CP amplitude profile was much 
steeper than the derivative-based profile, explained in terms of a band-gap oscillation that induces 
a shift in the transition absorption spectrum. The separations between the two inflection points and 
between the two peaks in the CP amplitude are calculated to be about 40 and 70 meV, respectively, 
using Figure 9.2.3.5 of the paper [2]. The two inflection points and the two derivative peaks should 
be coincident if the small spectral shift is the origin of the oscillating signal. The two values differ 
by a factor of more than 1.7 times, and thus the real-time traces cannot simply be explained by the 
spectral shift mechanism.

In this chapter, we report a detailed pump–probe study of CPs in SWCNTs using sub-10-fs vis-
ible pulses and 128-channel lock-in amplifier. The latter can cover the absorption spectral range of 
several chiral systems with high sensitivity to the difference absorption. Thanks to the sensitivity 
and broad spectral coverage; it has become possible to clearly compare the probe wavelength depen-
dence and the derivatives of the absorption spectra of several carbon nanotubes (CNTs). The effects 
of the CPs on the difference absorbance are fully modeled. The probe photon amplitude profiles are 
analyzed in terms of the modulation of the excitonic transition probabilities. Through an analysis, 
it was found that the Raman interaction and molecular phase modulation, corresponding to the 
imaginary and real parts of the third-order susceptibility, are found to be the origins of the probe 
wavelength dependence. It is reasonable since the signal from the pump–probe experiment is gener-
ated in a third-order nonlinear optical process; both the real and imaginary parts of the nonlinear 
susceptibility can play roles at the same time because of the Kramers–Kronig relations.
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9.2.3.2  EXPERIMENT

The SWCNT sample was prepared by the CoMoCat method [11–13]. Details about our sub-5-fs 
pump–probe experimental setup and working principle of the techniques are described elsewhere 
[14,15].

9.2.3.3  RESULTS AND DISCUSSION

9.2.3.3.1 e leCtroniC relaxation anD therMalization of exCiteD PoPUlation

Figure 9.2.3.1a shows the two-dimensional (2D) difference absorption spectra ΔA plotted against 
the probe photon energy Epr and the delay time t. The striped oscillatory structures parallel to the 
time axis represent the modulation of the difference absorbance δΔA(Epr, t) by CPs. Here δ is the 
modulation of the absorbance change ΔA(Epr, t) due to CPs at a specific probe photon energy Epr and 
delay time t induced by the spectral shift and transition probability change, which give rise to the 
horizontal and vertical modulations, respectively. Figure 9.2.3.1b plots time-resolved spectra inte-
grated over 200-fs delay-time steps at 10 center probe delay times ranging from 50 to 1850 fs. There 
are four prominent bleaching bands composed of three peaks and one shoulder, nearly coincident 
with the relevant E22 transitions for the (6,5), (6,4), (7,5), and (8,3) chiral systems. In addition, there 

  FIGURE 9.2.3.1 (a) Two-dimensional 
difference absorption spectrum. The 
black solid curves represent the zero-
change lines in the absorbance (ΔA = 0). 
(b) Time-resolved ΔA spectra at the 
delay time points from 50 to 1850 fs 
with a 200-fs integration step.
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are three isosbestic points near 2.21, 2.02, and 1.94 eV at delay times longer than 250 fs, as indicated 
by the small squares. The crossing points between neighboring time-resolved spectra are within 
70.03 eV of the average photon energies, except between 0 and 50 fs. Therefore, the relaxation after 
200 fs can be described using a simple two-state model composed of a single intermediate state or 
excited state after photo-excitation, where a conversion from one state to another is occurring. This 
behavior can be explained in terms of intraband relaxation from the E22 excitonic state to the E11 
excitonic state, followed by a slower decay from E11 to the ground state.

9.2.3.3.2  foUrier-transforM (ft) sPeCtra anD Chirality assiGnMents

A 2D map of the Fourier power plotted against the probe photon energy and the vibrational frequency 
is presented in Figure 9.2.3.2. The FT plots show two vibrational modes due to RBMs at 300 cm−1 
(100 fs) and to G modes at 1587 cm−1 (21 fs) [1,5,6], generated by the impulsive excitation for a pulse 
duration (less than 10 fs) much shorter than all the vibrational periods. Other vibrational modes are 
too weak to be resolved. Four RBMs are evident with vibrational frequencies of about 337, 310, 301, 
and 282 cm−1. The assignment of chirality using only the electronic absorption or Raman spectra is 
often ambiguous due to spectral congestion. In contrast, the intensity of the four dominant double 
peaked structures indicated by the double-headed arrows in Figure 9.2.3.2 corresponds to the first 
derivative of the electronic absorption spectrum for the different types of tubes [2,3,6]. The central 
dip in each structure represents the E22 transition since the oscillation is minimal at resonance [6]. 
However, as will be discussed later, some corrections must be made to this assertion.

The Raman shifts for different RBMs theoretically correspond to the vibrational frequencies 
of the FT of their CP profiles [16,17]. Consequently, the dips at the intersections of the horizontal 
and vertical lines in Figure 9.2.3.2 correspond to the relevant vibrational frequency and electronic 
resonance transition energy. Using this relationship, the chirality can be assigned for the (6,4), (6,5), 
(7,5), and (8,3) systems, as indicated in Figure 9.2.3.2, because only these tubes can simultaneously 
fulfill these two conditions. Other kinds of tubes may have weak absorption lines in the laser spec-
tral range, but they cannot be efficiently excited. Using broadband high sensitivity multichannel 
lock-in detectors, the power spectra of the four systems can be uniquely distinguished for RBMs, 

  FIGURE 9.2.3.2 2D CP spec-
tra in the spectral range of 1.71–
2.36 eV. The chirality assignments 
of RBMs are shown together. In 
the bottom panel, the dotted criss-
crossing lines show the relevant 
vibrational frequencies and reso-
nance energies corresponding to 
RBMs. The two-way arrows indi-
cate the double-peak structure in 
the amplitude profile of RBMs. 
The elliptic lines in the top panel 
display the main features observed 
in the G mode.



348 Ultrashort Pulse Lasers and Ultrafast Phenomena

even though their absorption spectra overlap without the need for time-consuming or complex 
pulse-shaping techniques [3]. Therefore, this method is advantageous for the simultaneous analysis 
of a sample containing many chiral systems. However, the dip position and the peak of the absorp-
tion spectrum do not exactly coincide, as will be discussed later. In contrast, for G-mode vibrations, 
the amplitude profiles for different chiralities overlap and cannot be distinguished. The frequency 
of the axial G-mode is insensitive to the diameter and chirality of SWCNTs and is thus not reflected 
in the location of the signal in Figure 9.2.3.2.

9.2.3.3.3  fittinG the aMPlitUDe sPeCtrUM With ContribUtions froM the 
real anD iMaGinary Parts of the thirD-orDer sUsCePtibility

In this section, the fit to the probe photon energy dependence of the vibrational amplitude is 
improved by combining the contributions from the difference (DIF)-type and derivative (DER)type 
analyses. In the previous papers [2–10], based on the DER analysis, the modulation was explained in 
terms of a sinusoidal electronic energy modulation due to an RBM-induced change in the diameter 
of a CNT [2–10]. In the following, the mechanism involved in the DER-type contribution is more 
fully discussed.

A change in the refractive index is induced by the molecular phase modulation (MPM) process 
due to the DER contribution to the modulation [18]. This MPM produces a periodic shift in the probe 
spectrum. This in turn modulates the time-resolved spectrum composed of ground-state absorption 
bleaching, stimulated emission, and induced absorption. This effect results from the change in refrac-
tive index caused by the deformation of the lattice and molecular structure during the coherent vibra-
tions [19], which the electronic distribution instantaneously follows. The index change introduces a 
modulation of the probe frequency because of the change in the phase of the probe field, whose time 
derivative is the optical frequency. Consequently, the signal can be approximated as a spectral shift 
of the probe pulse induced by a kind of “cross-phase modulation” [20], and the probe energy depen-
dence of the phonon amplitude follows the first derivative of the electronic resonance.

By adding the contributions from the DIF and DER processes, excellent fits are finally obtained, 
as shown in panels (4) of Figure 9.2.3.3. They show the absolute value of the sum (blue lines) of 
the contributions of the two types of mechanisms for different RBMs with an adjustable relative 
contribution used as the fitting parameter for DER (dashed lines) and DIF (dotted lines) analyses, 
before taking absolute values of the sum. We adjusted the relative intensity of different order of 
phonon peaks taking into account the differences in the signs of amplitudes and adding them with 
the DER profile to make the fitting line shape match the amplitude profile. First, we start with the 
apparently reasonable ratio to fit with the experimental results of the probe photon dependence 
of the vibrational amplitude, and then take the sum (over probe photon energy data points) of the 
squared values of the difference between the fitted and observed and try to minimize the value by 
changing the ratio by small amount to each of the minimum deviation value. Finally, we take the 
absolute value. The fitting profiles of DER and DIF types are already shown in panels (4) of Figure 
9.2.3.3 before taking absolute values.

The physical mechanisms for the DER and DIF contributions are respectively the real and imagi-
nary parts of the third-order susceptibility. Because of the non-uniform probe spectral distribution, the 
(6,5) and (8,3) tubes show only anti-Stokes sidebands up to second order, while the (6,4) tubes exhibit 
both Stokes and antiStokes bands. The relative sizes of the DER contributions are further discussed 
below.

9.2.3.4  CONCLUSIONS

CP and electronic relaxation dynamics of SWCNTs were investigated in CoMoCat grown ensem-
bles for the four chiral systems (6,4), (6,5), (7,5), and (8,3). It was found that both the imaginary 
and real parts of the third-order susceptibility play important roles in the modulation of the 
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FIGURE 9.2.3.3 Probe photon energy dependence of normalized RBM amplitude profiles (AP, black lines) 
for (a) (6,4), (b) (6,5) and (c) (8,3) tubes, fitted with the absorbed laser spectra (A, thin orange lines) in panels 
(1), first-derivative of the stationary absorptions (thin gray lines, panels (2)) and absorbed laser spectra (DER, 
medium width red lines in columns (2)), the absolute difference between the absorbed photon energy distri-
bution by the sample and the distribution shifted by the relevant RBM frequency (DIF, medium thick green 
lines in columns (3)), and the sum of DER and DIF (DER + DIF, medium thick blue lines in columns (4)) with 
relevant contributions, respectively. In panels (1) and (2), the arrows indicate the side bands, and the numbers 
represent the peak number in amplitude profiles defined from the center band being number 0. The original 
DER (dashed red lines) and DIF (dotted green lines) lines in the bottom panels (4) are plotted together before 
taking absolute values to show their corresponding contributions to the vibrational amplitude spectra.

difference absorbance. The research presented in this subsection was conducted cooperatively by 
the following people: Takayoshi Kobayashi, Zhaogang Nie, Juan Du, and Bing Xue [21].
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9.2.4 Real-Time Spectroscopy 
of Single-Walled Carbon 
Nanotubes for Negative 
Time Delays by Using a 
Few-Cycle Pulse Laser

9.2.4.1  INTRODUCTION

Single-walled carbon nanotubes (SWNTs) have unique mechanical, electronic, and optical properties 
due to their one-dimensional nanostructures and are promising candidates as devices for nanoelec-
tronics and photonics [1−3]. The peculiar optical properties of one-dimensional systems have been 
studied extensively in various other materials such as conjugated polymers [4,5] and J-aggregates 
[6], providing a playground for studying the dynamics of confined electrons and phonons and their 
interplay [4,7]. Advances in optical studies such as Raman scattering and photoluminescence exci-
tation spectroscopies have led to definitive assignments of spectral features to specific chirality 
classes given by a set of two integers (n, m) [8−11]. Recent theoretical and experimental studies 
have illuminated the importance of pronounced excitonic effects in interband optical processes 
and have revealed a variety of phonon-assisted peaks, suggesting strong exciton–phonon coupling 
[11−15], which is at the heart of many phenomena in SWNTs. Significant efforts have been made 
to investigate the coherent phonon dynamics in SWNTs using the pump–probe technique in the 
femtosecond time regime, i.e., coherent phonon spectroscopy or real-time vibrational spectroscopy 
[16−25]. However, the most relevant spectroscopic analyses by far have generally been performed 
in the positive time range, with the pump pulse coming before the probe to perturb the absorption 
spectrum of the medium, which is subsequently probed after a set time delay. In comparison with 
Raman spectroscopy, which is relevant to ground-state vibrations [26], real-time spectroscopy is 
much more suitable for studying the excited-state electronic relaxation and vibrational dynamics of 
materials under the same excitation and environmental conditions. However, the coherent phonon 
vibrations observed in the femtosecond pump/probe experiment include wave packet motion effects 
in both the ground and excited states, which make it difficult to ascribe the signals to either of the 
two states [27,28]. To date, only a limited number of experiments have overcome this difficulty by 
using chirped-pulse excitation [29,30] and detailed analysis of the delay-time dependence of pump-
dump pulses in stimulated Raman scattering [31].

In contrast to investigation using positive time ranges, investigation of the real-time traces 
for negative time delays, whereby the probe pulse precedes the pump pulse, can provide infor-
mation on vibronic polarization modulated by phonons only in the excited states [28]. Previous 
reports have discussed the experimental results observed in the negative time range in terms of 
perturbed free-induction decay and coherent coupling [32−37]. The difference absorption spec-
trum has been calculated for a two-level system and has already been applied to molecular systems 
[38,39]. Theoretically, in this coherent regime, it is the probe that “deposits” polarization in the 
medium, and this subsequently relaxes over time. The pump then “probes” the decay by perturbing 
the probe polarization, although no pump energy is absorbed by the sample medium, and the signal 
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is detected in the direction of the probe beam [32,33]. The perturbed free-induction decay term, 
which occurs only in the negative time range, can be used to determine the electronic phase relax-
ation time and to study the vibrational phase relaxation dynamics in excited electronic states [28]. 
Recently, we reported the experimental observation of absorbance changes for several molecular 
systems for negative time delays [28,40]. This negative-time measurement is a powerful method for 
studying coherent phonon vibration in excited states without the effect of wave packet motion in the 
ground states under the same experimental condition as the real population relaxation associated 
with vibrational dynamics, including both the ground state and excited state. In addition, knowledge 
of electronic dephasing dynamics is very important for elucidating the properties of excited states 
and the dynamics of optical nonlinear processes, which offer information on the response dynamics 
of various device applications such as optical switching and optical signal processing [41,42]. The 
time sequences of two fields of the pump and one from the probe are the same pulse ordering as 
that denoted by type SIII configuration in the two-dimensional spectroscopy [43,44]. In this paper, 
we report what is to the best of our knowledge the first observation of the vibrational and electronic 
coherence dynamics of SWNTs in negative time delays using a pump–probe technique with an 
extremely short (7.1 fs) and broad bandwidth pulse in the visible spectrum and using an ultrahigh-
sensitivity broadband detection system composed of a polychromator and a multichannel lock-in 
amplifier, which can detect 128 different wavelengths simultaneously. Vibrational and electronic 
phase relaxation dynamics studied under the same conditions are elucidated and compared with the 
results reported in the positive time range.

9.2.4.2 EXPERIMENTAL METHOD

9.2.4.2.1 P UMP–Probe exPeriMent

The details of the ultrafast pump–probe experiment were described in our previous papers [28,45]. 
In short, the main light source was a 7.1-fs pulse from a noncollinear parametric amplifier (NOPA) 
developed by our group [46,47]. The spectrum of the output pulse from the NOPA extended from 
520 to 725 nm. The focus areas of the pump and probe pulses were about 100 and 75 μm2, respec-
tively, with a common center on the surface of the sample film. The polarizations of the pump and 
probe pulses were parallel to each other. In the pump–probe experiment, the signal was spectrally 
dispersed with a polychromator (JASCO, M25-TP) over 128 photon energies (wavelengths) from 
1.71 to 2.37 eV (from 722 to 524 nm). The pump–probe step size is 1 fs. All measurements were 
performed at room temperature (295 ± 1 K).

9.2.4.2.2 s aMPle PreParation

The details of the sample preparation were described in our previous paper. In short, a CoMoCat 
synthesized sample was prepared using silica support and a bimetallic catalyst with a Co:Mo molar 
ratio of 1:3 [48–50].

9.2.4.3  RESULTS AND DISCUSSION

9.2.4.3.1 s tationary absorPtion sPeCtrUM 

Figure 9.2.4.1 shows the stationary absorption spectrum of swnts without further processes of 
fractionation of separation and extraction. More than 15 peaks and shoulders can be distinguished 
in the spectrum. Their assignment was made according to the relation between the transition energy 
and chiral index as set in the literature [8]. The broadband visible laser pulse with photon energy 
in the 1.7−2.4 eV range was resonant with the second exciton transitions (E22) in the tubes. The 
chirality assignments of some absorption bands and shoulders around 1.46, 1.7, 2.4, and 2.7 eV in 
the spectrum were not made because they might have been shared by more than one type of tube.
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9.2.4.3.2 t Wo-DiMensional (2D) real-tiMe Vibration sPeCtra

In the pump–probe experiment for a simplified two-level system, the differential absorbance A( ), 
proportional to the differences of the imaginary parts of the susceptibilities, can be given by

 f ( )ω∆ ( )A( )ω : Im  2 F E ( )t N 2 ( )t E+ ⊗( )t F ( ) t 
 ( )( ) * ( ) 

 t E t E  ( )ω pr pu pu 1 pu pu
epr

 − ⊗E tpu ( )  (F t * 9.2.4.1)
 1 p( ) ( )E tu ( ) 

where Im stands for the imaginary part, ⊗ denotes convolution, F[A(t)]is the Fourier transform of 
A(t), Epu(t), and Epr(t) are the pump and probe fields, respectively, and N ( )2

pu ) represents the popula-
tion change induced by the pump field. Definitions of the remaining terms are given elsewhere 
[32]. The three terms contained on the right side of Eq. (9.2.4.1) represent the level population (LP) 
term, pump polarization coupling (PPC) term, and perturbed free-induction decay (PFD) term, 
respectively. Reports published recently have mostly focused on LP, the first term [16−25], which 
appears only after the onset of the pump pulse, corresponding to the positive time region. The PPC 
term arises from the coherent coupling between pump field-induced polarization and the probe field 
appearing only when the probe and pump overlap. In contrast to the first term, the third term, PFD, 
represents the case in which the probe pulse comes earlier than the pump pulse, contributing only 
to the negative time delay, and there is no temporal overlap between them.

The 2D differential absorption ΔA(Epr, t) as a function of probe–photon energy Epr and pump–
probe delay time t from 0 to −200 fs is displayed in Figure 9.2.4.2a. The real-time traces show sharp 
and intense peaks (or spikes) around zero delay time and noticeable slow-decay signals with a finite 
size of ΔA delaying by as long as −150 fs. The peaks are caused by PPC when the pump and probe 
temporally overlap with each other, and the slow-decay signals are due to the PFD process. Because 
the coupling term is given by the convolution function of the pump and probe pulse and provides 
no contribution outside of this function, it is effective only when the pump pulse overlaps the probe 
pulse in time close to the zero time range on the order of the pump pulse duration (7.1 fs) [32,33].

Δ ω

  FIGURE 9.2.4.1 Stationary 
absorption spectrum of SWNTs, 
showing the E11 and E22 transitions 
in visible and infrared (1.2−2.7 eV) 
range, and the relevant chirality 
assignments.
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Similar to the positive time results [16−18], there are also some periodic structures in the time 
traces. For negative time delays, the preceding probe pulse at first generates macroscopic electronic 
polarization in the sample, and then later, the coming intense pump field interferes with the probe 
polarization, resulting in the formation of a grating. PFD, the third term in Eq. (9.2.4.1), is generated 
by another electronic field component of the pump pulse to be diffracted into the probe direction, 
satisfying the causality.

In the present case, the polarization generated by the probe pulse is not due to a pure electronic 
transition but to a vibronic transition. Therefore, the observed vibrations are theoretically due to 
the vibronic transition between the vibration levels in the ground electronic states and the vibronic 

  FIGURE 9.2.4.2 (a) 2D display 
of ΔA(Epr, t) as functions of probe 
photon energy, Epr, and pump–
probe delay time, t. The solid and 
dotted lines are simulated traces 
of fringe peak and valley posi-
tions respectively. (b) Probe pho-
ton energy dependences of ΔA at 
the delay times from 0 to −100 fs 
with a 10-fs step. The blue dashed 
lines and the arrows are drawn as 
a guide to the eye, showing the 
peak position shifts with time 
passage.
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excited states. The excited-state vibrational modes can still be observed without a population in the 
excited state in the negative time range because the vibronic polarization is modulated by lattice (or 
molecular) vibrations in the excited states when the vibrational mode is at the ground level in the 
ground electronic state [28]. The advantages of this method are summarized in the following way. 
In the case of positive time, the signal can both be due to the ground state or due to excited state 
and because of this ambiguity, it is difficult to discuss clearly the vibrational dynamics. However, in 
the case of negative time experiment, only the excited vibronic coherence can be studied. Another 
advantage is the ability of the study of the electronic excited-state coherence relaxation and vibra-
tional coherence decay under the same condition of laser and samples. Usually, the study of elec-
tronic and vibration requires two different sets of lasers and detection systems. Also by tuning the 
pump laser using a spectral filter, coherence phenomena in some spectral ranges can be studied with 
a bandwidth in a specific range at the expense of time resolution.

In the case of SWNTs, the main absorption spectra in near-infrared and visible range originate 
from the electronic transition from the highest valence band (v1) to the lowest conduction band (c1) 
with E11 of about 8000 cm−1 and that from the second highest valence band (v2) to the second low-
est conduction band (c2) with energy E22 of about 16000 cm−1 [51,52]. The laser spectrum used in 
the present study is extending in the range of 520−720 nm (corresponding to 19200−13800 cm−1) 
as described in our previous paper [45]. Therefore vibronic coherence above-discussed is due to 
the electronic (vibronic coupling) connecting between the ground state and E22 state, which is the 
excitation from v2 to c2 in a SWNT. The electronic coupling and/or vibronic coupling between E11 
and E22 excitons are not possible. The coupling including the ground state, E11, and E22 is also not 
possible, and hence electronic coherences between E11 and E22 are not excited.

Figure 9.2.4.2b depicts the differential absorption (ΔA) lines obtained by intersecting the 2D 
plot of ΔA in Figure 9.2.4.2a at delay times from 0 to −100 fs with a 10-fs step. Three features are 
shown in this figure. First is the prominent “bleaching” located at 2.18, 1.88, and 1.77 eV, which 
corresponds to the peak wavelength of the absorption (bleaching) spectra of (6,5), (7,5), and (9,7). 
There is an unclear structure at ∼2.08 eV, probably due to the shoulder from the spectrum of (6,4). 
The second feature is the hyperbolic contour curves asymptotically approaching these peaks. Third 
is the quasi-periodic line features present parallel to the zero-delay time line of the horizontal axis. 
The third feature is buried by the hyperbolic appearing contour at the shorter negative delay time, 
and they start to be clear at longer negative delay than about −80 fs.

The first feature, bleaching, appears in the same positions as in the positive delay time data [16,18]. 
The location of the intense bleaching is consistent with that of the E22 transitions in Figure 9.2.4.1. 
Brito Cruz et al. [32] and Joffre et al. [53] also reported the existence of intense bleaching. It can be 
explained in the following way. The amplitude of the grating formed by the interference between 
the probe polarization and pump field is reduced when the probe field is virtually absorbed during 
interaction with the sample, even though it is not really absorbed in the sense of true energy trans-
fer from the probe light to the sample. The virtual electronic energy oscillates between the sample 
electronic state and probe field, as in the case of Rabi oscillation. The diffracted pump field intensity 
is then reduced because of the smaller grating modulation amplitude. Then, the amplitude of the 
PFD signal has a similar spectral dependence to the electronic population observed in the positive 
delay time [45].

The second feature of the hyperbolic structure can be explained in terms of frequency domain 
interference between the pump field at zero delay and probe-induced polarization of which fringe 
separation in the spectral interference pattern is inversely proportional to the separation between the 
two. The negative time transmittance change is given by [53]

∆ −r pT t( )ω α, eI t( )ω ω 0 2xp( )− / T

 × −cos s( )( )ω ω 0 2t T− −( )ω ω 0 0in( )( )ω ω− t T / 1( )ω ω− +2 2
0 ( )/ 2  (9.2.4.2) 
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Here, Ip(ω) is the probe light spectrum, T2 is the electronic dephasing time, and ω0 and ω are reso-
nance frequency and probe light frequency, respectively. The right-hand side is transformed into the 
following equations:

 ∆ −r pT t( )ω α, eI T( )ω ω 2
0 2 xp( )− −t T/ c2 0 ω ω +θ  os( )( )t  (9.2.4.3)

 θ = −tan−1 ( )T2 0( )ω ω  (9.2.4.4)

Equations (9.2.4.2) and (9.2.4.3) show that the coherent transient spectrum has a sinusoidal modulation 
with a modulation period given by 2π/(ω–ω0) with the initial phase (at zero delay time) of θ. It maintains 
the form of exponentially decaying Lorentzian function with a half-width of half-maximum of (1/T2). 
Because of the (co)sinusoidal modulation, the modulation can appear several times (in the frequency 
domain) as seen in the range of 2.35−2.18 eV, where the transient absorbances in both negative time and 
positive time ranges are most intense. There is a complex structure in the range of 2.07 eV because of 
the coherent perturbed decay interference between the converging signal to 2.18 and ∼2.08 eV. There 
are two more converging frequencies at 2.89 and 1.78 eV. As these modulated spectra are at the center of 
the resonance frequency of ω0 in the coherent transient spectrum, this initial phase at the frequency is 
0π, but at near resonance frequency ω a small phase shift determined by Eq. (9.2.4.4) is expected. Using 
the equation we plotted the fringe peak and valley positions with solid and dotted lines, respectively, in 
Figure 9.2.4.2a, and the theoretical expectation is found to be satisfied.

The third feature of the coherent transient spectrum is vibrational oscillation. As the limited life 
of the electronic phase decay signals in which molecular vibration is providing modulation, it is 
difficult to determine the vibrational frequency precisely. It decays not only because of vibrational 
phase decay (including both homogeneous and inhomogeneous decay) but also because of elec-
tronic phase decay. In this way, the decay is different from that in the positive decay range, which 
is caused by both vibrational phase decay and electronic population decay. Therefore, it disappears 
even before the lattice system comes into equilibrium due to vibrational population decay.

As previously described, the PPC and PFD terms can both contribute to the differential absorp-
tion signals for negative time delays. The ΔA line at zero time is governed by the PPC term, which 
occurs only around zero delay, whereas for delays of longer than 10 fs, most of the signal should be 
due to the PFD term. In theory, the PPC term is proportional to the pump-induced polarization pres-
ent at the time the probe is coexisting with the pump at the sample, whereas the PFD term is propor-
tional to the remaining probe-induced polarization. This occurs because the presence of the pump 
field modifies the otherwise free decay of the polarization that is “deposited” by the probe field 
[32,33]. For the PPC term, with our ultrabroad optical pulses, it is possible to excite polarizations 
in a band of states that are resonant with the pump energy. Because the PFD term represents the 
process of the relaxation of macroscopic polarization corresponding to the transition between the 
excited vibronic state and the ground state, the sign of ΔA and its vibrational and electronic decay 
should also be dependent on the relevant vibronic state belonging to the electronic excited states.

In addition, as shown in Figure 9.2.4.2b, there is a perceptible transition energy variation for the 
two strongest peak positions at ∼2.16 eV (572 nm) and ∼1.92 eV (650 nm) with the passage of time. This 
could occur for two reasons: the transition energy could be modulated by coherent phonon vibrations, 
as will be described later, or the macroscopic electronic coherent polarization dephasing time could 
be very different for different chiralities with absorption bands adjacent to each other. Then, their peak 
positions would be affected over time due to the overlap of the different decay components.

9.2.4.3.3 e leCtroniC Phase relaxation tiMe

We can use two methods to measure the electronic coherence decay time. The first method uses  
Eq. (9.2.4.3), and the second method uses the coefficient of the modulation term on the left side of 
Eq. (9.2.4.2).
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In the negative time range, the PFD term increases with the electronic dephasing time constant, 
Tel

2, as described in Eq. (9.2.4.2), and shuts off quickly for times later than the peak of the pump 
pulse because it is only responsive to the presence of the pump following the probe [32,33]. The 
vibrational dephasing time Tvib

2 is mostly on the order of picoseconds in many molecules, whereas 
the Tel

2 of medium-size molecules at room temperature is typically as short as a few tens of fem-
toseconds. Pulses that are at least shorter than 10 fs are thus required to study the electronic and 
vibrational dephasing times simultaneously [41]. The appearance of the slow PFD process and oscil-
latory structures discussed above is proof that Tel

2 is much longer than the pump duration (7.1 fs).
The dephasing time of the electronic coherence under the experimental conditions was deter-

mined by assuming that the time traces followed the first-exponential decay in spectral ranges 
where the interference contribution was weak relative to that of the PFD. The results are displayed 
in Figure 9.2.4.3a. Second-order exponential fitting was also performed because there were spec-
tral overlaps for adjacent chiralities. However, the two time constants obtained were very close to 
each other and almost equal to the first-exponential fittings. The single-exponential fitting was thus 
approximately successful here, which also indicates that the dephasing times were very close for 
different chiralities in this sample.

Figure 9.2.4.3a shows that the decay time constant is also probe photon energy dependent, simi-
lar to the behavior of PFD as the same function. There could be two reasons for this. First, the PFD 
could be the process of the relaxation of macroscopic polarization corresponding to the transition 
between the excited vibronic states and ground states, as described above. Then, the sign of ΔA and 

  FIGURE 9.2.4.3 (a) Probe 
photon energy dependence of 
electronic dephasing time esti-
mated by single-exponential 
function fitting. (b) Negative 
time traces (black lines) cor-
responding to the two maxi-
mum values in ranges A and 
B in (a), and their fitting (red 
lines) with single exponential 
function. A good fitting by 
single-exponential for line (3) 
cannot be achieved because in 
this case the pump polariza-
tion coupling effect is too large 
and dominating the total signal 
for the decay time to be deter-
mined precisely.
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its decay would be dependent on the relevant vibronic state belonging to the same electronic excited 
states. Because the PFD term would be proportional to the unperturbed population differences in 
this scenario, the initial decay intensity would be different according to the absorption cross-section 
of different transitions. Second, the PPC and PFD terms could have mixed contributions at nega-
tive time near the zero delay time. The sum of the two contributions could be either constructive or 
destructive depending on the sign of the two terms. Because the coherent term should provide no 
contribution outside the convolution function of pump and probe pulse, the decay could be steeper 
than that predicted based on Tel

2 owing to the dominant contribution of the coherent term with a 
minor contribution of the PFD term, especially when the sign of the PFD term is opposite that of the 
PPC term. Thus in some spectral ranges, it would be difficult to determine the exact time constants 
because of the mixed contributions of the two terms near the zero time delay, as represented by line 
3 in Figure 9.2.4.3b. Therefore, the longest decay time is considered to be minimally affected by the 
PPC term and is consequently closest to the true electronic dephasing time.

The single-exponential fittings of the dephasing time corresponding to the two maxima in ranges 
A and B in Figure 9.2.4.3a are demonstrated by lines 1 and 2 in Figure 9.2.4.3b, respectively. The 
maximum phase relaxation time is 32 ± 1 fs in range A and 36 ± 1 fs in range B. The chiral systems 
of (6,5) and (7,5) mainly contribute to ranges of A and B, respectively. The spectral decomposition 
reported in our previous paper [45] gave the results of spectral half-widths of (6,5) and (7,5), which 
are 89.9 and 63.9 meV, respectively. If we assume that the widths are dominantly determined by 
homogeneous contribution only, the electronic dephasing time Tel

2 of the coherence between the 
ground state and the lowest excited state is determined to be in the range of 60−40 fs. They are 
40.5, 59.7, 55.0, and 55.7 fs for (6,5), (6,4), (7,5), and (8,3), respectively. The electronic (polarization) 

32
dephasing time is substantially longer than the pump duration Tpu = 7.1 fs (T Te1

2 >> pu ) . This is the 

prerequisite that needs to be fulfilled for a noticeable signal to be observed for negative delays in the 
case of the simple two-level system. In addition, the decay lines in Figure 9.2.4.3b are not following 
pure exponential decays. Clearly visible oscillatory modulation is superimposed on the exponential 
decay lines. These periodic oscillations are consistent with those in Figure 9.2.4.2a, indicating the 
modulation of the vibronic polarization by lattice vibrations in excited states.

Here, we discuss the various components that contribute to the electronic dephasing time of the 
four chiral systems, (6,5), (6,4), (7,5), and (8,3), obtained by the negative time experiment, which is 
listed in Table 9.2.4.1.

The observed dephasing time T2 = 1/k2 includes the contributions of the population decay τ1 = 1/k1  
of the E2245 exciton as determined in a previous paper, the inhomogeneous broadening T k* = 1/ *

2 2,  
and pure dephasing T k0 = 1/ 0

2 2  using the following equation:

1 1 1 1
 = + + =, 1k k( )/2 + +k k* 0

T T2 12τ * T 0 2 1 2 2  (9.2.4.5)
2 2

TABLE 9.2.4.1
Spectral Widths of the Chiral Components Separated by Simulation and Widths Obtained 
from the Electronic Dephasing Time by the Negative Time Method

Probe Probe Fwhm of Absorption Dephasing Time Calcd Fwhm 
Wavelength Photon Spectrum (meV) from Negative Time from Dephasing * 0k1/ 2 ++ k2  * 0k2 ++ k2  

Chirality (nm) Energy (eV) [45] Measurement (fs) Time (meV) (fs)  s−1)(1013

(6,5) 569.5 2.18 90 31.6 262 47.0 2.13

(6,4) 580.4 2.14 65 27.8 198 58.0 1.72

(7,5) 658.6 1.88 64 35.7 232 60.5 1.65

(8,3) 675.8 1.83 49 19.4 426 26.7 3.75
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Using the equation, we can obtain the value of k k*
2 + 0

2 , as shown in Table 9.2.4.1. It is difficult to 
separate the effects of inhomogeneous broadening T k*

2 = 1 / *
2 and pure dephasing T k0

2 = 1 / 0
2 from 

the calculation. However, we can tell that the electronic decoherence time of the E22 exciton is longer 
than 47, 58, 61, and 27 fs in (6,5), (6,4), (7,5), and (8,3), respectively.

From the dephasing lifetime values, the width of each spectrum can be calculated, as listed in 
the table. The table shows that the spectra of several of the chiral systems heavily overlap but the 
spectral widths of the components can be separately obtained using the relation T2Δω = π between 
the electronic dephasing time T2 and the full width at half maximum (fwhm) Δω of the band if the 
absorption band is mainly determined by homogeneous broadening. Even in the case of a mixture 
of homogeneous and inhomogeneous broadening, the factor does not change much. This result 
suggests that the estimation of the spectral widths of bands that overlap with each other can be 
separated by the negative time method. In our previous paper [45], we attempted to separate the 
spectral widths of chiral components by simulation with the Voigt function. The widths obtained 
by this simulation method suffered from the overlapping tail of the absorption spectrum. It is clear 
from the spectra of the sample after removing the broad basal widths, the estimated widths were 
found to be about three times narrower than those shown in Table 9.2.4.1. The corrected values of 
the fwhm of the bands are then nearly equal to those obtained from the dephasing time except for 
(8,3), which is only a shoulder of (7,5). 

9.2.4.3.4 f oUrier transforM PoWer sPeCtra anD Probe 
Photon enerGy-DePenDent aMPlitUDes

As previously described, excited-state vibrational modes can still be observed without a population 
excitation in the negative time range because the electric polarization can be modulated by lattice 
vibrations in excited states. To find the vibrational signals, the time traces in the negative and posi-
tive time ranges were compared by Fourier transform (FT), as shown in Figure 9.2.4.4. The FT was 
performed after removing the slowly varying exponential decay contributions, and the initial 40-fs 
time range near the zero-time delays was omitted to avoid the effect of the initial mixed contribu-
tions from the PPC term. The positive time FT plots in Figure 9.2.4.4a2, calculated from 40 to 
200 fs and from 40 to 3000 fs, identify two well-known dominant vibrational modes [16,22], the 
radial breathing mode (RBM) with a frequency of ∼320 cm−1 (period of ∼104 fs) and the G mode of 
∼1587 cm−1 (∼21 fs), generated by the impulsive excitation with sub-5-fs laser pulses. Other vibra-
tional modes are too weak to be resolved. In contrast, for the FT calculated for negative time traces 
in both Figure 9.2.4.4a1 and b1, obvious RBM signals appear in both the positive and negative time 
ranges, whereas the G-mode vibration at ∼1587 cm−1 in Figure 9.2.4.4a1 and b1 is too weak to be 
resolved well in the negative time range.

There are bumps around 1300 and 1000 cm−1, respectively in parts a1 and b1, but they are prob-
ably the noise being covered by the broadened FT regions due to the short time range of the PFD 
signal limited by the short electronic dephasing time. The high-frequency vibration of the G mode 
with a period of ∼21 fs should be able to be fully resolved in the negative time range, which is long 
enough for the lattice to vibrate nearly ten times. Therefore, the most significant distinction in the 
FT power spectrum between the positive and negative time ranges is the intensity ratio between G 
mode and RBM mode. The high-frequency G-mode vibration is much weaker in the negative time 
due to exciton state than in the positive time range due to the ground state, and the former is too 
weak to appear clearly in the FT power spectrum for negative delays.

To further substantiate the vibrational signals described above, the 2D FT power spectra calcu-
lated in the negative time range, −40 to −200 fs, are shown in Figure 9.2.4.5a. For comparison, a part 
of the 2D FT power spectra of positive time range traces in the 40−3000-fs region is displayed in 
Figure 9.2.4.5b. The vibrational frequencies below 1000 cm−1 shown in Figure 9.2.4.5a and b are due 
to the low-frequency RBM vibrations. They are observed in the spectral ranges corresponding to the 
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absorption spectra of the chiral system shown in Figure 9.2.4.1. The most significant distinction in 
the spectra between the positive and negative time ranges is the intensity ratio between G mode and 
RBM mode. The high-frequency G-mode vibration is too weak to be resolved for negative delays, 
as already shown in Figure 9.2.4.4, even though it is very intense in the positive time range and its 
vibrational period (∼21 fs) is short enough to vibrate many more times than RBMs (∼100 fs). As 
the negative time measurement is a powerful method for studying excited-state dynamics without 
the effect of wave packet motion in ground states, the observations above indicate that the RBM is 
intense in the exciton state while G mode is very weak.

To see better the RBM signal, the magnified images of spectral ranges A and B are shown in 
Figure 9.2.4.5c and d, respectively. In good contrast with previous positive time studies, the depen-
dence on the probing photon energy is still clearly displayed for the RBMs. The modes show a 
clear dip around 2.16 eV (572 nm) for range A and 1.92 eV (650 nm) for range B, which correspond 
to the energies of the second excitonic transitions in the (6,5) and (7,5) tubes, respectively, and two 

  FIGURE 9.2.4.4 (a1) FT 
amplitude spectra calcu-
lated for the real-time traces 
probed at 2.21 eV from −40 fs 
to −200 fs. (a2) FT ampli-
tude spectra calculated for 
the real-time traces probed 
at 2.21 eV from 40 to 200 fs 
and from 40 to 3000 fs. (b1) 
FT amplitude spectra calcu-
lated for the real-time traces 
probed at 1.90 eV from −40 
to −200 fs. (b2) FT amplitude 
spectra calculated for the 
real-time traces probed at 
1.90 eV from 40 to 200 fs and 
from 40 to 3000 fs.
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further lobes at higher and lower energies, implying that the vibration becomes minimal at the 
resonance transition peak. Analogous to those in the positive time range, the vibrational properties 
were interpreted using modulation spectroscopy [17,22,45]. In our previous paper, we discussed the 
probe–photon energy-dependent amplitude profiles in terms of the energy exchange between coher-
ent lattice vibration and the probe optical field and phase modulation induced by molecular phase 
modulation [27,54].

The mechanisms of the appearance of dips in Figure 9.2.4.5e and f are described in our previous 
paper. The essential points of the probe wavelength dependence are summarized as follows.

The molecular vibration changes electronic distribution, which causes susceptibility change 
described by nonlinear susceptibility (NS). The real part of NS induces the refractive index change, 
which changes the probe spectrum by molecular phase modulation. Because of this, the amplitude 
dependence of the vibration due to this mechanism depends on the first derivative of the absorbed 
photon energy spectrum as seen in Figure 9.2.4.5c. The imaginary part of NS provides energy loss 
and gain of probe light through the stimulated Raman processes. It gives bumps on both sides of 

  FIGURE 9.2.4.5 (a) 
2D FT power spectra 
of negative time traces 
from −40 to −500 fs 
in a spectral range of 
1.7−2.4 eV. (b) Part of 
2D FT power spectra of 
positive time traces as 
a comparison from 40 
to 3000 fs in the range 
of 1.7−1.99 eV. (c) and 
(d) are the zoom-ins of 
A and B parts in (a). (e) 
Comparison of probe 
photon energy depen-
dence of amplitude pro-
files (AP, red line) and 
the derivative (DER, 
black lines) profiles of 
(6,5) and (7,5) chirali-
ties, respectively. The 
amplitude profiles were 
calculated by taking the 
square root of the FT 
powers.
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the most intensely interacting probe wavelength in the Stokes and anti-Stokes sides, which can be 
seen in Figure 9.2.4.5f. The wavelength dependence are discussed in our previous paper for posi-
tive delay time, where the S/N is higher [45]. Figure 9.2.4.5e and f show the amplitude profiles and 
the first derivative of the relevant Gaussian components resulting from spectral deconvolution of 
the stationary absorption spectrum for different chiralities. To obtain the amplitude profiles, the 
transverse cutting lines through the 2D plot of the FT power spectra from 100 to 350 cm−1 were first 
averaged, and then the square root of the resulting profile was taken. To discuss in the same way as 
mentioned in our previous paper [54], we compared the profile with the first derivative (DER) of the 
absorbed photon energy spectra of chiral systems of (6,5) and (7,5) around 572 and 652 nm, respec-
tively. It can be seen that the RBM amplitude profiles are close to the DER spectra. However, as in 
the previous paper discussing the positive time signal, there are substantial deviations in both cases. 
Especially the existence of sidebands in both higher and lower energy sides is clearly seen. This 
is due to the Raman interaction inducing energy exchange between two spectral regions through 
coherent vibration. It results in the appearance of the sidebands separated by the vibration frequency 
to both red- and blue-shifted directions forming difference (DIF)-type contribution as discussed in 
the previous paper [45]. The fitting in the present case of the probe photon energy dependence of 
the vibrational amplitude with the sum of the DIF and DER is difficult because of low S/N due to 
short time integration of Fourier in the negative time range. Therefore, it was not made to show the 
fitting using the sum of them.

So far, the low-frequency vibrational modes at ∼320 cm−1 have been assigned to RBMs. Usually, 
exact chirality assignment can be further achieved for RBMs by combining the resonance con-
ditions described above with the mode frequencies of the vibrations in the 2D coherent phonon 
spectra [17,19,45]. However, compared to the electronic population decay time Tel

1 determined in 
the positive time range, the negative time data provide a much shorter electronic dephasing time 
Tel

2, which limits the precision of the vibrational frequency together with the vibrational dephasing 
time by the FT. As a result, the mode patterns are severely distorted as seen in the 2D plots shown 
in Figure 9.2.4.5c and d. The most distinct distortion is that the central frequencies of the two lobes 
on both sides of the resonance position in the fingerprint belonging to the same vibrational mode 
are shifted away from their original values with respect to the frequency axis. The distortion of the 
fingerprint signal pattern makes it difficult to assign chirality. There are at least four overlapping 
absorption peaks that resonate with the laser spectrum, but resonant dips of only two appear in the 
2D FT plot. The vibrational modes with resonance dips at 2.16 eV (572 nm) and 1.92 eV (650 nm) 
can be ascribed to the (6,5) and (7,5) tubes with vibrational frequencies close to their Raman shifts 
at 310 and 285 cm−1, respectively. The vibrational modes in the upper right corner of Figure 9.2.4.5c 
and d represent two small dips around 2.12 eV (584 nm) and 1.89 eV (653 nm), respectively, which 
are near the resonance positions of (6,4) at 590 nm and (8,3) at 670 nm. However, their average vibra-
tional frequencies of more than 600 cm−1 are much larger than their own Raman shifts at around 
334 and 301 cm−1, respectively. Some other vibrational modes, such as D modes [21], have also been 
reported below 2000 cm−1, but their vibrational amplitudes are usually much weaker than those of 
RBMs and their vibrational frequencies are higher than 1000 cm−1. Therefore the possibility of the 
D modes can be ruled out, and they may probably be due to the overtones of RBMs of (6,4) and (8,3) 
appearing only in the exciton state as discussed made before using Figure 9.2.4.4.

9.2.4.4  CONCLUSIONS

In this subsection, we studied the vibrational and electronic coherence relaxation dynamics for 
negative time delays in CoMoCat-grown SWNTs using a 7.1-fs laser pulse [55]. The real-time traces 
in negative time provide information on the electronic dephasing time and also the vibrational phase 
relaxation dynamics in excited electronic states. The electronic phase relaxation time was found to 
be in the range of 30−40 fs for this sample. The most interesting result is that the vibrations of the 
RBM could be detected, whereas those of the G mode are too weak to be resolved in the negative 
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time range. This implies that the RBMs in the negative time are mostly due to wave packets gener-
ated in the exciton state. The dynamics of vibrational RBMs are studied from the negative time 
traces under experimental conditions that were identical to those of the vibronic dephasing process. 
Our findings indicate that the probe photon energy-dependent amplitude profiles of RBMs follow a 
first derivative behavior and difference type, analogous to the results in the positive time range. The 
research described in this subsection was conducted by the following people: Takayoshi Kobayashi, 
Zhaogang Nie, Bing Xue, Hiromichi Kataura, Youichi Sakakibara, and Yasumitsu Miyata [55].
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9.3.1 Fluorescence 
from Molecules 
and Aggregates in 
Polycrystalline Thin Films 
of α-Oligothiophenes

9.3.1.1  INTRODUCTION

Thiophene-based oligomers have been extensively studied theoretically and experimentally for a 
better understanding of the physical properties of polythiophenes [1–9]. They are also promising 
materials for various devices [10–15], such as light-emitting diodes [16–18]. However, the radiative 
relaxation kinetics of α-oligothiophene vacuum-evaporated thin films has not yet been fully studied, 
and the origin of their fluorescence is still unclear [19–23]. In order to improve the α-oligothiophene 
devices and to provide a basis for the understanding of the photophysical properties of more com-
plex polymers, it is important to identify the electronic state from which the fluorescence originates 
and to understand the relaxation dynamics of the photoexcitations, which may be spatially extended 
and energetically broadened with a degree related intrinsically with the molecular chemical struc-
ture and extrinsically with its surrounding.

Previous studies have shown that the vacuum-evaporated films of α-oligothiophene Tn ~where n 
denotes the number of the thiophene rings) has a crystallographic structure [21,22,24–26]. The mol-
ecules are oriented parallel to each other with the long molecular axes nearly perpendicular to the 
substrate plane [21,22,25,26]. The close-packed arrangement gives rise to the formation of aggre-
gates with dramatically different photophysical properties to those of isolated α-oligothiophenes 
in solution. For example, the absorption spectrum of the film sample reveals a dichroic and blue-
shifted band, which was interpreted in terms of the formation of H-aggregates due to the strong 
intermolecular interactions by various groups [19,22,25,27].

Here I would like to briefly explain the H-aggregates and J-aggregates. When small molecular 
chromophores (not polymers) assemble in a solid state, they often form J-type or H-type aggregates, 
depending on the relative alignment of the transition dipole moments on adjacent molecules. In 
J-aggregates molecules stack in a head-to-tail configuration, while in H-aggregates, molecules stack 
predominantly in face-to-face configurations of transition dipole moments. The energy levels of the 
interaction dipoles form a band structure. In the case of head-to-tail stacking in the J-aggregates, 
the allowed transition becomes the lowest while in the case of card packing the allowed transition is 
concentrated at the band top resulting in the red shift of the absorption spectrum. In J-aggregates N 
molecules are coherently coupled and can emit intense fluorescence with N times transition dipole 
corresponding to N2 times larger transition cross-section. Because of Kasha rule, the fluorescence 
takes place from the bottom of the band. Then intense fluorescence is emitted from the J-band bot-
tom. While in the case of H-aggregates the molecular stacking is card-packing type resulting in the 
location of accumulated N transition moments at the highest band edge of the H-band. Then the 
fluorescence emission is suffered from the competition with radiationless relaxation to the lowest 
forbidden level of the H-band, from which relatively weak fluorescence is emitted.
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Several stationary and time-resolved studies have been performed on the α-oligothiophene vac-
uum evaporated films; Chen et al. measured the nanosecond time-resolved transient absorption spec-
tra of polycrystalline films of a-quaterthiophene T4, α-quinquethiophene T5, and α-sexithiophene 
T6 [28] Lane and co-workers studied the absorption spectra of charged excitations in α sexithio-
phene thin films induced by doping and photogeneration [29]. Periasamy et al. and Zamboni et al. 
performed one-photon and two photon fluorescence excitation spectroscopies on an asexithio-
phene T6 vacuum-evaporated film. They concluded that the 11Bu exciton band is located at 573 nm 
~2.164 eV) and the 21Ag exciton band is at 544 nm ~2.279 eV) for the T6 film [20]. Furukawa et al. 
carried out detailed studies of infrared absorption and Raman spectra on several α-oligothiophene 
films [8]. Watanabe et al. performed the femtosecond transient spectroscopy and picosecond time-
resolved fluorescence spectroscopy on a T6 film [30]. Studies of femtosecond transient spectra of 
T6 polycrystalline films were also presented by Klein et al. [23] and Lanzani et al. [31], respectively. 
Very recently, site selective and time-resolved spectroscopies have been used to resolve the aggre-
gate emission from the excitonic emission both in T6 thin films and single crystal by Marks et al. 
[3], and the dipole sums with the Ewald method have been performed to propose the locations of the 
Davydov-splitting components in the T6 single crystal by Muccini et al. [4].

In this subsection, we report the experimental results of stationary fluorescence, fluorescence 
excitation, site-selective fluorescence, and femtosecond time-resolved fluorescence spectroscopies 
of vacuum-evaporated films of α-quaterthiophene (T4) and α-quinquethiophene (T5) at different 
temperatures. It is found that there are various energetically separated fluorescent species in the 
α-oligothiophene vacuum-evaporated films. In comparison with isolated molecules, they show 
changes in electronic energy levels and excited-state kinetics because of intermolecular interactions.

9.3.1.2  EXPERIMENT

Details of synthesis and purification methods of α-oligothiophenes are described in Refs. [32,33]. Thin 
films of T4 (375 nm thick) and T5 (600 nm thick) were prepared onto fused silica glasses by heading a 
small quantity of purified power in a boat under higher vacuum (background pressure 1 × 10–5 Pa). The 
pressure during the deposition was about 3 × 10–4 Pa. The deposition rates were 24 nm/min for the T4 
film and 39 nm/min for the T5 film. The substrate was kept at room temperature during the deposition.

The absorption spectra were obtained with a Shimadzu UV-3101 PC spectrometer. The stationary 
fluorescence and fluorescence excitation spectra were measured with a Hitachi F-4500 fluorimeter, 
and corrections were made for the spectral sensitivity of the entire measuring system. For low-
temperature measurements, a continuous liquid He-flow cryostat (Oxford, CF-1204) was utilized.

The experimental apparatus for the femtosecond time-resolved fluorescence measurements is 
described in detail elsewhere [9]. In brief, a mode-locked Ti sapphire laser (Clark-MAX, NJA-4) 
was utilized to produce pulses at 810 nm with a repetition rate of 100 MHz and a 600 mW average 
power. The second harmonic (1 mm β-BaB2O4 BBO crystal) of the Ti sapphire laser was focused 
into the film sample with an average excitation power of less than 3 mW. The fluorescence from the 
sample was collected with two lenses and subsequently focused into a 0.5 mm thick BBO crystal to 
be mixed with the fundamental beam for the type-I phasematching sum frequency generation. The 
time resolution of the system was estimated to be about 250 fs from the full width at half maximum 
of the cross-correlation trace between the excitation and the fundamental pulses.

9.3.1.3  RESULTS AND DISCUSSION

9.3.1.3.1  absorPtion anD flUoresCenCe exCitation sPeCtra

The absorption spectra of the T4 and T5 films at room temperature measured at normal incidence 
are shown in Figure 9.3.1.1a, together with the absorption spectrum of T4 in dichloromethane 
for comparison. The absorption spectrum of the film is dramatically different to that of the solu-
tion spectrum. The broad, blue-shifted bands at 3.65 eV for the T4 film and at 3.56 eV for the T5 
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film correspond to the absorption of H-aggregates caused by strong intermolecular interactions 
[19,22,25,27]. The absorption spectrum of each film also reveals a structured band in the ultraviolet-
visible region and a long-weak tail at the low-energy side.

The structured absorption bands in the region of 2.4–3.4 eV for the T4 and 2.35–3.35 eV for the 
T5 film are considered to be predominantly from disordered molecules lying at grain boundar-
ies [19,22,34]. The structures observed are associated with the intramolecular electronic transition 
coupled to intramolecular vibrational modes ~electron-phonon coupling) [19,22,34]. In comparison 
with the absorption of isolated molecules, as shown in Figure 9.3.1.1a, the structured absorption 
band of the film sample is red-shifted. To determine the energy shift of the intramolecular elec-
tronic transition, S1←S00–0 (S0 and S1 are the ground and first excited singlet states, respectively), 
upon going from solution to film, we calculated second derivatives of the absorption spectra of the 
film and solution samples for each Tn; the S1←S00–0 transitions of the molecules in solution cannot 
be determined directly due to the broad absorption spectra [35].

As displayed in Figure 9.3.1.1b, the negative second derivative (NSD) spectrum of the T4 film 
exhibits oscillating structures. Four peaks at 2.67, 2.86, 3.07, and 3.25 eV are present. The average 
energy difference between adjacent peaks is about 0.19 eV, which is very close to the stretching 
vibrational energy of the C=C bond. The peak at 2.67 eV noted by an upward arrow in Figure 
9.3.1.1b is assigned to the molecular S1←S00–0 transition of T4 in the evaporated film [34].

Three peaks and a small shoulder are also present in the NSD spectrum of T4 in dichlorometh-
ane at room temperature. The S1←S00–0 transition energy of T4 in dichloromethane is determined 
to be 2.87 eV [9,35]. Consequently, the energy shift of the S1←S00–0 transition of the T4 and T5 
molecules upon going from solution to film is of the order of 0.20–0.21 eV. There are three possible 
mechanisms of the red-shift for the molecular transition in the solid. The first one is the larger sta-
bilization of the excited state than in the ground state because of dielectric screening. The second 
one is the larger molecular interaction in film than in solution. The third one, which is associated 

  FIGURE 9.3.1.1 (a) Absorption spectra of the 
T4 and T5 films at room temperature measured 
at normal incidence (thick lines), and an absorp-
tion spectrum of the T4 in dichloromethane 
(thin line) at room temperature. (b) Negative 
second derivatives of the absorption spectra of 
the T4 film (thick line) and T4 in dichlorometh-
ane (thin line).



372 Ultrashort Pulse Lasers and Ultrafast Phenomena

with the molecular conformational change, is due to the extension of electronic wave functions of 
the oligothiophene molecule in the vacuum evaporated film compared to that in solution [9].

Figure 9.3.1.2 presents the fluorescence excitation (FE) spectra of the T4 and T5 films at 4.2 
K and the FE spectrum of T4 in dichloromethane at room temperature. The lowest energy strong 
absorption band of the films shows fine structures; two peaks at 2.68 and 2.72 eV are observed for 
the T4 and two peaks at 2.50 and 2.54 eV for the T5 film. Previously, Fichoh et al. also observed 
similar fine structures in the absorption spectra of several α-oligothiophenes evaporated films at 
low temperature [34]. The fine structures in the FE spectrum are interpreted in terms of the cou-
pling between the intramolecular π-π* transitions and various molecular vibrational modes, i.e., 
thiophene ring deformation modes [34,36]. In addition, we observed a very weak but structured 
tail band in the FE of each film at 4.2 K. In this band, two small peaks at 2.29 and 2.37 eV labeled 
as PA1 and PA2 are present in the excitation spectrum of the T5 film (see Figure 9.3.1.2). A small 
peak at 2.42 eV labeled as A and a bump at 2.24 eV labeled as D are also observed in the excitation 
spectrum of the T4 film. These observations show that in the evaporated film there are additional 
low energy, directly accessible excitations, which are absent for the molecule in solution.

9.3.1.3.2  flUoresCenCe sPeCtra

The fluorescence spectra of the T4 and T5 films at 4.2 and 295 K are depicted in Figure 9.3.1.3. The 
fluorescence spectrum of the T4 film at 4.2 K consists of a weak and structured band in the region 
of 2.42–2.61 eV, a strong emission band at 2.35 eV, a distinct peak at 2.22 eV, and a small shoulder at 
2.04 eV. The observation of the higher-energy peak at 2.61 eV shows the emission from high-energy 
species, which are assigned to the disordered molecules at the grain boundaries. From the inset of 
Figure 9.3.1.3, one can see that the spectral positions of the two peaks at 2.48 and 2.52 eV in the fluo-
rescence spectrum are identical with those of two minima in the fluorescence excitation spectrum 
of the T4 film. These observations reflect reabsorption, i.e., the fluorescence from the high-energy 
emitting species is reabsorbed by some low-lying species. The reabsorption reduces the intensity of 
the fluorescence from the high-energy species. The above results indicate the inhomogenous distri-
bution of energy levels in the evaporated films of α-oligothiophenes.

The fluorescence spectra of the T4 and T5 films at various temperatures are shown in 
Figure 9.3.1.4a and b, respectively. The fluorescence of the T4 film shows weak temperature depen-
dence. In contrast, both the fluorescence intensity and spectrum of the T5 film are strongly dependent 

  FIGURE 9.3.1.2 Fluorescence excitation spectra of the 
T4 film (solid line) at 4.2 K measured at an emission pho-
ton energy of 2.03 eV and the T5 film (solid line) at 4.2 K 
measured at an emission photon energy of 2.07 eV. The 
spectra in the low-energy region (thin lines) are scaled 
with a factor of 5. The fluorescence excitation spectrum 
of T4 in dichloromethane (dashed line) at room tempera-
ture is shown for comparison.
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  FIGURE 9.3.1.3 Normalized fluores-
cence spectra of the T4 and T5 films 
at 4.2 K (thick lines) and 295 K (thin 
lines). The excitation photon energies 
are 3.26 eV for the T4 film and 3.35 eV 
for the T5 film. The inset displays the 
fluorescence ~thick line) and fluores-
cence excitation (thin line) spectra in the 
spectral region of 2.35–2.7 eV for the T4 
film at 4.2 K.

FIGURE 9.3.1.4 (a) Fluore scence spectra of the T4 film at various temperatures for an excitation photon 
energy of 3.26 eV. (b) Fluorescence spectra of the T5 film at various temperatures for an excitation photon 
energy of 3.35 eV. (c) Temperature dependence of frequency-integrated fluorescence intensities for the T4 and 
T5 films. (d) Fluorescence intensities of the T5 film vs temperature at various emission photon energies.
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on the temperature, T. The frequency-integrated fluorescence intensity of each film is plotted as a 
function of T in Figure 9.3.1.4c. The fluorescence intensity of the T5 film is increased by eight times 
when the temperature is decreased from 295 to 4.2 K, while that of the T4 film is increased by only 
about 1.4. Such different temperature dependence between the T4 and T5 films indicates different 
emission mechanisms and fluorescence origin for the two films.

At room temperature, the fluorescence spectrum of the T5 film shows a peak at 2.24 eV and a 
shoulder at 2.08 eV. At 4.2 K, a strong emission band at 2.20 eV is present, and a high-energy band 
at 2.34 eV shows observable structures.

An additional peak observed at 4.2 K is located at 2.02 eV. To understand the dramatic change 
of the fluorescence line shape with decreasing temperature, we analyze the temperature-depen-
dent intensity of the fluorescence at different emission photon energies. As can be seen from 
Figure 9.3.1.4d, there are three distinct features. (1) For the peaks at 2.38, 2.20, and 2.02 eV with an 
energy spacing of 0.18 eV, the fluorescence intensities show the same increasing tendency when the 
temperature is decreased. This observation suggests that these three peaks originate from the same 
emitting site. The 0.18 eV energy spacing is associated with the C=C vibrational progressions. (2) 
The fluorescence intensities at 2.34 and 2.16 eV, with an energy separation of 0.18 eV, show similar 
temperature dependence with each other, but different from that for case (1). This result indicates 
that these two peaks share one fluorescent origin which differs from the origin in case (1). (3) The 
fluorescence intensities at 2.26 and 2.08 eV, again with an energy separation of 0.18 eV, show nearly 
identical temperature-dependent features which are distinct from cases (1) and (2). This result sug-
gests that the fluorescence at 2.26 and 2.08 eV is from an additional lowest-energy emitting site 
which differs from the origin in cases (1) and (2). Thus, the fluorescence spectrum of the T5 film 
at 4.2 K as shown in Figure 9.3.1.3 is a superposition of the emission spectra originated from three 
energetically different emitting sites. The fluorescence from the three different sites exhibits identi-
cal vibrational development with the 0.18 eV energy spacing. Similar phenomena have also been 
observed in a T6 film [37].

Based on the above observations, we suggest that the fluorescence peaks at 2.38, 2.20, and 2.02 eV 
correspond to the S1→S00–0, S1→S00–1, and S1→S00–2 transitions from one high-energy emitting 
site. The peaks at 2.34 and 2.16 eV are, respectively, attributed to the S1→S00–0 and S1→S00–1 
transitions from site PA2, which shows a small absorption peak at 2.37 eV ~see Figure 9.3.1.2). The 
peaks at 2.26 and 2.08 eV are, respectively, ascribed to the S1→S00–0 and S1→S00–1 transitions 
from site PA1 which exhibits a small absorption peak at 2.29 eV (see Figure 9.3.1.2).

9.3.1.3.3  site-seleCtiVe flUoresCenCe sPeCtra

We have performed site-selective fluorescence measurements on the T4 film at 4.2 K. The fluores-
cence spectra measured at excitation energies of 2.43, 2.53, 2.82, 3.02, 3.26, and 3.54 eV are shown 
in Figure 9.3.1.5a. For the excitation energy greater than 2.53 eV, the emission spectrum is almost 
independent of the excitation photon energy. The peaks of the fluorescence at 2.35, 2.22, and 2.04 eV 
are not shifted with changing excitation photon energy from 2.43 to 3.54 eV. Even at 2.43 eV exci-
tation, the spectral positions of the peaks at 2.22 and 2.04 eV are still not shifted with respect to 
those at 3.02 eV excitation. However, changes in fluorescence intensity ratios of I2.22/I2.04, I2.27/I2.04, 
I2.32/I2.04, I2.35/I2.04, and I2.38/I2.04, are observed as the excitation photon energy is turned to 2.53 and 
2.43 eV. For instance, at 3.02 eV excitation the ratios are 4.29, 3.30, 4.66, 5.51, and 5.25, respectively; 
but at 2.53 eV excitation, they are 4.46, 4.04, 5.83, 5.87, and 4.84, respectively. The intensity ratios 
are plotted against the excitation energy in Figure 9.3.1.5b.

The following three characteristic features, shown in Figure 9.3.1.5b, plotted for the spectral 
shape of T4 at 4.2 K.

 1. At 2.53 eV excitation, the ratios of I2.27/I2.04 and I2.32/I2.04 are higher than those at 2.82 eV 
excitation. However, as the excitation energy decreased further to 2.43 eV, the two fluores-
cence intensity ratios decreased from those at 2.53 eV excitation. These results may reflect 
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that the fluorescence at 2.27 and 2.32 eV are partly contributed by some species with origi-
nal levels in the region of 2.43–2.53 eV.

 2. At 2.53 eV excitation, the ratio I2.38/I2.04 is decreased from that at 2.82 eV excitation. This 
result may indicate that a part of the fluorescence at 2.38 eV stems from some species with 
original levels above 2.53 eV.

 3. The increase of the ratios I2.22/I2.04 and I2.35/I2.04 as the excitation photon energy decreases 
from 2.82 to 2.53 and 2.43 eV, being different from cases (1) and (2), suggests that the fluores-
cence at 2.22 and 2.35 eV are mainly contributed by additional species with original energy 
levels below 2.43 eV. Therefore, the above results show that the fluorescence spectrum of the 
T4 film (see Figure 9.3.1.3) is a superposition of the emission spectra from various emitting 
species. The original levels of the predominant fluorescence in the T4 film are below 2.43 eV.

9.3.1.3.4  assiGnMent of flUoresCenCe

In 1997, Bongiovanni et al. studied the conformations and optical properties of T5 molecules 
included in a perhydrotriphenylene matrix, both theoretically and experimentally [38]. They sug-
gested that a weak absorption band observed at 2.43 is related to the 0–0 vibronic feature of a 
planar conformer. We have observed two fluorescence origin levels at 2.29 and 2.37 eV in the T5 
vacuum evaporated film as shown in Figure 9.3.1.2. They are red-shifted by about 0.14 and 0.06 eV, 
respectively, in comparison with the lowest-energy band at 2.43 eV of the T5 molecule in the host 

  FIGURE 9.3.1.5 (a) Fluorescence (PL) 
and fluorescence excitation (FE) spectra 
of the T4 film at 4.2 K. The fluorescence 
spectra are measured at the excitation 
photon energies of 2.43 (1), 2.53 (2), 2.82 
(3), 3.02 (4), 3.26 (5), and 3.54 eV (6), 
respectively. The excitation spectrum is 
measured at an emission photon energy 
of 2.03 eV. The arrows indicate the dif-
ferent excitation energies. (b) Intensity 
ratios of the fluorescence at 2.22, 2.27, 
2.32, 2.35, and 2.38 eV to that at 2.04 eV 
vs excitation photon energy for the T4 
film at 4.2 K. The intensity ratios of the 
fluorescence at 2.22, 2.35, and 2.38 eV 
are shifted upward by adding 1.5, 1.5, 
and 3, respectively, for a better view.
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matrix [38]. Therefore, the physics of the two origins at 2.29 and 2.37 eV is different from that of the 
isolated molecule. We name these energetically separated emitting sites in the region of 2.29–2.43 eV 
as pre-aggregate species. The pre-aggregate species are characterized by very low optical densities 
and red-shifted absorption maxima compared to those of the disordered molecules, implying that the 
pre-aggregate species are located in relatively ordered domains where the intermolecular interactions 
may be stronger than those in the disordered domains. The fluorescence spectrum from the different 
sites of the pre-aggregate species exhibits identical vibrational progression with an energy spacing of 
about 0.18 eV. The pre-aggregate species is the dominant fluorescence origin in the T5 film.

The pre-aggregate species may also be observed in the T4 film. On the basis of the fluores-
cence, fluorescence excitation, and site-selective fluorescence experimental results, the peaks at 
2.27, 2.32, and 2.38 eV in the fluorescence spectrum may be assigned to the S1→S00–1 transitions 
with corresponding S1→S00–0 peaks at 2.45 (PA1), 2.50 (PA2), and 2.56 eV (PA3), respectively (see 
Figure 9.3.1.3). Therefore, below the first strong absorption band of the disordered molecules, there 
are pre-aggregate species which consist of several energetically separated sites with the fluores-
cence original levels in the region of 2.43–2.61 eV for the T4 film and 2.29–2.43 eV for the T5 film.

As mentioned in Sec. III B, the rather large difference in the fluorescence temperature dependence 
between the T4 and T5 films indicates that the electronic configurations of the predominant fluores-
cence species in the T4 film differ from those in the T5 film. The site-selective fluorescence mea-
surements have demonstrated that there is additional fluorescence origin in the low-energy region 
for the T4 film. Previously, Birnbaum et al. performed measurements of fluorescence emission and 
fluorescence excitation spectra of T4 in tetradecane at 4.2 K [39]. They observed four independent, 
but nearly identical excitation/emission pairs with different dipole allowed origin and the same vibra-
tional development. The lowest energy dipole allowed origin was observed to be at 2.75 eV. For the 
T4 vacuum-evaporated film, we have observed two small peaks at 2.24 and 2.42 eV in the excitation 
spectrum as shown in Figure 9.3.1.2. They are red-shifted at about 0.51 and 0.33 eV, respectively, in 
comparison with the lowest-energy band at 2.75 eV of the T4 molecule in the tetradecane lattice at 4.2 
K. We propose that the strong emission band at 2.35 eV in the T4 film is mainly originated from an 
aggregate-like state at 2.42 eV labeled as A in the excitation spectrum (see Figure 9.3.1.2). Below the 
emission photon energy of 2.24 eV, a part of the fluorescence may stem from the T4 molecule trapped 
In physical defects in crystal, which shows a small absorption bump at 2.24 eV labeled as D in the 
excitation spectrum (Figure 9.3.1.2). Further evidence supporting the above assignments come from 
the time-resolved fluorescence spectra to be discussed in the following.

9.3.1.3.5  tiMe-resolVeD flUoresCenCe sPeCtra

We have measured fluorescence decays in a wide emission spectral range for the T4 and T5 films. 
As with the stationary spectra, the fluorescence kinetics are quite different between the T4 and T5 
films. The time-resolved fluorescence decay of the T4 film changes dramatically with the detected 
fluorescence wavelength, while no wavelength-dependent fluorescence decay is observed for the 
T5 film in the region of 2.03–2.38 eV within our experimental uncertainty ~see Figure 9.3.1.6). 
The fluorescence decays of the T5 film are better described by a stretched-exponential function 
exp[(−t/τ)α]. By fitting the stretched-exponential function to the experimental data measured at an 
emission photon energy of 2.21 eV for the T5 film at 5 K, the parameters τ and α are determined to 
be 3161 and 0.560.01 ps, respectively.

The fluorescence decays of the T4 film are shown in Figure 9.3.1.7a–c. In the higher energy 
region of 2.41–2.60 eV, the decays are nonexponential. The fluorescence decays at the emission 
photon energies of 2.45, 2.51, and 2.60 eV are well described by a sum of a single exponential and a 
stretched exponential functions,

I ( )t A= −1 1exp /( )t Aτ τ+ −exp /( )α
2 2 t  (9.3.1.1)   
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  FIGURE 9.3.1.6 Fluorescence decay curves measured 
at different spectral positions for the T5 film at 5 K for an 
excitation photon energy of 3.02 eV.

  FIGURE 9.3.1.7 (a) Fluore-
scence decay curves of the T4 
film at 4.2 K measured at dif-
ferent spectral positions for 
an excitation photon energy 
of 3.02 eV. (b) Fluorescence 
decay curves of the T4 film at 
4.2 K measured at different 
spectral positions for an excita-
tion photon energy of 3.02 eV. 
(c) Fluorescence decay curves 
of the T4 film at 4.2 K mea-
sured at different spectral posi-
tions for an excitation photon 
energy of 3.02 eV.
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Here I(t) is the intensity at time t, Ai (i = 1 and 2), τi (i = 1 and 2), and α are fitting parameters. 
The parameters determined by fitting the experimental data to Eq. (9.3.1.1) are summarized in 
Table 9.3.1.1. The fact that the value of the time constant t1 of the slow exponential decay compo-
nent is very close to that of T4 in dichloromethane (390 ps) [35], supports the suggestion that the 
fluorescence spectrum contains a contribution from disordered molecules. From Table 9.3.1.1, one 
can also see that the values of t2 and a of the fast stretched exponential decay component, similar to 
those of the T5 film, do not change much as a function of the detected spectral positions. This result 
may indicate again the contribution of the preaggregate species in the T4 film. Further, the temporal 
fluorescence at the emission photon energy of 2.27 eV is also well described by Eq. (9.3.1.1), and the 
values of t2 and a as listed in Table 9.3.1.1 are very close to those at 2.45 eV. This fact supports our 
assignment that the fluorescence at 2.27 corresponds to the S1→S00–1 transition with associated S1 
→S00–0 peak at 2.45 eV ~PA1). The above results reinforce the conclusion that there are energeti-
cally different emitting species in the T4 film.

The stretched-exponential decay, Kohlrausch–Williams–Watts (KWW) relaxation, is usually 
observed in disordered systems [39]. Recently, the KWW law was used to describe the fluorescence 
kinetics of PPV [poly-(phenylene vinylene)] and LPPP [ladder-type poly-(para)-phenylene] films 
[40–42]. The fluorescence decay profiles in these polymers are dependent on the emission wave-
length detected. These observations were interpreted consistently in terms of energetic relaxation of 
neutral excitations within an inhomogeneously broadened density of states ~DOS), i.e., photoexcita-
tions undergo incoherent random walk among the chain segments until they reach a longer segment 
from which they cannot escape within their lifetime. In contrast, no obvious wavelength dependence 
of the fluorescence decay was observed in the T5 film. We may interpret these results in terms of 
that, below the pre-aggregate, there are further energetically low-lying states where the photoexcita-
tions can migrate efficiently. One of the further low-lying states is proposed to be a dipole-forbidden 
state (L-band) of the H aggregate, because we have observed the dichroic and blue shifted H-band 
of the H-aggregate, both in the T4 and in the T5 films. Since the transition from the L-band to the 
ground state is dipole-forbidden, the nonradiative process from this state is expected to be highly 
dominant. Here we note that the above discussion is based on the very large Davydov–Splitting 
hypothesis proposed in Refs. [19,22,25,27]. This hypothesis has been questioned by Muccini et al. 
and Marks et al. recently; and they point out that the actual Davydov–Splitting value in T6 single 
crystal should be much lower [3,4]. Further experimental evidence is required to determine the loca-
tions of the Davydov–Splitting components in the T4 and T5 polycrystalline films.

For the T4 film, at the emission photon energy of 2.35 eV we observed a long-lived decay compo-
nent with a time constant of about 670 ps, which is greater than that of the T4 molecule in solution 
~about 390 ps) [35]. The decay time of the long-lived component obtained here is in agreement 
with a previous result [22]. This observation is suggestive of the presence of a new species, which is 
assigned to the dipole allowed aggregate with an associated absorption peak at 2.42 eV labeled as A 
in the excitation spectrum (see Figure 9.3.1.2).

At the emission energies of 2.18 and 2.21 eV for the T4 film (see Figure 9.3.1.7), the transient 
fluorescence exhibits a slow rise with a maximum at about 24 ps and subsequently reveals a slow 
single-exponential decay with a time constant of the order of 340–450 ps which is very close to the 

TABLE 9.3.1.1
Fluorescence Decay Parameters of the t4 Film at 4.2 K

eem (eV) τ1 (ps) a1 τ2 (ps) α a2

2.60 340 ± 190 0.12 8 ± 1 0.75 0.88

2.51 375 ± 90 0.28 11 ± 1 0.64 0.72

2.45 320 ± 50 0.48 10 ± 2 0.61 0.52

2.27 390 ± 65 0.70 13 ± 5 0.68 0.30
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fluorescence decay time of the T4 molecule in solution. The fluorescence decay at the emission pho-
ton energy of 2.21 eV has been studied by changing temperature and polarization of the excitation 
light. It is found that the feature of the slow rise at 2.21 eV is almost independent of the temperature 
and polarization of the excitation light. Therefore, the slow rise observed may contain two messages. 
First, there is an additional energy level in the low-energy region. Second, the additional species 
can be excited through the migration of photoexcitations from energetically higher-lying species. 
Previously, Zamboni et al. performed site-selective fluorescence measurements on a T6 film. They 
observed that the fluorescence spectrum with two prominent bands shifted to lower energies as laser 
excitation energy decreases as much as 2000 cm−1 (~0.25 eV) below the 2.164 band. They assigned 
the states extending 2000 cm−1 below the 2.164 band to the T6 molecules located in physical defect 
sites in crystal [20]. Accordingly, it is suggested that the slow rise at 2.21 eV for the T4 film may be 
associated with energy transfer from the energetically high-lying species to deep-trap defects. The 
defect species show a very weak absorption band at 2.24 eV which is about 0.21 eV below the PA1 
state at 2.45 eV as shown in Figure 9.3.1.2.

We have measured the fluorescence efficiency of our T5 film to be on the order of 0.023 at room 
temperature. The fluorescence intensity is increased by eight times as lowing the temperature from 
295 to 4.2 K, indicating that a thermally activated nonradiative decay route is strongly annihilated at 
low temperature. At higher temperatures, the lattice thermal fluctuation may play a role in quench-
ing the fluorescence of the T5 film. The fluorescence efficiency of our T4 film is about 0.1 at room 
temperature, which is higher than that of the T5 film. The fluorescence intensity of the T4 film is not 
changed much with the temperature, because the dominant fluorescence originated from the higher 
ordered system, the dipole-allowed aggregates. The formation of the dipole-allowed aggregates in 
the T4 film may open an efficient radiative decay channel competed with nonradiative decay route, 
resulting in higher fluorescence efficiency in comparison with that of the T5 film.

9.3.1.4  SUMMARY

We have studied the stationary and time-resolved fluorescence spectra of vacuum-evaporated poly-
crystalline films of a-quaterthiophene and a-quinquethiophene. The fluorescence spectrum of each 
film is found to be the superposition of emissions from various species and sites. In the T4 film, 
fluorescence is observed from disordered molecules that exhibit the solution-like decay features due 
to weak intermolecular interaction. The multiple emission spectra from preaggregate species which 
consist of several energetically separated emitting sites are observed in the T5 film. The interactions 
of each molecule with neighboring units in the pre-aggregate species may be greater than those of 
the disordered molecules lying at the grain boundary but weaker than those of the molecules in the 
aggregates. The fluorescence of the pre-aggregate species shows well-defined intramolecular vibra-
tional progressions, and its time-resolved decay is a stretched exponential without emission wave-
length dependence. The pre-aggregate is the major emitting species in the T5 film. In the T4 film, 
the fluorescence is predominantly from dipole-allowed aggregate and defect species. The formation 
of the fluorescent aggregate species in the T4 film opens an efficient radiative decay channel. The 
fluorescent aggregate species may also play a role in transferring the photoexcitations to the defects 
in crystal. The H-aggregate is considered to be a fluorescence quenching center. In addition, based 
on the results of the temperature-dependent fluorescence spectra, the lattice thermal fluctuation may 
reduce the fluorescence efficiency at higher temperatures but be frozen out at lower temperatures.

We present a diagram to illustrate schematically the various relaxation and recombination pro-
cesses in Figure 9.3.1.8. On the basis of the above stationary and time-resolved results, it is sug-
gested that the various hot excitations, excluding the defect species in the T4 film, can be generated 
directly by incident light (3.02 eV), which is expressed in Figure 9.3.1.8 as thick solid upward arrow 
(Ex). The hot excitons relax down to the red edges of the excited manifolds of the various species 
upon rapid ‘‘internal conversion’’ (IC), indicated by dashed downward arrows in Figure 9.3.1.8. 
From there, the excitations of the high-energy species can go to the ground state through both 
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radiative (thick downward arrow lines labeled as PL) and nonradiative decay routes (curve arrows 
noted by N). Additionally, the high-energy excitations can transfer the energy to the low-energy 
species (dashed curve arrows).

In this subsection, the fluorescence spectrum of the vacuum evaporated film of each 
α-oligothiophene studied is found to be the superposition of the emission spectra from various 
energetically different species. In vacuum-evaporated α-oligothiophene polycrystalline film, the 
molecules located at different domains in a grain experience nonequivalent intermolecular interac-
tions, manifesting in different shifts in energy levels as well as various departure in fluorescence 
kinetics from those of isolated molecules. The efficiency of the formation of the fluorescent aggre-
gates may relate to the chemical structure of the molecule [44]. In 1996, Bennati et al. suggested 
that the reduction of rotation barriers with increasing thiophene unites causes a distribution of twist 
angle rather than definite cis and trans configurations [43]. Kanemitsu et al. found that the molecu-
lar orientation of the oligomer with a longer chain length is very sensitive to the deposition rate [22]. 
It is very likely that the formation of the dipole allowed fluorescent aggregate species relates to the 
degree of the crystallinity of the film. The increase of the intramolecular disorder, as increasing 
the chain length, is considered to be the reason of difficulty of film formation with high quality 
crystallinity and of the formation of the dipole-allowed fluorescent aggregate species for longer 
oligomers. Furthermore, based on the above assignments, the Stokes shift is less than 0.07 eV for 
each fluorescent species and sites. From the discussion, it was considered that the elementary pho-
toexcitations in the vacuum-evaporated films of the α-oligothiophenes are intra- and intermolecular 
Frenkel excitons. The contents of this subsection is based on the research activity of the following 
people: Aiping yang, Masashi Kuroda, Yotaro Shiraishi, Takayoshi Kobayashi [44].
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9.3.2 Sequential Singlet 
Internal Conversion of 
IB–

u → 3A–
g → IB–

u → 2A–
g 

→ (IA–
g Ground) in All- 

Trans-Spirilloxanthin 
Revealed by Two-
Dimensional Sub-
5-fs Spectroscopy

9.3.2.1  INTRODUCTION

In bacterial photosynthetic systems, all-trans-carotenoids (Cars), generally having conjugated dou-
ble bonds of numbers n = 9–13, are specifically bound to the LH1 and LH2 antenna complexes 
and play an important function of light harvesting [1–4]. This function includes the transfer of 
energy to bacteriochlorophylls (BChls) after photo-absorption by Cars. Approximate C2h symme-
try of the all-trans conjugated chain gives rise to singlet-excited states that can be classified into 
B , B , A , and Au u g gk l m n+ − + − groups; here, Pariser’s signs, + and −, indicate the symmetry of electronic 

configurations [5,6], and k, l, m, and n label the excited states in each symmetry group from the 
lowest to the higher energies. The Pariser-Parr-Pople calculations by the multi-reference method 
including singly- and doubly-excited configurational interactions (PPP-MR-SDCI) of shorter poly-
enes showed the presence of the low-lying 2Ag

− , 1Bu
−, 3Ag

−, and 1Bu
+ singlet states [7,8]. The selec-

tion rule shows that optical transitions are allowed (forbidden) between a pair of electronic states 
having different signs (the same sign) [5,6]. The energies of these excited states decrease as lin-
ear functions of 1/(2n + 1) when n increases; the slope ratios were theoretically calculated to be 
2A : 1B : 3 2 : 3.1 : 3.7g u gA =− − −  [8] and experimentally found as 2:3.1:3.8 [9].

Time-resolved measurements by subpicosecond lasers [10–12] on a set of Cars with n = 9–13 
revealed the branched relaxation processes including triplet manifold [12]: 1B 1B 2A 1Au u g g→ → →+ − − − 
and 1B (1 A ) (1 B )u 2

3
g 1

3
uT T→ →+ . However, this subpicosecond time-resolved absorption spectros-

copy in the visible region could not identify the 3Ag
− state located between the 1Bu

+ and 1Bu
− states 

for Cars with n = 11–13 (Figure 9.3.2.1). This state was identified in the near-infrared region instead. 
Two different internal conversion pathways, one 1B 1Bu u→ →+ −  for Cars with n = 9 and 10 and the 
other 1B 3Au g→ →+ −  for Cars with n = 11–13, which are consistent with the state ordering shown in 
Figure 9.3.2.1, were identified by two different types of transient absorptions originating from the 
second species, i.e., the 1B and 3Au g

− − states [13].
Recently, the presence of the ‘Sx’ state between the 1Bu

+ and 2Ag
−  states was claimed for all-

trans-β-carotene and lycopene (both n = 11) by the use of 10–12 fs pulses, and the 1Bu
+ and 1Bu

− (‘Sx’) 
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lifetimes were determined as shown in Table 9.3.2.1 [14]. However, no indication was found for the 
3A−

g state expected between these two states (see Figure 9.3.2.1).
In this chapter, we utilized much shorter pulses to identify the 3A−

g state and to determine the 
intrinsic relaxation dynamics of spirilloxanthin in solution. We have been able to identify, by fem-
tosecond absorption spectroscopy in the visible region, the 3A−

g state in this particular Car (n = 13), 
of which internal conversion processes are the fastest among the set of Cars with n = 11–13 [13]. We 
have then analyzed the spectra and the lifetimes of the 1B+ −

u g, 3A , and 1B−
u  states by the singular-value 

decomposition (SVD) and global-fitting analysis (GFA) of a data matrix collected by sub-5-fs pump-
probe pulses. High density of data with high S/N ratio taken with a multi-channel lock-in ampli-
fier has enabled unambiguous determination of the decay dynamics and spectra by the SVD-GFA 
method. The sequential relaxation process has been clarified unambiguously including 1B−

u and 3A−
g.

This letter is the first step of a systematic study of relaxation processes in the series of carotenoids 
to clarify the chain-length dependence of relaxation processes in polyenes with the different ordering 
of electronic states with different symmetry and various vibronic couplings in the states involved.

FIGURE 9.3.2.1 Energy diagram of the four excited 
states of Cars with conjugated double bonds n ¼9–13. 
The linear relations of the state energies as functions of 1/
(2n + 1) are based on Eqs. (9.3.2.1)–(9.3.2.4) of [9].

TABLE 9.3.2.1 
Lifetime of the 1B++

u and ‘1B−−
u’ States of all-trans-β-

Carotene and Lycopenea

Carotenoids +
u1B+ (fs) −

u1B− (‘Sx’) (fs)

β-carotene 10 ± 2 150

lycopene  9 ± 2  90

a Cerullo et al. [14]
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9.3.2.2  EXPERIMENTAL

All-trans-spirilloxanthin (n = 13) was prepared as reported [9]. In the time-resolved difference 
transmission measurement, spirilloxanthin was dissolved in tetrahydrofuran and the concentration 
of spirilloxanthin solution was adjusted to OD = 1.5 cm−1 at the absorption peak corresponding to 
the concentration of 1 × 10−5 M.

The setup for femtosecond time-resolved absorption spectroscopy was described elsewhere 
[15,16]. A sub-5-fs 1 kHz pulse train was generated from the noncollinear optical parametric ampli-
fier (NOPA) [17–20] in the range of 500–750 nm. Energy of the pump pulse at the sample was ≈ 40 
nJ and that of the probe pulse was about a quarter of the pump pulse. Weak pump–probe signals 
were measured with a multi-channel lock-in amplifier. The normalized transmittance changes were 
measured in the pump–probe delay-time ranging from −30 to 1000 fs with a 5- or 2-fs interval, and 
in the spectral region of 520–700 nm. The data shown in this chapter were taken with the 5-fs inter-
val. The results obtained with 2- and 5-fs intervals were basically identical.

9.3.2.3  RESULTS AND DISCUSSION

9.3.2.3.1 C haraCterization of feMtoseConD tiMe-resolVeD absorPtion 
sPeCtra: iDentifiCation of seqUential internal ConVersion

9.3.2.3.1.1  Time-Resolved Absorption Spectra Near Zero Delay Time
Figure 9.3.2.2 shows time-resolved spectra in the region of −30 to 10 fs. It is well established that the 
optically active 1B+

u state is the main excitation channel because of the strongly allowed transition [2].
The time-resolved spectra in this figure exhibit a strong negative peak in the region of the 

1B+ −
u g(0) 1← A (0) absorption with no corresponding signals in the longer-wavelength region of the 

ground-state absorption spectrum; this is probably due to the inhomogeneity in the ground-state 
absorption spectrum. In the region from 600 to 700 nm, another highly oscillating pattern appears 
between −30 and −15 fs. It can be attributed to the perturbed free induction decay [21]. This can pro-
vide information about the electronic dephasing time, which will be discussed in a separate paper.

FIGURE 9.3.2.2 Femtosecond time-resolved absorption spectra of spi-
rilloxanthin in the region of near zero delay times, showing the effects of 
interference between the 5 fs pump and probe pulses.
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9.3.2.3.1.2  Time-Resolved Spectra with Positive Delay Times
Figure 9.3.2.3a shows time-resolved spectra in the 15–280 fs region. This region was chosen in the 
spectral analysis to avoid the effects of the above-mentioned interference pattern before and imme-
diately after excitation. Time-resolved spectra after 300 fs, when a triplet state is generated [12], are 
not shown because our attention is focused on the initial internal conversion processes in the singlet 
manifold. Partially enlarged spectra are shown in Figure 9.3.2.3b to display the detailed time course 
of the transient spectrum between 35 and 65 fs. This set of time-resolved spectra shows four distinct 
difference-spectra, which we assign to the 1B+ −

u g, 3A 1B ,− −
u gand 2A  states as follows.

 1. First component corresponds to the initial difference spectrum (15 fs) in the figure. It is 
composed of a pair of negative ΔA peaks around 553 and 603 nm. The peak at 553 nm can 
be attributed to the stimulated emission (SE) associated with the 1B+ −

u g(0) 1→ A (0) and 
bleaching (BL) due to ground-state depletion with much longer lifetime. As clearly seen in 
Figure 9.3.2.3a, this negative peak at 553 nm decays rapidly with ≈ 10 fs decay time deter-
mined by the SVD method as discussed later. Thus, the peak intensity becomes nearly 

FIGURE 9.3.2.3 (a) Femtosecond time-resolved 
absorption spectra of spirilloxanthin in the positive delay 
times free from the interference effects seen in Figure 
9.3.2.2. Typical spectra of the 1B+ −, 3A , 1B− −*

u g u g, and 2A  
states appear in the time range indicated by the names 
in the figure. (b) Enlarged portions in the range of 580–
700 nm between 35 fs (curve 1) and 65 fs (curve 7) with 
a 5 fs step.
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constant and the peak wavelength is shifted to 551 nm, which is very close to the ground-
state absorption peak (550 nm) indicating that the negative peak is mainly due to bleach-
ing. The peak at 603 nm is associated with the 1B+ −

u g(0) 1→ A (1) transition. There is also 
a pair of transient absorption peaks around 640 and 685 nm. Note that the 603 nm peak is 
absent in the ground-state absorption spectrum shown on the top of Figure 9.3.2.3. These 
features were also clearly found in the 2-fs-interval measurement within the same probe-
delay time range (data not shown). Therefore, the bleaching of the ground-state absorption 
is not expected to give rise to such a peak.

 2. Second spectral component appearing at 35 fs in the time sequence in the distinct differ-
ence spectrum consists of a sequence of three negative peaks ascribable to the vibrational 
progression of the 1B+

u stimulated emission, and a positive absorption peak around 670 nm. 
This spectral pattern can be attributed to the 3A −

g state because the state in spirilloxanthin 
is energetically next to the 1B+

u state, as can be seen in Figure 9.3.2.1. As will be discussed 
later, it has a bleaching (ΔA < 0) peak at the same wavelength, 551 nm, which is again close 
to the ground-state absorption peak at 550 nm, indicating that the negative peak is due to 
ground state depletion.

 3. Third component appearing in the sequence is the difference spectrum, which is found 
typically at 55 fs. It consists of a pair of positive (ΔA > 0) signals to be attributable to the 
vibrational progression of the transient absorption centered around 630 and 686 nm. A 
shoulder around 580 nm also composes a progression as will be discussed later using the 
SVD-GFA data. This spectral pattern can be assigned to the 1B−

u state based on a spectral 
comparison with the difference spectral pattern reported in detail [12]. The intensity of 
3A − −

g uand 1B  state is relatively weak, but its spectral shapes can clearly be seen in Figure 
9.3.2.4b (see Section 9.3.2.3.3).

 4. Fourth component in the time sequence of difference spectrum (220 fs, for example) con-
sists of the bleaching of the 1B+ −

u g(0) 1← A (0) stationary-state absorption and a strong 
transient absorption peaked at 615 nm. Because of the close resemblance in the spectral 
shape, this can be definitely assigned to the 2A−

g  state as reported previously [12]. The 
transient absorption exhibits a tail within its lifetime on the longer-wavelength side, indi-
cating that the vibrational relaxation is not completed within the probe delay time in the 
present experiment. Therefore, it should be more specifically assigned to a vibrationally-
hot 2A− −(2A )*

g g  state, as concluded in Refs. [22,23].

Thus, the internal conversion processes in the sequence of 1B+ −
u g→ →3A 1B− −

u g→ →2A  have been 
clearly identified by the present two-dimensional time-resolved absorption spectroscopy using sub-
5-fs pump-probe pulses. In particular, the 3A−

g state, which were theoretically predicted and indi-
rectly verified [9,13], is now detected directly in the visible region for the first time.

In the transient spectra after 220 fs, there is a strong peak of bleaching around 550 nm, while it is 
weaker between 60 and 220 fs. The value of ΔA (<0) between 35 and 50 fs with a peak at 552 nm is 
close to that after 220 fs indicating that there is an induced absorption contribution in the range of 
530–570 nm, as clearly demonstrated by SVD-GFA in the next subsection.

9.3.2.3.2  analysis by sVD anD Global-fittinG in the 
fraMeWork of a seqUential MoDel

The SVD method was applied to a time-resolved data matrix, in the 520–700 nm spectral region 
and 15–280 fs time range, consisting of 117 × 53 data points. Detailed procedures of the SVD-GFA 
were described elsewhere [24]. Signal intensities in the negative delay time region induced by the 
perturbed free induction decay [21] in the −30 to 10 fs were set to practically zero to form a base-
line. The singular values obtained were as follows: V1 = 1.35, V2 = 0.54, V3 = 0.194, V4 = 0.0853, and 
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V5 = 0.066. The first four major components exhibited basis spectra (si) and time profiles (Viti) that 
were well-defined, but the fifth component could not be defined. A global fitting was performed by 
the use of a sequential model including the 1B+ −

u g, 3A , 1B− −
u g, and 2A  states, the lifetime of the 2A−

g  
state being fixed to be 1.4 ps, which was determined precisely in Ref. [12]. The lifetimes have been 
determined to be ~ 10 ± 2, 25 ± 2, and 140 ± 30 fs for the 1B+ −

u g, 3A , and 1B−
u states, respectively (Table 

9.3.2.2), and the results of this SVD-GFA are shown in Figure 9.3.2.4.
Figure 9.3.2.4a depicts the species-associated difference spectra (SADS) that are assigned to the 

1B+ −
u g, 3A , 1B− −

u g, and 2A * states. The assignments described in the preceding section are basically 
the time evolution in accord with the state ordering in spirilloxanthin with n = 13 (see the solid 
vertical line in Figure 9.3.2.1): The SADS of the 1B+

u state reproduces the doubly-peaked tran-
sient absorption and a pair of 1B+ −

u g→ 1A  stimulated-emission peaks found in the measured time-
resolved spectra at 15 and 20 fs. The SADS of the 3A−

g state reproduces fairly well the vibrational 
progression of the 1B+ −

u g→ 1A  stimulated emission and the transient absorption around 670 nm that 
are seen in the observed spectrum at 35 fs. The difference-spectrum of the species in the time and 
spectral ranges has been determined for the first time. The SADS of the 1B−

u state reproduces a pair 
of negative peaks ascribable to the vibrational progression of the 1B+ −

u g→ 1A  stimulated emission 
and the double-peaked transient absorption that are clearly seen in the time-resolved spectra in the 
50–65 fs region. The SADS of the 2A−*

g  state exhibits bleaching of the 1B+ −
u g← 1A  ground-state 

absorption and a strong peak at 615 nm with a shoulder on the longer-wavelength side due to the 
vibrational progression. (Note the difference in wavelength indicating that the stimulated emission 
peak is not seen here but the bleaching of the ground-state absorption.) The difference spectrum 
agrees well with the observed one in the time-resolved spectra around 220 fs; at this delay time the 
main contribution is due to the 2A−*

g  state.
Here again, we see some negative peaks in the SADS of the 1B+

u state, which can be ascribed 
to the 1B+ −

u g(0) 1→ A (1) and 1B+ −
u g(0) 1→ A (2) stimulated emission. When the transient absorption 

  FIGURE 9.3.2.4 Results of SVD 
and GFA analysis using a sequential 
model. (a) SADS (species-associated 
difference spectra) and (b) Section 
of (a) indicated by a dashed box. (c) 
Time-dependent changes in popula-
tion for the 1B+ −

u g, 3A , 1B− −
u g, and 2A * 

states. In (c), observed data points 
and fitting curves are shown in thin-
ner and thicker curves respectively.
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peaks are taken into account, the series of vibrational progressions due to the 1B+ −
u g→ 1A ( )v  transi-

tions with v = 0–2 appear with an interval of the 1100–1200 cm−1, which is consistent with the pro-
gression in the fluorescence spectra of Cars with n = 9–13 reported previously [25].

Figure 9.3.2.4b shows an enlarged portion of the 3A− −
g uand 1B  spectra. The spectral features of 

these two states can be well characterized from this figure. In the spectra of 1B−
u, there are positive 

ΔA peaks at 686 and 630 nm. There is another peak at 583 nm though the absolute value is nega-
tive. The energy difference between the 686 and 630 nm peaks and the 630 and 583 nm peaks are 
both 1290 cm−1, corresponding to the C–C stretching of the molecule. Figure 9.3.2.4c shows  the 
time-dependent population of the four singlet-excited states obtained by the SVD analysis and 
the observed data. The latter data points exhibit an oscillatory feature due to molecular vibration, 
but the observed curves are in general agreement with the fitting. Therefore, short-lived excited-
state species including the 1B+

u,3A−
g, and 1B−

u states are concluded to be time-resolved, and sequen-
tial formation and conversion process in the order, 1B+ −

u g→ →3A 1B− −
u g→ 2A , are clearly resolved.

9.3.2.3.3  CoMParison With the PreVioUs resUlts of sUbPiCoseConD 
tiMe-resolVeD absorPtion sPeCtra

The time-resolved spectra obtained by the use of 120 fs pulse of spirilloxanthin (n = 13) 
(Figure 9.3.2.2e in [12]) can be contrasted to the present time-resolved spectra with a 5 fs inter-
val as follows. In the spectral comparison, we must keep in mind that the apparent time-resolved 
spectra are the results of convolution of the excited-state dynamics with pump and probe pulses: 
(i) The spectrum immediately after excitation is close to the present spectrum at 15 fs, although 
the observed double-peaked transient absorption was more or less flat. (ii) The spectrum at 0.03 ps 
exhibited a broad transient absorption around 600 nm, which was assigned to the 1B−

u state. Based on 
the present time-resolved spectra with much higher resolution and density of the two-dimensional 
data, it can be regarded as mixed contributions of transient species (3A−

g, 1B−
u, and possibly 2A−

g  
states). (iii) The spectrum at 0.06 ps reported in Ref. [12] shows a transient absorption in the same 
region, in which the contribution of the 2A−

g  transient absorption is observed much more clearly.
The above comparison demonstrates that the durations of the pump and probe pulses play an 

essential role in time-resolving the set of spectra originating from such short-lived species as the 
1B+

u, 3A−
g, and 1B−

u states.
In summary, we have clarified the serial relaxation process of all-trans-spirilloxanthin by 

unambiguous determination of the four difference absorption spectra of the excited states: 

TABLE 9.3.2.2 
Lifetimes of the Singlet Excited States of all-trans-
Spirilloxanthin Determined by Time-Resolved 
Absorption Spectroscopy

State 

Previous Works
Present 
WorkVisiblea Near-infraredb

+1Bu 130 fs ≈10 fs ≈10 fs
−3Ag – 100 fs 25 ± 2 fs

−1Bu 180 fs 140 ± 30 fs
−2Ag 1.4 ps 1.4 ps

a Rondonuwu et al. [12]
b Fujii et al. [13]
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1B+ −
u g→ →3A 1B− −

u g→ →2A 1A−
g Especially, the 3A−

g state, which had been observed only indi-
rectly, has now been identified in real-time sequence, and the lifetime of the 1B+

u state as short 
as ≈ 10 fs has also been evaluated. The contents of this subsection is mainly reproduction of the paper 
[26], which is the product of a collaborative work conducted by the following people: K. Nishimura, 
F. S. Rondonuwu, R. Fujii, J. Akahane, Y. Koyama, T. Kobayashi [26].
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9.3.3 Observation of 
Breather Exciton and 
Soliton in a Substituted 
Polythiophene with a 
Degenerate Ground State

9.3.3.1  INTRODUCTION

Soliton was first discovered in 1844 [1], which has been identified in many fields of nonlinear physics 
[2–7] including water waves, sound waves, matter waves, and electromagnetic waves [8]. According 
to simulations performed using the Su-Schrieffer-Heeger (SSH) Hamiltonian [9], a photogenerated 
electron-hole (e–h) pair evolves into a soliton-antisoliton pair ( )−S S  within 100 fs after photoex-
citation because of barrier-free relaxation in a one-dimensional system. Matter-wave solitons have 
given rise to many interesting phenomena in the simplest conducting polymer, trans-polyacetylene 
(trans-PA) [10], including anomalous conductivity and huge optical nonlinearity [11]. The forma-
tion times of solitons in polyacetylene have been determined to be <150 fs [12]. Even though the 
existence of a soliton in trans-PA is well known and has been extensively studied, besides trans-PA, 
there has been no other systematic study of conjugated polymer systems. This is probably because 
of the scarcity of polymers with a degenerate ground state.

The soliton pair is spatially localized to form a dynamic bound state called a breather, which 
has also been theoretically predicted [9,13–16]. The excess energy of the photogenerated (e–h) 
pair over that of the soliton pair induces collective carbon-carbon (C–C) oscillations, namely 
the breather mode, due to electron-phonon coupling. Breathers predicted in Ref. [17] have been 
observed in trans-PA [18], which was found to have a period of 44 fs and an extremely short life-
time of ~50 fs. However, there is not yet currently a consensus among researchers as to whether 
breather is the primary photogenerated excitations and how they affect the ultrafast vibronic 
dynamics [18–23].

In the present work, the study of the dynamics of solitons and breather in a derivative of poly-
thiophene which has a degenerate ground state (shown in Figure 9.3.3.1a) has been reported. 
Polythiophene is one of the most promising materials for various device applications, which 
makes a detailed understanding of the dynamics of electronic state and vibrational dynamics pho-
toexcitations in them and their derivatives highly desirable. In addition, there has been no other 
spectroscopic study of solitons except for trans-PA before, it is of great interest to study other 
degenerate-ground-state polymers’ dynamics and compare any differences with trans-PA. To the 
best of our knowledge, this is the first observation of the existence of a breather and solitons and 
their dynamics in a system other than trans-PA. To rationalize the experimental data, we performed 
a quantum-chemical excited-state molecular dynamics simulation, and its results are consistent 
with experimental data, enabling breather excitations to be analyzed and related coupled vibrational 
normal modes to be identified.
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9.3.3.2  EXPERIMENTAL DESCRIPTIONS

In the present experiment, we utilized a nearly Fourier-transform limited visible-near-IR pulse gen-
erated from a noncollinear optical parametric amplifier (NOPA) seeded by a white-light continuum. 
The pump source of this NOPA system was a regenerative amplifier (Spectra Physics, Spitfire) with 
the following operating parameters: central wavelength, 800 nm; pulse duration, 50 fs; repetition 
rate, 5 kHz; average output power, 650 mW. We used a 1-mm-thick sapphire plate to generate the 
continuum spectrum. The NOPA output pulse was compressed with a pair of chirp mirrors and then 
with a prism pair, resulting in a nearly FT-limited pulse duration of 6.3 fs. Both the pump and probe 
pulses covered the spectral range extending from 515 to 716 nm [24], and the energies of them are 
about 50 and 6 nJ, respectively. The pump-probe signal at 128 different wavelengths was detected 
by a combined system of a polychromator and a multi-channel lock-in amplifier. Thanks to the 
extreme stability of the light source and noise reduction by the lock-in-detector; the time resolution 
is better than 1 fs, which was recognized by the difference between the time-resolved spectra at 
neighboring delay step obtained using the time-step of 0.2 fs.

The sample studied in this study was a thin film of PHTDMABQ, whose structure is shown in 
our previous paper [25] and in Figure 9.3.3.1a. It was dissolved in methanol and cast on a quartz 
substrate for stationary and time-resolved spectra measurements. All experiments were performed 
at room temperature (293 ± 1 K).

9.3.3.3  MOLECULE STRUCTURE

The structure of PHTDMABQ is depicted in Figure 9.3.3.1a, whose monomer is a derivative of thio-
phene. It appears ostensibly not to have a degenerate ground state; however, it has degeneracy due to 
the resonance of the inner structure of the polymer. In polythiophene, there is no degenerate ground 
state. After photoexcitation, bipolarons are generated. The two polarons in the bipolarons cannot be 
separated from each other because they are non-degenerate. However, in the case of PHTDMABQ, 
there are two mesomeric forms to form a repeat unit. In each repeat unit, there are two thiophene 
rings with both cis and trans configurations. They can exchange their mesomeric structures without 
energy requirement. Therefore, the ground state structure can be either structure A or structure B as 
shown in Figure 9.3.3.1a. Because of the resonance of the internal structure of PHTDMABQ, it can 
have a degenerate ground state and thus solitons can be generated in it.

9.3.3.4  QUANTUM-CHEMICAL METHODOLOGY

To analyze the experimental data, we used the Austin Model 1 (AM1) Hamiltonian and an excited-state 
molecular dynamics (ESMD) computational package, which is described in detail in [26] and [27], 
to follow photoexcitation adiabatic dynamics on a picosecond timescale for all calculations presented 
in this study. The ESMD approach calculates the excited-state potential energy as Ee(q) = Eg(q) + Ω(q) 
in the space of nuclear coordinates q that span the entire (3N–6) dimensional space, where N is the 
total number of atoms in the molecule. Here, Ω(q) is the electronic transition frequency to the low-
est 1Bu (band-gap) state of the photoexcited molecule. The program efficiently calculates analytical 
derivatives of Ee(q) with respect to each nuclear coordinate qi to evaluate forces and to subsequently 
step along the excited-state hypersurface using these gradients. All computations start from vertical 
excitation at the optimal ground-state molecular geometry. The total molecular energy Ee(q) is con-
served if no dissipative processes are included. Subsequent analysis of the photoexcited trajectories of 
the excitation energy Ω(q, t) and oscillator strength f(q, t) in Fourier space allows us to identify periods 
of participating vibrational motions. Alternatively, the minimum of the excited state potential energy 
surface can be calculated by including an artificial dissipative force in the equations of motion cor-
responding to the relaxed excited state geometry. To understand the formation of photoexcited breath-
ers, we calculated the dynamics of the bandgap excited state in the 10-unit thiophene oligomer shown 
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in the inset of Figure 9.3.3.1b, where the alkyl side-chain has been replaced by hydrogen, effectively 
reducing the molecular size for calculations. This molecule is sufficiently long (10 nm) compared to 
the characteristic exciton size of about 2 nm for the infinite chain limit to be valid.

9.3.3.5  RESULTS AND DISCUSSION

9.3.3.5.1  eleCtroniC relaxation anD MoleCUlar Vibration DynaMiCs

In this chapter, the decay dynamics of the electronic state and vibrational dynamics highly cor-
related through excitonic coupling (vibronic coupling) were observed under the same condition at 
the same time. The real-time absorbance change signal ΔA(ω) (Figure 9.3.3.2a) shows the decay 
dynamics and spectral change associated with the change in the electronic state. On top of that 
signal, the modulation δΔA(ω) of the ΔA(ω) due to molecular vibration can be used to study the 
vibrational dynamics of the system completely in the same condition as that electronic dynamics 
study. This situation is difficult to be realized in the experiment made by using conventional UV 
(VIS) pump-UV (VIS) probe experiment and time-resolved vibrational experiment.

The difference absorbance (ΔA) signals in Figure 9.3.3.2a exhibit oscillation due to molecu-
lar vibrations. As shown in the ΔA traces, the lifetimes of the electronic states consist of three 

  FIGURE 9.3.3.1 Two quantum 
mechanical resonant structures 
of (a) PHTDMABQ and (b) the 
excited state molecular dynam-
ics simulations results. To make 
the degeneracy clearly, the pink 
elliptical circles denote the posi-
tion of the C=C bond. (b) shows 
the normalized Fourier spectra of 
the lowest dipolar allowed excited 
state transition energy Ω(t) and 
its respective oscillator strength 
f(t) trajectories (top two plots), 
and the amplitudes of dimension-
less displacements Δ (stick spec-
trum, bottom panel) along normal 
modes calculated in the oligomer 
with 10 repeat units, as shown 
in the inset. The three molecular 
structures at the top schemati-
cally show vibrational normal 
modes with frequencies strongly 
coupled to the electronic system, 
which leads to the formation of 
the breather excitation. These cor-
respond to the C=C vibration and 
C–C stretches as schematically 
shown in the middle panel.
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components: 62 ± 2 fs, 750 ± 20 fs, and >3 ps [27]. The Fourier power spectra in Figure 9.3.3.3 have 
peaks at 1111 ± 7, 1343 ± 7, and 1465 ± 7 cm−1 (p1, p2, and p3, respectively).

Theoretical calculations allow assigning these peaks to C–C stretching modes with different 
bond orders. Figure 9.3.3.1b shows the calculated dimensionless displacements Δ along the vibra-
tional coordinates of the optimal geometries between the ground and excited states. This imme-
diately enables us to identify the p1–p3 vibrational normal modes that are strongly coupled to the 

  FIGURE 9.3.3.2 (a) Three-
dimensional plot of the real-
time absorbance change. (b) 
The time-resolved pump-probe 
spectra probed at 10 center 
delay time points from 100 
to 1700 fs with an integration 
time width of 200 fs.
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electronic excitation. These correspond to intra- and inter-thiophene ring C–C and C=C  stretching 
motions (see Figure 9.3.3.1b, top structures). The highest, medium, and lowest frequencies are con-
sidered to correspond to C=C double bonds, a mixture of double and single bonds, and single bonds, 
respectively. The calculated vibrational frequencies (1345, 1533, and 1675 cm−1) are ove restimated 
by about 200 cm−1 compared to the experimental values, which is typical for s emi-empirical 
calculations.

9.3.3.5.2  DynaMiCs of breather anD soliton

The requirement for the existence of solitons is a degenerate ground state structure. As mentioned 
before, PHTDMABQ has a degenerate ground state because the two quantum mechanical resonance 
structures have equivalent energies. In Figure 9.3.3.2b, the transient absorption spectra exhibit nega-
tive absorbance changes in the photon energy range 1.91–2.38 eV, while for photon energies smaller 
than 1.91 eV, the absorbance change is positive. This increase in the absorbance is attributed to 
the tail of the solitons not fully relaxing to the band-gap center, as is the case in trans-PA [18]. 
Therefore, the induced absorption observed in poly(substituted thiophene) is attributed to solitons. 
The positive value indicates the increased contribution of induced absorption due to a soliton with 
a peak near the mid gap, which is estimated to be around 1.4 eV.

Figure 9.3.3.4 shows the contour map obtained by the spectrogram analysis [28], which is suitable to 
study the dynamic process where the molecular geometrical relaxation or chemical reaction is accom-
panied by change in its vibrational frequency due to molecular structural change during the processes. 
As shown in Figure 9.3.3.4, in addition to the three prominent peaks p1, p2, and p3, there are five more 
peaks appearing as side bands of p1–p3 at 270, 500, 640, 1960, and 2200 cm−1. These five modes are 
breather modes which are not visible in the two-dimensional Fourier power spectrum (Figure 9.3.3.3) 
or in the stationary resonance Raman spectrum because they have extremely broad widths due to their 
short lifetimes. We also note that there are no detectable normal modes with substantial intensity in this 
spectral region coupled to the electronic excitation as evidenced by lack of significant displacements 
calculated in Figure 9.3.3.1b. The amplitudes of the high-frequency modes in the 2000–2200 cm−1 range 
decrease rapidly due to their short vibrational periods, which cannot be properly resolved by the finite 
pulse widths of both pump and probe pulses. However, the frequency is not affected and the breather 
excitation is clearly visible for the three sidebands with the lower frequencies.

The lifetimes of the side bands were determined to be about 50, 32, and 40 fs for sidebands of p1, 
p2, and p3, respectively. They are corresponding to the lifetime of the breather mode as observed 
decay time of 50 fs in polyacetylene [18]. The theoretically predicted decay time is shorter than 

  FIGURE 9.3.3.3 Fourier 
trans form power spectra.  The 
Fourier transform power spec-
trum at 615 nm is plotted as an 
example.
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FIGURE 9.3.3.4 Contour maps of the two-dimensional Fourier power of the vibrational components 
obtained by spectrogram calculation for real-time data covering 680–690 nm (Inset is the probe photon 
energy dependence of the vibrational amplitude probed at a 110 fs gate delay time with a gate width of 120 fs 
(HWHM) in the spectrogram).

100 fs is again consistent with our observation. The result means the time for the breather mode to 
disappear followed by the separation into isolated solitons, and even shorter than that in polyacety-
lene. These short lifetimes are also corresponding to the shortest lifetime component of ~62 fs in 
the ΔA trace [25]. The ultrafast relaxation of ~50 fs of this nonlinear excitation ensures an ultrafast 
nonlinear response that can be used in all-optical switches.

The average frequency difference between the three main bands (1111, 1343, and 1465 cm−1) and 
their corresponding side bands (270 and 1960 cm−1 for 1111 cm−1, 500 and 2200 cm−1 for 1343 cm−1, 
and 640 cm−1 for 1465 cm−1) is calculated to be 843 ± 12 cm−1, which is close to the experimentally 
observed value of about 760 cm−1 reported for polyacetylene [18], and theoretically expected values 
of 660–1000 cm−1 [14–17]. This frequency separation between the main bands and the satellite 
bands indicates that the breather modulates the C–C stretching modes with a period of ~40 fs gen-
erating the sidebands.

Consequently, these sideband peaks appear due to nonlinear electron-vibrational excited state 
dynamics. To analyze these processes from theoretical calculations, we compute the power spec-
tra of 750 fs photoexcited trajectories of the excitation energy Ω(q, t) and oscillator strength f(q, t) 
shown in Figure 9.3.3.1b [26,29]. Both plots show an additional broad peak centered around 50 fs, 
corresponding to a vibration in the range 550–800 cm−1, which does not correspond to any of the 
vibrational normal modes that exhibit substantial coupling to the electronic degrees of freedom 
(compare the displacements peaks with the FFT trajectories in Figure 9.3.3.1b). Based on our previ-
ous computational studies, we assign this peak to a nonlinear breather excitation that occurs due to 
coupling of C–C vibrational motions. This vibrational excitation decays gradually over long time 
scales due to the dissipation of vibrational energy to internal vibrational degrees of freedom that are 
weakly coupled to the electronic system; this is similar to previous findings by us [26,29]. Power 
spectra of longer excited state trajectories (not shown) demonstrate diminishing breather peak.  



397Observation of Breather Exciton and Soliton

Our calculations estimate the breather lifetime to be about 0.2 ps without accounting for intermo-
lecular dissipation channels (baths). Such fast decay is considered to be reasonably in agreement 
with our experiment data of ~50 fs in case we take into account both intermolecular interactions and 
phonon energy leakage through the boundaries of conjugated segments (defects). These processes 
may reduce breather lifetime from 0.2 ps to ~50 fs [29]. As expected, the breather peak is more pro-
nounced in the power spectrum of the oscillator strength (see the inset of Figure 9.3.3.4), since it is 
directly related to the modulation of the respective transition dipole moment [29].

Thanks to the new multi-channel detection system developed we could observe the molecu-
lar vibration-induced modulation δΔA of the absorbance change ΔA at 128 different wavelengths 
simultaneously. In this way, the probe wavelength dependence can be used in detailed discussions 
on the photon energy dependence of modulation amplitudes of various modes. As shown in the inset 
of Figure 9.3.3.4, the breather strongly contributes to the variations in the oscillator strength. Except 
for the modes at 1960 and 2200 cm−1, the signal sizes of all the modes exhibit an almost monotonic 
increase when the photon energy is reduced from 1.82 to 1.73 eV. This is consistent with the theo-
retical discussion in Ref. [26]. The frequencies of these two modes are nearly equal to the overtones 
of 1111 cm−1, which may affect the dynamics of the breather. Because both amplitude modulation 
(AM) and frequency modulation (FM) can affect the vibrational amplitude of the single and double 
CC bonds [30], we also calculated the ratios of the amplitude of FM to that of AM; they were about 
0.11 and 0.03 for the 1111 and 1343 cm−1 modes, respectively.

Similar feature is found for the positive absorbance change, as shown in Figure 9.3.3.2b. The mag-
nitude of the positive absorbance change increases when the probe photon energy decreases. This 
provides evidence of the larger contribution of the breather to the modulation (δΔA) of the difference 
absorbance change (ΔA) due to soliton in the lower energy range. We can interpret this feature in 
terms of the modulation of the transient spectrum of soliton by the vibrational modes as follows.

Molecular vibration associated with the breather and soliton is expected to modulate the transition 
energy and transition probability, and the amplitudes are expected to be proportional to the zeroth, first, 
and second derivatives of the absorption and/or stimulated emission spectrum depending on the mecha-
nism of induction of the wavepacket motions [31]. Since the absorption spectrum of soliton is expected 
to be close to the mid-gap, which is located at 1.4 eV in the case of polyacetylene, the spectral range of 
the present observation is higher energy tail of the soliton absorption as seen from the time-resolved 
spectrum as shown in Figure 9.3.3.2b. Therefore, all of the zeroth, first, and second derivatives of the 
absorption spectrum are expected to increase monotonically with decreasing probe photon energy.

Here we go back to the discussion of the above-mentioned exceptional behavior of the probe wave-
length dependence of the amplitudes of the two modes at 1960 and 2200 cm−1. It can be explained 
in the following way. The molecular vibration modulates the transition probability and transition 
energy because of the electronic distribution change nearly instantaneously following the motion 
of nuclei during the molecular vibration. The frequencies of the modes at 1960 and 2200 cm−1 are 
nearly equal to the overtones of 1111 cm−1, which may affect the dynamics of the breather. The elec-
tronic transition is modulated periodically with a period of ~30, 17, and 15 fs corresponding to the 
frequencies of 1111, 1960, and 2200 cm−1, respectively. Then at integer multiple of about 32 fs all of 
them contribute. In case the vibrations of the modes are in phase or out of phase then the amplitudes 
of them may be affected by either constructive or destructive interference.

We now discuss the effect of the differences in the sizes and structures of the repeat units. 
The repeat unit in the trans-PA is composed of one single bond and one double bond, while in 
PHTDMABQ, it is bulkier since it has two thiophene rings with both cis and trans configura-
tions (see Figure 9.3.3.1). Since PHTDMABQ has a cis configuration in the thiophene ring, it is 
interesting to compare it with cis-PA. The lifetime of breather is expected to be longer than that in 
trans-PA. However, the decay time of the breather seems to be even shorter than that in trans-PA. 
That is because the lifetime is not determined by the separation of soliton pairs from the originally 
generated site in the polymer chain, but by the energy dissipation to internal vibrational freedom. 
Since PHTDMABQ has many more internal vibrational modes than trans-PA, its breather lifetime 
is even shorter than that of trans-PA.
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9.3.3.6  CONCLUSIONS

We investigated the ultrafast dynamics that take place immediately after excitation in a polythio-
phene derivative with a degenerate ground state [32]. The simulation results of quantum-chemical 
excited-state molecular dynamics agree reasonably well with the experimental data by showing the 
formation of short-lived breather excitation. The breather lifetime was experimentally determined 
from the electronic spectral dynamics to be ~62 fs, which agrees with the time constants determined 
by the time-dependent signal intensity that appears as side peaks associated with the breather. Even 
though extensive theoretical studies have been conducted there was no experimental observation of 
the modulation of the C–C single and double stretching modes by the breather. In the experiment 
conducted in the work presented here, the modulation due to the coupling was observed for the first 
time in a system other than in trans-PA [32].
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9.3.4 Ultrafast Electronic 
Relaxation and 
Vibrational Dynamics in a 
Polyacetylene Derivative

9.3.4.1  INTRODUCTION

One-dimensional conjugated polymers have been of interest for the last two decades because of their 
characteristic properties including the tailorability by chemical synthetic processes to change the side 
groups and physical or physicochemical modification processes of morphological, mechanical, electrical, 
and optical properties. The capability is useful for the preparation of materials with various electroopti-
cal, optoelectrical, and photonic properties, which are of vital importance for varieties of applications, 
such as electroluminescent devices, nonlinear optical devices, and field-effect transistors [1–5]. Among 
them, the large ultrafast optical nonlinear property is based on the dimensionality and conjugation of the 
polymer [1,6]. Conjugation of p-electrons along the main chain of the polymer supports the correlated 
electrons to induce enhanced transition probability with a large transition dipole. This results in the large 
third-order nonlinearity because of the existence of the deviation from the bosonic properties of exciton 
due to the Pauli Exclusion Principle. Ultrafast relaxation is expected in such a one-dimensional system 
due to a barrierless potential between the free exciton and the self-trapped exciton [7].

The combination of the large third-order nonlinearities due to the electronic correlation and the 
ultrafast response is quite attractive for basic techniques such as the optoelectro-switching and opti-
cal information processing. Many experimental and theoretical studies have been made to clarify the 
mechanism which is responsible for the macroscopic nonlinear properties characteristic of this class 
of materials [8]. The optical nonlinearities of the one-dimensional conjugated polymers are closely 
related to geometrically relaxed excitations such as a pair of solitons, polarons, and a self-trapped 
exciton (STE). STE is equivalent to an exciton polaron and a neutral bipolaron and is formed via 
strong coupling between electronic excitations and lattice vibrations [2]. A free exciton formed in 
such a one-dimensional system spontaneously relaxes within 100 fs because of the absence of a bar-
rier between the free exciton minimum and STE minimum of the potential curves [9] and changes 
the optical properties of the conjugated polymers, inducing the absorption coefficients and refractive 
indices [9,10]. Relaxation dynamics of photoexcitations in polydiacetylenes and polythiophene are 
thus related to the ultrafast nonlinear response dynamics. Their formation and relaxation processes 
are, therefore, quite essential and one of the most fundamental subjects to be investigated. The change 
is induced not only by the localized electronic excitation but also by vibrational excitation coupled to 
the electronic excitation through vibronic coupling start to modulate the molecular structure [11–14]. 
The structural modulation changes the energy-level scheme and the transition probability. The for-
mer changes the electronic spectrum and hence the intensity at some specific probe wavelength. The 
latter modulates the intensity in the way in the relevant homogeneous spectral range.

In this subsection, the delay time dependence of difference absorbance and time-resolved spectrum 
is shown in Section 9.3.4.3.1, and the effect of the electronic transition spectrum by molecular vibra-
tion is discussed in Section 9.3.4.3.2. Initial phases of the vibrational modes coupled to the electronic 
transition via impulsive excitation are used to identify the mode observed either to the ground state 
or to the excited state in Section 9.3.4.3.3. From the analysis of the dynamics of the mean distribution 
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energy of the vibration energy, the rate of the descending process of the vibrational ladder is calculated 
for several modes. Vibrational phase relaxation rate is also calculated from the FWHM of the Fourier 
spectrum in Section 9.3.4.3.4. Section 9.3.4.3.5 discusses the electronic phase relaxation obtained from 
the data in the negative time range when the probe pulse proceeds with the pump pulse.

9.3.4.2  EXPERIMENTAL

9.3.4.2.1 s aMPle

The sample polymer studied is poly[o-TFMPA([o-(trifluoromethyl)phenyl]acetylene)] (hereafter 
abbreviated as PTTPA), whose molecular structure is shown in the inset of Figure 9.3.4.1. It was syn-
thesized in the following way: The monomer, o-TFMPA ([o-(trifluoromethyl)phenyl]acetylene) was 
prepared according to the procedure by Okuhura [15]. Polymerization of the monomer was carried 
out under dry nitrogen. It was initiated by 1:l mixtures of WCl, or MoCIS with various organometal-
lic cocatalyst (mixture of WCl, with Ph4Sn) and achieved molecular weights as high as 160 kDa (this 
is unit for molecular weight). Metal carbonyl-based catalysts were prepared by irradiation of carbon 
tetrachloride solution of a metal carbonyl with UV light (200-W high-pressure Hg lamp, distance 
5 cm) at 30°C for 1 h. A mechanically strong film could be obtained by solution casting. The polymer 
was thermally fairly stable in the air. The high molecular weight, film formation, and fair thermal sta-
bility of the present polymer are notable characteristics, which are not seen in poly(phenylacetylene).

The polymerization using a WCl6 or MoCl5 catalyst was made to achieve a high (80–100%) 
yield. The polymers have molecular weights significantly larger than 106, and therefore, contain 104 
repeat units in a chain. The synthesis and various chemical properties of the conjugated polymers 
are described and discussed in detail elsewhere [15,16].

9.3.4.2.2  Ultrafast sPeCtrosCoPy

Using the 6.8 fs pulse, the pump-induced absorbance change (DA) in the PTTPA file sample was mea-
sured at 128 different wavelengths from 529 to 726 nm (2.34–1.71 eV) [17,18]. The pump and probe 
beams were both from the non-collinear parametric amplifier (NOPA), which is reported in detail in 
Refs. [19,20]. In a brief description, the pump source of the NOPA system is a commercially supplied 
regenerative amplifier (Spectra Physics, Spitfire). The central wavelength, pulse duration, power of the 
output, and repetition rate of this amplifier were 800 nm, 50 fs, 740 mW, and 5 kHz, respectively. The 
output pulse from the NOPA was compressed with a compressor composed of a pair of prisms and a 
set of two chirp mirrors. The polarizations of the pump and probe beams were parallel to each other.

The pump–probe experiment setup was described in detail in our Refs. [19–22]. The pump–
probe signal was spectrally dispersed with a polychromator (JASCO, M25-TP) over 128 photon 
energies (wavelengths) from 1.65 to 2.23 eV (753–555 nm). It was detected by 128 sets of avalanche 
photodiodes and lock-in amplifiers with a reference from an optical chopper intersecting the pump 
pulse at the repetition rate of 2.5 kHz.

9.3.4.3  RESULTS AND DISCUSSION

9.3.4.3.1  Delay tiMe DePenDenCe of DifferenCe absorbanCe anD tiMe-resolVeD sPeCtrUM

Figure 9.3.4.1 shows the absorption, spontaneous fluorescence, and stimulated emission spectra. 
The last one is calculated from the spontaneous emission spectrum of the polymer sample. The laser 
spectrum also shown in the figure is overlapping with the tail of the absorption.

Figure 9.3.4.2a shows the traces of difference absorbance ΔA(t) at 10 different probe photon energies. 
In the absorbance traces shown on the left-hand side of Figure 9.3.4.2a, the electronic and vibrational 
effects are both apparent. The former appears as slow changes, which decay slowly due to electronic 
relaxation. The latter effect appears as rapid modulation of the transition due to molecular vibration.
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The time trace signals depicted in red color lines in Figure 9.3.4.2a are the multiplied traces by 
appropriate factors to show the modulation due to molecular vibration in the traces more clearly. 
Figure 9.3.4.2b shows the Fourier power spectra of DA(t) traces at the 10 different probe photon 
energies corresponding to the real-time traces in Figure 9.3.4.2a.

To investigate the mechanism of electronic relaxation, we first analyze the change of spectral 
shape during relaxation and then decay dynamics using analytic functions. Figure 9.3.4.3a shows 
the time-resolved spectrum integrated for 100 fs delay time duration with the center delay times 
between 100 and 1700 fs with a 100 fs step. For example, the spectrum at the center delay time of 
400 fs is the time-resolved spectrum integrated over the 351–450 fs range. To see the change in the 
spectrum better, the time-resolved spectra normalized to the peak intensity are shown in Figure 
9.3.4.3b. The spectral shit is to be discussed later in this Letter in terms of vibrational relaxation. 
Compared the time-resolved spectra with previous studies [23,24] of conjugated polymers, it can be 
concluded that dominant positive DA(t) in the whole spectral range of measurement is attributable 
to induced absorption from free excitons at short delay time and then to the self-trapped excitons at 
longer delay time except in the probe frequency range higher than 2.33 eV (18800 cm−1).

The two-dimensional difference absorption spectrum in the pump–probe delay time range from 
200 to 1800 fs is shown in Figure 9.3.4.4a. Figure 9.3.4.4b shows the two-dimensional Fourier power 
spectrum of ΔA(t), which is calculated for the time range of 50–1800 fs. The time range shorter than 
50 fs is not included in the calculation to avoid the effect of coherent effect between the scattered 
light of pump pulse and the probe pulse. Since the spectra in Figure 9.3.4.3a and b are all inte-
grated for 100-fs span, the effect of the spectral shift and the intensity due to molecular vibration 
is substantially reduced because the integration smears out the spectral shifting associated with 
the molecular vibration. The crossing points between the neighboring delay-time steps of 100 fs 
are shown in Figure 9.3.4.3c with the numbers of the participating delay times. The energies of the 
crossing points in 100–200, 200–300, 300–400, 400–500, and 500–600 fs descend rapidly from 
2.18 to 2.31 eV (corresponding to 17600–18600 cm−1). After 600 fs, the crossing points are heavily 
congested around 2.33 eV (18800 cm−1), indicating that the spectral shift becomes much slower than 
the preceding delay time. The normalized spectrum in Figure 9.3.4.3b shows a rapid blue shift of 
the whole spectrum from the delay time just after excitation until the central delay time of 400 fs. 
The spectral shape is also changed rapidly in the same time range.

By the global fitting in the spectral range of 2.10–2.25 eV, two time constants were determined to 
be τ1 = 20 ± 2 fs and τ2 = 320 ± 50 fs. The former corresponds to the ultrafast geometrical relaxation 
from free excitons to self-trapped excitons in PTTPA in the absence of a barrier between them. The 
latter one, which is too short to be assigned to the population decay of STEs, namely the electronic 
population decay [23,24], is ascribed to the vibrational relaxation. Therefore, this blue-shift can 

FIGURE 9.3.4.1 (a) Absorption, (b) spontaneous fluorescence, (c) stimulated emission spectra of the PTTPA 
film sample, and (d) the 6.8-fs laser spectrum. Inset is the molecular structure of PTTPA. Raman spectrum of 
PTTPA excited at 442 nm is depicted in (e).
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FIGURE 9.3.4.2 (a) Pump–probe delay time dependence of absorbance changes at 10 typical probe photon 
energies from 200 to 1800 fs. Magnified curves from 500 fs with appropriate magnification factors are also 
shown to clarify the molecular vibrations. (b) FFT amplitude spectra made by subtracting an exponential 
function from each real-time trace and taking FFT from 200 to 1800 fs.

  FIGURE 9.3.4.3 (a) 
Time-resolved spectrum 
integrated for 100 fs 
delay time duration 
with the center delay 
times between 100 and 
1700 fs with a 100-fs step 
from the highest peak 
to the lowest peak. (b) 
Normalized spectra of 
(a). (c) Enlarged spec-
tra from (a) to show the 
crossing points between 
the two neighboring 
delay times.
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be explained in terms of the intra-chain thermalization process in which the vibrational quanta of 
modes with high vibrational frequencies are scattered, being converted to low-frequency modes via 
vibrational mode coupling. It results in the reduction of the mean vibrational energy of the popula-
tion distributed over vibrational levels with many modes and with different quantum numbers in the 
electronic excited state, which is the initial state of the transition with positive DA. The dynamics 
of the process can be studied by using the average transition energy in the positive DA regions cal-
culated by the first moment of the transition energy; this is discussed later in Section 9.3.4.3.4. The 
blue shift can be ascribed to the change in the induced absorption caused by that of the population 
distribution in the lowest excited state (i.e., the initial state of the observed transition in the induced 
absorption) without change in the energy position of the vacant higher excited state (the final state 
of the transition). See the discussion in later sections on the relaxation process from the viewpoint 
of the vibronic coupled signals.

9.3.4.3.2  the effeCt of the eleCtroniC transition sPeCtrUM by MoleCUlar Vibration

As described in Section 9.3.4.3.1, Figure 9.3.4.2a shows the traces of difference absorbance ΔA(t) as 
a function of the probe delay time at 10 different probe photon energies. The traces show a highly 
modulating signal on top of the slowly varying absorbance change, DA(t), due to electronic dynam-
ics. The former rapid modulation in ΔA(t), represented by δΔA(t), is due to a change in the transition 
spectra and/or those in the ground-state bleaching, stimulated emission, and excited-state absorp-
tion. This can be explained in terms of the stimulated Raman interaction described as K-type in the 
ground state or the Raman-like interaction described as V-type in the excited state of the spectral 
components corresponding to the pump and Stokes component [21]. The Fourier power spectra of 
the time-resolved modulation δΔA(t) at the corresponding photon energies to the real-time traces in 
Figure 9.3.4.2a are shown in Figure 9.3.4.2b.

The signals of real-time vibration can be contributed from various mechanisms, as described below.
The first one arises from spectral changes including both intensity and shape due to the wave-

packet motions in the ground and excited states. The intensity change at a specific probe wavelength 
can be due to the oscillation of the coefficients of the wavefunction of the wavepacket, which is 
a linear combination of vibrational eigenfunctions. Non-Condon effect can also be the origin of 
the intensity change. These correspond to the imaginary part of the nonlinear susceptibility of the 
pump–probe process.

Another contribution is induced by the molecular phase modulation, MPM, caused by a kind 
of third-order nonlinear effect described by the molecular vibration-induced Kerr effect [25]. This 
may be interpreted as a kind of cross-phase modulation (sometimes called XPM), where the refrac-
tive index is modulated in proportion to the vibrational amplitude, which in turn is proportional to 
the pump laser intensity. This effect corresponds to the real part of the nonlinear susceptibility. The 
observed spectral change due to this mechanism is simply described by

 d∆ =A d( (∆A dω ω)/ )dω  (9.3.4.1)

  FIGURE 9.3.4.4 (a) 
Two-dimensional differ-
ence absorption spectrum. 
(b) Two-dimensional spec-
trum of FFT power of 
the difference absorption 
spectrum.
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The effects of Raman and Raman-like contributions with high frequencies are not included in this 
equation, since they are out of the probe-frequency range of the moment calculation in the case of 
high-frequency mode. As for the modes of lower frequencies, they are included because of the above 
type of contributions.

From Eq. (9.3.4.1), the dependence of the Fourier amplitude on the probe photon energy is 
expected to be given by the first derivative of the ΔA(ω) spectrum if the wavepacket moves on the 
ground state potential modifying the stationary absorption spectrum of the ground state.

9.3.4.3.3  initial Phases of the Vibrational MoDes CoUPleD to the 
eleCtroniC transition Via iMPUlsiVe exCitation

The initial phase of the molecular vibration is important for the assignment of the wavepacket 
responsible for the coherent modulation of the electronic transition intensity to either the excited 
state or the ground state. Figure 9.3.4.5a–h depicts the dependence of the initial phase and the 
Fourier power of molecular vibration on the probe photon energy obtained by the FT of the time-
dependent difference absorbance from 50 to 1800 fs.

As for the 106 cm−1 data shown in Figure 9.3.4.5a, the phases are (−1/2)π in the full range of obser-
vation except in the probe-photon energy range between 2.02 and 2.05 eV (16300 and 16500 cm−1), 
where the Fourier power is relatively small. It can be safely concluded from this phase dependence 
that the mode with 106 cm−1 is mainly attributed to the ground-state wavepacket. The frequency of 
this mode is too low for easy detection by conventional Raman spectroscopy, but this mode can be 
observed very clearly. This is the advantage of real-time vibrational spectroscopy, which is not suf-
fered from intense Rayleigh scattering appearing at the pumping time with no delay.

Rayleigh scattering results from the electric polarizability of the particles. The oscillating elec-
tric field of a light wave acts on the charges within a particle, causing them to move at the same 

FIGURE 9.3.4.5 Probe photon energy dependencies of the initial phase (red) and FFT power (black) of molecular 
vibration for (a) 106, (b) 114, (c) 171, (d) 244, (e) 309, (f) 366, (g) 651, and (h) 1205 cm−1 obtained by the FFT of the 
time-dependent difference absorbance from 50 to 1800 fs. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.)
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frequency. The particle, therefore, becomes a small radiating dipole whose radiation we see as 
scattered light. Because of the same frequency of the Rayleigh scattering as that of the pump, it is 
difficult to remove it by a spectroscopic filter in ultrafast spectroscopy.

In the same way, the mode with 114 cm−1 shown in Figure 9.3.4.5b is well attributed to the excited 
state except in the spectral range around 2.00 and 2.35 eV (16100 and 18950 cm−1). Figure 9.3.4.5c 
shows the third lowest frequency of 171 cm−1. In this case, all the initial phases calculated are close to p 
ranging between 1.97 and 2.35 eV (15900 and 18950 cm−1) except in the range of 1.75 and 1.85 eV. From 
these phases, the wavepacket generating modulation with 171 cm−1 can be assigned to the excited state. 
The modulation in the range of 1.75 and 1.85 eV is considered to be mixed with the signal induced by 
the excited wavepacket. In the same way, the mode with 244 cm−1 shown in Figure 9.3.4.5d is also due 
to the mixed contribution of the ground and excited states. The mode with 651 cm−1 depicted in Figure 
9.3.4.5g has a peculiar feature of oscillating spectral Fourier power in the full probe range. The phases 
are all close to 0 p around 1.77, 1.85, 2.05, and 2.26 eV (14300, 14900, 16500, and 18200 cm−1), which 
are close to the peak positions of the FT power spectrum of this mode. Therefore, the signals corre-
sponding to the peaks are dominantly due to the wavepacket in the excited state. The phase shown in 
Figure 9.3.4.5h is close to p/2 near their FT power peaks around 2.0 and 2.3 eV. Therefore, the mode 
having a large amplitude is concluded to be mainly due to the ground state. In the other probe range, 
the contribution from the excited state also has some sizable amount.

For discussion on the vibrational assignment of the peaks observed in the Fourier amplitude 
spectra, the frequencies of the Raman spectrum and those obtained by the FT of the real-time 
traces are listed together in Table 9.3.4.1. The Raman spectral pattern using the Ar laser, shown in 
Figure 9.3.4.1b, is quite different from that by the FT of real-time vibrational spectroscopy. This 
difference can be attributed to that of the resonance conditions in the excitation processes and the 
effect of the contribution of the wavepacket in the excited state. There are two more reasons for the 

TABLE 9.3.4.1
Peaks in the Fourier Amplitude Spectra of Vibrational Modes Obtained in the Negative and 
Positive Ranges of ΔA Compared with Those Observed in the Raman Scattering Spectrum 
Using the Excitation Wavelength of 441.92 nm (w: Weak, m: Middle, s: Strong)

ΔA > 0 ΔA < 0
Raman (cm−1) 

Excited at 442 nmWavenumber (cm−1) Normalized FFT Power Wavenumber (cm−1) Normalized FFT Power

106 0.34 114 0.38

171 0.66 171 0.69

244 0.23

260 0.50

309 0.27

366 1

399 1

404.64 (w)

448 0.34

578 0.37

576.0 (w)

648.0 (w)

651 0.20 659

757

0.35

0.18

850.0 (w)

878.9 (w)

1108.4 (w)

1201

1335

1465

0.85

0.20

0.24

1203 0.67 1211.5 (m)

1345.1 (m)

1497 0.30 1489.5 (m)

1530 0.25 1529.1 (s)
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difference: For low-frequency modes, it is due to the difficulty in observation of Raman signals, 
while for high-frequency modes the FT amplitudes obtained from real-time traces are reduced by 
a factor of [22]

 ( )2
t tp m( )( )ω 2 + ( )2

2π/ / 2π/ 
 p  

where xm is the vibrational angular frequency of mode m and tp is the pulse duration.

9.3.4.3.4  Vibrational-enerGy laDDer DesCenDinG ProCess 
anD Vibrational Phase relaxation

For a detailed study of the vibrational-energy relaxation process associated with the thermalization 
discussed in Section 9.3.4.3.1, the first moment of the induced absorption was calculated in the inte-
gration range of 529–726 nm (2.34–1.71 eV). As shown in Figure 9.3.4.6, the decay of the moment 
corresponding to the average transition energy reduces gradually with the delay time tD. This trend 
can be reproduced by the following fit to the calculated first moment as follows:

 ∆ =E t( )D D( )∆ −E E∆ −0 0exp /( )t Eτ e + ∆  (9.3.4.2)

where the relaxation time, τe, the initial extra energy, ΔE, and the final energy after thermalization, 
ΔE0, were taken as variable parameters. From the best fit to the observed curve, the parameters 
were found to be τe = 217 ± 2 fs, ΔE = 1.91 ± 0.01 eV, and ΔE0 = 2.08 ± 0.01 eV.

Peaks in the Fourier amplitude spectra of vibrational modes were obtained in the negative and 
positive ranges of DA compared with those observed in the Raman scattering spectrum using the 
excitation wavelength of 441.92 nm. (w: weak, m: middle, s: strong).

The fitted curve was then subtracted from the observed curve of the first moment to calculate the 
FT after normalization of all the peak intensities in the FFT spectra by the maximum peak at 171 cm−1. 
The corresponding vibrational dephasing time was calculated from the bandwidth of each mode shown 
in Figure 9.3.4.6b. Six most intense vibrational modes with wavenumbers of 103, 171, 258, 383, 1201, 

  FIGURE 9.3.4.6 (a) 
Delay time dependence 
of the first moment (M1) 
of the induced absorp-
tion spectra calculated 
by integrating in the 
range of 529–726 nm 
(2.34–1.71 eV). Curve 
M1 is smoothed over 
the probe delay gate 
of 10 fs. Fitting to an 
exponential curve is 
also displayed. (b) FFT 
of the (a) curve after 
the fitting curve is sub-
tracted from the experi-
mental curve. (c) Decay 
times of the signal in 
the negative time range 
as a function of the 
probe photon energy.
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and 1499 cm−1 can be observed in the normalized FFT spectrum in Figure 9.3.4.6b. The Fourier power 
associated with the mean energy (first moment) reducing with time provides the strength of the vibronic 
coupling which induces (mean) energy reduction. The modulations shown in the (mean) energy relax-
ation obtained by the first moment is the total effect contributed from each vibrational mode. Therefore, 
the first moment can be expressed by the individual contribution from each mode (ΔEvi) as

M t1 v( )D D= ∆E t( )+ ∆∑ E texp /( )− +vib
i 2D iT tcos ,( )ω ϕvi D i

 i  (9.3.4.3)

( )i = 1,2,..,6

where ωvi is the molecular vibrational frequency of each mode, T vib
2i  is the vibrational dephasing 

time, and the second term in the vibrational cos function is the initial phase. The individual con-
tribution to the energy relaxation can be obtained from each of the six modes, out of all the modes 
including those not well observed under the noise level using their relative peak values in the FT 
power spectrum in Figure 9.3.4.6b, in combination with the total amount of the energy relaxation 
in the excited state, obtained from the first moment of induced absorption. Using the individual 
contribution divided by the vibrational frequency of itself, the Huang–Rhys factors corresponding 
to the transition from the lowest to the higher excited states for these six modes can be determined 
as listed in Table 9.3.4.2. This is the first determination of multi-dimensional Huang–Rhys factors; 
the data of these multi-dimensional values provide the structure of the multi-dimensional potential 
hypersurface of complex molecular and polymer systems.

9.3.4.3.5  eleCtroniC Phase relaxation obtaineD froM the 
Data in the neGatiVe tiMe ranGe

In pump–probe spectroscopy, the pump pulse perturbs the absorption spectrum of the medium, which 
is subsequently probed after a set time delay. This method implicitly assumes that the weak probe pulse 
does not induce any substantial excitation of the sample [26]. In the femtosecond regime, however, the 
difference absorption spectra cannot be directly interpreted as a change in the absorption spectrum 

TABLE 9.3.4.2
Lifetimes and Huang–Rhys Factors of the Vibrational Modes Determined from the First 
Moment of ΔA

Peak Wave Number (cm−1) Normalized FFT Power Lifetime τMlvb (ps) Huang–Rhys Factor

M1

49 0.026 1.67

103 0.492 1.69 0.25

171 1 1.96 0.15

219 0.17 1.42

258 0.415 1.78 0.10

313 0.273 2.21

383 0.765 1.15 0.11

1201 0.071 1.80 0.01

1252 0.028 1.63

1355 0.016 1.75

1424 0.013 1.21

1499 0.089 1.26 0.01

1550 0.011 2.01
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because of coherence effects. These effects fall into two categories: One is ‘coherent coupling’ due to 
the induced grating formed by the temporally coincident pump and the probe in the sample [26–29], and 
the other is the ‘perturbed free polarization decay’ generated by the probe and perturbed by the pump. 
In previous reports [26–33], the experimental results observed in the negative delay-time region were 
discussed in terms of perturbed free induction decay and coherent coupling. The difference absorption 
spectrum was calculated for a two-level system and applied to molecular systems [34,35]. We have here 
modified their treatment for the vibronic system in the following way: under the assumption that only one 
mode is coupled to the excitation to the exciton state but that it can readily be extended to a multi-mode 
system. The apparent absorbance difference, ΔA(x), observed in the negative time range in the rotating 
reference frame using the pump, Epu(t), and probe, Epr(t), fields is given by [36]:

 ∆A f( )ω ω~ Im /{ 2 p( ) e Fr p( )ω E tu 1( )F t( )⊗( )E t*
pu ( ) ( ) P tpr } (9.3.4.4) 

Here Ppr(t) is the macroscopic polarization in a molecular vibronic system propagating in the probe 
direction,

f2 2( )ω = ℑ F t( )  is the FT of the following.

 F t( ) = −( )i hµ / exp( )t T/ eel xp( )− Ωi t exp /( )− −t T vib
2 2 2 exp( )i t( )ω +φ  (9.3.4.5)

 F t1 1( ) = −( )2 /i tµ ωh exp( )/ eT ixp( )− +( )t φ  (9.3.4.6)

 φ = −arctan ( )ω ω ba + ω T vib
v 2  (9.3.4.7)

Here, T el
2  and T vib

2  are the electronic and vibrational dephasing times, respectively, and x is the 
optical angular frequency corresponding to the 0–0 transition energy from the ground state to the 
electronic excited state. The symbol denotes convolution; l is the transition dipole moment; T1 is the 
longitudinal electronic relaxation time; X = xba x1 is the detuning between the pump field frequency 
x1 and the transition frequency xba; xm is the vibrational angular frequency.

This perturbed free polarization decay term represents the case when the probe pulse arrives ear-
lier than the pump pulse and there is no temporal overlapping between them. The probe pulse gen-
erates electronic coherence in the sample with the duration of the electronic dephasing time. Then 
the intense pump field forms a grating, i.e., Epu(t)Ppr(t) term in Eq. (9.3.4.4), which interacts with 
another pump field to be diffracted into the probe direction, satisfying the causality. In the present 
case, the vibronic coupling expected to be strong in the conjugated electron system is the origin of 
the electronic spectrum of the ground state. Therefore, the polarization generated by the probe pulse 
that precedes the pump pulse is a vibronic transition, instead of pure electronic transition, which 
is associated with the transition between the ground vibrational level in the ground electronic state 
and the vibronically excited state. The wave-packet formation in the ground state requires two fields 
of the pump pulse. Therefore, this signal increases with the delay time and the time constant T2 and 
disappears quickly at t = 0 [29].

The decay times of the signal in the negative time range are functions of the probe photon energy, 
as shown in Figure 9.3.4.6c. The apparent lifetimes depend on the contribution of the coherent 
spike, which reduces the real dephasing time. The longest among the observed values is estimated 
to be the closest to the true value 47 ± 5 fs around 1.91 eV in the figure. This is a reasonable duration 
of dephasing in condensed phase materials [36].

9.3.4.4  CONCLUSIONS

By utilizing the pump–probe data in the negative time range with sub-7 fs pulses, important infor-
mation was obtained related to the electronic phase relaxation time and the frequencies of the 
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vibrational modes due to the wavepacket motion in the electronic excited sate. The absorbance 
change observed in the ‘negative’ delay time range has been used for estimation of the electronic 
dephasing time to be 47 ± 5 fs. Coherent molecular vibration of a polymer in the excited state has 
been observed in the real-time trace without the effect of wave packet motion in the ground state, 
which usually hinders assignment of the signal to either the ground state or the excited state. This 
method would provide the novel method for the simultaneous measurement of the phase relaxation 
and population relaxation dynamics [37].
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9.3.5 Ultrabroadband  
Time-Resolved 
Spectroscopy of Polymers

9.3.5.1  EFFECT OF ANNEALING ON THE PERFORMANCE 
OF P3HT: PCBM SOLAR CELLS

The demand for renewable energy sources has stimulated progress in the development of efficient 
photovoltaic devices, and organic solar cell research has achieved several critical milestones in 
recent decades. Replacing traditional inorganic semiconductor-based solar cells, organic solar 
cells have become established as a future photovoltaic technology because of their advantages of 
cost-effective production, large area, lightweight, and flexibility [1,2]. The highest reported power-
conversion efficiency to date is 10.8% [3,4], whereas it barely reached 1% in the first reported poly-
mer solar cell [5]. In the past couple of years, the polymer–fullerene heterojunction has dominated 
organic solar cell research [6,7]. For standard bulk polymer–fullerene heterojunction systems, 
the polymer poly(3-hexylthiophene) (P3HT) as the electron donor and the fullerene [6,6]-phenyl-
C61-butyric acid methyl ester (PCBM) as the electron acceptor are typically blended to create a 
composite material that has been demonstrated to exhibit effective device performance [7].

In solar cell devices, an anode and cathode are necessary to collect separated charges. The anode 
is made of tin-doped indium oxide (ITO) coated with a layer of poly-ethylene-dioxythiophene: poly-
styrene-sulfonic acid (PEDOT:PSS). ITO is one of the most extensively used electrode materials 
because of its high electrical conductivity and optical transparency. The transparent, water-soluble 
PEDOT:PSS is used to smooth the rough ITO surface and further effectively collect the separated 
holes into the electrode because it has a higher work function. A metal layer (e.g., aluminum) serves 
as the cathode.

For a P3HT:PCBM device, as shown in the inset of Figure 9.3.5.1, ITO-coated glass sub-
strates were used as the anode; they were modified by spin-coating with ∼40 nm thick conductive 
PEDOT:PSS followed by baking at 150°C for 30 min. P3HT was blended with PCBM at a weight 
ratio of 2.5% and dissolved in 1,2-dichlorobenzene. The active layer was thermally annealed at 
190°C for 10 min in a nitrogen-filled glove box before (preannealing) or after (post-annealing) depo-
sition of the aluminum. The cathode, which had a 100 nm Al layer, was thermally evaporated onto 
the polymer film at a base pressure of 7.5 × 10−9 Pa to form an active area of 0.06 cm2. The current 
density–voltage (J–V) characteristics for the devices were recorded under light illumination using 
standard solar irradiation of 100 mW/cm2 with a xenon lamp as the light source and a computer-
controlled voltage–current source meter.

Figure 9.3.5.1 shows the current density–voltage (J–V) characteristics of a device with the struc-
ture ITO/PEDOT:PSS/P3HT: PCBM/Al and different thermal annealing processes. As expected, 
the device fabricated using a preannealing process exhibits poor performance characteristics and 
its power conversion efficiency is only 1.63%. The other device, prepared with a post-annealing 
process, demonstrates better performance and its power conversion efficiency is 2.88%. In terms of 
device performance, both the open-circuit voltage (VOC) and short-circuit current (JSC) are improved 
by the post-annealing process.

The open-circuit voltage, VOC, is the maximum voltage available from a solar cell, and this occurs 
at zero current. The open current voltage, JSC, corresponds to the amount of forward bias on the solar 
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cell due to the bias of the solar cell junction with the light-generated current. The short-circuit current 
is the maximum current from a solar cell and occurs when the voltage across the device is zero.

Some crucial studies [8–11] have pointed out the reasons for the higher performance in post-
annealed devices. However, the microscopic viewpoint of high-performance devices has yet to be 
considered. Here, the fundamental carrier dynamics directly correlated to the efficiency of charge 
transport in solar cell devices are studied by ultrafast spectroscopy [12]. The stationary absorbance 
spectra of pre- and postannealed devices in the visible range show that the absorbance increases 
rapidly at photon energies greater than ∼1.9 eV, which demonstrates that the polymer has a wide 
absorption band [6]. The spectra of both pre- and post-annealed devices exhibit the π–π transition 
of P3HT at 2.05 and 2.23 eV [13,14].

Time-resolved spectroscopy using sub-10-fs visible pulses from a broadband OPA (as demon-
strated in Section 9.3.5.2.B.2) was performed at room temperature. The output pulses of a broad-
band OPA were separated into pump and probe pulses. The fluences of the pump and probe pulses 
at the sample were 2.7 and 0.3 mJ/cm2, respectively. The changes in the sample induced by a pump 
pulse were obtained by detecting the change in absorption (ΔA) of probe pulses as a function of 
probe delay time. The femtosecond time evolutions were derived by delaying the relative arrival 
times of the pump and probe pulses rapidly by a fast-scan stage (Section 9.3.5.2.C.1). The probe 
pulse was dispersed using a polychromator into a 96 branch fiber bundle, the other end of which 
was separated into 96 fiber branches and connected to APDs with a spectral resolution of 2.56 nm, 
i.e., ~10 meV (Section 9.3.5.2.C.2). Therefore, the time-resolved absorption differences at 96 probe 
wavelengths were simultaneously detected at the photodiodes. The detected signals were sent to a 
multichannel lock-in amplifier to be spectrally resolved for simultaneous detection of low-intensity 
signals over the entire spectral region.

The time- and photon-energy-resolved transient absorption difference, ΔA(ω, t) of the pre- and 
post-annealed devices was measured using the pump–probe technique. Figure 9.3.5.2a and c show 
2D plots of the ΔA spectra as functions of time and photon energy. The ΔA spectrum is positive 
at photon energies of less than ∼1.98 eV, which is attributed to the induced absorption for transi-
tions from the first excited state to higher states. The negative ΔA at photon energies greater than 
∼1.98 eV is due to stimulated emission from the excited state and photobleaching due to ground state 
depletion. The two peaks at 2.05 and 2.23 eV represent the π–π transition in P3HT. Figure 9.3.5.3 
illustrates the relaxation processes of the P3HT:PCBM blend, which are excited by pump pulses 
with a photon energy of >1.9 eV (the absorption gap energy) [15,16]. In the composite samples, it is 
estimated that more than 60% of the incident photons are absorbed by the polymer [17]. Therefore, 
the sample excited by the pump pulses generates excited electron–hole pairs, primarily in P3HT 
molecules. The excited electrons at the lowest unoccupied molecular orbital (LUMO) of P3HT are 

  FIGURE 9.3.5.1 Current density–voltage 
(J–V) characteristics of solar cells of ITO/
PEDOT:PSS/P3HT:PCBM/Al with pre-(top 
curve) and post-annealing (bottom curve) 
processes. Inset: device architecture of a 
bulk heterojunction solar cell device. The 
Al layer is the cathode. The active layer is 
a semiconducting polymer/fullerene blend. 
ITO coated with PEDOT:PSS serves as the 
anode. These layers are deposited on a glass 
substrate.
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transferred to the LUMO of PCBM, and the holes remain in the P3HT to form a bounded polaron 
pair (BPP) with the excited electrons. The time constant for this interfacial charge transfer is mea-
sured as ∼90 fs [16,18]. The generated BPP then relaxes to the ground state via the parallel processes 
of dissociation into separated polarons, trapping by defect states, and recombination. The time 
constants for dissociation into the separated polarons and defect trapping are reported to be ∼0.95 
and ∼2.8 ps [16], respectively.

According to the scenario just described the real-time traces for ∆Aω ; t are expressed by the 
equation

t t
τ τ − −

A t A e CT
 t t t 

 ∆ =( )
−

+ −A e CT + τ τSP + − CT
CT SP e Atrap  e e+

τ

 
trap  + A

 
Recomb (9.3.5.1)

 

where the suffixes CT, SP, trap, and Recomb correspond to charge transfer, separated polarons (dis-
sociated BPP), trapped BPP, and carrier recombination, respectively. The time constant for carrier 

  FIGURE 9.3.5.2 (a), 
(c) Two-dimensional 
plots of transient 
absorption difference 
ΔAω; t. (b), (d) ΔAω 
spectra at various time 
delays for preannealed 
and post-annealed 
P3HT:PCBM devices 
in (a) and (c), respec-
tively. Adapted with 
permission from [12]. 
© (2015) American 
Chemical Society.

 FI GURE 9.3.5.3 Schematic repre-
sentation of ultrafast carrier dynam-
ics after photoexcitation. E D

LUMO, the 
LUMO of the electron donor; E D

HOMO,  
the highest occupied molecular 
orbital (HOMO) of the electron 
donor; E A

LUMO, the LUMO of the elec-
tron acceptor; E A

HOMO, the HOMO 
of the electron acceptor. In this 
study, the electron donor and elec-
tron acceptor are P3HT and PCBM, 
respectively. τ is the time constant 
for the relaxation processes. Adapted 
with permission from [12]. © (2015) 
American Chemical Society.
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recombination is beyond the measurement range in this study. For the post-annealed device, the 
time constants τCT, τSP, and τtrap are ∼0.13, ∼0.68, and ∼8.48 ps, respectively. For the preannealed 
device, the time constants τCT, τSP, and τtrap are ∼0.13, ∼0.54, and ∼2.6 ps, respectively. The relax-
ation processes for the BPP, especially for trapping by defect states (τtrap), apparently have a longer 
lifetime in the post-annealed device.

This implies that the excited carriers in the E A
LUMO state have a longer lifetime and so are more 

likely to be dissociated into photocarriers which further produce a photocurrent. Accordingly, this 
longer lifetime of the excited carriers in the post-annealed device may explain the increase in the 
JSC value. However, in reality, there are several relaxation channels for excited carriers in the E A

LUMO 
state, such as dissociation into separate polarons, trapping by defect states, and recombination. Most 
excited carriers in the E A

LUMO state are trapped by defect states or recombine with opposite charges 
without contributing to the photocurrent, and then these excited carriers certainly do not increase 
the value of JSC even though they have a longer lifetime in the E A

LUMO state. Consequently, it is neces-
sary to determine how many excited carriers in the E A

LUMO state relax through each channel, an issue 
that is still unresolved.

It should be emphasized that pump–probe spectroscopy with high time and photon energy reso-
lution can be further used to show the relative amount of photoexcited carriers relaxed through each 
of the relaxation processes in the E D

LUMO state (see Figure 9.3.5.3), which is the key to understand-
ing any improvement in device performance. The percentage of carriers relaxed through every 
channel is calculated using the coefficients ACT, ASP, Atrap, and ARecomb. In addition, the percentage 
of each component in the region of 1.98–2.13 eV for stimulated emission can be further estimated  
(Figure 9.3.5.4). The percentage of charge transfer increases by 4.5% for the post-annealed devices. 
This demonstrates that interfacial charge transfer from an electron donor (P3HT) to an electron 
acceptor (PCBM) in the postannealed devices is more efficient than that in the preannealed devices. 
There are 1.8% more separated polarons in the post-annealed devices than in the preannealed 
devices, but there is 6.4% less recombination in the post-annealed devices. Consequently, more 
charges are transferred from the electron donor (P3HT) to the electron acceptor (PCBM).

9.3.5.2  CONCLUSION AND PERSPECTIVES

In conclusion, in this short chapter, we describe the analyses of each relaxation process in 
P3HT:PCBM solar cells show that there are increases in the charge transfer and the number of sepa-
rated polarons and a decrease in the amount of recombination between excited carriers, which is one 
of the physical mechanisms responsible for enhanced performance after a post-annealing process. 
These findings are consistent with observations of the annealing-dependent surface morphology 
and vertical distribution of P3HT:PCBM blends, which provides key information for the design of 
high-performance solar cells.

  FIGURE 9.3.5.4 Average percentages of each of 
the relaxation processes shown in Figure 9.3.5.3 at 
1.98–2.13 eV. Adapted with permission from [86]. 
© (2015) American Chemical Society.
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These important results and conclusions indicate that ultrabroadband time-resolved spectroscopy 
provides a powerful means of studying the interactions between quasi-particles, which are the basis 
for composing a material. Using broadband OPA, we can observe several energy levels simultaneously 
with extremely high time resolution and study the correlations among them. This provides much clearer 
physical insight into the interactions of quasi-particles in several novel types of condensed matter. The 
development of ultrabroadband light sources continues. For example, the generation of ultrabroadband 
MIR coherent light using four-wave difference-frequency generation from two-color femtosecond 
pulses in gases has been demonstrated [18]. This type of ultrabroadband light source extending to the 
MIR region as well as the terahertz region is desirable and extremely important for investigating the 
detailed ultrafast dynamics in solids, as the bandgap energy or a number of optical transitions have reso-
nance energies in this frequency region. The study described here in this subsection shows an example 
of ultrashort pulse laser for the characterization of organic solar cells from the viewpoint of basic phys-
ics in the system showing how useful the basic study is to obtain the essential point of improvement of 
the specification of organic cells [19]. The research work described in this subsection was conducted 
by the following people in collaboration: C.-W. Luo, Y.-T. Wang, A. Yabushita, and T. Kobayashi [19].
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9.4.1 Ultrabroadband Time-
Resolved Spectroscopy 
of Topological Insulators

9.4.1.1  INTRODUCTION

To understand condensed materials as demonstrated by band theory, one could imagine that  electrons 
behave as an extended plane wave. This theory derives an energy band structure for electrons in a 
periodic lattice of atoms, and electrons in the material may be described as having or not having 
a bandgap [1,2]. In this description, electrons in the material can be considered as being in a “sea” 
of the averaged motion of the other quasi-particles. This approach of nearly free particles is valid 
in some well-understood materials, such as most metals, as the interaction strength between quasi-
particles is negligible compared with their kinetic energy. However, strong correlation between the 
quasi-particles leads to a new type of behavior in some important materials. Such materials are dif-
ficult to describe theoretically because strong interactions between quasi-particles cause phenomena 
that cannot be predicted by studying the behavior of individual particles alone, and these interac-
tions play a major role in determining the properties of such systems. The seemingly simple material 
NiO, as the typical example of metal–insulator transitions, would be expected to be a good conduc-
tor with a partially filled 3D band [3]. However, the strong Coulomb repulsion between electrons 
makes NiO an insulator. Therefore, this type of strongly correlated material cannot be understood 
using a free-electron-like scenario. In addition to the metal–insulator transitions just mentioned 
[3,4], there are numerous physical properties arising from the effects of strong correlations,  
e.g., high-Tc superconductivity [5], colossal magnetoresistance [6], heavy fermions [7], multiferro-
ics [8], and low-dimensional phenomena [9]. Accordingly, the crucial correlations between quasi-
particles can be responsible for significant characteristics of some materials, and so it is extremely 
important to discover the underlying interactions among quasiparticles in these materials.

Because interactions among quasi-particles are known to play an important role in understanding 
condensed matter, experimental techniques that can unambiguously clarify these interactions are 
needed. Studies have demonstrated the ability of numerous methods to indirectly estimate correla-
tion among quasi-particles by measuring certain related physical characteristics, such as the carrier 
mobility [10], Shubnikov–de Haas oscillations [11], the thermoelectric power [12], the Burstein-
Moss shift [13], the Raman shift [14], and the Faraday rotation [15].

Here the Shubnikov–de Haas oscillations, the Burstein-Moss shift, and the Faraday rotation are 
briefly explained below.

The Shubnikov-de Haas oscillations are oscillations of the resistivity parallel to the current ow 
in the edge states of a 2D electron gas in an applied magnetic field (B) Therefore they are related to 
the Quantum–Hall effect. The Shubnikov-de Haas oscillations have a 1/B-periodicity.

The Burstein–Moss shift, is the phenomenon in which the apparent band gap of a semiconductor 
is increased as the absorption edge is pushed to higher energies as a result of some states close to 
the conduction band being populated. This is observed for a degenerate electron distribution such as 
that found in some degenerate semiconductors.

The Faraday rotation is a physical magneto-optical phenomenon. The Faraday effect causes a 
polarization rotation which is proportional to the projection of the magnetic field along the direction 
of the light propagation. Formally, it is a special case of gyroelectromagnetism obtained when the 
dielectric permittivity tensor is diagonal. This effect occurs in most optically transparent dielectric 
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materials (including liquids) under the influence of magnetic fields. The Faraday effect has applica-
tions in measuring instruments. For instance, it has been used to measure optical rotatory power 
and for remote sensing of magnetic fields such as fiber optic current sensors. The Faraday effect is 
used in spintronics research to study the polarization of electron spins in semiconductors. Faraday 
rotators can be used for amplitude modulation of light, and are the basis of optical isolators and 
optical circulators; such components are required in optical telecommunications and other laser 
applications. A related magneto-optical effect is an optical Kerr effect.

As an example, electron–electron interaction is usually studied by transport measurements. 
However, the contribution of electron–electron interaction to the resistivity can be observed only 
at low temperatures because the electrical resistance is primarily dominated by electron–pho-
non scattering above the Debye temperature. On the other hand, the electron–phonon interaction 
strength can be determined from the phonon linewidths obtained through Raman or neutron scat-
tering, which are easily influenced by selection rules and inhomogeneous broadening. Moreover, 
the quasi-particle interactions obtained by the techniques just mentioned are derived mainly from 
stationary experiments.

Ultrafast spectroscopy is one of the desired techniques that enable direct observation of transient 
interactions among quasiparticles. With transient spectroscopy, the so-called pump–probe mea-
surement, we can monitor energy transfer among quasiparticles and even specify the interaction 
strength, as shown in Figure 9.4.1.1. Taking advantage of developments in the area of ultrashort 
pulses in recent decades [16–20], ultrafast optical spectroscopy can provide the required time reso-
lution for studying ultrafast primary phenomena on the characteristic time scales of electron, pho-
non, and spin dynamics [21–33], that is, in the range of femtoseconds (10−15 s), picoseconds (10−12 s), 
and nanoseconds (10−9 s). Advanced progress in pulsed lasers has also extended ultrafast spectros-
copy from the visible region to the mid-infrared (MIR) and ultraviolet (UV) regions using nonlinear 
techniques such as optical parametric amplification, sum and difference frequency generation, and 
four-wave mixing [34–36].

9.4.1.2  BROADBAND TIME-RESOLVED SPECTROSCOPY

9.4.1.2.1  DeVeloPMent

Compared with monochromatic detection, the use of spectral broadband probes for optical measure-
ments provides the ability to record responses at various wavelengths simultaneously and obtain 
much broader insight into the underlying physics. In 1964, optical broadband detection was first 
used by Jones and Stoicheff [37]. In that influential work, a continuum light source was generated by 
incident maser radiation on liquid toluene to study the induced Raman absorption of liquid benzene. 

  FIGURE 9.4.1.1 Schematic rep-
resentation of a system including 
electron, phonon, and spin degrees 
of freedom.
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The sample was irradiated simultaneously with a monochromatic excitation light of frequency ν0 
and a continuum probe light. The excited atoms and molecules change their energy states by hνM 
and absorb frequencies at the Stokes frequency, ν0 − νM, and anti-Stokes frequency, ν0 + νM, from 
the continuum probe light. This breakthrough in broad spectrum generation enabled the first Raman 
absorption spectrum measurement.

Seven years later, a broadband pulsed light source was applied to transient absorption spectros-
copy for studying nonradiative relaxation processes in excited molecules [38,39]. Photoisomerization 
on a time scale of picoseconds was observed in 3-3′diethyloxadicarbocyanine iodide by broadband 
detection in the visible region [39]. In 1979, pioneering work by Shank et al., who used a time-
resolved white-light continuum pulse probe to study GaAs thin films, opened a new era for dynamic 
studies in solid-state physics [40]. In this period, broadband probe pulses were generated by focus-
ing the 750 nm pulses from a Nd:YAG amplifier into a cell containing water. The spectral range of 
interest, 785–835 nm, was selected using filters. By taking advantage of broadband detection, the 
entire relaxation process of band filling and bandgap renormalization was clearly observed within 
0.5 ps. In addition, the relaxation processes of excited carriers in the heavy, light, and split-off hole 
bands were simultaneously observed by broadband detection [41,42]. Furthermore, the dynamics 
of magnetoexcitons in GaAs quantum wells were studied using a spin-resolved broadband probe 
[43]. Circularly polarized pump and probe beams were used to resolve excitonic interactions with 
regard to angular momentum states. By using the broadband probe, interactions between magne-
toexcitons generated by the pump pulses at various angular states were unambiguously revealed. 
Magnetoexcitons with identical spins repel each other and cause a blueshift, whereas those with 
opposite spins attract each other, causing a redshift.

This brief review shows how the evolution of broadband time-resolved spectroscopy was 
driven by the development of light sources. In the 1970s, most continuum light sources were gen-
erated by self-phase modulation (SPM) and stimulated Raman scattering by focusing a colliding 
pulse mode-locked dye laser on a medium [44–46] or fiber [47], or generated by the fluorescence 
from a scintillator dye [48]. In the 1990s, femtosecond light sources were significantly improved 
with the development of solid-state laser materials [49], e.g., a sapphire crystal (Al2O3) doped 
with titanium ions (Ti:sapphire) and the chirp-pulse amplification technique [50]. Solid-state 
lasers have allowed optical parametric conversion to extend the spectral range of femtosecond 
pulses to the UV [35], visible [34], and IR [51,52] regions. A novel method, the noncollinear 
optical parametric amplifier (NOPA), was proposed to provide a broad spectrum with a sub-10-fs 
pulse width [53,54] or even a sub-5-fs pulse width [19,20,55], and the pulse width has recently 
even reached 2.4 fs [56].

These advanced broadband light sources with ultrashort pulse duration have been applied to 
various research areas, including ultrafast chemical reactions, photoisomerization, biophysics, and 
solid-state materials. By using their extremely high time resolution, the relaxation processes dur-
ing trans–cis isomerization in the retinal chromophore of bacteriorhodopsin have been revealed 
by studying the real-time vibrational dynamics [57]. The environmentally affected vibrational 
photoisomerization processes of push–pull substituted azobenzene dye have been disclosed [58]. 
Broadband detection has enabled the demonstration of the energy transfer channels and efficiencies 
in photosynthetic light harvesting [59]. The pathways for exciton fine structure relaxation in CdSe 
nanorods have also been revealed [60]. Furthermore, the electron–phonon interaction strength in 
high-Tc superconductors was unambiguously determined recently [61].

Time-resolved spectroscopy provides a versatile and effective tool for studying the dynamics of 
photoexcited carriers in real time. Moreover, light sources with a broad spectrum and high time res-
olution enable the unambiguous discovery of the dynamics of energy transfer among quasi-particles 
both extensively and correctly. According to the measured energy transfer rate, the interplay among 
electron, phonon, spin, and orbital measurements in various materials or at the interfaces between 
dissimilar functional materials can be clearly revealed. Therefore, we can further understand some 
previously baffling issues in crystalline and dissimilar functional materials.
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9.4.1.2.2  feMtoseConD iGht oUrCes l  s

9.4.1.2.2.1  Narrowband Optical Parametric Amplifier
A regenerative amplifier (RGA) seeded with a Ti:sapphire laser oscillator served as a light source 
for a homemade optical parametric amplifier (OPA). The type-I (e → o + o) β-BBO (barium borate, 
BaB2O4)-based OPA was pumped by the second harmonic of the RGA (wavelength, 400 nm; repeti-
tion rate, 5 kHz) to obtain output pulses in the visible range of 500–700 nm.

The second harmonic of the RGA was generated by 800 nm pulses focused on a BBO  crystal. 
The 400 nm beam was separated into two copies; one served as the pump beam of the parametric 
interaction process and the other was used to obtain a white-light continuum as the signal beam. The 
white-light continuum was produced by focusing the 400 nm pulses on a sapphire disk to induce 
SPM. Then the white-light continuum passed through a prism pair to remove the fundamental light 
(400 nm). Both the signal (the white-light continuum) and pump (400 nm) beams were focused on a 
BBO crystal to realize a NOPA. The phase-matching condition is satisfied in the visible broadband 
region from 500 to 700 nm, so the wavelength of the amplified signal beam can be selected by adjust-
ing the delay between the pump pulse and the linearly chirped visible seed pulse. As a result, the 
output wavelength of the signal beam can be tuned from 500 to 700 nm continuously (Figure 9.4.1.2).

It is noteworthy that the constructed narrowband OPA system is based on information on the carrier 
envelope phase structure in the NOPA. The noncollinear geometry in the OPA process is used to amplify 
the broad visible tuning range. For the present purposes of the narrowband OPA, the seed pulse is posi-
tively chirped with further insertion of the prism. Therefore, the OPA spectrum can be linearly adjusted 
to have a single color by changing the delay between the pump pulse and the seed pulse. Additionally, the 
gain of the OPA was saturated to avoid variation in its output caused by the fluence of the RGA pulses.

9.4.1.2.2.2  Broadband Optical Parametric Amplifier
For the broadband OPA, we also used the noncollinear configuration, which is the same as that used 
in the narrowband OPA. However, the signal beam, namely, the femtosecond continuum, is gener-
ated by the SPM of an 800 nm pulse focused on a 2 mm sapphire plate. To amplify the femtosecond 
visible broadband continuum in the full bandwidth, the signal pulses are precompressed using a 
pair of ultrabroadband chirped mirrors. The signal beam is then noncollinearly overlapped with the 
pump pulse and focused on a BBO crystal with the noncollinear angle of α 3.7° to fulfill the broad-
band phase-matching condition [19,55].

FIGURE 9.4.1.2 Schematic diagram of BBO-based OPA. The OPA was pumped by 400 nm pulses, and 
its tunable range is 480–700 nm with a pulse duration of 35 fs. Inset: normalized output spectra of the wave-
length-tunable OPA, ranging from 500 to 700 nm.
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Finally, both the pulse front-tilted pump beam and the noncollinearly incident signal beam are 
focused on a BBO crystal. The signal beam is then amplified through the OPA process. The pulse 
energy is 86 nJ after the first-stage amplification. Both pump and signal beams are reflected back 
to the BBO crystal by concave mirrors in the confocal configuration for the second stage amplifica-
tion. The resulting amplified output pulse energy is 144 nJ, which is not affected by the fluence of 
the RGA pulses owing to the gain saturation of the OPA.

By using a total pulse compressor, the pulse width was compressed to ∼9 fs. The output pulse 
energy after compression is 40 nJ. Amplitude and phase characterization of the compressed 
broadband OPA pulses was verified by a second-harmonic generation frequency-resolved opti-
cal gating (SHG FROG) in a very thin BBO crystal (5 μm). The corresponding spectrum and the 
measured SHG FROG are shown in Figure 9.4.1.3; it exhibits a wide visible spectrum with a 
nearly constant phase.

9.4.1.2.3  PUMP–Probe sPeCtrosCoPy

As shown in Figure 9.4.1.4, the general idea of the pump–probe technique is that responses from a 
sample induced by a pump pulse are investigated by detecting the changes in the reflectivity (ΔR) 
or transmissivity (ΔT) of probe pulses as a function of the delay time between pump and probe 
pulses. However, the difference in absorbance should be obtained indirectly from ΔR and ΔT.  
The absorbance of the target material without excitation, i.e., before a pump pulse arrives, is where 
Io is the intensity of the probe pulse. T and R are transmitted and reflected intensities, respectively, 
of the probe pulse from the sample. Therefore, the difference in absorbance, ΔA A0 − A, can be 
derived as follows:

 F IGURE 9.4.1.3 (a) Broadband 
OPA output spectrum, which 
covers almost the entire vis-
ible range. (b) Measured second- 
harmonic generation frequency-
resolved optical gating (SHG 
FROG) trace of the output broad-
band OPA pulses.

  FIGURE 9.4.1.4 (a) Schematic diagram of the pump–probe 
technique. Time delay (Δt) between pump and probe pulses 
can be controlled by a mechanical delay line. (b) Fundamental 
principle of pump–probe spectroscopy. Time-dependent 
refractive index changes n(t) of the sample induced by pump 
pulses can be observed by detecting the intensity variations of 
probe pulses.
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The femtosecond time evolutions are derived by delaying the relative arrival times of the pump 
and probe pulses using a mechanical delay line. The fluence of the probe beam is usually much 
weaker than that of the pump beam to avoid a second excitation in the samples. Further, the polar-
izations of the pump and probe pulses are set perpendicular to each other to avoid interference 
between the pump and probe beams [62].

9.4.1.2.3.1  Fast-Scan Techniques
In pump–probe measurements, traditional scanning methods collect data step by step, which is 
time-consuming and easily influenced by the ultrashort pulse laser’s instability. The instability of 
the light sources thus hinders the precise determination of electronic decay dynamics and may 
introduce systematic errors. This makes it difficult to obtain reproducible and reliable experimental 
data. However, a fast-scan pump–probe spectroscopic system that can complete a single scan in 5 s 
has been developed [63]. The rapid scan system is described in detail in [63].

In the fast-scan method, the signal (ΔR or ΔT) is collected while the delay time is scanned rapidly 
in 500 steps across the scanning range. A fast-scan stage with a total accessible pulse delay range of 
15 ps is controlled by an external voltage generated by a digital/analog converter. At each delay point, 
the signal is obtained in 10 ms and stored in the memory of the lock-in amplifier. Averaged values of 
the data are collected for several 100 scans. This method provides a good signal-to-noise ratio and 
avoids the effects of laser fluctuations, including instability of the laser output power and pulse width.

9.4.1.2.3.2  Broadband Detection Techniques
To detect the relatively weak signal (on the order of 10−4 or less) in pump–probe measurements at 
multiple probe wavelengths, a multichannel lock-in amplifier developed by our group was used for 
time-resolved spectroscopy. The avalanche photodiodes (APDs) were commercial products opti-
mized for UV to visible light detection.

As shown in Figure 9.4.1.5, the probe pulse was dispersed by a polychromator into a 96-branch fiber 
bundle whose other end was separated into 96 fiber branches and connected to APDs. Therefore, the 
time-resolved absorption differences at 96 probe wavelengths were simultaneously detected at the pho-
todiodes. The detected signals were sent to a multichannel lock-in amplifier to be spectrally resolved for 
simultaneous detection of tiny changes in the probe intensity over the entire spectral region.

9.4.1.3  ULTRAFAST DYNAMICS IN NOVEL CONDENSED MATTER

9.4.1.3.1 s Pin-Valley CoUPleD Polarization in Monolayer Mos2

The discovery of graphene initiated a new era for two-dimensional (2D) materials in condensed 
matter physics. In particular, much attention has been focused on single-layer semiconducting mate-
rials. For example, the transition metal dichalcogenide MoS2 exhibits unique physical, optical, and 

  FIGURE 9.4.1.5 Schematic 
diagram of the multichannel 
lock-in amplifier for the broad-
band pump–probe measure-
ment system. APDs, avalanche 
photodiodes.
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electrical properties correlated with its atomic layered structure. MoS2 is a 2D material consisting 
of a horizontal single layer of molybdenum stacked vertically between two single layers of sulfur, 
as shown in the inset of Figure 9.4.1.6. The sulfur layers are held together by weak van der Waals 
forces, allowing MoS2 sheets to be easily separated. Unlike pristine graphene, which does not have 
a bandgap for applications, MoS2 possesses an indirect bandgap of 1.2 eV in bulk form, similar to 
that of silicon, and a direct bandgap of 1.8 eV as an atomically thin monolayer [64,65]. Moreover, the 
inherent coupling between the valley and spin in monolayer MoS2 provides a noteworthy character-
istic for spintronics [66], valleytronics [67], and semiconductor devices [9,68]. For example, mono-
layer MoS  exhibits a high channel mobility (200 cm2 −1

2 V  s−1) and current ON/OFF ratio (1 × 108) 
when it is used as the channel material in a field-effect transistor [68].

Highly polarized luminescence in monolayer MoS2 has been observed with resonant exci-
tation. Furthermore, the valley–spin lifetime was previously predicted to be larger than 1 ns 
[69]. However, a time-resolved study of the polarized photoluminescence (PL) demonstrated 
that the carrier spin flip has a time scale of several picoseconds, which is limited by the time 
resolution of the time-resolved PL measurement system [70]. Mai et al. further observed that 
the polarized exciton A decays within only several 100 femtoseconds according to optical 
pump–probe measurements [71]. This controversial situation was resolved by a conclusive 
study of the full dynamics and physical nature of polarized excitons in monolayer MoS2, 
including the spin–valley coupling [72].

The absorption spectrum of monolayer MoS2 in Figure 9.4.1.6 clearly shows A (1.89 eV) and 
B (2.04 eV) excitonic transitions, which indicate the splitting of the valence band at the K valley 
due to spin–orbit coupling [64,65]. The pump pulse was generated by an OPA (as demonstrated in 
Section 9.4.1.2.B.1), and the excitation energy was set to be resonant with either exciton A or B. A 
probe pulse with a visible broadband spectrum was produced by SPM of an RGA pulse in a sapphire 
plate. To distinguish the nonequivalent K and K0 valleys, the polarizations of the pump and probe 
beams were adjusted to be circular by broadband quarter-wave plates. The pump (probe) beam was 
focused on the sample in a spot with an area of 1.3 × 10−4 cm2 (0.7 × 10−4 cm2) and a pulse energy of 
40 μJ (3 μJ). The time resolution of the measuring system was estimated to be 30 fs. The transient 
absorbance changes of the probe pulses induced by the pump pulses were detected by a CCD cam-
era at all probe wavelengths simultaneously. The sample was mounted inside a cryostat to control 
the environmental temperature of the samples.

Figure 9.4.1.7 shows a 2D display of the photon-energy and time-resolved transient absorbance 
difference ΔAω; t at 78 K. For the measurements, the polarizations of the broadband probe pulses 
were adjusted to be σ and σ−, whereas the pump pulses were set to σ circular polarization and 1.89 eV 
to resonate with exciton A. For both the σ+ and σ− probes, the time-resolved spectra exhibited 

  FIGURE 9.4.1.6 Spectra of 1.89 eV pump 
pulse (red), 2.01 eV pump pulse (orange), 
broadband visible probe pulse (gray), and 
the stationary absorption of monolayer 
MoS2 at room temperature (blue). Inset: lat-
tice structure of MoS2 in the out-of-plane 
direction. Adapted from [72].



426 Ultrashort Pulse Lasers and Ultrafast Phenomena

FIGURE 9.4.1.7 (a) Transient absorbance difference (ΔA) induced by excitation using σ circularly polarized 
pump pulses with a photon energy of 1.89 eV and probed by σ circularly polarized pulses at 78 K. Black curves 
are contours for ΔA zero. Red line indicates expected values of transition A as a function of the time delays 
and probe photon energies. (b) Probe delay time traces of ΔA at various probe photon energies. Red and blue 
lines represent σ and σ− probes, respectively, and horizontal green lines show ΔA 0. Adapted from [72].

negative ΔA in the spectral band of excitons A and B. The negative ΔA signal could be caused by 
stimulated emission from the excited state and/or photobleaching due to depletion of the ground 
state and population of the excited state. The lifetime of photobleaching is usually much longer 
than that of stimulated emission because stimulated emission occurs only within the lifetime of the 
excited state whereas photobleaching remains until the ground state is fully repopulated.

Obviously, ΔA is significantly probe polarization dependent within 100 fs, as shown in Figure 9.4.1.7b. 
The nonlinear optical response after 100 fs is independent of the angular momentum of the initially 
excited distribution, which indicates that the initial polarization distribution relaxes to some quasi-equi-
librium states at 100 fs. Following fast spin-polarization relaxation, the peaks in the ΔA spectrum show a 
blueshift before 10 ps and a redshift after 10 ps, as shown by the red line in Figure 9.4.1.7a. We note that 
the pump-induced response at the K0 valley is observed even when exciton A at the K valley is excited by 
the σ pump in contrast to cases of excitons coupled to pump and probe pulses, which do not share com-
mon states. This unexpected phenomenon could be explained by various possible mechanisms, e.g., dark 
excitons generated by pump pulses [71], weakening of the excitonic binding energy [43], or dielectric 
screening from the excited excitons [43].

The measured time-resolved traces of ΔA(ω, t) were fitted using the sum of three exponential 
functions and a constant term, as follows:

t t t

( )
− − −

 ∆ =A tω ω, ∆ +A e( ) τ spin ∆ +A e( )ω ωτ τexcition ∆ +A e( ) carrier
spin exciton carrier ∆Ae b

 (9. .1)− ( )ω 4.1

The fitting results are shown in Figure 9.4.1.8. For the σ+ probe, the time constant and τspin, τexciton, 
and τ −

carrier are 55 ± 7 fs, 1.02 ± 0.22, and probe 26.32 ± 5.41 ps, respectively. For the σ  probe, they 
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are 63 ± 42 fs, 0.96 ± 0.49, and 25.72 ± 8.61 ps, respectively. Because of the small signal amplitudes 
at photon energies of ∼1.93 and ∼2.08 eV, the fitting error is large. A comparison of the spectra of 
the σ and σ− probes in Figure 9.4.1.8a reveals that ΔAexciton, ΔAcarrier, and ΔAe–h—but not ΔAspin—
exhibit similar dependences on the probe photon energy. Thus, these three relaxation processes occur 
regardless of the initial polarization distribution within 100 fs. However, ΔAspin is completely differ-
ent for the σ and σ− probes in that it depends on the relative polarizations between the probe and pump 
beams. For the σ pump and σ probe, ΔAspin is negative and possesses larger amplitude than for the σ 
pump and σ− probe. This implies that the polarized exciton A at the K valley excited by the σ pump 
pulses leads to intense photobleaching and stimulated emission only when the probe pulses have the 
same circular polarization as the pump pulses and the probe photon energy overlaps the band of exci-
ton A. Moreover, the spectral shape of ΔA fits well with excitonic transition A, which indicates that 
the valley polarization is efficiently excited at the high-symmetry K point [73]. On the other hand, the 
σ− probe pulses generate exciton A with opposite spin polarization at the K0 valley. The presence of 
excitons with opposite polarization leads to generation of biexcitons, which are the origin of induced 
absorption (ΔA > 0) at ∼1.87 eV [71,74], as shown in the right panel of Figure 9.4.1.8a.

After the excitons are dissociated to become free carriers in highly excited states, the exciton peak 
exhibits a redshift, as shown by the red line in Figure 9.4.1.7a. This shift is attributed to  intravalley 
scattering of free carriers, in which electrons relax to the bottom of the conduction band and holes 
relax to the top of the valence band. The ΔAcarrier spectra show the sum of bleaching at the transi-
tion energy peaks and the induced absorption of a broad conduction band. Thus, the  intermediate 
relaxation time τcarrier ∼ 25 ps was assigned to the intraband transition of free carriers. The decay 
time of ΔAe–h is found to be too long to be determined in the present work. The constant term ΔAe–h 
represents only bleaching behavior, which can be attributed to electron–hole recombination in the 
direct band. The recombination time was estimated to be ∼300 ps in a previous study [75].

  FIGURE 9.4.1.8 Triple exponential fitting 
results of time-resolved ΔA data excited by 2.01 eV 
and σ pump pulse at 78 K. Left column, σ probe; 
right column, σ− probe. (a) ΔA spectra, (b) time 
constant of each component. Dotted lines indicate 
estimated values. Adapted from [72].
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The present study completely elucidates the fairly comprehensive ultrafast dynamics of spin-
polarized excitons in monolayer MoS2, as schematically shown in Figure 9.4.1.9. Owing to the high 
temporal resolution and visible broadband detection, the time constants for the 60 fs spin-polarized 
exciton decay, 1 ps exciton dissociation (intervalley scattering), and 25 ps hot carrier relaxation 
(intravalley scattering) are clearly identified. Moreover, substantial intervalley scattering strongly 
diminished the spin–valley coupled polarization under off-resonant excitation. These results pro-
vide a complete understanding of spin–valley coupled polarization anisotropy and carrier dynamics 
of atomic-layer MoS2, which can further help us to develop ultrafast multilevel logic gates.

9.4.1.4  CONCLUSION AND PERSPECTIVES

In conclusion, in this short review chapter, we describe the fascinating relationships between the energy, 
spin, and valley in monolayer MoS2. By using these degrees of freedom, optically driven logic gates can 
be realized. A two-level logic gate can be operated by sequential excitation with circularly polarized 
2.01 eV (resonant with exciton B) and 1.98 eV (resonant with exciton A) pulses at room temperature. 
According to our time-resolved studies, the nonequilibrium population between the K and K0 valley 
lasts for ~1 ps in monolayer MoS2, making it an excellent candidate material for ultrafast optical control. 
For application to high-rate optical pulse control, the problem of accumulation of the remnant coher-
ence after the control pulse always exists. Thus, the following pulse to control the succeeding step must 
wait for decoherence of the target, which limits the bandwidth of optical spin control devices.

These important results and conclusions indicate that ultrabroadband time-resolved spectros-
copy provides a powerful means of studying the interactions between quasi-particles, which are 
the basis for composing a material. Using broadband OPA, we can observe several energy levels 
simultaneously with extremely high time resolution and study the correlations among them. This 
provides much clearer physical insight into the interactions of quasi-particles in several novel types 
of condensed matter. The development of ultrabroadband light sources continues. This type of ultra-
broadband light source extending to the MIR region as well as the terahertz region is desirable 
and extremely important for investigating the detailed ultrafast dynamics in solids, as the band-
gap energy or number of optical transitions have resonance energies in this frequency region. The 
research described in this subsection is based on cooperative activity among the following people: 
C.-W. Luo, Y.-T. Wang, A. Yabushita, T. Kobayashi [76].
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9.4.2 Phonon Dynamics in 
CuxBi2(x50, 0.1, and 
0.125) and Bi2Se2 
Crystals Studied Using 
Ultrafast Spectroscopy

9.4.2.1 INTRODUCTION

Topological insulators (TIs) are recently discovered states of quantum matter characterized by a full 
gap with degenerated spins in the bulk while exhibiting polarized spins and no gap on the surface [1,2]. 
The salient electronic, optical, and magnetic properties of these materials provide innovative opportu-
nities not only for research in fundamental physics but also for potentially revolutionary applications 
such as quantum computers and spintronic devices [1–3]. Bi-based compounds such as Bi2Se3 and 
Bi2Te3 have been extensively investigated due to their intriguing thermoelectric properties and their 
uniqueness of being three-dimensional TIs.

Here in the following, the above-mentioned spintronics is explained very briefly. Spintronics 
also known as spin electronics, is the study of the intrinsic spin of the electron and its associated 
magnetic moment, in addition to its fundamental electronic charge, in solid-state devices. The field 
of spintronics concerns spin-charge coupling in metallic systems; the analogous effects in insulators 
fall into the field of multiferroics. Spintronics fundamentally differs from traditional electronics in 
that, in addition to charge state, electron spins are exploited as a further degree of freedom, with 
implications in the efficiency of data storage and transfer.

Recently, the effect of doping atoms is one of the most important issues for Bi-based TIs. Previous 
research showed that the “robust” conducting edge states did not disappear even when some impu-
rity atoms are doped into TIs [4–7]. The doping atoms can also induce significant modification on 
surface electronic states, such as opening up a gap at the Dirac point [4] and shifting the Fermi level 
[5]. Moreover, Bi-based TIs doped with Fe, Mn, and Cr can exhibit other interesting physical proper-
ties, such as ferromagnetism [8,9] and anomalous quantized Hall effect [10], while superconductivity 
has been observed in Bi-based TIs doped with Cu [6,7]. Recent investigations on superconductivity 
exhibited in CuxBi2Se3 provide the platforms for studying the interplay between topological and 
broken-symmetry order [6]. However, the locations of the doped Cu atoms still remain a subject of 
debate. The Cu atoms can either be intercalated between van der Waals-like bonded Se planes or 
substitute Bi atoms in the lattice [7]; these two different possibilities cause different structural defor-
mations in the Bi2Se3 matrix. Previous studies on Bi2Te3 also indicate that the application of extra 
pressure on the sample can induce superconductivity while the topological surface states remain 
well-defined [11,12]. Furthermore, it has been demonstrated that small changes in lattice parameters 
and atomic positions in Bi2Te3 can result in surface states that are slightly different from those in the 
original Bi2Te3 [11]. This calculation result implies that the structural strain might be relevant to the 
superconductivity observed in some TIs. Thus, to understand the underlying mechanism that gives 
rise to superconductivity in CuxBi2Se3, it is essential to investigate the changes in the crystal structure 
that are caused by the doped Cu atoms. Such changes in the crystal structure can be studied by prob-
ing the changes in phonon dynamics using ultrafast spectroscopy.
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Bi2Se3 is a narrow-gap semiconductor with a rhombohedral crystal structure belonging to the 
D R5

3d ( )3m  space group. The Bi2Se3 crystal structure is constructed by repeated quintuple layers (QLs) 
arranged along the c-axis. Each QL is stacked in a sequence of Se(1)-Bi-Se(2)-Bi-Se(1) atomic layers 
and is weakly bonded to its neighboring QLs by van der Waals interaction. This property makes the 
native Bi2Se3 crystal a layered compound such that both substitution and intercalation can take place 
for a small percentage of foreign atoms added into this material. For example, the crystal structure of 
a Bi-rich Bi-Se compound, Bi2Se2, is similar to that of Bi2Se3, but it has a bi-layer Bi-Bi slab inserted 
between two QLs [13,14]. That is, the additional Bi atoms are intercalated into the Bi2Se3 matrix to 
form the Bi2 layers. In this case, each QL will feel an extra Coulomb force resulting from the layer of 
doped atoms. This Coulomb interaction distorts the structure of the QL by changing its bond length 
and bond angle. Moreover, because this interaction also suppresses the original vibration of the QL, 
the corresponding phonon dynamics of the QL is changed slightly. As we will show later, it causes 
a red shift in the phonon frequency for the intercalation case. In addition to intercalation, the doped 
atoms can also substitute the Bi atom inside the QL. Previous Raman scattering studies on rhombo-
hedral V2–VI3 compounds reveal a blue shift in the phonon frequency when the lighter Sb atom sub-
stitutes the Bi atom in the QL of Bi2–ySbyTe3 [10]. Clearly, composition change in the QL also affects 
the phonon dynamics. Because the phonon frequency shift caused by substitution and that caused by 
intercalation have opposite signs, the structural deformation and the locations of doped atoms in a TI 
can be resolved by measuring the sign and magnitude of the phonon frequency shift.

Ultrafast time-resolved pump-probe spectroscopy has proven to be a powerful tool in unravel-
ing the carrier, lattice, and spin dynamics in various materials. An ultrashort laser pulse that is 
sufficiently shorter than the period of a particular vibrational mode can excite the mode with a 
high degree of temporal and spatial coherence in a material. Therefore, propagation and localiza-
tion of coherent phonons can be observed directly in the time domain [15,16]. Recently, coherent 
phonons generated by ultrashort laser pulses have been observed in a wide variety of materials, 
such as semiconductors, metals, superconductors, colossal magnetoresistive manganites, and mul-
tiferroics [17–21]. Both coherent optical phonons (COPs) and coherent acoustic phonons (CAPs) 
have been measured in thermoelectric materials and topological insulators, such as Sb2Te3 [22,23], 
Bi2Te3 [24], and Bi2Se3 [25,26]. Because the COPs measured in femtosecond pump-probe spectros-
copy are Raman active, the corresponding COP frequency should show up in conventional Raman 
spectra. Indeed, in previous studies performed on rhombohedra 1 V2–VI3 compounds [22–26] 
using ultrafast pump-probe experiments, a damped oscillation of a subpicosecond period that is 
observed in measured transient variations of reflectivity or transmission (∆R R/  or ∆T / T) is attrib-
uted to the displacive excitation of COPs associated with the Raman active modes. Another damped 
oscillation of a longer period of tens of picoseconds, originally identified by Thomsen et al. [15], 
is attributed to the CAP oscillations generated by the interference of the probe beams reflected 
from the sample surface and the strain pulse that propagates longitudinally at sound velocity. The 
relationship between the period τf of the slow oscillation and the longitudinal sound velocity v

( )
s is 

τ f s= −λ θ/ 2v n2 2sin , where k is the probe wavelength, n is the refractive index at λ, and θ is  
the incident angle of the probe beam. Consequently, one can obtain the sound velocity by measuring 
the CAP oscillations provided that the refractive index of the material is known.

In the present study, we use optical-pump optical-probe femtosecond time-domain spectroscopy 
to investigate the dynamics of coherent phonons in Bi, Bi2Se2, and CuxBi2Se3 (x = 0, 0.1, 0.125) 
single crystals. Two damped oscillations, namely the fast and slow oscillation components, in the 
measured ΔR/R curves are observed in these samples and are attributed to COP and CAP, respec-
tively. Analyses carried out on the COP oscillation (the fast component) in the Bi2Se2 crystal reveal 
that the shift of the A1g phonon mode frequency of the Bi layer and that of the QL have opposite 
signs and are respectively associated with the shortening and stretching of the bond/chain length. 
The deformation of the QL in CuxBi2Se3 crystals is also clearly observed. The structural deforma-
tion and the shift of the A1

1g phonon frequency associated with the effects resulting from the doped 
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Cu atoms are discussed. From the phonon frequency shifts and the lifetime of the COP, the loca-
tions of the Cu atoms in CuxBi2Se3 can be determined, and the influence of the Cu atoms in QL is 
subsequently resolved.

9.4.2.2 EXPERIMENTAL

Single crystal samples of CuxBi2Se3 (x = 0, 0.1, 0.125), Bi2Se2, and Bi have been prepared using 
stoichiometric mixtures of 5N purity of Bi, Se, and Cu in sealed evacuated quartz tubes. Bi crystals 
were grown by the vertical Bridgman method between 450°C and 270°C of the thermal gradient of 
1 C/cm near the solidification point with a pulling rate of 0.1 mm/h. CuxBi2Se3 crystals were grown 
with slow-cooling method from 850°C to 650°C at a rate of 2°C/h and then quenched in cold water. 
Single crystal Bi2Se2 has been prepared using the vertical Bridgman method. Preliminary homog-
enization was carried out in a horizontal tube furnace at 35°C for 75 h. The sealed ampoules were 
then passed through a vertical Bridgman furnace between 650°C and 600°C of thermal gradient 
1 C/cm near the solidification point. The pulling rate was kept at 0.2 mm/h. The resulting crystals 
could be cleaved easily, and the freshly cleaved plane showed a silvery shining mirror-like surface. 
All of the samples were kept in a vacuum tank to avoid surface oxidation. Before each experiment, 
the sample was cleaved using a scotch tape to ensure that a flat and reflective surface was obtained. 
Figure 9.4.2.1 shows the x-ray diffraction patterns of Bi, Bi2Se2, and CuxBi2Se3 (x¼ 0, 0.1, 0.125) 
single crystals. The diffraction peaks reveal pure (001)-oriented reflections without any discernible 
impurity phase, indicating that all the single crystal samples have a pure c-axis oriented normal to 
the cleaved surface.

For standard pump-probe measurements, a commercial mode-locked Ti:sapphire laser system 
providing ultrashort pulses of 100 fs-pulse width at a repetition rate of 5 MHz and a center wave-
length of 800 nm was used. The fluences of the pump beam and the probe beam were 1 and 0.067 
mJ/cm2, respectively. The pump beam was focused on the CuxBi2Se3 single crystals to a diameter of 
35 lm, and the probe beam was focused to a diameter of 25 lm at the center of the pump beam spot. 
The polarizations of the pump and probe beams were orthogonal to each other and were perpen-
dicular to the c-axis of the CuxBi2Se3 single crystals. All the samples were stuck on a copper sample 
holder in a cryostat and kept at a constant temperature of 293 K before laser illumination. A linear 
motor stage was used to vary the delay time between the pump and probe pulses. The small reflected 
signals were detected by using a photodiode and a lock-in amplifier.

9.4.2.3 RESULTS AND DISCUSSION

Figure 9.4.2.2a–e displays the typical ΔR/R signals as a function of delay time for all samples mea-
sured at room temperature.

  FIGURE 9.4.2.1 X-ray diffraction patterns of 
Bi, Bi2Se2, and CuxBi2Se3 (x = 0, 0.1, 0.125) crys-
tals. Inset: Magnified patterns around the (006) 
peak of CuxBi2Se3.



436 Ultrashort Pulse Lasers and Ultrafast Phenomena

In general, the time evolution of each R/R curve can be separated into several components 
corresponding to different energy-transfer processes: A fast component of a sub-picosecond 
time scale characterizes the thermalization between electrons and optical phonons, while a sub-
sequent slow component of a time scale of several picoseconds characterizes the thermalization 
between electrons and acoustic phonons [26]. After the electron-lattice relaxation through these 
processes, a quasi-constant component is observed, which might represent heat diffusion out 
of the illuminated area on the sample [25]. In addition, two damped oscillation components of 
different periods are superimposed on the ΔR/R curves. Only the slow oscillations can be seen 
in Figure 9.4.2.2a–e because the ΔR/R signals in these figures are plotted on long timescales. 
The fast oscillation component of a Bi2Se3 crystal is shown in Figure 9.4.2.2f. This compo-
nent can be extracted by removing the adjacent average background from the measured ΔR/R 
signal; the result is displayed in Figure 9.4.2.3c. The frequency of this component is centered 
at 2.148 THz; it can be assigned as the A1

1g COP mode of Bi2Se3, based on comparison with 
continuous-wave (CW) Raman spectroscopy [27]. The slow oscillation components, as shown in  
Figure 9.4.2.2a–e, are attributed to the CAPs generated by ultrafast laser pulses. The frequency 
of the CAP for the Bi2Se3 crystal is centered at 0.033 THz (the corresponding period is 30 ps), 
and the oscillation decays completely within 60 ps. According to the pulse strain model, the 
disappearance of the slow oscillation around 60 ps is determined by the penetration depth of the 
probe beam at 800 nm. Taking the refractive index of Bi2Se3 crystal reported in Ref. [28], the 
sound velocity is estimated to be 1996.33 m/s at room temperature.

Figure 9.4.2.2c–e also reveals that the periods of the slow oscillations of CuxBi2Se3 (x¼ 0, 0.1, 
0.125) crystals vary slightly (from 29.9 to 30.2 ps). By contrast, the frequencies of the fast oscil-
lations display a significant distribution among the samples studied and are associated with the 
changes in the chain length of the QL and in the lattice constant c. Thus, in the following, we 
 concentrate on the COP behaviors exhibited by the Bi, Bi2Se2, and CuxBi2Se3 (x = 0, 0.1, 0.125) 
single crystals and attempt to clarify the changes in the crystal structure of Cu-doped Bi2Se3.

Figure 9.4.2.3a–e shows the fast oscillation component for every single crystal. For the Bi2Se2 
crystal, shown in Figure 9.4.2.3b, the strength of the oscillatory signal is significantly smaller 
and its relaxation time much shorter than those for the other crystals. Besides, this oscillatory 
signal also exhibits a complex behavior in the first few picoseconds. To understand this complex 
oscillation, we use the methods of short-time Fourier transformation (STFT) [29–31] and fast 
Fourier transformation (FFT) to analyze the oscillatory signals. A Blackman window with a full 
width at half-maximum (FWHM) of 2400 fs was used as a gate function in the STFT calcula-
tion [30].

Δ

  FIGURE 9.4.2.2 Temporal varia-
tions of ΔR/R signals for (a) Bi, (b) 
Bi2Se2, (c) Bi2Se3, (d) Cu0.1Bi2Se3, and 
(e) Cu0.125Bi2Se3 crystals at room tem-
perature for the pump–probe energy 
1.55 eV. (f) ΔR/R signal of Bi2Se3 crystal 
observed on a short timescale. Note that 
the horizontal time scale for panel (f) is 
different from the other panels.
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Figure 9.4.2.4a–e displays the STFT spectra of the oscillatory signals shown in Figure 9.4.2.3a–e,  
respectively. As is evident from Figure 9.4.2.4b, two characteristic peaks centered at 2.025 THz 
and 3.319 THz are observed for the Bi2Se2 crystal, which is respectively very close to the A1

1g mode 
frequencies of the Bi (Figure 9.4.2.4a) and Bi2Se3 (Figure 9.4.2.4c) crystals.

However, both peaks are slightly shifted away from the characteristic frequencies of the A1
1g 

mode in pure Bi and Bi2Se3 crystals. These shifts of the spectral peaks can be explained by the 
changes in bond lengths due to the involvement of a covalent contribution in the bonding between 
the Se-Bi-Se-Bi-Se five-layer slab and the Bi-Bi two-layer slab in the Bi2Se2 crystal [13,14]. By com-
parison to pure Bi and Bi2Se3 crystals, this additional covalent contribution rebalances the distance 
and angle of the Bi-Bi bonds and the Se-Bi-Se-Bi-Se chains. The chain length of Se-Bi-Se-Bi-Se 
QL stretches from 11.752 Å in Bi2Se3 to 11.797 Å in Bi2Se2 (Ref. [14]) such that the A1

1g mode fre-
quency of the QL layer structure decreases from 2.148 THz in a Bi2Se3 crystal to 2.025 THz in a 
Bi2Se2 crystal. By contrast, the bond length of the Bi-Bi bond in Bi2Se2 shortens from 3.056 Å in Bi 
to 2.987 Å in Bi 1

2Se2 (Ref. [14]) such that the A1g mode frequency of the Bi2 layer structure increases 
from 2.928 THz in a Bi crystal to 3.319 THz in a Bi2Se2 crystal. For the Se-Bi-Se-Bi-Se chain, the 
frequency shift is 0.123 THz for a 0.38% change in the chain length, while for the Bi-Bi bond, the 
frequency shift is 0.391 THz for a 2.26% change in the bond length. These results indicate that in 
Bi2Se2, where extra Bi atoms are intercalated between QLs, the phonon frequency of the A1

1g mode of 
the QL exhibits a red shift compared to that in Bi2Se3. Therefore, it appears that the microstructural 
deformation in the Bi2Se2 crystals can be accurately resolved by measuring the magnitude and sign 
of the phonon frequency shift of the QL.

  FIGURE 9.4.2.3 High-frequency oscil-
latory temporal variations of ΔR/R signals 
for all samples: (a) Bi crystal, (b) Bi2Se2 
crystal, (c) Bi2Se3 crystal, (d) Cu0.1Bi2Se3 
crystal, (e) Cu0.125Bi2Se3 crystal.

  FIGURE 9.4.2.4 STFT 
spectrograms of high-fre-
quency oscillatory signals 
for all samples: (a) Bi crystal, 
(b) Bi2Se2 crystal, (c) Bi2Se3 
crystal, (d) Cu0.1Bi2Se3 crys-
tal, (e) Cu0.125Bi2Se3 crys-
tal. Schematic diagrams of 
the Raman A1

1g modes for 
the samples are also shown  
(Bi atoms are shown in blue, 
Se in red and Cu in pink).
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Figure 9.4.2.4d and e are the STFT spectra for the Cu0.1Bi2Se3 and Cu0.125Bi2Se3 crystals, respec-
tively. The STFT spectra reveal that the lifetime of the A1

1g phonon mode decreases with increas-
ing Cu concentration. To quantitatively analyze this behavior, a damped oscillation waveform
A fcos 2( )π +φ − /τdephasing

OSC OSCt e t  was used to fit the original data shown in Figure 9.4.2.3 to get the 
dephasing time (τdephasing) and the phonon frequency ( fosc) for samples of various Cu concentra-
tions. Figure 9.4.2.5 shows the fitting results obtained from samples of various Cu concentrations. 
These results show that both the phonon frequency and the dephasing time decrease with increas-
ing Cu concentration, indicating that the addition of Cu atoms does indeed deform the Se-Bi-Se-
Bi-Se chain in CuxBi2Se3 crystals, even though this deformation is much smaller than that in Bi2Se2 
crystals. The inverse relation between the phonon frequency and the Cu concentration provides 
us with information about the locations of the Cu atoms. As mentioned above, for the substitution 
case where a Bi atom is replaced by a doping atom, the Raman spectrum reveals that the phonon 
frequency of the A1

1g mode increases with increasing doping concentration, while for the intercala-
tion case where a doping atom is intercalated between two QLs, the phonon frequency of the A1

1g 
mode decreases with increasing doping concentration. Therefore, the photon frequency shifts seen 
in Figure 9.4.2.5 for CuxBi2Se3 crystals hint at intercalation for the Cu atoms. Additionally, as also 
shown in Figure 9.4.2.5, the lattice constant c increases slightly with increasing Cu concentration, 
implying that the QL chain in CuxBi2Se3 is stretched by the doping Cu atoms. The stretch of the 
QL chain length can be interpreted as follows: When the doping Cu atoms are intercalated between 
QLs, they form a mediated layer to strengthen the interaction between QLs instead of the weak van 
der Waals interaction, thus stretching the chain length of the QL. It is reasonable to conclude from 
our experimental results that the Cu atoms are intercalated between every pair of QLs, and these 
intercalated Cu atoms cause an effective interaction to slightly deform the QLs.

9.4.2.4 CONCLUSION

In conclusion, we have systematically studied the A1
1g COP dynamics in Bi, Bi2Se2, and CuxBi2Se3 

(x = 0, 0.1, 0.125) single crystals using femtosecond pump-probe reflectivity spectroscopy [32]. 
Because the phonon frequency shift caused by substitution and that caused by intercalation have 
opposite signs, the structural deformation and the locations of the doping atoms in a TI can be 
resolved by measuring the sign and magnitude of the phonon frequency shift. The frequency shifts 
of the phonon modes in Bi-rich Bi2Se2 crystals indicate that the extra Bi atoms are intercalated 
into the Bi2Se3 matrix and form a Bi2 layer between the QLs. From the red shift of the A1

1g phonon 
frequency associated with the doping of Cu atoms, we also conclude that the additional Cu atoms 
are predominantly intercalated between every pair of QLs in CuxBi2Se3 crystals. The relationship 

  FIGURE 9.4.2.5 Phonon frequency (red 
square) and dephasing time of A1

1g phonon 
mode (blue circle) and change in lattice con-
stant c (green triangle) for CuxBi2Se3 crystal 
as a function of Cu doping concentration.
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between structural deformation and superconductivity, however, needs further investigations; in 
particular, the temperature-dependent phonon dynamics in CuxBi2Se3 crystals are crucial for under-
standing this relationship. Experimental work along these directions is in progress. The research 
described in this subsection was conducted in collaboration with the following people: H.-J. Chen, 1 
K. H. Wu, C. W. Luo, T. M. Uen, J. Y. Juang, J.-Y. Lin, T. Kobayashi, H.-D. Yang, R. Sankar, F. C. 
Chou, H. Berger, and J. M. Liu [32].
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9.4.3 Ultrafast Multi-Level 
Logic Gates with 
Spin-Valley Coupled 
Polarization Anisotropy 
in Monolayer MoS2

9.4.3.1 INTRODUCTION

Structural inversion symmetry together with time reversal symmetry allows monolayer MoS2 to pos-
sess the same magnitude of magnetic moments but the opposite signs at the K and K’ valleys [1,2]. 
Furthermore, spin-orbit coupling separates the spin-up and spin-down states of the valence band 
[3–5], which plays a crucial role in spintronics [6], valleytronics [7], and semiconductor devices [8,9]. 
As shown in Figure 9.4.3.1a, there is fascinating coupling between energy, spin, and valley.

Valleytronics is a word from the combination of “valley” and “electronics.” It is an area of physics 
especially semiconductors in which local extrema called “valleys” in the electronic band structure 

DOI: 10.1201/9780429196577-61

  FIGURE 9.4.3.1 Schematics 
of an optically driven ultrafast 
room-temperature and multi-
level logic gate with monolayer 
MoS2. (a) The band diagram of 
monolayer MoS2 at the K and 
K’ valleys. The blue and red 
colors represent spin-up and 
spin-down states, respectively. 
(b) A two-level MoS2 was pro-
duced by self-phase modulation 
in a sapphire plate (see page 147 
in Subsection 4.2, page 154 in 
Subsection 4.3.2, and page 171 
in Subsection 5.1.4). As shown 
in Figure 9.4.3.3, the absorption 
spectrum of a monolayer MoS2 
clearly presents A (1.89 eV) 
and B (2.04 eV) excitonic tran-
sitions, which indicates the 
splitting of the valence band at 
the K valley due to spin-orbit 
coupling [14,15]. In order to 
distinguish the non-equivalent 
K and K’ valleys, polarizations 
of pump and probe pulses were 
adjusted to be circularly polar-
ized by quarter wave plates.
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are the main workhorses. Some semiconductors have multiple “valleys” in the electronic band struc-
ture of the first Brillouin zone and are known as multivalley semiconductors. Valleytronics is the 
technology of control over the valley degree of freedom, a local maximum/minimum on the valence/
conduction band, of such multivalley semiconductors. The term is in analogy to spintronics. While in 
spintronics the internal degree of freedom of spin instead of charge in electronics, is utilized to store, 
manipulate and read out bits of information in electronics, the valleytronics is an extension of the 
idea to perform similar tasks using the multiple extrema of the band structure, so that the information 
of 0s and 1s would be stored as different discrete values of the crystal momentum.

Utilizing the degrees of freedom of monolayer; valleytronics, MoS2, and optically driven logic 
gates can be realized. Figure 9.4.3.1b illustrates that a two-level logic gate can be operated by 
being sequentially excited with circularly polarized 2.01 eV (resonant with exciton B) and 1.98 eV 
(resonant with exciton A) pulses at room temperature. According to our time-resolved studies, the 
nonequilibrium population between the K and K9 valley lasts for, 1 ps in monolayer MoS2, which is 
an excellent candidate material for ultrafast optical control. For the application to a high-rate opti-
cal pulse control, the problem of the accumulation of the remnant coherence after the control pulse 
always exists. Thus, the following pulse to control the succeeding step must wait for the decoher-
ence of the target. This limits the bandwidth of optical spin-controlling devices.

Circularly polarized luminescence from monolayer MoS2 has been demonstrated to have the same 
helicity as the circular polarization of an excitation laser [3–5,10,11]. This highly polarized lumines-
cence has only been observed with resonant excitation. Furthermore, the valley-spin lifetime was pre-
viously predicted to be >1 ns3. However, a time-resolved study of polarized photoluminescence (PL) 
exhibited that the carrier spin flip time is in the time scale of several picoseconds, which is limited 
by the time resolution of the PL measurement system [12]. Mai et al. [13] further observed that the 
polarized exciton A decays only within several 100 femtoseconds, according to optical pump-probe 
measurements. Under the controversial situation, the full dynamics and physical insight of the polarized 
excitons in monolayer MoS2, including the spin-valley coupling, have not yet been conclusively studied.

In this work, we propose optically driven ultrafast two-level MoS2-logic gates through a system-
atic study of the ultrafast dynamics of monolayer MoS2 with 30-fs time resolution. The identification 
of a single atomic layer of MoS2 is confirmed by photoluminescence spectrum, Raman spectrum 
and AFM measurement, as shown in Figure 9.4.3.2. Through the resonant and off-resonant exci-
tations in the direct bandgap, the valley polarization dynamics in monolayer MoS2 were clearly 
observed. The pump pulse used in this study was generated by a wavelength-tunable optical para-
metric amplifier. Meanwhile, a probe pulse with a visible broadband spectrum gate can be written 

  FIGURE 9.4.3.2 Characterization 
of monolayer MoS2. (a) 
Photoluminescence spectrum. (b) 
Raman spectrum. (c) AFM mea-
surement of monolayer MoS2. (d) 
The height profile of MoS2 gives an 
average thickness of ~0.72 nm.
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by circularly polarized 2.01 eV (resonant with exciton B) and 1.98 eV (resonant with exciton A) 
pulses and read by a linearly polarized pulse with a visible broadband spectrum.

Figure 9.4.3.4 shows a 2D display of photon energy- and time-resolved transient differ-
ence absorbance ΔA(v, t) at 78 K. In the measurements, the polarizations of broadband probe 
pulses were adjusted to be σ+ and σ− while the pump pulses were set as σ+ circular polarization 
and 1.89 eV to resonate with exciton A. For both σ+ and σ− probes, the time-resolved spectra 
exhibited negative A in the spectral band of exciton A and exciton B. The negative ΔA sig-
nal could be caused by stimulated emission from the excited state and/or photobleaching due 
to the depletion of the ground state and the population of the excited state. The lifetime of 
photobleaching is usually much longer than that of stimulated emission because a stimulated 
emission occurs only within the lifetime of the excited state, whereas photobleaching occurs 
until the ground state is fully repopulated. Obviously, ΔA is significantly probe polarization-
dependent within 100 fs as shown in Figure 9.4.3.4c and d. The nonlinear optical response after 
100 fs is independent of the angular momentum of the initially excited distribution, which indi-
cates that the initial polarization distribution relaxes to some quasi-equilibrium states in 100 fs. 
Following fast spin-polarization relaxation, the peaks in the ΔA spectrum show a blue-shift 
before 10 ps and a red-shift after 10 ps as shown in Figure 9.4.3.4a and b. We note that the 
pump-induced response at the K’ valley is observed even when exciton A at the K valley is 
excited by the s1 pump, in contrast to cases of excitons coupled to pump and probe pulses, which 
do not share common states. This unexpected phenomenon could be explained through vari-
ous possible mechanisms, e.g., the dark excitons generated by pump pulses [13], the weakening 
of the excitonic binding energy [16] or the dielectric screening from the excited excitons [16].  
Here general on the dark exciton is briefly mentioned below.

The fundamental optical excitation in semiconductors is an electron–hole pair with antiparallel 
spins: the ‘bright’ exciton. Bright excitons in optically active, direct-bandgap semiconductors and 
their nanostructures have been thoroughly studied. In quantum dots, bright excitons provide an 
essential interface between light and the spins of interacting confined charge carriers. Recently, 
complete control of the spin state of single electrons and holes in these nanostructures has been 
demonstrated, a necessary step towards quantum information processing with these two-level 
systems. In principle, the bright exciton’s spin could also be used directly as a two-level system. 
However, because of its short radiative lifetime, its usefulness is limited. An electron–hole pair with 
parallel spins forms a long-lived, optically inactive ‘dark exciton’, and has received less attention as 
it is mostly regarded as an inaccessible excitation.

The measured time-resolved traces of ΔA(v, t) were fitted using the sum of three exponential 
functions and a constant term, as in equation.

t t t− −
∆ =( )

−
 A tω ω, ∆ +A e( ) τ spin

spin ∆ +A eexciton ( )ω ωτ τexcition ∆ +A e carrier
carrier ( ) ∆Ae h− ( )ω  (1).

  FIGURE 9.4.3.3 Spectra of pump–probe pulses and 
the stationary absorbance of monolayer MoS2. Spectra of 
1.89 eV pump pulse, 2.01 eV pump pulse, broadband visi-
ble probe pulse and the stationary absorption of monolayer 
MoS2 at room temperature.
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The fitting results are shown in Figure 9.4.3.5. For the σ+ probe, the time constants, ΔAspin, ΔAexciton, 
and ΔAcarrier are 55 ± 7 fs, 1.0 ± 0.2, and 26.3 ± 5.4 ps, respectively. For the σ− probe, they are 60 ± 40 fs, 
0.96 ± 0.49, and 25.7 ± 8.6 ps, respectively. Due to the small signal amplitudes at the photon energies 
of ~1.93 and ~2.08 eV, the fitting error is large. Comparing the spectra of the σ+ and σ− probe in Figure 
9.4.3.5a ΔAexciton, ΔAcarrier and ΔAe–h exhibit similar dependence on the probe photon energy with 
the exception of ΔAspin. Thus, these three relaxation processes take place independent of the initial 
polarization distribution within 100 fs. However, ΔAspin is completely different for the cases of σ+ and 
σ− probes in that it is dependent on the relative polarization between the probe and pump beams. In 
the case of the σ+ pump and σ+ probe, ΔAspin is negative and possesses a larger amplitude than in the 
case of the σ+ pump and σ− probe. This implies that the polarized exciton A at the K valley excited 
by the σ+ pump pulses leads to intense photobleaching and stimulated emission only when the probe 
pulses have the common circular polarization to the pump pulses and the probe photon energy over-
laps the band of exciton A. Moreover, the spectral shape of ΔA fits well with excitonic transition A, 
which indicates that the valley polarization is efficiently excited at the high symmetry K point [17]. 
On the other hand, the σ− probe pulses generate exciton A with opposite spin polarization at the K’ 
valley. Excitons with opposite polarization lead to the generation of biexcitons, which is the origin of 
induced absorption (ΔA > 0) at ~1.87 eV [13,18], as shown in the right panel of Figure 9.4.3.5a.

The mean transition energy of excitonic band A is further calculated at every time delay, i.e., 
the time-dependent energy gap between excited electrons and holes, is plotted in the inset of Figure 
9.4.3.5a. Since the photobleaching (caused by the same polarizations s1 for the pump and probe) and 

  FIGURE 9.4.3.4 Transient differ-
ence absorbance (ΔA). ΔA induced 
by excitation using σ+ circularly 
polarized pump pulse with the pho-
ton energy of 1.89 eV and probed by 
(a) σ+ and (b) σ− circularly polarized 
pulse at 78 K. The black curves 
are contours of ΔA being zero. (c) 
Time-resolved DA spectra at vari-
ous time delays between pump and 
probe pulses. (d) Probe delay time 
traces of ΔA at various probe pho-
ton energies. In (c) and (d), the red 
and blue lines represent σ+ and σ− 
probe, respectively. The horizontal 
lines show ΔA = 0.
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biexciton formation (caused by opposite polarizations σ+ for pump and σ− for probe), the results of 
the σ+ and σ− probes before 100 fs show distinct energy differences in transition A. After random-
ization of the polarized excitons generated by a pump pulse, the energy difference disappears. Blue 
shift and red shift take place when the polarizations of the pump and probe are the same and oppo-
site, respectively. Similar energy difference (~13 meV at t, 0 ps in this study) is also observed on the 
CdSe nanocrystals with the splitting of bright-dark exciton states [19,20]. It is found that the flip-
ping transition time scales with the energy split of bright-dark exciton states. Once the energy split 
increases to, ~14 meV for the small size of nanocrystals, the flipping transition time is in the range of 
tens of femtoseconds. This implies that the energy difference between the K and K9 valleys caused 
by the inhomogeneity of initially excited population in the K and K9 valleys leads to the fast spin 
randomization time. Moreover, the exciton size (diameter ~ 1.86 nm [21]) and spin randomization 
time (~60 fs) of monolayer MoS2 also satisfy the size dependence of spin flip rate in semiconductor 
nanocrystals [19,20]. The behaviors can be rephrased as follows. The time constant ΔAspin ~ 60 fs 
reflects the lifetime of spin-polarized exciton A. It has relevant decay time but different behaviors 
between the co-circular polarizations and anticircular polarizations of the pump and probe beams. 
Since the hole spin states are non-degenerated at the K and K’ valleys, the relaxation of hole spin is 

FIGURE 9.4.3.5 Triple exponential fitting results of the delay time traces of ΔA data at 78 K and the scheme 
of relaxation processes. (a), (b) Excited by 1.89 eV and σ+ pump pulse. (c) Excited by 2.01 eV and σ+ pump pulse. 
Left column: σ+ probe. Right column: σ− probe. Solid circles (red), open squares (blue), open triangles (green), 
and open circles (gray) represent the components for spin randomization, exciton dissociation, hot carrier relax-
ation and electron-hole recombination, respectively. (a) and (c) ΔA spectra, (b) Time constant of each component. 
Horizontal dotted lines indicate the estimated values. The three horizontal dotted lines clearly show the exist-
ing three time constants. Inset of (a): time-dependent (in log scale) mean energy of transition band A excited by 
1.89 eV and σ+ pump pulse at 78 K. The solid squares are the σ+ probe and the open squares are the σ− probe. (d) 
Schematics of the relaxation processes in monolayer MoS2.
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blocked by spin-valley coupling. On the contrary, the spin states of electrons can be easily destroyed 
because the spin states of the conduction band are degenerate. Thus, the relaxation of the electron 
spin of excitons causes the transition from optically active excitons to dark excitons.

The difference absorbance, ΔA + −
exciton, probed by σ  and σ  circular polarizations have the same 

photobleaching phenomena, i.e., the blue shift of exciton A in the time range of ~10 ps. This implies 
that the excess population of excitons is created in both the K and K’ valleys through intervalley 
scattering, which further reveals the relaxation of hole spin polarization. Renormalization of the 
self-energy of the exciton is induced by mutual exciton-exciton interaction leading to photobleach-
ing together with a blue shift of the exciton band within the exciton lifetime [22]. Therefore, Aexciton 
with a time constant of τexciton ~1 ps represents the exciton intervalley transition and dissociation rate.

After the excitons are dissociated to become free carriers in highly excited states, the exciton 
peak exhibits a red shift. This shift is attributed to the intravalley scattering of free carriers, in 
which electrons relax to the bottom of the conduction band and holes relax to the top of the valence 
band. The ΔAcarrier spectra show the sum of bleaching at transition energy peaks and the induced 
absorption of the broad conduction band. Thus, the intermediate relaxation time τcarrier ~ 25 ps was 
assigned to the intraband transition of free carriers. The decay time of ΔAe–h is found to be too long 
to be determined in the present work. The constant term ΔAe–h, exhibits only bleaching behavior 
which can be attributed to the electron-hole recombination in the direct band. The recombination 
time was estimated to be ~300 ps in a previous study [23].

Time-resolved measurements were also performed with the σ+ pump and σ+ probe at room tem-
perature (293 K). The fitting results of the measured pump-probe data are shown in Figure 9.4.3.6. 
The amplitude of ΔA becomes lower, and the peak positions shift to lower energy at 293 K com-
pared with the result at 78 K. The red shift of ΔA implies the band gap is reduced with increasing 
temperatures [24]. The amplitude ratio of ΔAspin to ΔAexciton at different temperatures are more or 
less similar, i.e., 2.22 ± 0.27 for 78 K and 1.81 ± 0.49 for 293 K. This indicates that the spin-valley 
coupled polarizations are almost the same at various temperatures [12].

The same experiment was also performed by changing the excitation energy from 1.89 to 2.01 eV 
to be resonant to the band of exciton B instead of exciton A (see Figure 9.4.3.3). Figure 9.4.3.5c 

  FIGURE 9.4.3.6 Comparison of the triple exponential 
fitting results at 78 and 293 K. Triple exponential fitting 
results of the delay time traces of DA data excited by 
1.89 eV with σ+ pump and σ− probe pulse at 293 K (black 
open squares) and 78 K (red solid circles).
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shows the spectra of three relaxation components obtained from the fitting using Eq. (9.4.3.1). ΔAspin 
has a finite size not only in the energy range of exciton B but also the energy range slightly higher 
than that of exciton A. This is because the excitation at 2.01 eV with a σ+ circular polarization simul-
taneously populates both exciton B at the K9 valley, resulting from the resonance excitation caused 
by the σ+ pump, and the higher energy side of exciton A at the K valley. Therefore, the calculated 
difference absorbance ΔAspin covers the band of transition B and the region of the high energy side 
of transition A. Additionally, ΔAexciton is comparable with ΔAspin in the energy range of exciton B 
and even larger than ΔAspin in the energy range of exciton A. Consequently, the signal of spin-valley 
coupled polarization can be sizable in the energy range of exciton B, which is the resonance exci-
tation energy of the pump, as in the case shown in Figure 9.4.3.4a, but its polarization anisotropy 
becomes much smaller. On the other hand, the spin-valley coupled polarization in the energy region 
of exciton A, which is off-resonant, is strongly diminished. This kind of reduction in spin-valley 
coupled polarization anisotropy, as observed in the PL experiments [11,12], could be attributed to 
efficient intervalley scattering.

In conclusion, the present study completely elucidates the fairly comprehensive ultrafast dynam-
ics of spin-polarized excitons in monolayer MoS2 [25]. Owing to the high temporal resolution and 
visible broadband detection, the time constants for the 60-fs spin-polarized exciton decay, 1-ps 
exciton dissociation (intervalley scattering), and 25-ps hot carriers relaxation (intravalley scatter-
ing) have been clearly identified. Temperature-dependent measurements further disclose the transi-
tion energy shifting and conservation of spin-valley coupled polarizations at various temperatures. 
Moreover, substantial intervalley scattering strongly diminished the spin-valley coupled polariza-
tions under off-resonant excitation condition. These results provide a complete understanding of 
spin-valley coupled polarization anisotropy and the carrier dynamics of atomic layer MoS2, which 
can further help us to develop ultrafast multi-level logic gates at room temperature.

The research presented in this subsection was performed cooperatively by the following peo-
ple: Yu-Ting Wang, Chih-Wei Luo, Atsushi Yabushita, Kaung-Hsiung Wu, Takayoshi Kobayashi, 
Chang-Hsiao Chen and Lain-Jong Li [25].
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9.4.4 Femtosecond Time-
Evolution of Mid-Infrared 
Spectral Line Shapes 
of Dirac Fermions in 
Topological Insulators

9.4.4.1  INTRODUCTION

Time-resolved spectroscopy is important in various fields, such as determining the exotic carrier 
dynamics of Tis [1–7]. The photon energy (~100 meV) of a MIR is less than the bulk band gap of 
TIs and has a quite different energy to the resonance energy of phonon absorptions. Therefore, MIR 
light sources are eminently suited to the study of SSTs in topological surface states (TSSs). The 
existing literature [8–22] reports the existence of a spectral line shape in the MIR region but there is 
no clear consensus. The explanation for FCA based on the Drude model has been adapted [11,12,17], 
but some studies give conflicting results [14,18] with considering more resonance factors. SSTs have 
also been reported [8–22] but these studies do not clarify the absorption mechanisms for SSTs and 
FCA using static MIR spectroscopic techniques.

This study unambiguously demonstrates the time evolution of MIR spectral line shapes in TIs 
using an optical pump and ultra-broadband MIR probe spectroscopy [23]. The MIR probe-pulses with 
a supercontinuum of 200–5000 cm−1 (or 25–620 meV) and a pulse width of 8.2 fs are generated using 
four-wave different-frequency generation (DFG) in nitrogen gas. This novel spectroscopy technique 
has the advantages of a wide bandwidth for standard Fourier-transform-infrared spectroscopy (FTIR) 
[24] and it allows femtosecond time-resolution by generating ultrashort pulses from nonlinear crystals 
using DFG. Two types of TI crystals are used for the experiments in this study. One is n-type Bi2Te2Se 
with a bulk/surface carrier concentration of 12.5 × 1018 cm−3/5.5 × 1012 cm−2, which is a bulk-conduc-
tion-electron-rich crystal. The other is p-type information), which features a higher ratio of surface to 
bulk carrier concentration. Figure 9.14.1 shows the clear presence of a bulk-conduction band (BCB) in 
Bi2Te2Se, but not in Sb2TeSe2.

9.4.4.2  EXPERIMENTAL

Optical pump and ultra-broadband MIR probe spectroscopy [23] consist of three stages: (i) 800-nm 
optical pulses with a duration of 30 fs were generated, (ii) ultra-broadband MIR probe pulses were 
generated in nitrogen, and (iii) chirped pulses were generated for detection. The fundamental pulses 
(800 nm) and the second harmonic pulses (400 nm, which were generated by a type I β-BaB2O4 
crystal with a thickness of 0.1 mm) from a Ti:sapphire amplifier (790 nm, 30 fs, 0.85 mJ at 1 kHz, 
Femtopower compactPro, FEMTOLASERS) were focused into nitrogen gas to generate MIR pulses. 
The filamentation occurred via four-wave DFG when the pulse was focused using a concave mirror 
(r = 1 m). The length of the filament was ~3 cm. The bandwidth and the duration of the generated 
MIR pulses were 200–5000 cm−1 and 8.2 fs, respectively. When the MIR pulses were reflected from 
the sample with an incident angle of 45°, they were converted to ~400-nm pulses for the detection 
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using a chirped-pulse up conversion (CPU) in nitrogen gas. A third 800-nm beam was transmitted 
through dispersive materials, including four BK7 glass plates (thickness: 10 mm) and one ZnSe plate 
(thickness: 5 mm), to produce chirped pulses. The converted visible (VIS) spectrum was measured 
by a spectrometer with an electron-multiplying CCD camera (SP-2358 and ProEM+1600, Princeton 
Instruments). The time resolution was estimated to be ~60 fs. To prevent significant absorption from 
vapor, the system was placed in boxes whose interior was purged with nitrogen.

9.4.4.3  RESULTS

9.4.4.3.1  Ultra-broaDbanD Mir ΔR/R sPeCtra of fCa 
anD ssts in toPoloGiCal insUlators

The typical ultra-broadband MIR ΔR/R spectra for Bi2Te2Se and Sb2TeSe2 are respectively shown 
in Figure 9.4.4.2a and b. These two spectra are significantly different. Along the wavenumber axis, 
there is a positive change in the lower frequency region and a negative change in the high-fre-
quency region, which indicates a blueshift in the plasma edge for Bi2Te2Se after pumping (see 
Figure  9.14.2c). The zero-crossing line, L0,X (dashed line), in Figure 9.14.2a also shows a rapid 
blue-shift at the beginning of the delay time and then slowly (>50 ps) returns to the original posi-
tion. However, the value of Figure 9.4.1. The angle-resolved photoemission spectroscopy (ARPES) 
images of Bi2Te2Se and Sb2TeSe2 single crystals: (i) The ARPES image of a Bi2Te2Se single crys-
tal measured with 22 eV photon energy. (ii) The ARPES image of a Sb2TeSe2 single crystal mea-
sured with 24 eV photon energy. All single crystals were the same pieces as those used in ultrafast 

  FIGURE 9.4.4.1 The angle-resolved photoemis-
sion spectroscopy (ARPES) images of Bi2Te2Se and 
Sb2TeSe2 single crystals. (a) The ARPES image of 
a Bi2Te2Se single crystal measured with 22 eV pho-
ton energy. (b) The ARPES image of a Sb2TeSe2 
single crystal measured with 24 eV photon energy. 
All single crystals were the same pieces as those 
used in ultrafast experiments for the consistency of 
all measurements. The single crystals were in-situ 
cleaved under a base pressure of 5.1 × 10−11 torr at 85 
K just before measurements. ARPES experiment 
was conducted National Synchrotron Radiation 
Research Center in Taiwan using a BL21B1 beam-
line. The photoemission spectra were recorded 
with a Scienta R4000 hemispherical analyzer. 
The polarization vector was always in the angular 
dispersion plane. The overall energy resolution is 
about 12 meV. The green dash lines represent as 
the TSS of crystals, and the blue dash lines show 
the bulk-conduction-band (BCB) and bulk valance 
band (BVB). The Dirac point in Sb2TeSe2 was esti-
mated at 189 meV above the Fermi level (see S1 
in Supplementary Information). A notable differ-
ence of band structure exists between Bi2Te2Se and 
Sb2TeSe2, the Dirac point of Bi2Te2Se is embedded 
in the BVB. In contrast to Bi2Te2Se, Sb2TeSe2 has 
an isolated Dirac cone and surface carriers cannot 
be scattered easily by bulk carriers. This difference 
in their band structure makes a significant differ-
ence in optical measurement results.
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experiments for the consistency of all measurements. The single crystals were in-situ cleaved under 
a base pressure of 5.1 × 10−11 torr at 85 K just before measurements. ARPES experiment was con-
ducted National Synchrotron Radiation Research Center in Taiwan using BL21B1 beamline. The 
photoemission spectra were recorded with a Scienta R4000 hemispherical analyzer. The polariza-
tion vector was always in the angular dispersion plane. The overall energy resolution is about 12 
meV. The green dash lines represent as the TSS of crystals, and the blue dash lines show the bulk-
conduction-band (BCB) and bulk valance-band (BVB). The Dirac point in Sb2TeSe2 was estimated 
at 189 meV above the Fermi level (see S1 in Supplementary Information). A notable difference of 
band structure exists between Bi2Te2Se and Sb2TeSe2, the Dirac point of Bi2Te2Se is embedded in 
the BVB. In contrast to Bi2Te2Se, Sb2TeSe2 has an isolated Dirac cone and surface carriers cannot 
be scattered easily by bulk carriers. This difference in their band structure makes a significant dif-
ference in optical measurement results.

ΔR/R for Sb2TeSe2 shows a red shift in the plasma edge after pumping. It is worthy of note that 
the zero-crossing line, L0,X (dashed line) in Figure 9.4.4.2b is red-shifted until ~2 ps and then returns 
to the original position at ~6 ps, which is much faster than the change for Bi2Te2Se. Generally, there 
is a blue shift in the plasma edge because there is an increase in the carrier concentration [25], 
which is explained by the Drude model. The red shift in the ΔR/R spectrum of Sb2TeSe2 until ~2 ps 
is not explained by the Drude model because there is a decrease in the carrier concentration after 
pumping. It is found that the SST model using the Kubo formula [20] (SST-Kubo model), which has 
been successfully used to explain the transitions of Dirac cone in grapheme [20], explains the novel 
phenomena that are observed in p-type Sb2TeSe2.

By comparing the band mapping results of Bi2Te2Se and Sb2TeSe2 in Figure 9.4.4.1 a notable 
difference between Bi2Te2Se and Sb2TeSe2 can be found that the Dirac point of Bi2Te2Se is 
embedded in the BVB. The surface carriers cannot avoid scattering from bulk carriers, and the 
major change of optical property might be dominated by bulk carrier. In contrast to Bi2Te2Se, 
Sb2TeSe2 has an isolated Dirac cone and thus the surface carriers cannot be scattered easily by 
bulk carriers, that is why the SST is a major factor in Sb2TeSe2. Besides, the difference between 
bulk FCA of the Bi2Te2Se and SST of Sb2TeSe2 could be attributed to the intrinsic responses 
with a 1.55-eV excitation. As the schematics of Figure 9.14.4e and j, the final and initial states 
of the excitation process are different. The photoexcited carriers of the former are excited from 

  FIGURE 9.4.4.2 The time-resolved ultra-
broadband MIR ΔR/R spectra for Bi2Te2Se and 
Sb2TeSe2 single crystals and the schematics of 
the theoretical model. (a) and (b) the 2D plots of 
wavenumber- and time-resolved reflectance change 
(ΔR/R) spectra with an optical pump fluence of 101 
μJ/cm2 for Bi2Te2Se (a) and Sb2TeSe2 (b) single crys-
tals. The red and green colors respectively repre-
sent the parts with a positive change and a negative 
change. The zero-crossing line is marked L0,X as a 
black dashed line. (c) Shows the p-polarized reflec-
tivity before pumping (Rp, gray solid-line. Assume N 
is 12.5 × 1018 cm−1, so ωp = 1880 cm−1 with m* = 0.32 
and ε0 = 23.7) and after pumping ( ,R*

p  red solid-line. 
Assume N is 25 × 1018 cm−1 so ωp = 2630 cm−1 with 
m* = 0.32 and ε0 = 23.7) for the Drude model and (d) 
shows the p-polarized reflectivity before pumping 
(Rp, gray solid-line. Assuming μ = 50 meV at room 
temperature) and after pumping ( ,R*

p  red solid-line. 
Assuming μ = 40 meV at room temperature) for the 
SST-Kubo model.
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the valence band maximum to the second conduction band [2,4,26], which is far from the Fermi 
level. For the latter case, the photoexcited carriers are excited from a deep valance band to the 
states near the Fermi level consisting of an isolated Dirac cone [5]. Therefore, the MIR probe 
beam tends to detect the free carriers of the conduction band in Bi2Te2Se, and the SST near the 
Fermi level in Sb2TeSe2.

9.4.4.3.2  qUantitatiVe analysis of the Ultra-broaDbanD Mir ΔR/R sPeCtra

To quantitatively reveal the hidden mechanism, the Drude model and the SST-Kubo model are 
used to fit the ultra-broadband MIR ΔR/R spectra for n-type Bi2Te2Se and p-type Sb2TeSe2 TIs. It 
is initially assumed that before and after pumping, all reflectivity Rp (gray solid-line, before pump-
ing) and *Rp (red solid-line, after pumping) have similarly shaped spectra for both the Drude model 
(Figure 9.14.2c) and the SST-Kubo model (Figure 9.4.4.2d). After pumping, the reflection spectrum 
shifts because there is an increase in the free carrier concentration. In terms of the Drude model, 
the dielectric function εD is:

 ε ω ε ω
ω Γω

( ) = −
+∞

2

2 i
D

p  (9.4.4.1)

where ε∞ is the permittivity at an infinite frequency, ω is the frequency, ωp is the plasma frequency 
and ℘ is the plasma scattering rate. The carrier concentration N is related to the effective mass m* 
by the equation, N m w pep= /4 .* 2 2  However, Falkovsky et al. estimated the reflectivity by consider-
ing the SSTs20. The dielectric function using the Kubo formula is:
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where μ is the chemical potential, T is the carrier temperature, G is the Fermi-Dirac distribution 
function, τ−1 is the collision rate for TSSs, which depends on the density of impurities, and dTSS is the 
optical penetration depth of the TSSs. The first and second terms respectively represent the intra-
band transitions and the inter-band transitions in Dirac cone. Both models are applied under the 
 “quasi-equilibrium” state in a view of sub-10 fs probe pulse (see S2 of Supplementary Information). 
The penetration depth of ultra-broadband MIR in TIs is few μm (see S3 of Supplementary 
Information).

As previously mentioned, the increase of N in the Drude model represents the change in the elec-
tronic population after pumping. In Figure 9.14.2c, the estimated value of N for *Rp is larger than that 
for Rp, which results in a blue shift in the plasma edge. In the SST-Kubo model, the photoexcitation 
has a significant impact on μ and T and induces changes in the reflection spectrum. In terms of the 
ground state of p-type Sb2TeSe2, both the smaller number of carriers in the vicinity of the Dirac 
point and the higher electron temperature result in a reduction in ⎛20. Therefore, after pumping, the 
reduction in the chemical potential μ causes a change in the reflection spectrum from Rp to *Rp, as 
shown in Figure 9.14.2d. This result is in good qualitative agreement with the ΔR/R spectrum in 
Figure 9.14.2b.
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9.4.4.3.2.1  Ultrafast Time-Evolution of the Ultra-Broadband MIR ΔR/R Spectra
Figure 9.14.3 shows the typical time evolution of the MIR ΔR/R spectrum and the fitted curves. As 
mentioned previously, the photoexcited carrier dynamics in n-type Bi2Te2Se is dominated by FCA 
and can be fitted well with the Drude model, as shown in Figure 9.14.3a. For Sb2TeSe2, the contribu-
tion of FCA to the photoexcited carrier dynamics cannot be neglected.

Therefore, the ΔR/R spectra are fitted with the modified dielectric function of ε ω δω+ =( )DF  
D Fε ω δω ε ω δω+ + +( ) ( ), where δω is a shifted frequency in fitting. This is called the Drude-SST-

Kubo model. Figure 9.14.3b shows that this model fits the MIR ΔR/R spectrum at various delay 
times quite well. The details of the fitting are presented in the Method section.

9.4.4.4  DISCUSSION

The fitting results in Figure 9.14.4a and b are of interest, in particular the time evolutions of ωp, Γ, N, μ, 
and T in TIs. During the pumping process, the 1.55-eV pump photons excite the electrons to a higher 
BCB from the occupied states [1]. For Bi2Te2Se, both ωp and Γ respectively exhibit growth and relax-
ation dynamics. Although it is difficult to obtain the real value of N because there is no m*, it is still pos-
sible to obtain the temporal evolution of N through N 2

pω , as shown in Figure 9.14.4c and d. The serious 
shift of ωp (~3.7 times after photoexcitation) equivalents to the dramatic enhancement of photo-excited 
concentration (see S4 in Supplementary Information). This photoexcited carrier mainly experiences 
FCA in bulk states (BSs), as shown by the notation of probe(1) and probe(2) in Figure 9.14.4e, or in 
TSSs, as shown by the notation of probe(3). A bi-exponential decay function is further used to obtain 
the reduction times for the concentration of photoexcited carriers. This has a maximum within ~2.2 ps 
and then undergoes two relaxation processes for 1.5 ps and 8.4 ps. The fast relaxation process is caused 
by the thermal diffusion in BCB and TSS [27,28], or the acoustic-phono assistant process [3]. The slow 

FIGURE 9.4.4.3 Typical ultra-broadband MIR ΔR/R spectra with fitting curves, taking account of free 
carrier absorption (FCA) and surface state transition (SST). ΔR/R as a function of the wavenumber for dif-
ferent delay times for (a) Bi2Te2Se and (b) Sb2TeSe2, using a pump fluence of 101 μJ/cm2. The open circles 
represent the experimental data and each ΔR/R spectrum is shifted for clarity. The red lines are the fitting 
curves with the Drude model and b the Drude-SST-Kubo model (δω = −690 cm−1). The insert in a shows the 
Moss-Burstein shift, as indicated by the arrow. This is the phenomenon in which the apparent band gap of 
a semiconductor is increased as the absorption edge is pushed to higher energies as a result of some states 
close to the conduction band being populated. Between the top solid line and the bottom solid line are the 
spectra that are respectively obtained by averaging the data from 0–1 (red), 1–2 (orange), 2–3 (bright green), 
3–4 (green), and 4–5 (blue) ps.
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one is consistent with the results of time-resolved ARPES [1,2]. Additionally, the appearance of a Moss-
Burstein shift (until ~6 ps) near the bulk band gap (see the inset in Figure 9.14.3a) also indicates the 
recombination in BSs [15]. However, the value of N (i.e., N(0) in Figure 9.14.4d) does not recover to its 
original value (i.e., N ( )0

unex in Figure 9.14.4c) within the limited delay time (~ 100 ps). This inconsistency 
between N(0) and N ( )0

unex is explained by the long-lived recombination process. There are several scenarios 
proposed for this long relaxation process. First, it is generally assigned to the photo-voltage effect [29]. 
Moreover, huge Rashba-splitting effect has been clearly observed in BCB [30,31], which might cause 
the long-time relaxation processes like indirect bandgap semiconductors [25].

For p-type Sb2TeSe2, the Drude-SST-Kubo model is used to fit the results in Figure 9.14.4f–i. It 
is worth emphasizing that the relative changes in μ and T are more distinct than the changes in ωp 
and Γ. Even though the MIR probe-pulses can also detect FCA (even though it originates from TSSs 
or BSs as shown by the notation of probe(4) in Figure 9.14.4j), the ΔR/R spectra are significantly 
dominated by SST’s contribution in the Dirac cone (see the notations of probe(5) and probe(6) in 
Figure 9.14.4j). Figure 9.14.4h shows that after the deep valance electrons are excited to the upper 
Dirac cone [5], μ reaches a minimum at ~1 ps and it takes ~1.28 ps for the recombination process 
according to the fitting for a single exponential decay function. Besides, the hot-carrier temperature 
reaches ~600 K and recovers to room temperature after 1.68 ps, which results are consistent with the 
time-resolved ARPES results for Sb2Te3 [5–7]. Therefore, this hot-carrier temperature decay would 
be resulted from the thermal diffusion between BVB and TSS [27].

FIGURE 9.4.4.4 The time-evolution of ωP, Γ, μ, T and the schematic energy band structure of TIs for 
pump/probe processes. The fitting results (a–d) and the pump-probe scheme (e) for Bi2Te2Se and (f–i) and 
for Sb2TeSe2 (j). (a,b) respectively show the time-evolution of the fitting parameter ωP, and Γ for the Drude 
model of a Bi2Te2Se crystal. (c,d) show the partial trace of the squared values of ωP before and after 3 ps (c) 
and (d), respectively. The red line in d shows the bi-exponential fitting that is described in the Method section. 
The green dashed lines in c marked by N ( )0

unex (3.42 × 107cm−2) relate to the concentration of unexcited carriers 
and (d) marked by N(0) (4.16 × 107cm−2) represent the height of the constant term from the fitting curve. The 
time-domain traces for ( )f gω εP F( ) , intra = −2 /e h2 µ ( )h , and (i) carrier temperature T are obtained using the 
Drude-SST-Kubo model. The red lines in (h), (i) show the single-exponential fitting that is mentioned in the 
Method section. The red arrows and pink arrows respectively show the 1.55 eV (800 nm) pumping and the 
MIR probing in (e), (j). The notation EF in (e), (j) is the Fermi energy.
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By taking account of the difference of the number of states between bulk and surface, when the 
electrons are photo-excited, the chemical potential should shift towards the higher energy direc-
tion. In Drude-SST-Kubo model, the chemical potential (μ) and the carrier temperature (T) are 
associated with the surface state, and the SST-Kubo term is consisted by inter-transition and intra-
transition of Dirac cone. For μ ≫ T, the intra-transition term could be derived to the form [20]  
εF, intra = −e2|μ|πℏ(ω2 +iωΓim) which coincides with the Drude expression, and the effective plasma 
frequency 𝜔𝑝, S could be further expressed as (e2|μ|πℏ)1/2. More precisely, the contribution of excited 
charges to “𝜔𝑝” in Dirac cone is considered by the intra-transition term. In other words, the Drude 
term in the Drude-SST-Kubo model represents the excited carriers which are out of the surface 
state. For p-type Sb2TeSe2 with the Fermi level located at the lower energy part of the Dirac cone, 
after photoexcitation, the chemical potential shifts to the higher energy direction, and further indi-
cates the red-shift of the plasma edge and decreasing of the density of states. From the fitting result 
of smaller 𝜔𝑝 (~1.3 × 103 cm−1) on Sb2TeSe2, it shows the lower contribution from the excited bulk 
carriers, which is consistent with the results in Figure 9.14.2b.

Summary. The ultrafast dynamics of Dirac fermions and bulk free carriers in the TIs, n-type Bi2Te2Se 
and p-type Sb2TeSe2 single crystals, are studied using time-resolved ultra-broadband MIR spectroscopy.

Methods. In the n-type Bi2Te2Se is dominated by bulk carriers because the ΔR/R spectra show 
a blue-shift in the plasma edge due to FCA. For p-type Sb2TeSe2, the dynamics is dominated by the 
Dirac fermion from the red-shift of the plasma edge in the ΔR/R spectra. This study shows that the 
MIR absorption peaks for FCA and SST in TIs can be distinguished and demonstrates the impor-
tance of time-resolved ultra-broadband MIR spectroscopy for gapless or small band gap exotic 
materials.

Experimental Setup. Optical pump and ultra-broadband MIR probe spectroscopy 23 consists of three 
stages: (i) 800-nm optical pulses with a duration of 30 fs were generated, (ii) ultra-broadband MIR 
probe pulses were generated in nitrogen and (iii) chirped pulses were generated for detection. The 
fundamental pulses (800nm) and the second harmonic pulses (400 nm, which were generated by a type 
I β-BaB2O4 crystal with a thickness of 0.1 mm) from a Ti:sapphire amplifier (790 nm, 30 fs, 0.85 mJ at 
1 kHz, Femtopower compactPro, FEMTOLASERS) were focused into nitrogen gas to generate MIR 
pulses. The filamentation occurred via four-wave DFG when the pulse was focused using a concave 
mirror (r = 1 m). The length of the filament was ~3 cm. The bandwidth and the duration of the generated 
MIR pulses were 200–5000 cm−1 and 8.2 fs, respectively. When the MIR pulses were reflected from the 
sample with an incident angle of 45°, they were converted to ~400-nm pulses for the detection using 
a chirped-pulse up conversion (CPU) in nitrogen gas. A third 800-nm beam was transmitted through 
dispersive materials, including four BK7 glass plates (thickness: 10 mm) and one ZnSe plate (thickness: 
5 mm), to produce chirped pulses. The converted visible (VIS) spectrum was measured by a spectrom-
eter with an electron-multiplying CCD camera (SP-2358 and ProEM+1600, Princeton Instruments). 
The time resolution was estimated to be ~60 fs. To prevent significant absorption from vapor, the system 
was placed in boxes whose interior was purged with nitrogen.

Retrieving the MIR spectra from an up-converted spectra and calibrating the spectra of the 
VIS pulse to MIR region. The MIR spectrum from, especially the sharp absorption peaks, can be 
seriously distorted after CPU measurements. That is to say, the dispersion of chirped pulses causes 

additional oscillations in the spectrum [32,33]. The CPU signal (E t2
CP ( )− τ E t•

MIR ( )) was obtained 

by performing four-wave DFG(FWDFG EVWM ( )t ) between the chirped pulse (E t2
CP ( )− τ ) and the 

MIR pulse (E tMIR ( )) The chirped pulse is written as:

iw 1
+ m1 2

 E
r i w

2
CP ( )t t= εCP ( )e  (9.4.4.3)

where εCP ( )t  represents the envelope, ω ( )0  is the central angular frequency, and ω ( )1  is a parameter.
The MIR pulse can be divided into a main part E( )0 ( )1

MIR ( )t  and a free induction decay part EMIR ( )t . 
Substituting E 0 0

MIR ( )t E= +( )
MIR ( )t E( )

MIR ( )t  yields:
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 E 2 0 2 1 0
FWM C( )t E= + =P ( )t E( )• •

MIR ( )t ECP ( )t E( )
MIR ( )t E( )

FWM ( )t E+ ( )1
FWM ( )t  (9.4.4.4)

( )where E 0
FWM ( )t  can be assumed to be the Dirac delta function δ ( )t  due to the short duration of MIR 

pulse. Using the Wiener-Khinchin theorem and these assumptions, the autocorrelation C tA ( ) of 
EFWM ( )t  is formed by [33]

C tA ( ) = +∫ dt ' 'E ti
FWM F( )E tWM ( )' t

= +δ ε( ) ( ) ( ) ( ) ( ) ( )
 t E 1 • 2 12ω 0 2 2t L t

MIR t tCP e +  (9.4.4.5)

+ −( )E t1 ( )ε • −2 2( )−
( )

t e
0 1( ) 2i tω ωi t

MIR CP

A similar autocorrelation form C t'A ( ) is obtained for a pulse that is up-converted using a monochro-
( )

matic pulse by multiplying e− 1 2i tω sin( )t , so that Eq. (9.4.4.5) becomes [33]

 C t' ( )1 • 2 2i tω ω( )0 0( )1 •2 2i t( )
A ( ) = +δ ε( )t EMIR ( )t tCP ( )e E+ −MIR ( )t tεCP ( )− e  (9.4.4.6)

( )Therefore, the original MIR spectrum with shift 2ω 0 t  is acquired using the measured up-converted 
( )power spectrum and the known value of ω 1  for the chirped pulse. Finally, the wavenumber is cali-

brated using a binomial fitting of the three absorption peaks, including carbon dioxide(~2300 cm−1)
and water vapor (~1600 and ~3700 cm−1).

Analyses using the Drude, SST-Kubo and Drude-SST-Kubo models. In this study, the dielec-
tric function ε  in the Drude model, the SST-Kubo model and the Drude-SST-Kubo model is used to 
calculate the p-polarized reflectivity Rp using the Fresnel equation (with an incident angle of 45°)as:

ε θcos s− −ε θin2

 Rp =  (9.4.4.7)
ε θcos s+ −ε θin2

The transient ∆R R/  is obtained by:

∆R R R• 0

 = p p−
R R0  (9.4.4.8)

p

where the superscripts “∙” and “0” of respectively represent the reflectivity with and without optical 
pumping The fitting with the Drude model is performed using the software, RefFIT, The fitting with 
the Drude-SST-Kubo model uses four parameters: ω p, Γ, µ and T. To limit the computational load 
without losing the accuracy, the grid search method and an interval search algorithm with few itera-
tions are used. After obtaining all possible values for the 4 parameters, the most appropriate param-
eter set Pi is selected by calculating the minimum root-mean-square deviation between the data and 
calculated results at the j th iteration. More specifically, using the grid search method, the value of 
Pi at the j th iteration can be obtained. The best interval is decided using the neighboring points of 
Pi. In this analysis, four parameters produce the 8 neighboring points. Using this interval, the next 
iteration j + 1 of the grid search is undertaken. Therefore, the accuracy is exponentially increased.

The conditions, R0
p are determined using the ARPES results and the FTIR spectra. For Bi2Te2Se2, 

R0
2  is calculated using the Drude model with ε∞ = 23.7, ω p = 1880 cm−1, and Γ = 272 cm−1, which 

values are obtained by fitting the FTIR spectra using the RefFIT program [34]. For Sb2TeSe2, 
RΦ

p  is determined using the Drude-SST-Kubo model with ε∞ = 19.4, ω = 1320−1
p , Γ = 253 cm−1, 

drSS = 1.4 nm, µ = 72 meV, and T = 297 K, The former 4 parameters are obtained by fitting with 
fixed values of µ and T using the grid search method and an interval search algorithm, as described 
previously. If µ is sufficiently large. It can be estimated as:
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 µ = πN hrSS rν SS  (9.4.4.9)

where NrSS is the surface carrier concentration (~2.2 × 1012 cm−2). The parameter NrSS is expressed as:

2 2A π
 Fs K K

N F F
rSS = = 2 2 =  (9.4.4.10)

A ABZ υC (4π π/ )a a2 4

where AFS is the area of the Fermi surface, AEZ is the area per Brillouin zone, AυC is the area 
per unit cell and K p is the Fermi-wavenumber (~5.2 × 106 cm−1 from ARPES). The parameter 
υrss = ×4.12 107 cm/s is estimated from the gradient of the Dirac cone from ARPES. More ARPES 
information of TIs is shown in S1 of Supplementary Information.

Exponential fitting in Figure 9.4.4.4. The red line in Figure 9.4.4.4d shows the bi-exponen-
tial fitting for N ( )0 1+ −N t( ) exp /[ ]τ τN N,1 + −N t( )2 exp /[ ],2  for ω 2 (proportional to the time evolu-

tion of N) with a delay time t, where the parameters N ( )0 9= ×4.16 10 cm−2, N ( )1 9= ×1.79 10 cm−2, 

N ( )2 8= ×2.6 10 cm−2, τ N ,1 = 1.5 ps and τ N ,2 = 8.4 ps. The red line in (h) shows the single-exponen-

tial fitting for µ( )0 1+ µ τ( ) exp /t µ  for the transient chemical potential µ( )t , where µ( )0 = 72 meV 

is static chemical potential, µ( )1  is 99meV and τ µ = 1.28 ps. The red curve in Figure 9.14.4i is fitted 

using a single-exponential function of T T( )0 1+ −( ) exp /[ ]t τ r  and the time evolution of the tempera-
ture, where T ( )0  represents the room temperature, T ( )1  is 770K and τ T

The collaborative work presented in this subsection was performed by the following people: Tien-
Tien Yeh, Chien-Ming Tu, Wen-Hao Lin, Cheng-Maw Cheng, Wen-Yen Tzeng, Chen-Yu Chang, 
Hideto Shirai, Takao Fuji, Raman Sankar, Fang-Cheng Chou, Marin M. Gospodinov, Takayoshi 
Kobayashi, Chih-Wei Luo [35].

 is 1.68 ps
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10.1.1 Dichotomy of 
Photoinduced 
Quasiparticle on CuO2 
Planes of YB2Cu3O7 
Directly Revealed by 
Femtosecond Polarization 
Spectroscopy

10.1.1.1  INTRODUCTION

Optical characterizations have become an important tool in modern materials research. For instance, 
polarized light may be used to investigate the anisotropic optical responses in anisotropic materials 
[1]. Recently, a great deal of research related to the dichotomy phenomena of quasiparticles (QP) 
has been reported and discussed in the community of strongly correlated electrons. By the standard 
time-resolved measurements, the dichotomy between coherent nodal QP excitations and incoherent 
antinodal excitations has been associated with the abrupt change in the sign of transient reflectiv-
ity R and the kinetics of QP decay in Bi2Sr2Ca1−yDyyCu2O8+δ crystal [2]. However, the conclusions 
of dichotomy in Bi2Sr2Ca1−yDyyCu2O8+δ crystal are not directly from femtosecond spectroscopy. In 
addition, it is extremely difficult to measure the nodal characteristics in a small size single crystal by 
optical light. A natural alternative is to use thin film for such investigations. Here we demonstrate a 
method that combines both polarized femtosecond spectroscopy and thin films with specific orien-
tations to reveal the dichotomy of photoinduced QP dynamics directly.

10.1.1.2  EXPERIMENT

To study the dichotomy of QP dynamics in the strongly correlated electron system, the polarization 
of pulses in the nearly collinear polarized pump-probe scheme (as shown in Figure 10.1.1.1) should 
be controlled to probe the optical responses along each axis individually. The femtosecond pulses 
from a mode-locked Ti:sapphire laser, which produced a 75 MHz train of 20 fs pulses with a central 
wavelength of 800 nm, were prechirped via two prisms and split into two parts i.e., pump and probe 
beams by a beam splitter. One of both was modulated at 87 kHz by an acousto-optic modulator AOM 
and served as a pump beam. The intensity and polarization electric field, E of pulses can be adjusted 
by a λ/2 plate and a polarizer. The reflective intensity changes ΔR and the reflective intensity (R) of 
the probe beam were, respectively, measured via a lock-in amplifier and a multimeter as a function of 
delay time t. Moreover, the ΔR/R(t, φpump, φprobe, θ) curves along various directions on the surface of 
a sample can be obtained by rotating the polarization of pulses at nearly normal incidence 0°. If the 
polarization of pulses is perpendicular to the c axis of 110 films see the inset of Figure 10.1.1.1, one is 
able to measure the responses ΔR/R(t, 90, 90, θ) along various directions on the ab plane by changing 
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the angle. Thus, the three-dimensional polarization-dependent (or orientation-resolved femtosecond) 
time-resolved spectroscopy in the layered-structure materials could be doubtless carried out. Under 
this idea, the typical layered-structure material, YBa2Cu3O7 (YBCO), was the testing sample in this 
study. In addition, three types of oriented YBCO thin films, i.e., (001), (100), and (110), were prepared 
by pulsed laser deposition. For (001), (100), and (110) YBCO films, the zero resistance transition tem-
perature (Tc) are 90.2, 89.7, and 88.2 K, respectively. All of them are well-characterized oriented thin 
films with >97% in-plane alignment, of which detail could be found in Refs. [3–5].

10.1.1.3  RESULTS AND DISCUSSION

The method combining both polarized femtosecond spectroscopy and specific thin films with vari-
ous orientations could be simply illustrated in Figure 10.1.1.2. Here we consider some charges Ca, 
Cb, and Cab located along the a-axis, b-axis, and ab-diagonal in a cubic lattice structure, respec-
tively. Under a proper driving force (e.g., the electric field of light), each charge could only move 
along one specific direction noted by its suffix. For the electric field Ea which is parallel with the 
a-axis and incident along the c axis [i.e., k in Figure 10.1.1.2a], the charge Ca will be driven and the 
charge Cab will also be driven by the decomposed part of Ea which is parallel with the ab diagonal. 
The responses from other polarizations in Figure 10.1.1.2 are summarized in Table 10.1.1.1.

  FIGURE 10.1.1.1 The experimen-
tal setup for pump-probe spectros-
copy. Code: AOM: acousto-optic 
modulator. P: polarizer. w: λ/2 
plate. PD: photodiode. D: delay 
stage. CDS: control and detection 
system. P1, P2: prism pair for pulse 
compression. Both solid and dashed 
lines represent the laser beam paths 
and the dotted lines stand for the 
electrical signal connection. Inset: 
ϕ is the angle between the c-axis 
of the samples and the polarization 
of the pump (or probe) pulses. θ is 
the angle between the surface of 
samples and the polarization of the 
pump (or probe) pulses.

  FIGURE 10.1.1.2 (a–c) Schematic 
illustrations of the geometric rela-
tion between the polarized light and 
the two-dimensional 2D charges in 
an anisotropic structure. Ca, Cb, and 
Cab are the charges along the a-axis, 
b-axis, and ab-diagonal, respec-
tively. k, k′, and k″ are the wave 
vectors of the polarized light. ϕ is 
the angle between the y-axis and E 
field.
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According to the results in Table 10.1.1.1, there is no way to get the pure response of each 
type of charge via the simple configuration in Figure 10.1.1.2a, i.e., the propagating direc-
tion of incident light is perpendicular to the plane to be investigated. For example, the inset of  
Figure 10.1.1.3 clearly demonstrates that the responses on the twin-free (001) YBCO thin 
films are polarization-independent. The ∆R/R measured at various polarization angles  
(φ = = =φ φpump probe 20°, 50°, and 90°) are essentially identical. In this measuring configuration, 
the E field on ab-plane can be decomposed into two parts that are along the a-axis and b-axis, 
respectively. Therefore, the average responses of a-axis, b-axis, and ab-diagonal are always 
observed in (001) YBCO thin films, whether the polarization direction is parallel to the a(b)-axis 
or not. Furthermore, the usual (001) YBCO thin films often contain significant twins, making it 
difficult to resolve the intrinsic properties along respective crystalline orientation. Thus, there is 
only one way to obtain the pure responses of charge Cb by the configuration in Figure 10.1.1.2b 
or charge Cab by the configuration in Figure 10.1.1.2c. For the direction of incident light k′ or k″, 
the propagating direction of the EM fields must lie along either the a/b axis or the ab diagonal so 
that the E field, which is perpendicular to the propagating direction, cannot be decomposed into 
the components along any directions on the ab plane [i.e., E field cannot be decomposed on the 

TABLE 10.1.1.1
Driven Charges under Various Polarization 
Configurations in Figure 10.1.1.2a

Polarization of Incident Light Driven Charges

Ea Ca, Cab

Eb Cb, Cab

Eab Ca, Cb, Cab

E’b Cb

E’ab Cab

  FIGURE 10.1.1.3 ΔR/R semilogarithmic plots of vs 
pump-probe delay time at 60 K on various crystalline 
orientations. The ΔR/R signal in the E||b-axis configura-
tion was measured for (100) YBCO films by the polarized 
light with the wave vector k shown in Figure 10.1.1.2b. 
The ΔR/R signal in the E||ab-diagonal configuration was 
measured for (110) YBCO films by the polarized light 
with the wave vector k″ shown in Figure 10.1.1.2c. The 
solid lines are guides to the eye emphasizing the relax-
ation behavior of the photoinduced carriers along various 
crystalline orientations. Inset: ΔR/R signal measured at 
70 K for a (001)YBCO thin film in several configurations 
with different angles ϕ between the y axis and E field 
[Figure 10.1.1.2a] presented on a semilogarithmic scale.
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shaded plane in Figure 10.1.1.2b and c]. Therefore, the Eb field of incident light with propagating 
direction k′ could only drive the charge Cb. Similarly, the Eab’ field of incident light with propa-
gating direction k″ could only drive the charge Cab.

As shown in Figure 10.1.1.3, the photoinduced ∆R/R responses along the b axis (or antinodal 
direction) and ab diagonal (or nodal direction) have been directly measured in the (100) and (110) 
YBCO thin films, respectively. It is extremely difficult to perform the same measurements in (001) 
thin films or single crystals. The ΔR/R along the b axis is dramatically distinct from the other one 
along the ab diagonal not only in the amplitude but also in the relaxation dynamics. Two relaxation 
processes can be definitely observed along the b axis. Conversely, the slower relaxation process 
which could be associated with a generic manifestation of the superconducting gap opening [6] is 
absent along the ab diagonal (i.e., the nodal direction) within our experimental resolution. This dis-
appearance of a QP relaxation bottleneck may be due to the complete shrinking of superconducting 
gap along the nodal direction. Furthermore, the amplitude difference of ΔR/R is about 5–10 times 
larger in the b axis than that in the ab-diagonal direction. These results evidently demonstrate that 
the dichotomy of QP relaxation between the b axis and ab diagonal.

The data displayed in Figure 10.1.1.4 depict the amplitude evolution of the normalized ΔR(t = 0)/R 
as a function of the reduced temperature (T/Tc) along various crystalline orientations on the ab plane 
of YBCO. For the b and a axis, the amplitude of ΔR(t = 0)/R dramatically changes near Tc (dashed 
circle in Figure 10.1.1.4), which suggests the opening of the superconducting gap. However, there 
is no such kind of sharp boundary along the ab diagonal. The monotonic temperature evolution 
of ΔR(t = 0)/R along the nodal direction may be dominated by the dynamics of QP thermalization 
[7] or recombination [8]. This result strongly suggests the behaviors of photoinduced QPs between 
nodal and antinodal directions are markedly different and obviously indicate that the symmetry of 
superconducting gap in the YBCO superconductors is d-wave symmetry. Moreover, this dichotomy 
phenomenon is consistent with the observations by other experimental methods. For example, the 
angle-resolved photoemission spectroscopy evidence that a nodal-antinodal dichotomous charac-
ter does not only exist in the cuprate superconductors, e.g., underdoped (La2−xSrx)CuO4 [9] and 
lightly doped Ca2−xNaxCuO2Cl2, [10] but also in the colossal magnetoresistive bilayer manganite 
La1.2Sr1.8Mn2O7 [11].

In summary, we have demonstrated a method which combines both polarized femtosecond spec-
troscopy and thin film preparation with specific orientations to directly reveal the dichotomy of 
photoinduced QPs on the CuO2 planes of YBCO. The combined method will be a promising way to 
resolve the photoinduced structural phonon structures [12].

The research described in the present section is performed by the following people: C. W. Luo, 
L. Y. Chen, Y. H. Lee, K. H. Wu, J. Y. Juang, T. M. Uen, J.-Y. Lin, Y. S. Gou, and T. Kobayashi [12].

  FIGURE 10.1.1.4 Color online 2D  
distribution of the amplitude of 
ΔR(t = 0)/R as a function of the reduced 
temperature T/Tc on the ab-plane of 
YBCO. Inside the dashed circle is the 
superconducting zone where the tem-
perature T is below Tc.
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10.1.2 Ultrafast Dynamics 
and Phonon Softening 
in Fe1+ySe1−xTex 
Single Crystals

10.1.2.1  INTRODUCTION

In 2008, the discovery of the superconductors LaFeAsO1−xFx with a Tc around 26K at ambient 
pressure [1] initiated investigations on the diversified family of Fe-based pnictides. Shortly after-
wards, the Tc was further increased to 56K by substituting La with other rare earths [2]. Since then, 
other Fe-based superconductors (FeSCs) have been successively found, including Ba1−xKxAs2Fe2  
(122-type) with Tc ≦ 38K [3], LiFeAs (111-type) with Tc 6 ≦ 18K [4] and FeSe (11-type) with Tc ≦ 
10K [5]. In these new FeSCs, the interplay between electronic structure, phonons, magnetism and 
superconductivity is very rich and would help us understand the origin of high-Tc superconductivity. 
Among various FeSCs, however, the iron chalcogenide FeSe [5] stands out because of its struc-
tural simplicity, which consists of iron-chalcogenide layers stacking one another with the same Fe2+ 
charge state as the iron pnictides. Additionally, the Tc of FeSe has been increased further to 37K at 
7GPa [6]; meanwhile, the partial replacement of Se with Te in FeSe also yields Tc ∼ 14K [7], which 
stimulated much interest in the properties of FeSe1−xTex.

Recently, the existence of precursor superconductivity above Tc that competes with the spin-
density wave order [8] and a pseudogap-like feature with onset around 200K [9] were, respec-
tively, observed on underdoped (Ba, K)Fe2As2 and nearly optimally doped SmFeAsO0.8F0.2 by 
optical pump-probe studies. Moreover, a coherent lattice oscillation was also found in Co-doped 
BaFe2As2 using time-resolved pump-probe reflectivity with 40fs time resolution [10]. These results 
have unambiguously shown that femtosecond pump-probe spectroscopy is a protocol to study the 
simultaneous presence of electrons, phonons, and magnons and the interactions between them.

Therefore, further studies of the quasiparticle (QP) dynamics in FeSCs and its evolution with 
time and temperature are indispensable for understanding the mechanism of high-Tc superconduc-
tivity in FeSCs. In this paper, we report the time-resolved femtosecond spectroscopy study of the 
Fe1+ySe1−xTex single crystals to elucidate the electronic structure and the QP dynamics.

10.1.2.2  EXPERIMENTS

In this study, Fe1.14Te and Fe1.05Se0.2Te0.8 single crystals were grown with an optical zone melting 
technique [11]. The FeSe single crystals were grown in evacuated quartz ampoules using a KCl/
AlCl3 flux [12]. The crystalline structure of the samples was examined by x-ray diffraction. The 
magnetic properties were obtained by temperature dependence of the magnetic susceptibility χ(T) 
as shown in the insets of Figure 10.1.2.1. The superconducting transition temperatures of FeSe and 
Fe1.05Se0.2Te0.8 are 8.8 and 10K, respectively. For non-superconductive Fe1.14Te, pronounced anoma-
lies can be seen at 125K in the inset of Figure 10.1.2.1c. Below this temperature, χ(T) exhibits 
clear irreversibility between zero-field cooling (ZFC) and field cooling (FC) magnetization data. 
This may be due to the magnetite (Fe3O4) impurities and related to the Verwey transition, which is 
observed in magnetite at 120–125K [13]. According to recent neutron-diffraction experiments in 
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FIGURE 10.1.2.1 Tempera ture and delay time dependence of the two-dimensional (2D) ∆R/R in (a) FeSe, 
(b) Fe1.05Se0.2Te0.8 and (c) Fe1.14Te single crystals. Inset show the temperature dependence of the magnetic 
susceptibility for (a) FeSe in H = 20 Oe, (b) Fe1.05Se0.2Te0.8 in H = 80 Oe and (c) Fe1.14Te in H = 80 Oe. Panels 
(d)–(f) are the selected ∆R/R at some typical temperatures in panels (a), (b) and (c), respectively.

Fe1+yTe [14], the significant drop at 65K (Tm) corresponds to an antiferromagnetic (AFM) ordering 
with a rather complex magnetic structure and to a simultaneous structural transition from tetragonal 
P4/nmm symmetry to either monoclinic P21/m or orthorhombic Pmmn symmetry.

The femtosecond spectroscopy measurement was carried out using a dual-color pump-probe 
system (for the laser light source, the repetition rate is 5.2 MHz, the wavelength is 800 nm and 
the pulse duration is 100 fs) and an avalanche photodetector with the standard lock-in technique.  
The fluences of the pump beam and the probe beam are 2.48 and 0.35µJ/cm2, respectively. The pump 
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pulses have the corresponding photon energy (3.1 eV) where the higher absorption occurred in the 
absorption spectrum of FeSe [15] and hence can generate electronic excitations. The photo-induced 
QP dynamics is studied by measuring the photoinduced transient reflectivity changes (∆R/R) of a 
probe beam with a photon energy of 1.55 eV.

10.1.2.3 TEMPERATURE-DEPENDENT ΔR/R

Figure 10.1.2.1 shows the 2D ∆R/R taken in Fe1+ySe1−xTex single crystals. For the case of FeSe, there 
appear four temperature regions. Above 230K, T ∗ (region I), there is a fast negative response with a 
relaxation time of about 1.5 ps together with a periodic oscillation in which the minima occur at ∼21 
and ∼125 ps, respectively. When the temperature decreases below 230K (region II), a positive and 
slow response appears and ΔR/R gradually becomes smaller until T = 90K (Ts). Below 90K (region 
III), the slow positive response disappears and is replaced by a complicated mixture of the positive 
and negative components as discussed later. For T < Tc (region IV), a long-lived negative response 
appears like the one in region I.

Qualitatively similar features were also observed in a Fe1.05Se0.2Te0.8 single crystal as shown in 
Figure 10.1.2.1b. However, the negative oscillations above T ∗ were smeared due to the doping of 
Te and completely disappear on a fully Te-doped sample of Fe1.14Te as shown in Figure 10.1.2.1c. 
Additionally, in an Fe1.05Se0.2Te0.8 single crystal (Figure 10.1.2.1b) the positive ΔR/R becomes larger 
in amplitude with decreasing temperature. This temperature-dependent positive ΔR/R also mark-
edly shows anomalies at 125 and 65K in Figure 10.1.2.1c of an Fe1.14Te single crystal, which are 
associated with the appearance of Fe3O4 impurities [13] and the magnetic phase transition [14,16] as 
shown in the inset of Figure 10.1.2.1c, respectively.

In the pump-probe measurements, the electronic excitations generated by the pump pulses result 
in a swift rise of ΔR/R at zero time delay as shown in Figure 10.1.2.2. The observed excitation 
was triggered by transferring the electrons from d valence band of Fe to d conduction band of Fe 
[17]. At zero time delay, the number of excited electrons generated by this non-thermal process is 
related to the amplitude of ΔR/R. These high-energy electrons accumulated in the d conduction 
band of Fe release their energy through the emission of longitudinal-optical (LO) phonons within 
several picoseconds [18]. The LO phonons further decay into longitudinal acoustic (LA) phonons 
via anharmonic interactions, i.e. transferring energy to the lattice. These relaxation processes can 
be detected using a probe beam as shown in Figures 10.1.2.1 and 10.1.2.2. In the two-temperature 
model, the electrons and phonons (or lattice) are in thermal quasi-equilibrium with two different 
time-dependent temperatures Te and Tl. After the excitation of pump pulses, the increase of electron 
temperature is dramatically larger than that of phonons (Te can reach several thousands of Kelvin 
above Tl) because of the much smaller heat capacity in the electron subsystem. Then, both subsys-
tem temperatures of electrons and phonons will become equal through electron-phonon coupling. 
Namely, the Te decreases with a timescale of sub-ps to ps by transferring energy to phonons [19]. 
Following that, the Tl will decrease with a time scale of several ps to several hundreds of ps by 
phonon population decay (inelastic scattering) or dephasing (elastic scattering) [19]. According to 
the two-temperature model, relaxation processes (t > 0) of ΔR/R in Fe1+ySe1−xTex single crystals can 
be phenomenologically described by lines are the fitting curves using Eq. (10.1.2.1). Solid lines are 
the fitting curves without the oscillation component in Eq. (10.1.2.1). Insets show the oscillation 
component (subtract the solid line from the open circles) and their Fourier transformation.

∆R
 = +A e− −t t/τ τe / LO

 2πt 
e A eLO + +A A e−t /τLA

0 LA sin +φ  (10.1.2.1)
R  T t( ) 

The first term on the right-hand side of Eq. (10.1.2.1) is the decay of Ae with a relaxation time τe, 
which is proportional to the initial excited electron (photoexcited QP) population number per unit 
cell [20]. In the second term, ALO is proportional to the high-energy phonon population number 
per unit cell and decay with the relaxation time τLO. The third term describes energy loss from the 
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hot spot to the ambient environment within the time scale of a microsecond, which is far longer 
than the period of the measurement (∼150 ps) and hence is taken as a constant. The last term is the 
chirped oscillation component associated with strain pulse propagation1: ALA is the amplitude of the 

1 In the displacive excitation of coherent phonon (DECP for absorbing media) mechanism [21], photoexcitation induces 
changes in the electronic energy distribution function, and consequently, the crystal lattice starts to oscillate around the 
new equilibrium position A0(t), which is proportional to the photoexcited carrier density n(t). In the first order, only the 
A1g totally symmetric modes are currently excited by the DECP mechanism. In 2002, Stevens et al. [22] further solved 
the equation of motion for an LO vibrational mode to obtain the coherent phonon amplitude (or population), ALO ∝ Im (ε). 
Namely, the changes in phonon population ALO cause a variation of the imaginary part of the dielectric constant ε. Then, 
changes in the imaginary part of ε vary the refractive index and cause further changes in reflectivity (R) in materials. 
Therefore, the ∆R/R in FeSe is proportional to the population of LO phonons, ∆R/R ∝ ALO.

  FIGURE 10.1.2.2 Selected ΔR/R curves for 
(a) FeSe, (b) Fe1.05Se0.2Te0.8 and (c) Fe1.14Te sin-
gle crystals. Dashed lines are the fitting curves 
using Eq. (10.1.2.1). Solid lines are the fitting 
curves without the oscillation component in Eq. 
(10.1.2.1). Insets show the oscillation component 
(subtract the solid line from the open circles) and 
their Fourier transformation.
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 oscillation; τLA is the damping time; T(t) is the time-dependent period; and ϕ is the initial phase of 
the oscillation.

Like the dashed lines in Figures 10.1.2.2a and b, Eq. (10.1.2.1) can fit the ∆R/R data very well in 
FeSe and Fe1.05Se0.2Te0.8 single crystals. However, the fitting for ∆R/R in Fe1.14Te has almost no need 
for the oscillation component in Eq. (10.1.2.1), as shown in Figure 10.1.2.2c. Consequently, each com-
ponent in ∆R/R described above can be extracted using Eq. (10.1.2.1). The results of the extraction are 
shown in Figure 10.1.2.3. For the negative and fast component (Ae) of ∆R/R only observed at T > 230K 
and T < 90K, it gradually increases as T decreases from 90K; meanwhile, it also suppresses the posi-
tive and fast component that appeared at 100–200K in Figure 10.1.2.1d. This trend is closely related 
to the strong AFM spin fluctuations below T = T  as revealed by 77

s Se NMR measurements [23]. 
The relaxation of QP associated with the spin fluctuations between Tc and 90K (in Figure 10.1.2.3b) is 
∼1.5–2 ps, which is almost temperature-independent. Intriguingly, as T < Tc, Ae dramatically shrinks 
as shown in the inset of Figure 10.1.2.3a; meanwhile, the QP relaxation time increases rapidly as 
shown in the inset of Figure 10.1.2.3b. Correspondingly, the spin–lattice relaxation rate 1/T1 also 
decreases rapidly due to the onset of superconductivity [23]. These certainly indicate that the growth 
of Ae associated with spin fluctuations at low temperatures is suppressed by the appearance of super-
conductivity. Thus, spin fluctuations and superconductivity are competing factors in the FeSe system. 
The above results provide strong experimental evidence of competing orders in FeSe, which are con-
sistent with the theoretical calculations [24]. It is noted that experimental evidence on the competing 
orders was also reported in the underdoped (Ba, K)Fe2As2 system [8]. The presence of a gap in the QP 
density of states gives rise to a bottleneck in carrier relaxation, which is clearly observed in the relax-
ation time τe close to Tc (see the inset of Figure 10.1.2.3b). For the slower component (solid circles in 

FIGURE 10.1.2.3 Tempera ture dependence of the amplitude (a) Ae, (c) ALO and the relaxation time (b) τe, 
(d) τLO by fitting Eq. (10.1.2.1). Insets of (a) and (b) show a part of the temperature-dependent Ae and τLO on an 
enlarged scale. Dashed lines are a guide to the eyes.
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Figure 10.1.2.3c), the amplitude ALO monotonically decreases as T decreases except for a small kink 
at Ts and then completely disappears in the superconducting state. In contrast, the relaxation time τLO 
(solid circles in Figure 10.1.2.3d) exhibits two marked anomalies at both T ∗ ∼ 230K and Ts ∼ 90K. 
According to the scenario of relaxation processes described in Ref. [19] (see footnote 1), τLO is the 
relaxation time of LO phonon population via anharmonic decay into LA phonons.

The divergences of temperature-dependent τ  at T  ∼ 90K and T ∗LO s   ∼ 230K imply a possibly effi-
cient way or a bottleneck for the energy relaxation from LO phonons to LA phonons. If we take a 
look at the temperature-dependent LA phonon energy in Figure 10.1.2.5, we only find one significant 
drop around 90K, where the structural transition from the tetragonal phase to the orthorhombic phase 
occurs [25]. The smaller LA phonon energy causes the energy of LO phonons to release to LA pho-
nons more efficiently and results in a significantly shorter relaxation time τLO around 90K. Moreover, 
the structural transition also leads to the more fluctuant τLO around 90K. For an abnormally long 
relaxation time τLO of around 230K, however, we cannot find any significant corresponding changes 
in the temperature-dependent LA phonon energy of Figure 10.1.2.5. Thus, this bottleneck in the LO 
phonon energy transfer is possibly due to the photo-induced QPs rather than the LA phonons. As 
shown in Figure 10.1.2.3a, the sudden disappearance of Ae below 230K may undermine the energy 
release efficiency of LO phonons. The sign change of the Seebeck coefficient of FeSe possibly due to 
an elusive higher-temperature phase transition was found to be also at T ∗ [26].

All the above anomalies of ALO and τLO in FeSe were also found in superconductive Fe1.05Se0.2Te0.8, 
but almost disappear in non-superconductive Fe1.14Te. For the case of Fe1.14Te, we only observed the 
abnormal changes of ALO at Tm ∼ 65K and near 125K, which were caused by the magnetic phase 
transition and the Verwey transition as shown in the inset of Figure 10.1.2.1c, respectively. This 
implies that the anomalies of ALO and τLO at Ts ∼ 90K and T∗ ∼ 230K may be associated with the 
superconductivity in FeSCs. Namely, both phase transition at T∗ ∼ 230K and Ts ∼ 90K would be the 
key effect to cause superconductivity at low temperature [27].

10.1.2.4  ELECTRON–OPTICAL PHONON COUPLING STRENGTH

By fitting the 1R/R curves with Eq. (10.1.2.1), dynamic information on QPs and phonons is available, 
which includes the number of QPs, the relaxation time of QPs and the energy of phonons. In a metal, 
the photo-induced QPs relaxation time is governed by transfer of energy from electrons to phonons 
with electron–phonon coupling strength λ [28]:

1 3 λ ω 2

 =  (10.1.2.2)
τ e Bπk Te

where λ ω 2  is the second moment of the Eliashberg function and Te can be further described by [29]

 2 2(1 )− R F
T T= + e−z ls

e i  (10.1.2.3)
lsγ

where Ti is the initial temperature of electrons, R is the unperturbed reflectivity at 400 nm, F is the 
pumping fluence and γ is the linear coefficient of heat capacity due to the electronic subsystem. 
The mean value is taken for the depth z going from the crystal surface down to the skin depth ls ∼ 
24 nm (it was estimated from the skin depth of an electromagnetic wave in a metal, λ/4πk). All the 
parameters for the calculation of electron–phonon coupling strength are listed in Table 10.1.2.1. For 
the estimation of <ω2>, some vibrational modes are more efficiently coupled to QPs than others. In 
the case of Co-doped BaFe2As2, the symmetric A1g mode is coherently excited by photoexcitation 
and efficiently coupled [10]. Consequently, we take the A1g mode into account in the present case of 
Fe1+ySe1−xTex, which is the strongest phonon mode in the electron–phonon spectral function, α2F(ω) 
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[17]. By Eq. (10.1.2.2), the consequent electron–phonon (A1g mode) coupling strength, λ = 0.16, 
in FeSe. This value is consistent with the theoretical results of λ = 0.17 [17] obtained by using a 
linear response within the generalized gradient approximation. For the case of Fe1.05Se0.2Te0.8, we 
obtained λ = 0.01, which is smaller than the value of λ = 0.16 in FeSe even if it possesses a higher 
Tc ∼ 10K. Furthermore, we can use the McMillan formula [30], Tc = (<ω>/1.2)exp{−[1.40(1 + λ)]/
[λ − µ∗(1 + 0.62λ)]}, to evaluate the critical temperature Tc. Taking <ℏω> = 19.9 meV and µ∗ = 0 [31], 
we obtain Tc ∼ 0.08K for FeSe and ∼0K for Fe1.05Se0.2Te0.8, which are far below the actual Tc of 
about 8.8 and 10K, respectively. Therefore, the electron pairing mechanism in Fe1+ySe1−xTex cannot 
be explained only by the e lectron–phonon interactions. Recently, the electron–phonon coupling 
strength of λ ∼ 0.12 was measured in the Ba(Fe0.92Co0.08)2As2 system, which is also too small to 
sustain its Tc of 24K [32]. These results strongly imply that a phonon-mediated process cannot be 
the only mechanism leading to the formation of superconducting pairs in FeSCs.

10.1.2.5  ACOUSTIC PHONON SOFTENING

Further insight into the phase transition observed at ∼90 and ∼230K in Fe1+ySe1−xTex is provided 
by the study of the oscillation component of ∆R/R. The temperature dependence of a strain pulse  
(LA phonons) propagation was clearly observed in the oscillation feature of ∆R/R after subtracting 
the decay background (i.e. the first, second and third terms in Eq. (10.1.2.1) and the solid lines in 
Figure 10.1.2.2), as shown in Figures 10.1.2.2a and b and 10.1.2.4. This oscillation is caused by the 
propagation of strain pulses inside Fe1+ySe1−xTex single crystals, namely the interference between 
the probe beams reflected from the crystal surface and the wave front of the propagating strain 
pulse [37]. At high temperatures, the damping time is very short and the oscillation is sustained 
only for one period. However, the number of oscillation periods markedly increases around 100K 
in FeSe (see Figure 10.1.2.4a); hence, the damping time becomes much longer. Besides, the oscil-
lation period significantly increases below 90K. This means that the LA phonons can propagate 
further into the interior of FeSe crystals with an orthorhombic structure. Similar features were 
also observed in Fe1.05Se0.2Te0.8. Nevertheless, the characteristics of the temperature-dependent 
oscillation component in superconductive FeSe and Fe1.05Se0.2Te0.8 are almost obscured in the non- 
superconductive Fe1.14Te.

By Fourier transformation of the oscillation component at T = 100K in the right inset of  
Figure 10.1.2.2a of FeSe, the phonon frequency is found to be 16 GHz. The phonon energy is 
 estimated to be ∼0.07 meV. The coherent acoustic phonon detected by a pump–probe reflectivity 
measurement can be described as a Brillouin scattering [38] phenomenon occurring in the mate-
rials after excitation of pump pulses. The scattering condition is qphonon = 2nkprobe cos(θi), where 
qphonon is the phonon wave vector, n is the real part of the refractive index, and the probe photon 
has a wave vector kprobe arriving at an incident angle θi (inside crystals) with respect to the surface 
normal.

TABLE 10.1.2.1
The Parameters for Estimating at t = 20 K of the Fe1+y Se1-xTex Single Crystals

tc (K) R (400 nm) −F (µJ/cm−2) γγ  (mJ/(mol K2)) ττ a (ps)e

bA g1  (meV)
cλλ ω((ω 2 ))  (meV2) λλ

FeSe 8.8 0.25 9.92 5.73 1.75 19.9 61.3 0.16

Fe1.05Se0.2Te0.8 10 0.20 15.76 57.5 4.32 20.0 4.5 0.01

Fe1.14Te – 0.11 17.36 32.0 2.86 19.7 4.0 0.01
a From Refs. [12,33].
b From Refs. [34-36].
c Obtained from Eq. (10.1.2.2).
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Here the basic textbook-like information of the Brillouin scattering and Raman scattering is 
described as follows.

Brillouin scattering is caused by the interaction of light with the material waves in a medium. 
It is associated with the dependence of refractive index on the material properties of the medium. 
The index of refraction of a transparent material changes under deformation such as compression- 
distension or shear-skewing. If the medium is a solid crystal, a lattice chain or a viscous liquid or 
gas, then the low-frequency atomic-chain-deformation waves within the transmitting medium could 
be, for example, mass oscillation (acoustic) modes (phonons), charge displacement modes in dielec-
trics, (polaritons), and magnetic spin oscillation modes in magnetic materials (magnons).

Raman scattering is another phenomenon that involves inelastic scattering of light caused by the 
vibrational properties of matter. The detected range of frequency shifts and other effects are dif-
ferent from Brillouin scattering. In Raman case, photons are scattered by vibrational and rotational 
transitions associated with the bonds between nearest neighbor atoms, while Brillouin scattering 
results from the scattering of photons caused by large scale naturally relevant to low-frequency 

  FIGURE 10.1.2.4 Temperature-dependent 
oscillation component of ΔR/R in (a) FeSe, (b) 
Fe1.05Se0.2Te0.8 and (c) Fe1.14Te single crystals, 
which were obtained by subtracting the decay 
background (the first, second and third terms 
in equation (10.1.2.1)) from ΔR/R of Figure 
10.1.2.1. Dashed lines are a guide to the eyes.
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phonons. The effects of the two phenomena provide very different information about the sample 
materials: Raman spectroscopy in most cases can provide the information of the chemical composi-
tion of transmitting medium and/or molecular structure, while Brillouin scattering can provide the 
material's properties on a larger scale – such as its elastic or mechanical behavior. The frequency 
shifts in Brillouin scattering obtained in Brillouin spectroscopy are detected with an interferom-
eter while Raman scattering uses either an interferometer or a dispersive (grating) spectrometer. 
This is because of the difficulty of construction of dispersive spectrometer in the former spectros-
copy due to too small shift in the Brillouin scattering.

The result of the interaction between the light-wave and the carrier-deformation wave is that a 
fraction of the transmitted light-wave changes its momentum (thus its frequency and energy) in pref-
erential directions, as if by diffraction caused by an oscillating 3-dimensional diffraction grating.

Following this scattering condition, the probe beam acts as a filter to select the acoustic wave 
propagating along the scattering plane symmetry axis, i.e. the normal to the crystal surface, and 
traveling with the wave vector qphonon. The energy of the acoustic wave is

 Ephonom = =  ω υphonon q nphonon s s=  2 cυ θkprobe os( )i  (10.1.2.4)

where υs is the sound velocity along the normal direction of the crystal surface. Using λprobe = 800 nm, 
nprobe = 2 [15], θi = 2.5° (estimated from the incident angle (5°) of the probe beam by Snell’s law) 
and υs = 3.58 km/s [39], the phonon energy, Ephonon, is calculated to be 0.077 meV, which is very 
close to the result, 0.07 meV, directly obtained from the above ∆R/R measurements.

Moreover, we further investigate the temperature dependence of the LA phonon energy as shown 
in Figure 10.1.2.5. For the case of FeSe, the phonon energy dramatically drops by 60%2 around 
90K where a structural phase transition occurs and then remains constant at low temperatures. 
Additionally, we found that the LA phonons also soften by 6% in the superconducting state as shown 
in the inset of Figure 10.1.2.5, which is consistent with the larger distance between the first depth and 
the first peak in Figure 10.1.2.4a. Very recently, the phonon softening near the structure transition in 
BaFe2As2 and Co-doped BaFe2As2 was observed by inelastic x-ray scattering [40] and resonant ultra-
sound spectroscopy [27,41], respectively. Fernandes et al. [27] found 16% softening of shear modulus 
in BaFe1.84Co0.16As2 at Tc = 22K. For the non-superconducting case of BaFe2As2, however, a rather 
large softening of 90% was observed around 130K, where the structural and AFM phase transition 
temperature occurs. Similarly, a large phonon softening due to structural phase transition and a 

2 Here we assume that the refractive index n of FeSe is temperature-independent.

  FIGURE 10.1.2.5 Temperature 
dependence of the phonon energy 
derived from the oscillation component 
in Figure 10.1.2.4. The inset shows a 
part of the temperature-dependent pho-
non energy on an enlarged scale. Dashed 
lines are a guide to the eyes.



478 Ultrashort Pulse Lasers and Ultrafast Phenomena

rather small phonon softening due to the superconducting phase transition were also unambiguously 
observed in superconductive FeSe and Fe1.05Se0.2Te0.8. These results suggest that the reduction of 
phonon energy at both the structural and the superconducting phase transition is a general feature of 
FeSCs. The above phonon softening may participate in superconductive pairing, albeit not the mech-
anism responsible for high Tc in FeSCs. Additionally, in the non-superconductive Fe1.14Te a marked 
anomaly was clearly observed at around 65K, which is just the temperature of magnetic phase transi-
tion as shown in the inset of Figure 10.1.2.1c. Namely, the LA phonons in Fe1.14Te softened with the 
appearance of AFM ordering through the magnetoelastic effect. In Kulic and Haghighirad’s´ theo-
retical calculations [42], they also predicted the existence of giant magnetoelastic effects at the tran-
sition from the magnetic state to the non-magnetic state in Fe-pnictides. Consequently, the phonon 
softening in FeSe and Fe1.05Se0.2Te0.8 accompanying the simultaneous appearance of spin fluctuations 
shown in Figure 10.1.2.3a may also be caused by the magnetoelastic effect.

10.1.2.6 SUMMARY

The ultrafast QP dynamics and phonon softening in Fe1+ySe1−xTex single crystals studied by dual-
color femtosecond spectroscopy are described in this subsection. From the relaxation time τe of 
∆R/R, the electron–phonon coupling strength was obtained to be λ = 0.16 for FeSe and λ = 0.01 for 
Fe1.05Se0.2Te0.8. The anomalous changes of amplitude (Ae, ALO) and relaxation time (τe, τLO) in the 
temperature-dependent ΔR/R are clearly observed at 90K (Ts) and 230K (T ∗) and show the existence 
of phase transition in FeSe and Fe1.05Se0.2Te0.8. Moreover, the energy of LA phonons as a function 
of temperature estimated from the oscillation component of ∆R/R markedly softens at Tc and the 
temperatures of the structural and magnetic phase transitions through the magnetoelastic effects. 
The results and discussion in this subsection provide a vital understanding of the competing picture 
between the spin fluctuations and the superconductivity, and the role of phonons in Fe-based super-
conductors [43]. The research described here in this subsection was performed by the following 
people in collaboration: C.- W. Luo, I.- H.Wu, P.- C. Cheng, J.-Y. Lin, K.- H. Wu, T.- M. Uen, J. -Y 
Juang, T. Kobayashi, Y.-C. Wen, T.-W. Huang, K.-W. Yeh, M.-K. Wu, D. A. Chareev, O. S.Volkova 
and A. N. Vasiliev [43].
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10.1.3 Quasiparticle Dynamics 
in FeSe Superconductors 
Studied by Femtosecond 
Spectroscopy

10.1.3.1  INTRODUCTION

The discovery of LaFeAsO1−xFx with Tc ∼ 26 K [1] initiated the investigations of the diverse fam-
ily of Fe-based superconductors (FeSC), e.g., Ba1−xKxAs2Fe2 (122-type) with Tc ≤ 38 K [2], LiFeAs 
(111-type) with Tc ≤ 18 K [3], and FeSe (11-type) with Tc ≤ 10 K [4]. Among various FeSCs, the iron 
chalcogenide FeSe [4] stands out due to its structure simplicity, which consists of iron-chalcogenide 
layers stacking one by another with the same Fe+2 charge state as the iron pnictides. This so-called 
“11” system is so simple that it could be the key structure to understanding the origin of high-Tc 
superconductivity [5]. There has been considerable concern over the interplay between electronic 
structure, phonons, magnetism and superconductivity in 11-type FeSe. Therefore, further studies of 
their quasiparticle dynamics are indispensable to understanding the high Tc mechanism in FeSCs. 
Here we report the time-resolved femtosecond spectroscopy of FeSe single crystals to elucidate the 
electronic structure and the quasiparticle (QP) dynamics.

10.1.3.2  EXPERIMENTS

In this study, the FeSe single crystals were grown in evacuated quartz ampoules using a KCl/AlCl3 
flux [6]. The crystalline structure of the samples was examined by X-ray diffraction. The low-
temperature feature related to superconducting transition is at Tc = 8.8 K.

The femtosecond spectroscopy measurement was performed by using a dual-color pump-probe 
system (for the laser light source, the repetition rate is 5.2 MHz, the wavelength is 800 nm, and the 
pulse duration is 100 fs) and an avalanche photodetector with the standard lock-in technique. The 
fluences of the pump beam and the probe beam are 9.92 and 1.40 μJ/cm2, respectively. The pump 
pulses have corresponding photon energy (3.1 eV) where the higher absorption occurred in the 
absorption spectrum of FeSe [7] and hence can generate electronic excitations. The photoinduced 
QP dynamics is studied by measuring the photoinduced transient reflectivity changes (ΔR/R) of a 
probe beam with photon energy of 1.55 eV.

10.1.3.3  RESULTS AND DISCUSSION

Figure 10.1.3.1 shows the typical transient reflectivity changes (ΔR/R) taken at various temperatures 
on a FeSe single crystal. Above 230 K, there is a fast negative response with a relaxation time of 
about 1.5 ps together with a long period oscillation. When the temperature decreases below 230 K, 
a positive and slow response appears and ΔR/R gradually becomes smaller until T = 90 K. Below 90 
K, the slow positive response disappears and is replaced by a complicated mixture of the positive 
and negative components. For T < Tc (8.8 K), a negative response appears as that one in the region 
above 230 K. To figure out the QP relaxation processes after excitation, we try to fit the ΔR/R 
curves as shown in Figure 10.1.3.1 and obtain the relaxation time of QPs. In the case of Co-doped 
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BaFe2As2, the symmetric A1g mode is coherently excited by photoexcitation and efficiently coupled 
[8]. Consequently, we take the A1g mode into account in the present case of FeSe, which is the stron-
gest phonon mode in electron-phonon spectral function, α2F(ω) [9]. Then, we can obtain the elec-
tron–phonon coupling strength, λ = 0.16, in FeSe from Allen’s model [10]. This value is consistent 
with the theoretical results of λ = 0.17 [9] obtained by using linear response within the generalized 
gradient approximation (GGA).

However, the temperature-dependent ∆R/R in FeSe cannot be solely fitted by an exponential 
decay function as shown in the case of 290 K in Figure 10.1.3.1. By subtracting the decay back-
ground (e.g., the solid line in Figure 10.1.3.1), a significant oscillation component is clearly observed 
as shown in Figure 10.1.3.2. This oscillation is caused by the propagation of strain pulses inside a 
FeSe single crystal, namely the interference between the probe beams reflected from the crystal 

FIGURE 10.1.3.1 Temperature-dependent ΔR/R curves 
in a FeSe single crystal. The solid line at 290 K is the fit-
ting curve using an exponential decay function.

FIGURE 10.1.3.2 Temperature-
dependent oscillation component 
of ΔR/R in a FeSe single crystal, 
which was obtained by subtract-
ing the decay background (solid 
line in Figure 10.1.3.1) from ΔR/R 
in Figure 10.1.3.1. Dashed lines 
are a guide to the eyes.
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surface and the wavefront of the propagating strain pulse [11]. At high temperatures, the damping 
time is very short and the oscillation sustains only for one period. However, the number of oscil-
lation period markedly increase around 100 K in FeSe; hence the damping time becomes much 
longer. Besides, the oscillation period significantly increases below 90 K. This means that the lon-
gitudinal-acoustic (LA) phonons can propagate further into the interior of FeSe crystals with the 
orthorhombic structure. According to the difference between the first trough (at 23.52 ps) and the 
second trough (at 72.78 ps) at T = 110 K in Figure 10.1.3.2, the phonon frequency is found to be 
20.3 GHz. The phonon energy is estimated to be ∼0.087 meV. It is worth to note that the phonon 
energy drops by 60% around 90 K where a structural phase transition occurs and by 6% at super-
conducting transition temperature, which is consistent with the larger distance between the first 
trough and first peak in Figure 10.1.3.2.

Very recently, the phonon softening near the structure transition in BaFe2As2 and Co-doped 
BaFe2As2 was observed by inelastic X-ray scattering [12] and resonant ultrasound spectros-
copy [13,14], respectively. Fernandes et al. [13] found the 16% softening of shear modulus in 
BaFe1.84Co0.16As2 at Tc = 22 K. For the non-superconducting case of BaFe2As2, however, the rather 
large softening of 90% was observed around 130 K where is the structural and AFM phase transi-
tion temperature. Here, the larger phonon softening due to structural phase transition and rather 
small phonon softening due to the superconducting phase transition is also observed in 11-type 
FeSe. These results suggest that the reduction of phonon energy at both the structural and the super-
conducting phase transitions is a general feature in FeSCs and may participate in the superconduc-
tive pairing, albeit not the mechanism responsible for high Tc in FeSCs.

10.1.3.4  SUMMARY

We have studied the ultrafast quasiparticle dynamics and phonon softening in FeSe single crys-
tals by dual-color femtosecond spectroscopy [15]. The relaxation time of quasiparticles reveals an 
electron–phonon coupling strength λ = 0.16. Moreover, the energy of LA phonons at 110 K was esti-
mated to be 0.087 meV from the oscillation component of ΔR/R, which markedly softens around 
both the structural phase transition and superconducting transition. Our results provide the vital 
understanding of the role of phonons in Fe-based superconductors. The study was summarized and 
was expected to be a milestone of understanding the role of phonons in Fe-based superconductors. 
The research described in this subsection was performed by the following people in collaboration: 
C.-W. Luo, I-H. Wu, P-C. Cheng, J.-Y Lin, K.-H. Wu, T.-M. Uen, J.-Y. Juang, T. Kobayashi, D.-A. 
Chareev, O.-S. Volkova, and A.- N. Vasiliev [15].
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10.2.1 Dirac Fermions Near 
the Dirac Point in 
Topological Insulators

10.2.1.1  INTRODUCTION

The discovery of 3D topological insulators (TIs) [1] initiated a new era of condensed matter physics 
[2,3]. As Dirac fermions play a crucial role in determining the performances of any real TI devices, 
a better understanding of the bulk state and the surface state, [4−14] and the coupling mechanisms 
between them, is imperative. From a practical point of view, contact-free optical techniques, such as 
second harmonic generation [11], terahertz time-domain spectroscopy [15], UV−visible−IR reflec-
tance and transmission spectroscopy [16], and optical pump-probe spectroscopy [17−21], would be 
the most feasible schemes to investigate the characteristics of TIs. However, the surface signatures 
are easily overwhelmed by the bulk contributions. Recent TrARPES studies have shown the surface 
carrier‐population in TIs can be induced by photoexcitation [12,13] and can separately obtain the 
temperature and chemical potential relaxation of both the surface and the bulk [14]. Nevertheless, 
the ultrafast behavior of Dirac fermions near the Dirac point and their detailed energy-dependent 
coupling with phonons remain elusive for the lack of probes with the appropriate energy range (∼100 
meV) specific to the Dirac cone. We further take the advantage of the appropriate probe photon ener-
gies in the optical pump mid-infrared probe (OPMP) spectroscopy to explore the nonequilibrium 
dynamics of TIs. The mid-infrared photon energy range (87−153 meV < bandgap energy of 300 meV in 
Bi2Se3) naturally selects the transitions limited within the Dirac cone, and the femtosecond-time and 
millielectronvolt-energy resolution allow us to distinguish the individual dynamics of both the surface 
and the bulk. Such an ultrafast midinfrared approach has potentially provided significant insights to 
other correlation physics in strongly correlated materials, for example, electronic phase transition in 
BaFe2As2 superconductors [22] and phonon resonances in optimally doped YBa2Cu3O7−δ [23].

Figure 10.2.1.1 provides a synopsis of the OPMP spectra for all samples investigated. The dop-
ing levels of samples span a wide range, as listed in Table 10.2.1.1, (#1: n = 51.5 × 1018 cm−3, #2: 
n = 13.9 × 1018 cm−3, #3: n = 5.58 × 1018 cm−3, #4: n = 0.25 × 1018 cm−3) and show corresponding ARPES 
images.24 For the case of Bi2Se3 #1 with a high carrier concentration (n = 51.5 × 1018 cm−3), a positive 
peak is clearly observed in ΔR/R. This positive peak gradually diminishes as n decreases (#1→#4 in 
Figure 10.2.1.1a). Noticeably, an additional negative peak appears for the cases of n = 5.58 × 1018 cm−3 
and n = 0.25 × 1018 cm−3, and its amplitude is inversely proportional to n.

10.2.1.2  RESULTS AND DISCUSSION

To elucidate the origins of both the positive and negative signals, a model is shown in Figure 10.2.1.2a 
for the optical pumping (1.55 eV) and mid-infrared probing processes in the schematic energy band 
structure of the TIs based on the ARPES image in Figure 10.2.1.1b. Because the used probe photon 
energy (87−153 meV) of the mid-infrared (mid-IR) is much smaller than the band gap of ∼300 meV 
in Bi2Se3 (as shown in the ARPES images of Figure 10.2.1.1b), the interband transitions between 
the valence band (VB) and the conduction band (CB) of the bulk are not allowed to occur. Thus, the 
free carrier absorption in the CB (mid-IR probe (1) in Figure 10.2.1.2a) and Dirac cone surface state 
(mid-IR probe (2) in Figure 10.2.1.2a) will dominate the probe processes, which are responsible 
for the positive and negative peaks in ΔR/R, respectively. To confirm this assignment and reveal 
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the physical meanings of the positive peak in R/R, the photon energy dependence of R/R for 
#1 sample is shown in Figure 10.2.1.2b. By decreasing the photon energy, ΔR/R gradually changes 
from positive to negative. Around 136 meV (1100 cm−1), there are some intermediate signals mixed 
with both positive and negative peaks, corresponding to deep in the Fourier transform infrared 
(FTIR) reflectance spectrum (the inset of Figure 10.2.1.2b). After pumping, the excited carriers suf-
fer the so-called intervalley scattering (see Supporting Information), leading to the redshift of the 
reflectance spectra. Therefore, the reflectivity increases as a function of time with a large probing 
photon energy, which is higher than the position of 136 meV deep in the reflectance spectra due to 
plasma edge. On the contrary, the reflectivity decreases as a function of time with a small probing 
photon energy, which is lower than the position of 136 meV deep in the reflectance spectra. Similar 
results were also observed in a typical semiconductor n-type GaAs [25].

Compared to the ΔR/R curves and ARPES images in Figure 10.2.1.1, the amplitude of the 
positive peak in ΔR/R gradually shrinks as the bulk carrier concentration decreases (see Table 

Δ Δ

  FIGURE 10.2.1.1 Carrier 
concentration (n) dependence 
of the transient change in 
reflectivity ΔR/R in Bi2Se3 
single crystals. (a) ΔR/R of 
samples #1 (n = 51.5 × 1018 
cm−3), #2 (n = 13.9 × 1018 
cm−3), #3 (n = 5.58 × 1018 
cm−3), and #4 (n = 0.25 × 1018 
cm−3) with a pumping fluence 
of 34 μJ/cm2 and probing 
photon energy of 141 meV. 
(b) ARPES band dispersion 
images on samples of (a) [24].

TABLE 10.2.1.1
Fermi Energy and Carrier Concentration of Bulk and Surface States for 
Various Samples Grown by Different Methods (Vertical Bridgman, 
Modified Floating Zone)

Code
eF − eDirac point 

(meV)

Carrier Concentraion
nsurface/ 

(nsurface + nbulkd)nbulk (1018 cm−3) nsurface (1013 cm−2)

#1 422 −51.5  0.84 −1.45 0.11

#2 325 −13.9  0.26 −0.83 0.20

#3 284 −5.58  0.25 −0.72 0.35

#4 260 −0.25  0.01 −0.47 0.89

All samples are n-type. “d = 23.5 nm” is the penetration depth of 800-nm pumping light
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FIGURE 10.2.1.2 Sche matic energy band structure and photon energy dependence of ΔR/R in a bulk state. 
(a) Schematic energy band structure of TIs according to the ARPES images in Figure 1b and the optical pump 
mid-IR probe processes. CB: conduction band. VB: valence band. SS: surface state. Ri,Dirac and Rf,Dirac: the cir-
cumferences of initial and final states in Dirac cone for mid-IR probing. (b) With a pumping fluence of 38 μJ/
cm2, the ΔR/R of Bi2Se3 #1 at various photon energies (wavenumber) from 87 to 153 meV (700 to 1234 cm−1). 
Inset: the Fourier transform infrared (FTIR) reflectance spectrum of Bi2Se3 #1. The gray area indicates the 
range of the mid-IR photon energy used in this study.

10.2.1.1). On the other hand, the negative peak in ΔR/R increases as the bulk and surface car-
rier concentrations decrease. However, the negative peak of ΔR/R increases dramatically with 
an increasing ratio of the surface carrier concentration to the total carrier concentration [nsurface/
(nsurface + nbulkd) in Table 10.2.1.1], implying an intimate relation between the negative peak of 
ΔR/R and Dirac fermions. Besides, the ΔR/R signal significantly depends on the pumping flu-
ences shown in Figure 10.2.1.3a. Interestingly, the positive peak of ΔR/R has a stronger depen-
dence on the pumping fluences than the negative peak does. Therefore, the negative peak still 
subsists at the low pumping fluence of 3.3 μJ/cm2 [26], while the positive peak almost vanishes. 
This means the mid-IR probe process (1) in the bulk state (see Figure 10.2.1.2a) can be sup-
pressed by reducing the pumping fluences; meanwhile, the mid-IR probe process (2) (see Figure 
10.2.1.2a) associated with the negative peak can be preserved at the low pumping fluence (see 
Supporting Information). Here, we can conclude that the positive (or negative) signal within a 
several picoseconds time scale in ΔR/R is due to the process (1) of the mid-IR probe in the bulk 
state of Bi2Se3.

The relation between the negative peak and Dirac fermions can be certified in a quantitative way. 
According to the Fermi Golden rule, the amplitude of the negative peak should be proportional to 
the transition probability (Ti→f) between the initial and final density of states in the Dirac cone. With 
an increase in the probing photon energy, the amplitude of the negative peak increases. Owing to the 
large positive signal before 5 ps in samples #1 and #2, this probing photon energy dependence of the 
negative peak amplitude cannot be easily disclosed. However, this dependence was clearly observed 
in both samples #3 and #4. The experimental data are fitted well by the Ri, Dirac × Rf, Dirac (dashed 
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FIGURE 10.2.1.3 Pumping fluence and photon energy dependence of ΔR/R and its amplitude and rising 
(decay) time in the surface state. (a) With probing photon energy of 141 meV, the ΔR/R of Bi2Se3 #4 at various 
pumping fluences from 3.3−105 μJ/cm2. (b) With a pumping fluence of 3.3 μJ/cm2, the ΔR/R of Bi2Se3 #4 at 
various photon energies from 90 to 152 meV. (c) The photon energy-dependent negative peak amplitude of 
ΔR/R in panel b. The photon energy dependence of the normalized absorption probability (dashed line, that is, 
Ri,Dirac × Rf,Dirac in Figure 10.2.1.2a) of the mid-IR probe beam in the Dirac cone surface state. (d) The photon 
energy-dependent rising time (τr) and decay time (τd) of ΔR/R in (b).

line in Figure 10.2.1.3c, Ri, Dirac and Rf, Dirac are the circumferences of rings in Figure 10.2.1.2a), which 
is proportional to the transition rate between the initial and final density of states for the mid-IR 
probe process (2) in the Dirac cone (see Supporting Information). This strongly indicates the negative 
peak of ΔR/R is dominated by the mid-IR probe process (2) in the Dirac cone (see Figure 10.2.1.2a). 
Consequently, the ultrafast dynamics of the Dirac fermions can be clearly disclosed by the negative 
peak of ΔR/R. The above experiments were carried out at the low pumping fluence of 3.3 μJ/cm2 to 
avoid disturbance of the positive peak from the bulk state, as shown in Figure 10.2.1.3b.

The rise time (τr) and decay time (τd) of the negative peak of ΔR/R significantly depends on the 
probing photon energy, as in Figure 10.2.1.3d. The rising time of the negative peak of ΔR/R also 
becomes longer when the probed regime is closer to the Dirac point. On the basis of the above 
observations, we can further establish the ultrafast relaxation picture for Dirac fermions in TIs. 
Immediately following the 1.55 eV pumping, the major process is the carriers in the bulk valence 
band (BVB) are excited to the bulk conduction band (BCB). The carrier recombination between 
the BCB and BVB can be ignored in this study due to the time scale for such a process is typically 
≫1 ns [27]. Consequently, the unoccupied states in BVB caused by pumping would mainly be 
refilled through the bottom part of the upper Dirac cone that almost overlaps with the top of BVB 
at the same momentum space, as shown in the ARPES images of Figure 10.2.1.1b. This implies the 
carriers in this part of the Dirac cone can be easily transferred into the unoccupied states in BVB 
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and increasing the number of the unoccupied states near the Dirac point enhances the absorption 
channel for the mid-IR process (2) in the Dirac cone (Figure 10.2.1.2a). Therefore, the reflectivity 
of the mid-IR probing light decreases within 1.47−3.60 ps, that is, the rising time of the negative 
peak in Figure 10.2.1.3b and d. Once the carriers in the Dirac cone relax into BVB, the BCB (like 
a carrier reservoir) subsequently injects the excited carriers into the unoccupied states in the Dirac 
cone to diminish the absorption channel for the mid-IR process (2) (Figure 10.2.1.2a). This leads to 
the increased mid-IR reflectivity within 14.8−87.2 ps, consistent with the ARPES results [12,13] of 
a nonequilibrium population of the surface state persisting for >10 ps. The several tens of picosec-
onds in decay time, which is much longer than the rising time of several picoseconds, is because the 
carriers in BCB cannot directly transfer into the top of the Dirac cone without overlaps occurring 
between them and other auxiliaries, for example, phonons. A movie showing the relaxation pro-
cesses of Dirac fermions in the Dirac cone after pumping is included in the Supporting Information.

A simple description of Dirac fermion is described below.
In particle physics fermion is a spin-1/2 particle which is different from its antiparticle (perhaps 

except neutrinos) and therefore are Dirac fermions. They are modeled by Dirac equation. A Dirac 
fermion Is equivalent to two Weyl fermions. The counterpart to a Dirac fermion is Majorana fer-
mion, a particle that must be its own antiparticle.

Phonons have been considered as the main medium in the relaxation of Dirac fermions [14,28−31]. 
Here, we follow this approach. The photon energy dependence of the rising time implies the cou-
pling strength (λ) between Dirac fermions and phonons varies at different positions of the Dirac 
cone. According to the second moment of the Eliashberg function [32], the λ is inversely propor-
tional to the relaxation time (τ e ) of excited electrons as shown below,

1
 λ ω 2 ∝ , (10.2.1.1)

τ e

where ω is the phonon energy that couples with the electrons. For the estimate of ω 2 , some vibra-
tional modes are more efficiently coupled to Dirac fermions than others are. In the case of Bi2Se3, 
the symmetric A1g [1] mode of ∼8.9 meV is coherently excited by photoexcitation and efficiently 
coupled [21,33]. Taking τ e = τ  in Figure 10.2.1.3d and Te = 370 K (obtained from Ref. [14] at the low 
pumping fluence as mentioned above) to estimate the coefficient of (πkBTe/3ℏ) in Eq. (10.2.1.1), the 
photon energy dependence of the Dirac fermion-phonon coupling strength is λ = 0.08–0.19, as shown 
in Figure 10.2.1.4a. Recently, the ARPES measurements have reported inconsistent electron−pho-
non coupling strength in Bi2Se3 varying from a rather small λ∼0.08 [30] to a larger λ∼0.25 [31]. The 
Dirac fermion− phonon coupling strength measured by the present OPMP becomes significantly 

  FIGURE 10.2.1.4 Dirac fermion− 
phonon coupling strength as a 
function of momentum and pho-
ton energy dependence of the first 
moment. (a) Momentum-dependent 
electron−phonon coupling strength 
(λ) in Dirac cone surface state 
and compared with the theoretical 
results (dashed line) from Ref. [29]. 
(b) Three-dimensional plot of the −
ΔR/R in Figure 10.2.1.3b as a func-
tion of photon energy at various 
time delays and the time- dependent 
first moment (solid dots). The 
arrows mark the position of absorp-
tion peaks at different delay time.
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smaller near the Dirac point (the point of K//  0 in Figure 10.2.1.4a), which has a qualitatively 
similar tendency to the estimate of equation 8 (dashed line in Figure 4a) in Ref. [29]. The present 
results suggest that the variation of λ from ARPES may be due to the different explored regimes 
(i.e., the different chemical potentials) in the Dirac cone. Besides, the time-resolved ARPES experi-
ments also showed similar results. Wang et al. [14] reported that the surface cooling rate decrease 
with the Fermi level (i.e., closing to the Dirac point). Because the cooling time is inversely propor-
tional to the surface cooling rate, these time-resolved ARPES results are consistent with those in 
Figure 10.2.1.3d. If the Dirac fermions are closer to the Dirac point, they will have weaker coupling 
with the phonons to suppress the scattering with phonons. This also implies the effective mass of 
Dirac fermions in the surface state gradually decreases as the Dirac fermions approach the Dirac 
point, in agreement with the results in graphene [34]. Consequently, this study further provides a 
possibility to control the characteristics of Dirac fermions for various applications in TIs such as 
terahertz optoelectronics, spintronics, quantum computation, and magnetic memories.

Finally, a closer look at the 3D plot of −ΔR/R as a function of photon energy at various delays 
in Figure 10.2.1.4b reveals the absorption peak (marked by arrows in Figure 10.2.1.4b) suffers a 
red shift with the time delay. This implies the unoccupied density of states in the Dirac cone shift 
as a function of time, that is, the energy of carrier loss as a function of time. According to the first 
moment, (∫ (ΔR/R)Ephoton dEphoton)/(∫ (ΔR/R)dEphoton), we estimate the energy loss rate of carriers in 
the Dirac cone. As shown in Figure 10.2.1.4b, the solid dots represent the first moment at different 
time, which is associated with the red shift of the absorption peak in Figure 10.2.1.4b. An expo-
nential fit to the time-dependent first moment in Figure 10.2.1.4b gives a relaxation time of 14.8 ps 
within the range of 15 meV. Therefore, the energy loss rate of Dirac fermions in the Dirac cone is 
∼1 meV/ps, which is larger than that of ∼0.64 meV/ps in GaAs estimated from Ref. [25] but smaller 
than that of ∼17.7 meV/ps in graphene with Dirac cone [35]. This parameter measured by OPMP 
would be extremely important for designing optoelectronics, especially in the terahertz range [36].

10.2.1.3 CONCLUSION

We have studied Dirac fermions near the Dirac point in topological Insulators and clarified dynam-
ics by determining the loss rate of carriers in the cone as a function of delay time. The results can 
provide important information for optoelectronics.

The research presented n this subsection was conducted by the following people in collabora-
tion: C.-W. Luo, H.-J. Wang, S.-A. Ku, H.-J. Chen, T.-T. Yeh, J.-Y. Lin, K.-H. Wu, J.-Y. Juang, B.-L. 
Young, T. Kobayashi, C.-M. Cheng, C.-H. Chen, K.-D. Tsuei, R. Sankar, F. Chou, K. Kokh, O. E. 
Tereshchenko, E. V. Chulkov, Yu. M. Andreev, and Genda Gu [36].    
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10.2.2 Helicity-Dependent 
Terahertz Emission 
Spectroscopy of 
Topological Insulator

10.2.2.1  INTRODUCTION

Recently, the exotic properties of topological surface states (TSSs) in three-dimensional topological 
insulators (TIs) have attracted much attention due to their potentials in the applications of spintron-
ics [1–5]. TSSs have been confirmed using several techniques, such as angle-resolved photoemission 
spectroscopy (ARPES) [4–6] and scanning tunneling microscopy [7–10], etc. In terms of the optical 
coupling of TSSs, it has been demonstrated that the helicity-dependent photocurrent originating 
from TSSs can be manipulated by the optical helicity and these results demonstrate the potential 
for optoelectronic devices based on the TSSs of TIs [11–16]. However, these results alone are inad-
equate to fully unveil the intriguing characteristics of TSS-photon coupling because of the limita-
tions of indispensable electrodes in transport measurements and, in particular, the effects of TIs’ 
crystalline orientation on photocurrents and the large signal background from thermoelectric cur-
rents. To address these problems, contact-free techniques have been proposed as viable alternatives. 
Terahertz emission spectroscopy is a useful contact-free technique for spintronics. For instance, 
transient spin currents [17] and photocurrents [18] that are generated by optical pulses on magnetic 
heterostructures have been recently studied by using terahertz emission spectroscopy.

Here, we demonstrate the observation of helicity-dependent terahertz emissions that originate 
from helicity-dependent photocurrents in TI Sb2Te3 thin films. Using the time-domain decomposi-
tion and recombination of the terahertz signals, the time-domain traces of the circular photogal-
vanic effect (CPGE), the linear photogalvanic effect (LPGE), and the photon drag effect (PDE) 
coefficients are extracted individually. It is worth noting that both the CPGE and the LPGE show 
similar characteristics in both the time and frequency domains and their polarities are coincident 
with the rotational symmetry of the Dirac cone of TIs. Furthermore, the anisotropic PDE is also 
clearly identified by the unique analysis as well as direct measurements.

10.2.2.2  EXPERIMENTS

Optical pulses with a central wavelength of 800 nm and a pulse duration of ∼75 fs were focused on 
the (111) surface of a Sb2Te3 thin film to generate terahertz radiation, as shown schematically in 
Figure 10.2.2.1a. The Sb2Te3 samples with 45-nm thickness were grown on (1102) sapphire sub-
strates by using molecular beam epitaxy, and the TSSs are clearly observed by using ARPES, as 
shown in Figure 10.2.2.1c. The details of sample preparation and the terahertz emission measure-
ment are discussed in Appendix A. When circularly polarized optical pulses excite the Sb2Te3 thin 
films at an incident angle θ, an asymmetric distribution is generated in a helical Dirac cone because 
of the selection rules for Dirac fermions. Hot carriers are also generated and annihilate via relax-
ation processes on a picosecond time scale [19–23]. For TSSs, in-plane helicity-dependent photocur-
rents are generated in the direction (along the x-axis) perpendicular to the plane of incidence [11–13] 
and radiate helicity-dependent terahertz emissions. Upon reversing the helicity of incident optical 
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pulses, the direction of the helicity-dependent photocurrents is also reversed. Therefore, the polar-
ity reversal of the emitted terahertz pulses can be observed. The helicity-dependent effect scales 
with the incident angle θ, and it can be confirmed by changing the incident angle from +θ to −θ  
and vice versa.

The out-of-plane (i.e., perpendicular to the surface of TIs) bulk transient currents near the surface 
of TIs might contribute to terahertz emissions [24,25], and these can be avoided by polarization set-
tings of terahertz detection (see Appendix A). In TIs, terahertz emissions originating from optical 
rectification (OR) have been observed recently [24–26]. In this study, we used linearly polarized 
(along the x-axis) optical pulses to generate terahertz radiation from the Sb2Te3 thin films. As shown 
in Figure 10.2.2.1b, the azimuthal-scan (ϕ scan) results for the peak-to-peak terahertz amplitudes of 
the terahertz emissions show twofold symmetry.

10.2.2.3  RESULTS AND DISCUSSION

The helicity-dependent terahertz emissions were characterized by rotating a quarter-wave plate 
(QWP) with an angle α at different incident angles θ, as shown in Figure 10.2.2.2. The α-scan mea-
surements along different crystalline orientations of TIs give more profound insights into the ori-
gins of terahertz emissions. According to the results for OR that are shown in Figure 10.2.2.1b, two 
orientations are selected: ϕ = 0° and 90° (see Appendix B). Figures 10.2.2.2a and b show the polar 
plots of terahertz waveforms (0–5 ps) for different-helicity optical excitations (α scan) at θ = −40° 
and +40°, respectively for ϕ = 0°. Twofold symmetries are clearly observed in the α-scan patterns. 
This phenomenon becomes more pronounced as the incident angle θ increases.

Figures 10.2.2.2c and d show that the time-domain terahertz waveforms from the Sb2Te3 thin film 
are generated by linearly polarized (LP, α = 0°), right-hand circularly polarized (RHCP, α = 45°), and 
left-hand circularly polarized (LHCP, α = 135°) optical excitations. The polarity of the emitted tera-
hertz radiation is reversed because the photon helicity is reversed. Furthermore, for helicity-fixed 
optical excitation (both RHCP and LHCP), the polarity reversal also occurs when the incident angle 
alternates from +40° to –40°. These results are consistent with the scenario for the helicity-depen-
dent terahertz emission: The spin-polarized current that is generated by incident photon spin is the 
main contributor to the process.

In terms of the optical control of TSSs, helicity-dependent photocurrents that are generated by 
optical pulses in TIs have been reported [11–13] and these are described as JHDP(α) = C sin(2α) + L1 
sin(4α) + L2 cos(4α) + D, where C is the coefficient of the helicity-dependent CPGE and L1 describes 
the helicity-independent LPGE. Both C and L1 are related to the TSSs, and it has been theoretically 

FIGURE 10.2.2.1 (a) Right-hand circularly 
polarized (RHCP) optical pulses illuminate 
a topological insulator Sb2Te3 thin film at an 
incident angle +θ and generate a helicity-
dependent photocurrent in the direction per-
pendicular to the incident plane (y-z plane). 
The polarization of optical pulses is controlled 
by rotating a quarter-wave plate (QWP) with an 
angle α. (b) The crystal-orientation-dependent 
(ϕ-dependent) absolute peak-to-peak ampli-
tude of terahertz emission waveforms with lin-
ear polarization of optical pulses (along the x 
axis, α = 0°) at nearly normal incidence (θ ∼ 
+1°). (c) The ARPES image of a used sample 
in this study. The Fermi level is denoted as EF.



497Helicity-Dependent Terahertz Emission Spectroscopy of Topological Insulator

predicted that both the CPGE and LPGE are linked by the Berry phase in spin-orbit coupled quan-
tum well structures [27]. Macroscopically, both the CPGE and LPGE can be described by third-rank 
tensors [11,14,28–30]. Both require the electric-field component of incident light in the direction of 
the sample’s surface normal and are odd in the incident angle θ [14,28,30]. L2 describes the PDE, 
and the bulk thermoelectric current contributes to D. The PDE can be described by a fourth-rank 
tensor and is associated with the linear momentum transfer between incident photons and electrons. 
In terms of the transient current, the terahertz electric field is described as ETHz(α, t) ∝ ∂JHDP(α, t)/∂t. 
OR also contributes to the terahertz emissions. Therefore, the helicity-dependent terahertz emission 
from TIs is described as follows:

 ETHz 1( ,α αt C) (∝ ′ t L)sin(2 ) (+ ′ t L)sin(4α ) (+ 1
2 t)cos(4 ) (t)α + O  (10.2.2.1)

The coefficient C t′( ) describes the terahertz radiation that originates from the helicity-dependent 
CPGE. L t1′( ) and L t2′ ( ) are the coefficients for the LPGE and the PDE, respectively. OR mainly 
contributes to O(t). OR is a second-order nonlinear optical process, and the nonlinear polarization 
of OR follows the time dependents of the incident light intensity [31]. Full descriptions about the 
dependences of CPGE, LPGE, PDE, and OR on ϕ, θ, and α are shown in Appendix C. To test this 
model, we use Eq. (10.2.2.1) to fit the experimental data by choosing the specific moment at which 
the α-dependent terahertz amplitude shows the largest variation. Figures 10.2.2.2e and f show the 
time-domain fits for the α scans [Figures 10.2.2.2a and b] with a time delay t = 3.06 ps at θ = –40° 
and +40°, for ϕ = 0°.

Obviously, Eq. (10.2.2.1) fits the experimental results very well, and the polarity reversals are 
significant at the chosen moment. The time-domain traces are also produced for all coefficients and 
the results are discussed in detail later.

  FIGURE 10.2.2.2 (a and b) Polar 
plots of terahertz waveforms 
(0–5 ps) as a function of α at θ = 
–40° and +40°, respectively, for 
ϕ = 0°. The colors represent the 
amplitude of the terahertz emis-
sions, (c and d) Terahertz wave-
forms for excitation with linearly 
polarized, righthand circularly 
polarized, and left-hand circularly 
polarized optical pulses at θ = –40° 
and +40°, respectively. (e), (f) The 
α-dependent terahertz amplitude at 
t = 3.06ps. The red solid lines are 
the best fits with Eq. (10.2.2.1). The 
symbol ↔, the counterclockwise 
arrow, and the clockwise arrow 
denote linearly polarized (black: 
α = 0°, along the x axis), right-
hand circularly polarized (purple: 
α = 45°), and left-hand circularly 
polarized (green: α = 135°) inci-
dent photons, respectively.
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The separation of the signals due to the Dirac fermions from the massive bulk contributions in 
topological insulators is an important concern in modern condensed matter physics. ARPES measure-
ments have successfully achieved this goal and the dynamics of Dirac fermions are also obtained by 
using a time-resolved ARPES technique [20,21,32]. To achieve a similar goal, we develop a method 
that is suitable for extracting all coefficients based on Eq. (10.2.2.1) for every time delay and separating 
the signals of the Dirac fermions from the other bulk contributions. Figures 10.2.2.3a–d show the time-
domain traces of the coefficients C′(t), L1′(t), L2′(t), and O(t), which are extracted individually from dif-
ferent α scans, for 1ϕ = 0°, and all data are offset to ensure greater clarity. Comparing Figure 10.2.2.3a 
with Figure 10.2.2.3b, all the extracted time-domain traces for the coefficients) show similar charac-
teristics to those for the coefficients C′(t). When the incident angle θ changes its sign, the polarities of 
the time-domain traces for both C′(t) and L1′(t) change correspondingly. In the fast- Fourier-transform 
(FFT) spectra of C′(t) and L1′(t) [Figures 10.2.2.3f and g], the peaks for all the spectra are located at 
∼0.61 THz, which is in particularly good agreement with the results for the time-domain analysis. 
These results strongly indicate that both C′(t) and L1′(t) share the same physical origin.

It is also worth noting that the amplitude of the time-domain traces evolves with the incident 
angle θ. Considering the Fresnel coefficient and the procedure for optical-fluence normalization, 
Figure 10.2.2.3e shows the calibrated peak-to-peak terahertz amplitudes for all traces in Figures 
10.2.2.3a–d as a function of θ. Obviously, the sign for the peak-to-peak terahertz amplitudes of both 
C′(t) and L1′(t) changes when the sign of θ changes. The best fit for C ′(t) (red line) almost intersects 
the origin and this result is consistent with the characteristics of CPGE: The photon spin is orthogo-
nal to the two-dimensional spin texture of the Dirac cone at normal incidence. For L1′(t) (black 
line), an offset is seen at θ = +1°, which may be caused by OR. Although the sign change can also be 
observed for L2′(t) in Figure 10.2.2.3e, the polarity reversal seems to be difficult to identify in Figure 
10.2.2.3c. This might be due to the interferences from OR. On the contrary, at ϕ = 90◦, the polarity 
reversal features of the PDE are not only clearly observed in time-domain analysis (see Appendix C)  
but are also revealed by the direct measurements.

The photon drag effect has been observed in graphene by using terahertz emission spectroscopy 
[33]. In previous reports of photocurrent measurements [11–13], the coefficient L2′(t) associated with 
the PDE describes the experimental results well but PDE has only been confirmed by a recent tera-
hertz laser-driven experiment [34]. In this study, the anisotropic PDE is not only directly measured 

FIGURE 10.2.2.3 (a)–(d) The time-domain traces for the coefficients C′(t), L1′(t), L2′(t), and O(t) are extracted 
[using Eq. (10.2.2.1)] individually from the α-dependent terahertz amplitudes with various time delays t at 
ϕ = 0°. In (a)–(d), all data are offset to ensure greater clarity. (f)–(i) The corresponding spectra of the time-
domain traces in (a)–(d) by FFT. (e) The peak-to-peak terahertz amplitude of the time-domain traces in (a–d) 
as a function of the incident angle θ. (e) plot of peak-to-peak THz amplitude plotted against the incident angle 
θ. The red and black lines are the best sinusoidal fits for C′(t), and L1′(t), respectively.
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by linear-polarized optical excitation but also demonstrated by the time-domain recombination of 
L2′(t) + O(t) = 90°. As shown in Figure 10.2.2.4a, the polarity of the time-domain terahertz wave-
forms that are generated by linear-polarized (α = 0°) optical pulses changes when the sign of the 
incident angle θ changes from +40° to –40°, which is direct evidence of PDE. Figure 10.2.2.4d 
shows the FFT spectra for the directly measured terahertz waveforms that are shown in Figure 
10.2.2.4a. The peaks for all the spectra are located at a frequency of ∼0.73 THz.

We also observe similar evidence in time-domain decomposition and recombination of the α 
scans at ϕ = 90° (see Appendix D). As mentioned previously OR can affect other helicity-inde-
pendent terms and can have some residual contribution to the L2′(t) and O(t) terms in the normal 
incidence case (θ = +1°). It is worth emphasizing that these residuals are opposite in sign. Therefore, 
the time-domain traces of L2′(t) and O(t) terms are combined, as shown in Figure 10.2.2.4b. A com-
parison of Figures 10.2.2.4a and b shows that the combined traces of L2′(t) + O(t) are almost the same 
as the directly measured terahertz waveforms at α = 0°.

The FFT spectra of L2′(t) + O(t) [in Figure 10.2.2.4e], which has a peak at ∼0.73 THz, also agree 
with that of the directly measured results in Figure 10.2.2.4d. In Figure 10.2.2.4c, all the peak-to-
peak terahertz amplitudes for the direct measurements (direct PDE), L2′(t) and L2′(t) + O(t) , change 
their signs when the sign of θ changes. These features are well simulated with the sinusoidal func-
tion. Obviously, the term L2′(t) + O(t) is much closer to the directly measured value than the L2′(t) 
term alone. These results not only verify the reliability of this time-domain analysis but also prove 
that L2′(t) clearly represents the PDE.

A comparison of the time-domain decomposition and recombination for ϕ = 0° and 90° shows 
that all the extracted time-domain traces of the coefficient L1′(t) behave similarly to that of the coef-
ficient C′(t). The polarities of the time-domain traces C′(t) and L1′(t) at ϕ = 90° are the same as those 

FIGURE 10.2.2.4 (a) The tera-
hertz emissions are generated 
using linearly polarized (α = 0°) 
optical pulses at various incident 
angles from θ = –40° to +40°, at 
ϕ  = 90°. (b) The combination of 
the time domain traces L2′(t) and 
O(t) at ϕ = 90° (see Appendix D). 
(d and e) The corresponding spec-
tra of the time-domain traces in (a), 
(b) by FFT. (c) The peak-to-peak 
terahertz amplitudes of the tera-
hertz emissions from direct PDE 
in (a) (purple hexagons), L2′(t)  + 
O(t) (pink diamonds), and L2′(t) 
(green triangles), as a function of 
the incident angle θ. The solid lines 
represent the best sinusoidal fits.
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at ϕ = 0°, and their FFT spectra also have the same shape with a peak at ∼0.59 THz (see Appendix 
D). All these results are in good agreement with the rotational symmetry of the Dirac cone in TIs. 
Furthermore, in spin-orbit coupled quantum well structures, both CPGE and LPGE photocurrents 
associated with the Berry phase have been theoretically predicted to have equal magnitude [27]. In this 
study, the experimental results of the time-domain traces and the peak-to-peak analysis of both C′(t) 
and L1′(t) are close at both ϕ = 0° and 90° [Figures 10.2.2.3e, and Figure 10.2.2.8e (in Appendix D)].  
The tendency in the experimental observations agrees with this theoretical prediction.

Recently, time-resolved ARPES measurement of Sb2Te3 single crystals has been reported [22]. 
An asymmetric distribution in the Dirac cone due to circularly polarized optical excitation has been 
confirmed and these results are coincident with the results for helicity-dependent photocurrents in the 
transport experiments [11,13]. Based on the time-resolved ARPES results and considering transient-
current radiation and far-field diffraction [35,36], we simulate the terahertz emission waveforms and 
spectra from different positions in the TSSs (see Appendix E). The peaks of terahertz spectra are 
located at around 0.56–0.60 THz for the positions near the Dirac point. (E − EF < 0.3 eV, Figure 10.2.2.9d 
in Appendix E). These peak positions are coincident well with the peak positions of the C′(t) and 
L1′(t) spectra for both ϕ = 0° and 90° [see Figure 10.2.2.3, and Figure 10.2.2.8 (in Appendix D)].  
These results give strong evidence that the C′(t) and L2′(t) originate from TSSs. Therefore, it can be 
expected that the photoexcited carriers near the Dirac point in the TSSs mainly contribute to the 
helicity-dependent terahertz emission from a TI Sb2Te3 under circularly polarized optical excitations.

Recently, some TI-terahertz-emission works based on circularly polarized excitation have 
been reported, and these works either use circular dichroism or single delay-time analysis [37,38]. 
Helicity-dependent terahertz emission measurements of Bi2Se3 thin films have been demonstrated, 
and a threefold periodicity with a constant offset in the azimuthal scan has been observed [38]. 
This observation has been ascribed to the circular photon drag effect, and the origin of the constant 
offset part is still unclear due to the limited information from experimental results and model fitting 
[38]. Regarding transient current radiation, the frequency of few-cycle terahertz pulses is inversely 
proportional to the carrier relaxation time. Longer carrier relaxation times result in lower-frequency 
terahertz emissions. It is well known that the carrier relaxation times in TSSs of the typical TIs, e.g., 
Bi2Se3 and Bi2Te3, are 10ps and are longer than those in the bulk states [21,23,32,39,40]. In the case 
of Bi2Se3, the carrier relaxation time in TSSs is ∼10ps at 70 K [32], and the estimated frequency of 
the terahertz emissions from Bi2Se3 would be ∼0.1 THz, which is close to the results (∼0.23 THz) 
of Ref. [38]. For Sb2Te3 at room temperature, the carrier relaxation time in the TSSs is ∼1.2 ps from 
time-resolved ARPES results [22]. Therefore, the estimated frequency of the terahertze missions 
from Sb2Te3 is ∼0.8 THz, which is consistent with our results of 0.61 THz for CPGE and LPGE in 
this study. The time-domain decomposition-recombination method developed in this study could 
be further applied to other TIs.

10.2.2.4  SUMMARY AND CONCLUSIONS

In summary, we have demonstrated that the helicity-dependent terahertz emissions from topological 
insulator Sb2Te3 thin films can be manipulated by using ultrafast optical pulses. Using the time-
domain decomposition and recombination, the terahertz waveforms that originate from the CPGE, 
the LPGE, and the PDE are extracted individually. Both the CPGE and the LPGE results agree 
with the rotational symmetry of the Dirac cone, as verified by different crystalline orientation mea-
surements. Anisotropic PDE is also observed by both direct measurements using linearly polar-
ized light and the time-domain decomposition-recombination analysis. Furthermore, the spectra 
of time-domain traces for the CPGE and the LPGE coefficients agree with the simulated terahertz 
spectra of the transient photoexcited carriers near the Dirac point, which are observed by using 
time-resolved ARPES. The observations of this study not only demonstrate the importance of field-
resolved terahertz emissions but also pave the way toward applications of helicity-dependent tera-
hertz emission spectroscopy in spintronics. 
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The contents in the present subsection including the following appendices are the products of 
the tight collaboration among the following people: Chien-Ming Tu, Yi-Cheng Chen, Ping Huang, 
Pei-Yu Chuang, Ming-Yu Lin, Cheng-Maw Cheng, Jiunn-Yuan Lin, Jenh-Yih Juang, Kaung-Hsiung 
Wu, Jung-Chun A. Huang, Way-Faung Pong, Takayoshi Kobayashi, and Chih-Wei Luo [41].

APPENDIX A: SAMPLE PREPARATION AND 
TERAHERTZ EMISSION MEASUREMENT

In this study, Sb2Te3 thin films were grown by using molecular beam epitaxy (MBE) on (1102)-R-plane 
sapphire substrates; in-plane mismatch is around 12%. The sapphire substrate was heated to 1000◦C 
for1h to remove contaminants. High-purity Sb (99.999%) and Te (99.999%) were evaporated by 
Knudsen cells and the fluxes were calibrated in situ by using a quartz crystal microbalance. The 
base pressure for the MBE system was less than 1 × 10−10 Torr and the growth pressure for the Sb2Te3 
thin films was maintained at less than 1 × 10−9 Torr. The Sb and Te effusion cell temperatures were 
selected so that the fluxing ratio Te/Sb was 12. The Sb deposition rate was 1A° /min and that for Te 
was 12A° /min. The substrate temperature was maintained at 230°C throughout the growth. The 
single-crystal structure of the film was obtained by using in situ reflection high-energy electron dif-
fraction (RHEED), as shown in Figure 10.2.2.5a. The Sb2Te3 samples with 45-nm thickness were 
used for terahertz emission experiments, and a capping layer (∼10 nm) of Se was deposited on the 
surface of Sb2Te3 thin films to prevent oxidation or reaction with the TI thin films.

The crystal structure of R-plane sapphires is rectangle, and it shows a twofold symmetry. 
Although the symmetry of Sb2Te3 (111) is hexagonal, the lattice mismatch between Sb2Te3 thin 
films and R-plane sapphire substrates may be induced during the thin-film-growth process. Optical 
rectification (OR) is a second-order nonlinear optical process, and the φ-scan patterns of second-
order nonlinear-optical effects strongly depend on the crystal structure of samples. We performed 
x-ray diffraction measurements on the samples. As shown in Figure 10.2.2.5b, the x-ray diffraction 
ϕ-scan (ϕXRD) pattern of a Sb2Te3 (111) thin film shows a twofold symmetry. This result is coincident 
with the OR-ϕ-scan pattern as shown in Figure 10.2.2.1b in the main text.

In the terahertz emission experiments, a mode-locked Ti:sapphire oscillator was used to gener-
ate an optical pulse train with a central wavelength of 800 nm, a pulse duration of ∼75 fs, and a 
repetition rate of 5.1 MHz. Optical pump pulses illuminated the (111) surface of the TI thin films to 

FIGURE 10.2.2.5 (a) The in-situ reflection high-energy electron 
diffraction (RHEED) pattern of the used Sb2Te3 thin film. (b) The 
x-ray diffraction ϕ-scan (ϕXRD) pattern of the Sb2Te3 thin film on a 
R-plane sapphire substrate.
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generate terahertz radiation. The pulse energy of the pump beam was around 31.4 nJ and the spot 
size (diameter) on the surface of samples was about 450 µm at normal incidence. Therefore, the pump 
fluence was about 19.4 μJ/cm2. The terahertz radiation emitted from the sample was collimated by 
two off-axis parabolic mirrors and focused on a 1-mm-thick <110> ZnTe slab for electro-optic sam-
pling. A wire-grid polarizer was used to purify the polarization of the terahertz radiation along the 
x-axis (in-plane) and electro-optic sampling was also used to detect terahertz polarization along the 
x-axis. All the experiments were performed at room temperature and in a chamber purged by dry 
nitrogen gas, to avoid the absorption of water vapor. The helicity-dependent terahertz emissions were 
characterized by rotating a quarter-wave plate with an angle α (α scan). The rotation of the quarter-
wave plate changes the photon polarization from linearly polarized (α = 0°), to right-hand circularly 
polarized (α = 45°), to linearly polarized (α = 90°), to left-hand circularly polarized (α = 135°), and to 
linearly polarized (α = 180°). This type of polarization change shows a period of 180°.

Firstly, we performed normal-incident excitation (θ = +1° and linearly polarized pump beam) and 
rotated the samples over 360° (OR ϕ-scan) to determine the contributions from OR. At ϕ = 90°, the 
contributions of OR almost reach to zero, and this means that the terahertz emission generated by 
other mechanisms can be unambiguously identified along this crystalline orientation. To double-
check our idea, the other ϕ angle of 0° [30° offset from the OR maximum in Figure 10.2.2.1b of 
the main text] with a portion of the OR signal was selected for the same analyses as performed at 
ϕ = 90°. This offset of 30° between the OR maximum and ϕ = 0° is just to avoid the large OR com-
ponent and keep a reasonable amplitude of terahertz signal for the subsequent analyses. As shown 
in the main text, the time-domain traces, and spectra of bothC t′( ) and L t1′( ) at ϕ = 0° are really 
coincident with those at ϕ = 90°.

APPENDIX B: TIME-DOMAIN FITS FOR THE HELICITY-DEPENDENT 
TERAHERTZ RADIATION AT Φ = 0° AND 90°
Crystalline-orientation-dependent measurements can give a clearer insight into the origins of tera-
hertz emissions. The α-scan patterns and the time-domain fits at different incident angles θ for ϕ = 0° 
and 90° are shown in Figures 10.2.2.6 and 10.2.2.7, respectively. At nearly normal incidence [θ = +1°, 
Figures 10.2.2.6(g) and 10.2.2.7(g)] in both orientations, obviously, the α-scan patterns show clear 
fourfold symmetry, and the main contributor is optical rectification (OR). By contrary, at oblique 
incidences (θ = –40° and +40°), for both ϕ = 0° and 90°, the α-scan patterns show clear twofold sym-
metry, and it means that the helicity-dependent circular photogalvanic effect (CPGE) affects the 
results. For the same incident angle, for example, θ = +40°, the α-scan patterns [Figures 10.2.2.6m 
and 10.2.2.7m] are similar but not identical. It indicates that the anisotropic photon drag effect 
(PDE) contributes to the results and it is discussed later.

According to Eq. (10.2.2.1) in the main text, 
ETHz 1( ,α αt C) (∝ ′ t L)sin(2 ) (+ ′ t L)sin(4α α) (+ +1

2 t O)cos(4 ) (t) we use this equation to fit the 
experimental data at different time delay. Apparently, Eq. (10.2.2.1) fits the experimental results 
very well at all incident angles for both ϕ = 0° and 90°, as shown in Figures 10.2.2.6 and 10.2.2.7.

In Figures 10.2.2.2d–f (see main text), the polarity reversals of the terahertz waveforms by right-
hand circularly polarized (RHCP) and left-hand circularly polarized (LHCP) optical excitations are 
clearly demonstrated. However, the terahertz amplitudes for RHCP and LHCP optical excitations 
are not equal, as shown in Figures 10.2.2.6 and 10.2.2.7. This means that other helicity-independent 
effects are also involved in the terahertz emissions, and only circularly polarized optical excitation 
would not be sufficient to disentangle the intrinsic underlying physical mechanisms.

APPENDIX C: DEPENDENCE OF CIRCULAR

Photogalvanic Effect, Linear Photogalvanic Effect, Photon Drag Effect, and Optical 
Rectification on ϕ, θ, and α
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where γλμ is a third-rank pseudotensor for the CPGE. χλμυ is a fourth-rank tensor for the LPGE. Tλδμυ 
is a fourth-rank tensor for the PDE. qδ is the photon linear momentum. The indices run through the 
spatial coordinate.

The CPGE photocurrents change sign as the polarization of the incident light changes from the 
right-hand circular polarization to the left-hand circular polarization [29,30]. Therefore, the CPGE 

FIGURE 10.2.2.6 ϕ = 0°: (a) θ = −40°, (g) θ = +1°, and (m) θ = +40° as defined in the top panels. The 
top panels show the polar plots for the terahertz waveforms (0–5 ps). The colors represent the amplitude of 
the terahertz radiation. (b)–(f) For θ = −40°, the time-domain amplitudes of the terahertz waveforms at t = 
2.06,2.53,3.06,3.53, and 4.06 ps are shown. The red solid lines are the fits to the data. The results for θ = +1° 
(θ = +40°) are shown in (h)–(l) [(n)–(r)].

Macroscopically, the photocurrent Jλ generated by the electric field E of incident light is shown 
as follows [11,14,28–30]:
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FIGURE 10.2.2.7 ϕ = 90° (a) θ = −40°, (g) θ = +1°, and (m) θ = +40° as defined in the top panels. The top 
panels show the polar plots for the terahertz waveforms (0–5 ps). The colors represent the amplitude of the 
terahertz radiation. (b)–(f) For θ = −40°, the time-domain amplitudes for the terahertz waveforms at t = 1.73, 
2.20, 2.73, 3.20, and 3.73 ps are shown. The red solid lines are the fits to the data. The results for θ = +1° (θ = 
+40°) are shown in (h)–(l) [(n)–(r)].

shows 2α periodicity. On the other hand, because the LPGE has no response to the changes in the 
helicity of the incident light as well as the second-order dependence on the electric field of the 
incident light, the LPGE shows 4α periodicity [14,30]. Macroscopically, both the CPGE and LPGE 
require the electric-field component in the direction of the sample’s surface normal, and both are 
odd in the incident angle θ [14,28]. As the incident angle of light changes sign, e.g., from +θ to −θ, 
with respect to the surface normal of a sample, the incident electrical-field component (in the direc-
tion of the surface normal) changes sign as well, and the direction of the LPGE photocurrent also 
reverses. Therefore, the time-domain traces of the LPGE flip.

In quantum well structures, it has been theoretically predicted that both CPGE and LPGE are 
linked by the Berry phase, and the Berry phase generates both PGEs with equal magnitude [27]. 
Microscopically, for TIs, the CPGE originates from the TSSs and satisfies the rotational symmetry 
of the Dirac cone [29]. Therefore, the CPGE should show the same characteristics at different crys-
tal orientations. Nevertheless, a fully microscopic theory of the LPGE in TIs is still absent.
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The PDE is described by a fourth-rank tensor Tλδμυ. It depends on not only photon linear momen-
tum qδ but also the polarization of incident light [14,28]. The main feature of the PDE is that its sign 
changes as the incident angle of the linearly polarized incident light reverse from +θ to −θ. It may 
also show the anisotropic behaviors (i.e., ϕ dependent) because of the fourth-rank tensor.

OR is one of the second-order nonlinear-optical processes, and basically, it is described by the 
third-rank nonlinear-optical tensor χ(2) which is the same as the well-known second-harmonic gen-
eration in non-centrosymmetric materials (i.e., P OR = ε0χ(2)|E|2, P OR is the nonlinear polarization 
of OR, and ε0 is the electric permittivity of free space). This indicates that the nonlinear polariza-
tion P OR of OR depends on the crystal orientation and the intensity profile of incident light [31]. 
Besides, both right-hand circular polarization and left-hand circular polarization of the incident 
light are identical in the OR process. Therefore, it shows 4α periodicity, and no polarity reversal for 
OR as the sign of the incident angle θ changes. The details of the dependences of CPGE, LPGE, 
PDE, and OR on ϕ, θ, and α are shown in Table 10.2.2.1.

APPENDIX D: TIME-DOMAIN DECOMPOSITION AND RECOMBINATION OF 
THE α-DEPENDENT TERAHERTZ WAVEFORMS AT Φ = 90°
The time-domain decomposition-recombination procedure is also applied to the terahertz wave-
forms measured at ϕ = 90°. At ϕ = 90°, OR reaches almost zero, and this means that the terahertz 
emission generated by other mechanisms can be unambiguously identified along this crystalline 
orientation. In Figures 10.2.2.8a and b, all the extracted time-domain traces of the coefficients L1′(t) 
show characteristics similar to that of the coefficients C ′(t). The fast-Fourier-transform (FFT) spec-
tra for both C′(t) and L1′(t) have the same shape with a peak at ∼0.59 THz and this value is remark-
ably close to that at ϕ = 0° (0.61 THz). As shown in Figure 10.2.2.8c, the polarity of the time domain 
traces L2′(t) is reversed when the sign of the incident angle θ changes. This is the main feature for 
photon drag effect.

 

TABLE 10.2.2.1
Dependence of CPGE, LPGE, PDE and OR on ϕ, θ, and α

ϕ: Crystalline Orientation θ: Incident Angle (θθ →→ −φ−φ ) α: QWP Angle

CPGE Macroscopic: γ λµ Polarity: sign change 2α-Periodicity

Macroscopic:TSSa

ϕ-Independent Sin2α
LPGE Macroscopic:χλµν Polarity: sign change 4α-Periodicity

Macroscopic:TSSa

ϕ-Independent Sin4αb

PDE Tλδµν Polarity: sign change 4α-periodicity

ϕ-Dependent Cos4αc

OR (2)dχ Polarity: no sign change 4α-periodicity

ϕ-Dependent Cos4αe

a Both CPGE and LPGE are linked by Berry phase in quantum well structures [27].
b The experimental results (time-domain traces and spectra)of L t1′( ) show that the Sin4α term is 

dominant and are coincident with those of C′(t).
c The experimental results (time-domain traces and spectra)of L t2′ ( ) show that the cos4α term is 

dominant and are coincident with those of the direct PDE.
d χ (2): The second-order nonlinear-optical tensor [31].
e OR contributes mainly to the cos4α term, and it is confirmed by using a <110> ZnTe single crystal 

as a terahertz emitter through OR effect (see Figure 10.2.2.10 in Appendix F)
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APPENDIX E: ESTIMATION OF THE TERAHERTZ-EMISSION 
SPECTRA FOR DIRAC FERMIONS BY USING PHOTOEMISSION 
DYNAMICS FROM TIME-RESOLVED ARPES MEASUREMENTS

Time-resolved ARPES measurements on TIs provide valuable insights into the carrier dynam-
ics of TIs under circularly polarized optical excitation. Recently, direct optical transitions 
from deeper-lying bulk states to TSSs in Sb2Te3 single crystals at room temperature have been 
observed [22]. Using circularly polarized optical pulses (800 nm, 1.55 eV) causes an asymmetric 
distribution in the TSSs and these results are in agreement with the results for helicity-dependent 
photocurrent in the transport experiments. We extracted the ARPES image and the photoemis-
sion dynamics of the TSSs from Ref. [22] and the digitalized figures are shown in Figures 
10.2.2.9a and b. Figure 10.2.2.9a shows the direct optical transitions from deeper lying bulk 
states to the TSSs and the circularly polarized optical pulses result in an asymmetric distribu-
tion in the TSSs.

Figure 10.2.2.9b shows the photoemission dynamics of different positions (1–5) in the TSSs and 
the relaxation time of the photoemission intensity increases as the position in the TSSs becomes 
closer to the Dirac point. In Ref. [22], the positions in which energy is less than ∼0.3 eV above the 
Fermi level show relaxation properties similar to that of position 5. Therefore, we choose positions 
1–5 for discussion.

The photocurrent density is described by the standard expression, J e= − ∑ υg( )k n( )k , 
k

where k is the momentum state in the band, υg(k) is the group velocity, and n(k) is the distribu-
tion function [28,42,43]. In terms of transient current radiation, the relaxation time of photo-
excited carriers dominates the terahertz emission. Thus, ∂n(k)/∂t is mainly responsible for the 
terahertz emission process. Finally, we can simulate the terahertz emission waveforms and 
spectra from the distribution variation of different states in the TSSs. By taking the far-field 
diffraction [35,36] into account, the terahertz waveforms from the contributions of positions 
1–5 in the TSSs are obtained and shown in Figure 10.2.2.9c. The corresponding FFT spectra 
are shown in Figure 10.2.2.9d. The spectral centers tend toward the low-frequency region as 
the position becomes closer to the Dirac point. This result agrees with the characteristics of 

FIGURE 10.2.2.8 (a)–(d) The time-domain traces for the coefficients C′(t), L1′(t), L2′(t), and O(t) are 
extracted individually from different α scans [Figures 10.2.2.7a–c, θ = –40°, +1°, and +40°] at ϕ = 90°. In 
(b), all extracted time-domain traces for the coefficients L1′(t) show characteristics similar to that of the coef-
ficients C′(t) in (a). In (c), the polarity of the time-domain traces L2′(t) is reversed when the sign of the incident 
angle θ changes. (a)–(d) All of the data are offset to ensure greater clarity. (f)–(i) The corresponding FFT 
spectra for the time-domain traces in (a)–(d). (f) All of the spectral centers for the coefficients C′(t) are located 
at 0.59 THz, which coincides with those for the coefficients L1′(t) in (g). (e) The peak-to-peak values for the 
time-domain traces shown in (a–d) as a function of the incident angle θ. The red, black, and green lines are the 
best sinusoidal fits for C′(t), L1′(t), and L2′(t), respectively.
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the time-domain photoemission intensity traces. Surprisingly, the spectral centers (0.56–0.60 
THz) of positions 4 and 5 (E − EF < 0.3eV) are coincident with that of both C t′( ) and L t1′( ) for 
φ = °0  and 90° in this study.

These results provide strong evidence that C t′( ) and L t1′( ) originate from TSSs. Nevertheless, all 
of the positions in the TSSs must be considered (sum over states in the TSSs) for the final terahertz 
emission. It is noted that most electrons are concentrated in the region near the Dirac point [22] 
due to the electron bottleneck effect near the Dirac point [32]. Therefore, it is to be expected that 
the photoexcited carriers near the Dirac point in the TSSs mainly contribute to helicity-dependent 
terahertz emission from a TI Sb2Te3 under circularly polarized optical excitations. In general, the 
filter function of electro-optic sampling (EOS) is necessary to be considered for final terahertz 
waveforms and spectra. However, the effects of EOS filter function can be neglected due to the flat 
spectrum in the low-frequency region (<2 THz) [44–46].

Rashba spin-split bulk states would result in spin-polarized photocurrent, and spin-polarized 
photocurrent may contribute to helicity-dependent terahertz emissions. In general, surface heavy 
doping and gas absorptions would result in Rashba splitting for the bulk bands. It has been shown 
that the contribution from Rashba spin-split bulk states in Bi2Se3 can be neglected due to the 
cancellation effect of the two oppositely spin-polarized Fermi surfaces of Rashba bulk bands as 
well as difficulties for strong band bending without surface doping [11]. For MBE-grown Sb2Te3 
thin films, it has been shown that the robustness of the TSSs in Sb2Te3 is more superior to those in 
Bi2Se3 and Bi2Te3 by electrical transport measurements [47]. Furthermore, it has been shown that 
the aging effect (surface band bending) in Sb2Te3 thin films is not obvious, and even the Rashba 
effect has not been observed by ARPES measurements [48]. This means that strong surface band 
bending has not been observed in MBE-grown Sb2Te3 thin films. Therefore, we believe that the 

  FIGURE 10.2.2.9 (a) The sche-
matics for direct optical transitions 
from deeper-lying bulk states to 
TSSs in Sb2Te3. (b) The normalized 
photoemission intensities at the dif-
ferent positions (energy-momentum 
windows described in Ref. [22]) of 
the TSSs as a function of the pump 
probe time delay in the time-resolved 
ARPES measurements. Both (a) and 
(b) are digitalized figures that are 
extracted from Ref. [22]. In (a) the 
numbers 1-5 seem to indicate the time 
course after pulse excitaion. In (b) 
and (c), gradual growth delay ca be 
clearly observed. In (d), spectral peak 
shit with time in the direction of lower 
frequency (red shift) can be observed. 
Considering transient-current radia-
tion with far-field diffraction, the tera-
hertz waveforms and FFT spectra for 
the contributions from different posi-
tions in the TSS are shown in (c) and 
(d), respectively.
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contributions from Rashba spin-split bulk states to CPGE and LPGE can be neglected in our 
experimental results.

Furthermore, the spectra centers (∼0.73THz) of PDE (dominated by bulk states) all show blue-
shift with respect to the spectra (∼0.61 THz) of CPGE and LPGE. This indicates that terahertz 
emission spectra from the bulk states are higher than those from TSSs.

APPENDIX F: HELICITY-INDEPENDENT TERAHERTZ 
RADIATION FROM A <110>ZnTe SINGLE CRYSTAL

To confirm our model, we also use a popular terahertz emitter, a <110> ZnTe single crystal of 
1-mm thickness, to perform an α scan for θ = –30°, +1°, and +30° under the same condition. The 
mechanism of the terahertz emission from ZnTe is OR. As shown in Figure 10.2.2.10, apparently, 
all α-scan patterns show the same 4α periodicity (cos4α), and no polarity reversal for terahertz 
waveforms as the incident angle of optical pulses changes from θ = –30° to +30°.
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10.2.3 Femtosecond  
Time-Evolution of  
Mid-Infrared Spectral 
Line Shapes of 
Dirac Fermions in 
Topological Insulators

Time-resolved spectroscopy is important in various fields, such as determining the exotic carrier 
dynamics of Tis [1–7]. The photon energy (~100 meV) of a MIR is less than the bulk band gap of 
TIs and has a quite different energy to the resonance energy of phonon absorptions. Therefore, MIR 
light sources are eminently suited to the study of SSTs in topological surface states (TSSs). The 
existing literature [8–22] reports the existence of a spectral line shape in the MIR region but there is 
no clear consensus. The explanation for FCA based on the Drude model has been adapted [11,12,17], 
but some studies give conflicting results [14,18] with considering more resonance factors. SSTs have 
also been reported [8–22] but these studies do not clarify the absorption mechanisms for SSTs and 
FCA using static MIR spectroscopic techniques.

This study unambiguously demonstrates the time evolution of MIR spectral line shapes in TIs 
using an optical pump and ultra-broadband MIR probe spectroscopy [23]. The MIR probe-pulses 
with a supercontinuum of 200–5000 cm−1 (or 25–620 meV) and a pulse width of 8.2 fs are generated 
using four-wave different-frequency generation (DFG) in nitrogen gas. This novel spectroscopy tech-
nique has the advantages of a wide bandwidth for standard Fourier-transform-infrared spectros-
copy (FTIR) [24] and it allows femtosecond time-resolution by generating ultrashort pulses from 
nonlinear crystals using DFG. Two types of TI crystals are used for the experiments in this study. 
One is n-type Bi2Te2Se with a bulk/surface carrier concentration of 12.5 × 1018 cm3/5.5 × 1012 cm2, 
which is a bulk-conduction-electron-rich crystal. The other is p-type information), which features 
a higher ratio of surface to bulk carrier concentration. Figure 10.2.3.1 shows the clear presence of a 
bulk-conduction band (BCB) in Bi2Te2Se, but not in Sb2TeSe2.

10.2.3.1  RESULTS

Ultra-broadband MIR ∆R/R spectra of FCA and SSTs in topological insulators. The typi-
cal ultra-broadband MIR ∆R/R spectra for Bi2Te2Se and Sb2TeSe2 are respectively shown in  
Figure 10.2.3.2a and b. These two spectra are significantly different. Along the wavenumber 
axis, there is a positive change in the lower frequency region and a negative change in the high-
frequency region, which indicates a blue shift in the plasma edge for Bi2Te2Se after pumping  
(see Figure 10.2.3.2c). The zero-crossing line, L0,X (dashed line), in Figure 10.2.3.2a also shows a 
rapid blue shift at the beginning of the delay time and then slowly (>50 ps) returns to the original 
position. However, the value of ∆R/R for Sb2TeSe2 shows a red shift in the plasma edge after pump-
ing. It is worthy of note that the zero-crossing line, L0,X (dashed line) in Figure 10.2.3.2b is red-
shifted until ~2 ps and then returns to the original position at ~6 ps, which is much faster than the 
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FIGURE 10.2.3.1 The angle-resolved photoemission spectroscopy (ARPES) images of Bi2Te2Se and 
Sb2TeSe2 single crystals: (a) The ARPES image of a Bi2Te2Se single crystal measured with 22 eV photon 
energy. (b) The ARPES image of a Sb2TeSe2 single crystal was measured with 24 eV photon energy. All single 
crystals were the same pieces as those used in ultrafast experiments for the consistency of all measurements. 
The single crystals were in-situ cleaved under a base pressure 5.1 × 1011 torr at 85 K just before measure-
ments. ARPES experiment was conducted National Synchrotron Radiation Research Center in Taiwan using 
a BL21B1 beamline. The photoemission spectra were recorded with a Scienta R4000 hemispherical analyzer. 
The polarization vector was always in the angular dispersion plane. The overall energy resolution is about 12 
meV. The green dash lines represent as the TSS of crystals, and the blue dash lines show the bulk-conduction-
band (BCB) and bulk valance-band (BVB). The Dirac point in Sb2TeSe2 was estimated at 189 meV above the 
Fermi level. A notable difference of band structure exists between Bi2Te2Se and Sb2TeSe2, the Dirac point of 
Bi2Te2Se is embedded in the BVB. In contrast to Bi2Te2Se, Sb2TeSe2 has an isolated Dirac cone and surface 
carriers cannot be scattered easily by bulk carriers. This difference in their band structure makes a significant 
difference in optical measurement results.

change for Bi2Te2Se. Generally, there is a blue shift in the plasma edge because there is an increase 
in the carrier concentration [25], which is explained by the Drude model. The red shift in the ∆R/R 
spectrum of Sb2TeSe2 until ~2 ps is not explained by the Drude model because there is a decrease 
in the carrier concentration after pumping. It is found that the SST model using the Kubo formula 
[20] (SST-Kubo model), which has been successfully used to explain the transitions of Dirac cone 
in graphene [20], explains the novel phenomena that are observed in p-type Sb2TeSe2.

By comparing the band mapping results of Bi2Te2Se and Sb2TeSe2 in Figure 10.2.3.1, a notable 
difference between Bi2Te2Se and Sb2TeSe2 can be found that the Dirac point of Bi2Te2Se is embed-
ded in the BVB. The surface carriers cannot avoid scattering from bulk carriers, and the major 
change of optical property might be dominated by bulk carrier. In contrast to Bi2Te2Se, Sb2TeSe2 
has an isolated Dirac cone and thus the surface carriers cannot be scattered easily by bulk carriers, 
that is why the SST is a major factor in Sb2TeSe2. Besides, the difference between bulk FCA of the 
Bi2Te2Se and SST of Sb2TeSe2 could be attributed to the intrinsic responses with a 1.55-eV excita-
tion. As the schematics of Figure 10.2.3.4e and j, the final and initial states of excitation process 
are different. The photoexcited carriers of the former are excited from the valence band maximum 
to the second conduction band [2,4,26], which is far from the Fermi level. For the latter case, the 
photoexcited carriers are excited from a deep valance band to the states near Fermi level consist-
ing of an isolated Dirac cone5. Therefore, the MIR probe beam tends to detect the free carriers of 
conduction band in Bi2Te2Se, and the SST near Fermi level in Sb2TeSe2.
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FIGURE 10.2.3.2 The time-resolved ultra-broadband MIR ∆R/R spectra for Bi2Te2Se and Sb2TeSe2 single 
crystals and the schematics of the theoretical model: (a) and (b) the 2D plots of wavenumber- and time-resolved 
reflectance change (∆R/R) spectra with an optical pump fluence of 101 μJ/cm2 for Bi2Te2Se (a) and Sb2TeSe2 
(b) single crystals. The red and green colors (low frequency range and high frequency range correspondingly 
in case (a) and vice versa in case (b)). respectively represent the parts with a positive change and a negative 
change. The zero-crossing line is marked L0· as a black dashed line. (c) shows the p-polarized reflectivity before 
pumping (Rp, gray solid-line. Assume N is 12.5 × 1018 cm–1, so ω  = 1880 cm–1

p  with m* = 0.32 and ε0 = 23.7) 
and after pumping (R *

p , red solid-line. Assume N is 12.5 × 1018 cm–1 so ω  = 2 30 cm–1
p 6  with m* = 0.32 and ε0 =  

23.7) for the Drude model and (d) shows the p-polarized reflectivity before pumping (Rp, gray solid-line. 
Assuming μ = 50 meV at room temperature) and after pumping (R *

p , red solid-line. Assuming μ = 40 meV at 
room temperature) for the SST-Kubo model.

Quantitative analysis of the ultra-broadband MIR ∆R/R spectra. To quantitatively reveal the 
hidden mechanism, the Drude model and the SST-Kubo model are used to fit the ultra-broadband 
MIR ∆R/R spectra for n-type Bi2Te2Se and p-type Sb2TeSe2 TIs. It is initially assumed that before 
and after pumping, all reflectivity Rp (gray solid-line, before pumping) and R *

p  (red solid-line, after 
pumping) have similarly shaped spectra for both the Drude model (Figure 10.2.3.2c) and the SST-
Kubo model (Figure 10.2.3.2d). After pumping, the reflection spectrum shifts because there is an 
increase in the free carrier concentration. In terms of the Drude model, the dielectric function εD is:
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where ε∞ is the permittivity at an infinite frequency, ω is the frequency, ωp is the plasma frequency 
and Γ is the plasma scattering rate. The carrier concentration N is related to the effective mass m* 
by the equation, N = m*ω 2/4πe2

p . However, Falkovsky et al. estimated the reflectivity by considering 
the SSTs [20]. The dielectric function using the Kubo formula is:

 

8 2T  πe2    µ   1 2 πe2 
εF ( )ω = − ( )2 1

ln 2c−  i d  osh +
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where 𝜇 is the chemical potential, T is the carrier temperature, G is the Fermi-Dirac distribution 
function, τ–1 is the collision rate for TSSs, which depends on the density of impurities, and dTSS is 
the optical penetration depth of the TSSs. The first and second terms respectively represent the 
intra-band transitions and the inter-band transitions in the Dirac cone. Both models are applied 
under the “quasi-equilibrium” state in a view of sub-10 fs probe pulse. The penetration depth of 
ultra-broadband MIR in TIs is few μm .

As previously mentioned, the increase of N in the Drude model represents the change in the 
electronic population after pumping. In Figure 10.2.3.2c, the estimated value of N for R *

p  is larger 
than that for Rp, which results in a blue shift in the plasma edge. In the SST-Kubo model, the pho-
toexcitation has a significant impact on 𝜇 and T and induces changes in the reflection spectrum. In 
terms of the ground state of p-type Sb2TeSe2, both the smaller number of carriers in the vicinity of 
the Dirac point and the higher electron temperature results in a reduction in 𝜇 [20]. Therefore, after 
pumping, the reduction in the chemical potential 𝜇 causes a change in the reflection spectrum from 
Rp to R *

p , as shown in Figure 10.2.3.2d. This result is in good qualitative agreement with the ∆R/R 
spectrum in Figure 10.2.3.2b.

Ultrafast time-evolution of the ultra-broadband MIR ∆R/R spectra. Figure 10.2.3.3 shows 
the typical time-evolution of the MIR ∆R/R spectrum and the fitted curves. As mentioned previ-
ously, the photoexcited carrier dynamics in n-type Bi2Te2Se is dominated by FCA and can be fitted 
well with the Drude model, as shown in Figure 10.2.3.3a. For Sb2TeSe2, the contribution of FCA to 
the photoexcited carrier dynamics cannot be neglected. Therefore, the ∆R/R spectra are fitted with 
the modified dielectric function of εDF ( )ω δ+ =ω εD F( )ω δ+ +ω ε ( )ω δ+ ω , where δω is a shifted 
frequency in fitting (This is called the Drude-SST-Kubo model). Figure 10.2.3.3b shows that this 
model fits the MIR ∆R/R spectrum at various delay times quite well. The details of the fitting are 
presented in the Method section.

10.2.3.2 DISCUSSION

The fitting results in Figure 10.2.3.4a and b are of interest, in particular the time evolutions of ωp, Γ, 
N, μ, and T in TIs. During the pumping process, the 1.55-eV pump photons excite the electrons to a 
higher BCB from the occupied states [1]. For Bi2Te2Se, both ωp and Γ respectively exhibit growth and 
relaxation dynamics. Although it is difficult to obtain the real value of N because there is no m*, it is 
still possible to obtain the temporal evolution of N through N ∝ ω 2

p , as shown in Figure 10.2.3.4c and 
d. The huge shift of ωp (~3.7 times after photo-excitation) is equivalent to the dramatic enhancement of 
photo-excited concentration. This photoexcited carrier mainly experiences FCA in bulk states (BSs), as 
shown by the notation of probe(1) and probe(2) in Figure 10.2.3.4e, or in TSSs, as shown by the nota-
tion of probe(3). A bi-exponential decay function is further used to obtain the reduction times for the 
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  FIGURE 10.2.3.3 Typical ultra-
broadband MIR ∆R/R spectra with 
fitting curves, taking account of 
free carrier absorption (FCA) and 
surface state transition (SST). ∆R/R 
as a function of the wavenumber for 
different delay times for (a) Bi2Te2Se 
and (b) Sb2TeSe2, using a pump flu-
ence of 101 μJ/cm2. The open circles 
represent the experimental data and 
each ∆R/R spectrum is shifted for 
clarity. The red lines are the fitting 
curves with the Drude model and b 
the Drude-SST-Kubo model (δω = 
–690 cm–1). The insert in (a) shows 
the Moss-Burstein shift, as indi-
cated by the arrow. Between the top 
solid line and the bottom solid line 
are the spectra that are respectively 
obtained by averaging the data from 
0–1 ps (red), 1–2 ps (orange), 2–3 ps 
(bright green), 3–4 ps (green) and 
4–5 ps (blue) ps.

FIGURE 10.2.3.4 (a and b) The time-evolution of ωp, Γ, μ, T and the schematic for a Bi2Te2Se crystal. (c 
and d) show the partial trace of the squared values of ωp before c and after 3 ps (d) The red line in d shows 
the bi-exponential fitting that is described in the Method section. The green dashed lines in (c) marked by 
N (0) (3.42 × 107 cm–2

unex ) relate to the concentration of unexcited carriers and (d) marked by N(0) (4.16 × 107 
cm−2) represent the height of the constant term from the fitting curve. The time-domain traces for (f) 𝜔p, (g) 
Γ, (h) μ and (i) carrier temperature T are obtained using the Drude-SST-Kubo model. The red lines in (h), (i) 
show the single-exponential fitting that is mentioned in the Method section. The red arrows and pink arrows 
respectively show the 1.55 eV (800 nm) pumping and the MIR probing in (e), (j). The notation EF in (e), (j) is 
the Fermi energy.
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concentration of photoexcited carriers. This has a maximum within ~2.2 ps and then undergoes two 
relaxation processes for 1.5 and 8.4 ps. The fast relaxation process is caused by the thermal diffusion in 
BCB and TSS [27,28], or the acoustic-phono assistant process [3]. The slow one is consistent with the 
results of time-resolved ARPES [1,2]. Additionally, the appearance of a Moss-Burstein shift (until ~6 
ps) near the bulk band gap (see the inset in Figure 10.2.3.3a) also indicates the recombination in BSs 
[15]. However, the value of N (i.e., N(0) in Figure 10.2.3.4d) does not recover to its original value (i.e., 
N (0)

unex  in Figure 10.2.3.4c) within the limited delay time (~ 100 ps). This inconsistency between N(0) and 
N (0)

unex  is explained by the long-lived recombination process. There are several scenarios proposed for 
this long relaxation process. First, it is generally assigned to the photo-voltage effect [29]. Moreover, a 
huge Rashba-splitting effect has been clearly observed in BCB [30,31], which might cause long-time 
relaxation processes like indirect band-gap semiconductors [25].

Here in the following, Rashba-splitting is briefly explained.
The Rashba effect is a momentum-dependent splitting of spin bands in bulk crystals and low-

dimensional condensed matter systems (such as heterostructures and surface states) similar to the 
splitting of particles and anti-particles in the Dirac Hamiltonian. The splitting is a combined effect 
of spin–orbit interaction and asymmetry of the crystal potential, in particular in the direction per-
pendicular to the two-dimensional plane as applied to surfaces and heterostructures. The Rashba 
spin-orbit coupling is typical for systems with uniaxial symmetry, e.g., for hexagonal crystals of 
CdS and CdSe for which it was originally found and perovskites, and also for heterostructures 
where it develops as a result of a symmetry breaking field in the direction perpendicular to the 2D 
surface.

For p-type Sb2TeSe2, the Drude-SST-Kubo model is used to fit the results in Figure 10.2.3.4f–i. 
It is worth emphasizing that the relative changes in μ and T are more distinct than the changes in 𝜔p 
and Γ. Even though the MIR probe-pulses can also detect FCA (even though it originates from TSSs 
or BSs as shown by the notation of probe(4) in Figure 10.2.3.4j), the ∆R/R spectra are significantly 
dominated by SST’s in the Dirac cone (see the notations of probe(5) and probe(6)). Figure 10.2.3.4h 
shows that after the deep valance electrons are excited to the upper Dirac cone [5], μ reaches a mini-
mum at ~1 ps and it takes ~1.28 ps for the recombination process according to the fitting for a single 
exponential decay function. Besides, the hot-carrier temperature reaches ~600 K and recovers to 
room temperature after 1.68 ps, which results are consistent with the time-resolved ARPES results 
for Sb2Te3 [5–7]. Therefore, this hot-carrier temperature decay would have resulted from the thermal 
diffusion between BVB and TSS [27].

By taking account of the difference in the number of states between bulk and surface, when the 
electrons are photo-excited, the chemical potential should shift towards the higher energy direc-
tion. In the Drude-SST-Kubo model, the chemical potential (𝜇) and the carrier temperature (T) are 
associated with the surface state, and the SST-Kubo term is consisted of inter-transition and intra-
transition of the Dirac cone. For 𝜇 ≫ T, the intra-transition term could be derived from the form [20]

 ε ,intra = −2e h2 2
F iµ ω( )+ Γiω m  

which coincides with the Drude expression, and the effective plasma frequency 𝜔𝑝, S could be further 

expressed as 2e h2 2µ e . More precisely, the contribution of excited charges to “𝜔𝑝” in Dirac cone 

is considered by the intra-transition term. In other words, the Drude term in the Drude-SST-Kubo 
model represents the excited carriers which are out of the surface state. For p-type Sb2TeSe2 with 
the Fermi level located at the lower energy part of the Dirac cone, after photoexcitation, the chemi-
cal potential shifts to the higher energy direction, and further indicates the redshift of the plasma 
edge and decreasing of the density of states. From the fitting result of smaller 𝜔𝑝 (~1.3 × 103 cm–1) on 
Sb2TeSe2, it shows the lower contribution from the excited bulk carriers, which is consistent with 
the results in Figure 10.2.3.2b.

Summary. The ultrafast dynamics of Dirac fermions and bulk-free carriers in the TIs, n-type 
Bi2Te2Se and p-type Sb2TeSe2 single crystals, are studied using time-resolved ultra-broadband 
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MIR spectroscopy. The dynamics in the n-type Bi2Te2Se is dominated by bulk carriers because the 
∆R/R spectra show a blue shift in the plasma edge due to FCA. For p-type Sb2TeSe2, the dynamics 
is dominated by the Dirac fermion from the red shift of the plasma edge in the ∆R/R spectra. This 
study shows that the MIR absorption peaks for FCA and SST in TIs can be distinguished and dem-
onstrates the importance of time-resolved ultra-broadband MIR spectroscopy for gapless or small 
band gap exotic materials. The research described in this subsection includes the following appen-
dices was performed by the following people in collaboration [32]: Tien-Tien Yeh, Chien-Ming Tu, 
Wen-Hao Lin, Cheng-Maw Cheng, Wen-Yen Tzeng, Chen-Yu Chang, Hideto Shirai, Takao Fuji, 
Raman Sankar, Fang-Cheng Chou, Marin M. Gospodinov, Takayoshi Kobayashi, Chih-Wei Luo.

10.2.3.3 METHODS

Experimental setup. Optical pump and ultra-broadband MIR probe spectroscopy [23] consists of 
three stages: (i) 800-nm optical pulses with a duration of 30 fs were generated, (ii) ultra-broadband 
MIR probe pulses were generated in nitrogen and (iii) chirped pulses were generated for detection. 
The fundamental pulses (800 nm) and the second harmonic pulses (400 nm, which were generated by 
a type I ®-BaB2O4 crystal with a thickness of 0.1 mm) from a Ti:sapphire amplifier (790 nm, 30 fs, 
0.85 mJ at 1 kHz, Femtopower compactPro, FEMTOLASERS) were focused into nitrogen gas to gen-
erate MIR pulses. The filamentation occurred via four-wave DFG when the pulse was focused using 
a concave mirror (r = 1 m). The length of the filament was ~3 cm. The bandwidth and the duration of 
the generated MIR pulses were 200–5000 cm−1 and 8.2 fs, respectively. When the MIR pulses were 
reflected from the sample with an incident angle of 45°, they were converted to ~400-nm pulses for 
detection using a chirped-pulse up conversion (CPU) in nitrogen gas. A third 800-nm beam was 
transmitted through dispersive materials, including four BK7 glass plates (thickness: 10 mm) and one 
ZnSe plate (thickness: 5 mm), to produce chirped pulses. The converted visible (VIS) spectrum was 
measured by a spectrometer with an electron-multiplying CCD camera (SP-2358 and ProEM+1600, 
Princeton Instruments). The time resolution was estimated to be ~60 fs. To prevent significant absorp-
tion from vapor, the system was placed in boxes whose interior was purged with nitrogen.

Retrieving the MIR spectra from an up-converted spectra and calibrating the spectra of 
the VIS pulse to MIR region. The MIR spectrum form, especially the sharp absorption peaks, 
can be seriously distorted after CPU measurements. That is to say, the dispersion of chirped pulses 
causes additional oscillations in the spectrum [33,34]. The CPU signal (E 2

CP  (t − τ)E *
MIR (t)) was 

obtained by performing four-wave DFG (FWDFG, E 2
FWM(t)) between the chirped pulse (ECP  (t − τ)) 

and the MIR pulse (EMIR(t)). The chirped pulse is written as:

 

 E (0
CP( )t t= +ε ωCP( )exp (( )i t( )) (ω 1)t2 1/2)  (10.2.3.3)

where εCP(t) represents the envelope, ω(0) is the central angular frequency, and ω(1) is a chirp param-
eter. The MIR pulse can be divided into the main part E (0)

MIR  (t) and a free induction decay part 
E (1)

MIR  (t). Substituting EMIR(t) = E (0) (1)
MIR  (t) + EMIR  (t) yields:

 E 2
FW ( ) = +( ) (0) * ( ) (2 ) *(1) (0) (1)

M Ct E P t EMIR t ECP t EMIR ( )t E= +FWM( )t EFWM( )t  (10.2.3.4)

where E (0)
FWM  (t) can be assumed to be the Dirac delta function δ(t) due to the short duration of MIR 

pulse. Using the Wiener–Khinchin theorem and these assumptions, the autocorrelation CA(t) of 
EFWM(t) is formed by the following equation. [33]

 
C t( ) = ∫ dt′ ′E t*

A FWM( )E tFWM( )′ + t

= +δ ε( )t E (1)* ( ) 2 2
MIR t tCP( )e Ei tω ω(0) (+ −1) 2 (

+ −(1)
R ( )t tε*2 2ω ω0) (1) 2i t

MI CP( )− ei t i t

 (10.2.3.5)



518 Ultrashort Pulse Lasers and Ultrafast Phenomena

A similar autocorrelation form e (1) 2t sign(·)t, so that Eq. (C 2
A (·)t is obtained for a pulse that is up-

converted using a monochromatic pulse [5]) becomes

 C t′ ( ) = +δ ε( )t E (1)* ( )t t2 2( )e Ei tω ω(0) (

+ −(1) ( )t tε*2 ( )− ei t2 0)

A MIR CP MIR CP  (10.2.3.6)

Therefore, the original MIR spectrum with shift 2𝜔(0)t is acquired using the measured up-converted 
power spectrum and the known value of 𝜔(1) for the chirped pulse. Finally, the wavenumber is cali-
brated using a binomial fitting of the three absorption peaks, including carbon dioxide (~2300 cm–1) 
and water vapor (~1600 and ~3700 cm–1).

Analyses using the Drude, SST-Kubo and Drude-SST-Kubo models. In this study, the 
dielectric function Σ in the Drude model, the SST-Kubo model and the Drude-SST-Kubo model 
are used to calculate the p-polarized reflectivity Rp using the Fresnel equation (with an incident 
angle of 45°) as:

 
ε θcos s− −ε θin2

Rp =
ε θcos s+ −ε θin2

 (10.2.3.7)

The transient Δ R/R is obtained by:

 
∆R R R* 0−= P p

R R0
p

 (10.2.3.8)

where the superscripts “∗” and “0” of Rp respectively represent the reflectivity with and without 
optical pumping. The fitting with the Drude model is performed using the software, RefFIT [34]. 
The fitting with the Drude-SST-Kubo model uses 4 parameters: ωp, Γ, μ, and T. To limit the com-
putational load without losing accuracy, the grid search method and an interval search algorithm 
with few iterations are used. After obtaining all possible values for these 4 parameters, the most 
appropriate parameter set Pj is selected by calculating the minimum root-mean-square deviation 
between the data and the calculated results at the jth iteration. More specifically, using the grid 
search method, the value of Ps at the jth iteration can be obtained. The best interval is decided 
using the neighboring points of Pj. In this analysis, 4 parameters produce the 8 neighboring points. 
Using this interval, the next iteration j + 1 of the grid search is undertaken. Therefore, the accuracy 
is exponentially increased.

The conditions, R 0
p , are determined using the ARPES results and the FTIR spectra. For Bi2Te2Se, 

R 0
p  is calculated using the Drude model with ε = 23.7, ωp = 1880 cm–1 and Γ = 272 cm–1, which val-

ues are obtained by fitting the FTIR spectra using the RefFIT program [35]. For Sb2TeSe2, R 0
p  is 

determined using the Drude-SST-Kubo model with ε  = 19.4, Γ  = 1320 cm–1, Γ = 253 cm–1
∞ p , dTSS = 

1.4 nm, μ = 72 meV and T = 297 K. The former 4 parameters are obtained by fitting with fixed values 
of μ and T using the grid search method and an interval search algorithm, as described previously. 
If μ is sufficiently large, it can be estimated as:

 µ = πNTSS T υ SS (10.2.3.9)

where NTSS is the surface carrier concentration (~2.2 × 1012 cm–2). The parameter NTSS is expressed 
as:

A K
N FS π 2 K 2

 TSS = = F F
2 =  (10.2.3.10)

A ABZ UC  4π  2

 ( ) 4π
 a2  a


where AFS is the area of the Fermi surface, ABZ is the area per Brillouin zone, AUC is the area per unit 
cell and KF is the Fermi-wavenumber (~5.2 × 106 cm−1 from ARPES). The parameter υ 7

TSS = 4.12 × 10  
cm/s is estimated from the gradient of the Dirac cone from ARPES. 
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Exponential fitting in Figure 10.2.3.4. The red line in Figure 10.2.3.4d shows the bi-exponen-
tial fitting for N(0) + N(1)exp[−t/τ ] + N(2) 2

N,1 exp[−t/τN,2] for ωp  (proportional to the time evolution of N) 
with a delay time of t, where the parameters N(0) = 4.16 × 10 cm−2, N(1) = 1.79 ×109 cm−2, N(2) = 2.6 × 
108 cm−2, τN,1 = 1.5 ps, and τN,2 = 8.4 ps. The red line in (h) shows the single-exponential fitting for 
μ(0) + μ(1)exp[−t/τμ] for the transient chemical potential 𝜇(t), where 𝜇(0) = 72 meV is static chemical 
potential, 𝜇(1) is 99 meV and 𝜏μ = 1.28 ps. The red curve in Figure 10.2.3.4i is fitted using a single-
exponential function of T(0) + T(1)exp[–t/𝜏T] and the time evolution of the temperature, where T(0) 
represents the room temperature, T(1) is 770 K and 𝜏T is 1.68 ps.
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Ultrafast Carrier 
Dynamics in Ge by 
Ultra-Broadband 
Mid-Infrared Probe 
Spectroscopy

For semiconductors, the physical parameters, e.g., carrier scattering rate, mobility, and concen-
tration are important for applications in electronics and opt-electronics, especially for high-speed 
devices such as photodetectors. The infrared (IR) absorption spectroscopy has been demonstrated 
to be a convincing method for investigating the optical properties of materials in the IR region and 
some other physical parameters explicitly relevant to the IR spectra [1]. Generally, the whole absorp-
tion feature in common materials typically extends a rather broad spectral range. Consequently, the 
broadband spectrum can capture the absorption feature even without studying the dependence of 
carrier concentration or effective mass. However, the conventional infrared (IR) absorption spec-
troscopy can provide only stationary information without dynamic behavior. More than a decade 
ago, by the intensity modulation of the IR light source, the nanosecond (ns) time resolution was 
achieved [2]. Higher time resolution experiment has been desired. Recently, A group in Japan [3–5] 
generated sub-10 fs ultra-broadband IR pulses in air plasma with much broader width over 5000 cm−1 
than that generated by different frequency generation (DFG) in several nonlinear crystals [6,7]. By 
utilizing such pulsed source in the optical pump-probe experiments, it can immediately provide the 
time-dependent physical parameters for dynamic investigations and applications.

Based on this novel ultrafast light source, Shirai et al. [8] performed the transient pump-probe 
spectroscopy for Ge bulk crystal with 70-fs-time-resolution. However, the transient spectra in 
Ge obtained by the optical pump mid-IR probe spectroscopy have not been discussed in detail 
yet. In this paper, we present more analyses and discussions for the difference reflection spectra 
[∆R(ω)/R(ω)] in Ge because of the difficulty in transmission spectra due to the opaque property 
in the range below 2 μm. Besides, the difference transmission signal (∆T/T) is heavily suppressed 
by the absorption of surface excited carriers causing difficulties for the analyses. Compared with 
the transmission configuration for practical applications, the measurements of ∆R(ω)/R(ω) in the 
reflection configuration are more widely applied to various types of materials, including opaque 
materials, transparent materials [9], bulk [6,10], thin films [11], and hetero-structures [12,13]. 
Moreover, the ultra-broadband and 70-fs time-resolved spectra developed in this study are wide 
enough to provide more reliable fitting results and able to fully reveal the evolution of most of 
the features in spectra. For example, we have obtained the time-dependent carrier plasma fre-
quency, concentration, scattering rate, and mobility by using the free carrier absorption model. 
Additionally, we discuss the mechanism of photoexcited carrier relaxation processes through 
numerical analyses. Last but not least, we have found that a novel oscillation feature in time-
resolved difference reflection spectra around 2000 cm−1 prominently appears in the case of high 
pumping fluence, which is concluded to be due to the Lorentz oscillation with the Coulomb force 
within 20 ps.
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10.2.4.1 EXPERIMENTS

An intrinsic (100) Ge crystal wafer of 0.5-mm thick was used as a sample. We use a Ti:sapphire mul-
tipass amplifier system (800 nm, 30 fs, 0.85 mJ at 1 kHz, Femtopower compactPro, FEMTOLASERS) 
as a light source. The output pulse is split into three with two beam splitters. The first pulse is used to 
generate an ultra-broadband mid-infrared (MIR) probe pulse, the second pulse is used as an optical 
pump pulse, and the third pulse is used for a chirped pulse. The MIR probe pulse (ω0) with 8.2-fs-
pulse duration is generated by combining the fundamental (800 nm, ω1) and second harmonic (SH, 
400 nm, ω2) pulses with the four-wave difference frequency generation (FWDFG, ω1 + ω1 − ω2 → ω0) 
through filamentation in air. By using the optical pump (800 nm) and ultra-broadband MIR probe 
spectroscopy, the reflectivity change (ΔR/R) transients of Ge in the region from 200 to 5000 cm−1 can 
be obtained. For detection as shown in Figure 10.2.4.1, the MIR pulses reflected from the sample are 
converted to visible pulses (ω2, 400– 500 nm) for detection through chirped-pulse up conversion (CPU, 
ω1 + ω1 − ω0 → ω2). The chirped pulse is obtained from the 800 nm pulse through four BK7 (thick-
ness: t = 10 mm) substrates and a ZnSe (t = 5 mm) substrate at the Brewster angles. The up-converted 
spectrum is measured by electron-multiplying charge-coupled device camera (EMCCD, SP-2358 and 
ProEM + 1600, Princeton Instruments). The ΔR/R spectrum is obtained by up-converted probe beam 
spectrum for each delay with or without pump. To prevent the absorption of carbon dioxide and water 
vapor, the whole system is purged with nitrogen. The details of experiments have been reported in our 
previous work [8].

10.2.4.2  RESULTS AND DISCUSSION

Photoexcited carrier dynamics. Figure 10.2.4.2 shows an example of ΔR/R spectrum of Ge in the 
MIR region. The feature of plasma edge with positive ΔR/R (red color) below 1000 cm−1 and nega-
tive ΔR/R (blue color) above 1000 cm−1 can be clearly observed from zero delay time up to 400 ps. 
As shown in Figure 10.2.4.3a, the ΔR/R dramatically shrinks with increasing wavenumber and it 
crosses zero to negative in the range of 750–2000 cm−1. Additionally, the position of minimum ΔR/R 
(or plasma edge) gradually shifts toward a low-wavenumber region as the delay time increases; 
meanwhile, the negative hump (yellow area) also gradually narrow down. Similar phenomena were 
observed also by Carroll et al. [14] in bulk Ge with 100-ps resolution. These features can be quali-
tatively described by the Drude model, which treats the free carriers in a solid as the point charges 
with random collisions. Using the stationary reflectance R = 0.24 for Ge [8], the dynamic reflectance 
R(t) = R + ΔR(t) = R × {1 + [ΔR(t)/R]} is used to fit the experimental data in Figure 10.2.4.2.

 

  FIGURE 10.2.4.1 Schematics of 
the 800-nm pump and ultra-broad-
band mid-infrared (MIR) probe 
spectroscopy and the detection 
scheme with chirped-pulse upcon-
version. R1: the 1st reflection of 
probe beam. R2: the 2nd reflection  
of probe beam from the interface 
between excited and unexcited 
regions. R2′: the 2nd reflection of 
probe beam from the backside 
of a Ge sample. d: the depth of 
excited region. FWDFG: four-wave 
 difference frequency generation. θ: 
incident angle of probe beam. θ′: 
refraction angle of probe beam.
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By using the software of RefFIT [15], the R(t) of p-wave IR probe can be fitted with [see the red 
lines in Figure 2.10.4.3a]

2

n n2 2cos sθ θ− − in2

Rp =
n n2 2cos sθ θ+ − in2

  (10.2.4.1)
2

ε θcos s− −ε θin2

=
ε θcos s+ −ε θin2

where n: complex refractive index, θ = °45 : incident angle, and ε( )ω  complex dielectric constant 
given by

 
ω 2

ε( )ω ε= − p
∞ ω ω2 + Γi

 (10.2.4.2)

(ω: angular frequency, ωp: plasma frequency, Γ: scattering rate, and ε∞: permittivity at infinite fre-
quency). Experimental incident angle is set at 𝜃 = 45°. For the best fit, the fitting parameter of ε∞ 
is between 15 and 18, which closes to the theoretical estimation of ε∞ = 16 [16]. Besides, the time 
evolution of ωp and Γ can be obtained as in Figure 10.2.4.3b. Both ωp and Γ significantly decrease 
with increasing the delay time and then remain constant for the longer delay time. On the contrary, 
the carrier mobility 𝜇(=eτ/m*, where is the electron charge, m* is the carrier effective mass, τ is 
the average scattering time, which is equal to 1/Γ) rises with increasing the delay time due to the 
reduction of carrier concentration [17–19]. After 200 ps, the carrier mobility 𝜇 maintains to be 
~350 cm2 V−1 s−1.

Moreover, the photoexcited carriers are only generated near the surface of the Ge sample due 
to the small penetration depth l800 of 0.2 𝜇m for the 800-nm pump beam (defined as the inverse of 
absorption coefficient, where α = 49322.85 cm−1 at 800 nm [20]). For the ultra-broadband MIR probe 
beam, the penetration depth is wavelength- and time-dependent. According to lMIR(t) = c/[2n2(t)ω], 
where c is the vacuum light speed, n2(t) is the imaginary part of the time-dependent refractive index 
and ω is the MIR angular frequency, the penetration depth lMIR(t) of MIR probe beam is estimated 

  FIGURE 10.2.4.2 The reflectivity 
change (ΔR/R) transients as a function 
of wavenumbers in Ge after exciting 
with the pump fluence of 135 μJ/cm2. 
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at different delay time. Prior to the pump pulse excitation, Ge is partially transparent (~30%) in 
the MIR range. The penetration depth of the MIR probe beam is only a few μm at 3 ps after pump 
pulse excitation. This is much smaller than the sample thickness of 500 μm. However, after 200 ps, 
it becomes larger than the sample thickness reaching a few hundred μm resulting in the appearance 
of the backside reflection feature (R2′ in Figure 10.2.4.1) of the sample. Additionally, the detection 
depth ld of CPU system can be estimated by 

 
c

l Td = ⋅ch 2 ⋅n1 − ⋅2 tanθ θ′ ⋅sin
cosθ′

 (10.2.4.3)

  FIGURE 10.2.4.3 (a) The time-
dependent ΔR/R as a function of wave-
numbers in Ge at different delay time, 
which obtained from Figure 10.2.4.2.  
The blue-opened circles are experi-
mental data. The red-dashed lines 
are the fitting curves with the Drude 
model of Eq. (10.2.4.1). (b) The time 
evolution of carrier mobility (μ), 
plasma frequency (ωp), and scatter-
ing rate (Γ) obtained from the fitting 
in (a).
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where Tch = 400 fs is the duration of the chirped pulse, θ ′ is the refraction angle in Ge (see 
Figure 10.2.4.1), n1 is the real part of refractive index of Ge. Taking n1 = 4 [21], θ = 45°, and 
θ ′ = 10.2°, the detecting depth ld is 15.2 μm, which is much smaller than the sample thickness. 
Therefore, our measurements are free from signal contamination by the backside reflection in 
the sample. However, ld = 15.2 μm is longer than the 0.2-μm penetration depth of pump beam. 
Therefore, interesting to say that the probe MIR beam can monitor both excited and unexcited 
regions simultaneously under the present study condition. The detailed analyses of the carrier 
relaxation processes is discussed in the following sections.

Transient carrier diffusion effect. As mentioned in the last section, the photoexcited carriers 
are generated nearby the surface of Ge (within 0.2 μm) by pump beam. Besides the short-range col-
lisions among photoexcited carriers, the photoexcited carriers also diffuse from the excited region 
to the unexcited part due to the spatial gradient of photoexcited carrier concentration. The time 
evolution of carrier concentration N can be obtained by Eq. (10.2.4.4) [22]

 
ε *

N = 0m
2 ω 2

p
e

 (10.2.4.4)

where m* denotes the carrier effective mass, ε0 is the vacuum permittivity, e is the electron charge. 
The effective mass is 0.34me for a split-off hole [23], where me is the electron mass. Because of the 
time-dependent ωp as shown in Figure 10.2.4.3b, we can further obtain the time evolution of carrier 
concentration N, which decreases gradually after pumping [see Figure 10.2.4.4a]. Moreover, the 
decrease of carrier concentration further causes the red shift of the position of spectrum minimum.

  FIGURE 10.2.4.4 (a) Time evolution 
of photoexcited carrier concentration 
(PCC) obtained from Figure 10.2.4.3b 
with Eq. (10.2.4.4) at various pump 
fluences. The red solid lines show the 
fitting with Eq. (10.2.4.6). (b) Inverse 
square of photoexcited carrier concen-
tration (PCC) as a function of delay 
time. The red solid lines show the fitting 
of Eq. (10.2.4.6) with x~0.
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By changing the pump fluence (F) from 67 to 135 μJ/cm2, the photoexcited carrier concentration 
increases significantly. However, the photoexcited carrier concentration shows saturation when the 
pump fluence is further increased from 135 to 202 μJ/cm2. To explain the reduction of photoex-
cited carrier concentration quantitatively, the following differential equation with diffusion term is 
invoked [24],

 
dN d N2

= ⋅D 2 + G
dt dx

 (10.2.4.5)

where D is the diffusion coefficient, G is the carrier generation rate assuming to be much faster than 
the diffusion rate. By solving Eq. (10.2.4.5), we can obtain the analytic solution as follows,

 
x2

N −
N ( ,x t) = 0 e 4Dt

d πDt
 (10.2.5.6)

where N0 is the total number of photoexcited carriers, which can be determined by integrating Nd 
along 1-dimension depth direction x perpendicular to the sample surface. In the range close to the 
surface of Ge (i.e., x ~ 0), N 2 −1

d  ∝ t  is expected in case the dynamics is only due to the diffusion pro-
cess. By fitting the data in Figure 10.2.4.4b via Eq. (10.2.4.6) with x~0, the diffusion coefficient can 
be obtained from the slope, e.g., D = 66 cm2/s for the pump fluence of 67 μJ/cm2, which is consistent 
with the theoretical calculation of 65 cm2/s [25]. Moreover, the diffusion coefficient D significantly 
decreases to 20 and 18 cm2/s when the pump fluence increases to 135 and 202 μJ/cm2, respectively, 
as listed in Table 10.2.4.1.

TABLE 10.2.4.1
List of Fitting Parameters in Figures 10.2.4.4 and 10.2.4.5 and Previous Works

Type of 
PCC F (μJ/cm2) Experimental Method

n ( × 1020 
1/cm3)

D 
(cm2/s)

γA ( × 10−30 
cm6/s)

τA 
(ps)

α ( ×10−5 
1/cm)

Nd 67 Current work 1.3 66 — — —

135 1.6 20 — — —

202 1.8 18 — — —

NS 67 Current work 1.3 20 1.2 49.3 —

135 1.6 8 0.5 78.1 —

202 1.8 8 0.5 61.7 —

NB 67 Current work 1.3 20 2.0 29.6 1/1.2

135 1.6 20 3.0 13.0 1/8

202 1.8 20 2.0 15.4 1/8

— — Calculation [25] 65 — — —

— — 1.06-μm pump MIR  
probe [26]

0.7 — 3.2 31.9 —

— 7400 1.06-μm pump 1.55-μm 
probe [27]

3.4 — 0.11 78.6 —

— — Transient gratings [28] 0.17 53 — — —

Type of PCC: type of photoexcited carrier concentration. N: photoexcited carrier concentration. Nd: photoexcited carrier 
concentration with diffusion effect [via Eq. (10.2.4.6)]. NS: photoexcited carrier concentration on surface [via  
Eq. (10.2.4.8)]. NB: photoexcited carrier concentration in bulk [via Eq. (10.2.4.9)]. F: pump fluence. D: diffusion coefficient. 
γA: Auger coefficient. τA = 1/(γA N2). α: absorption coefficient.
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High-order transient effects. Even though the diffusion model qualitatively reproduces the 
dynamics of photoexcited carrier concentration, especially in the long delay-time range, the dif-
ference between experimental data and diffusion model is substantial at shorter delay than 150 
ps as shown in Figures 10.2.4.4a and b. This implies that other mechanisms might involve in the 
relaxation processes of photoexcited carriers of Ge in short delay time, such as bandgap renor-
malization, recombination effect, and intervalley scattering. The bandgap renormalization usually 
happens after short pulse excitation because of the intimate relation between the gap size and the 
carrier concentration. However, to observe the bandgap renormalization effect, the measurements 
of transmittance [29,30] or photoluminescence [31] are indispensable. In Hamberg’s works [29], 
moreover, they propose a clear picture for the roles of reflectance and transmittance, which can pro-
vide information of plasma oscillation and band absorption, respectively. Therefore, the difference 
reflection spectra in this study would primarily represent the signals of plasma oscillation rather 
than the bandgap renormalization, which can be furthermore definitively neglected in our fittings.

Ge is an indirect-bandgap semiconductor material. After photoexcitation, the intervalley scatter-
ing from the Γ valley to a side valley dominates the carrier transformation in hundreds of fs [32,33], 
and take few μs for recombination at the Γ point [34,35]. This is the main process for changing the 
photoexcited carrier concentration in Ge. Especially for the pump in p-type Ge, the relaxation pro-
cesses from split-off hole band to upper hole band and scattering between the heavy hole and light 
hole bands could be observed [36,37]. However, the carrier relaxation processes inside of the split-
off band, heavy-hole band, and light hole band do not induce the changes of photoexcited carrier 
concentration. Actually, we do observe the reduction of photoexcited carrier concentration in the 
short delay time region, which cannot be simply explained by the diffusion mechanism. Therefore, 
several other relaxation processes, e.g. the recombination, surface recombination, radiative recom-
bination, and Auger process [38], should be involved in the analysis particularly for high pump flu-
ence as in the following equation,

 
dN d N2

= ⋅D 2 − ⋅γ γN N− ⋅ − ⋅γ γN N2 3
r S R A− ⋅ + G

dt dx
 (10.2.4.7)

where N is the carrier concentration, D is the diffusion coefficient, γr is the recombination rate, 
γS is the surface recombination coefficient, γR is the radiative recombination coefficient, γA is the 
Auger coefficient, and G is the Gaussian-type generation function for a laser pulse. In order to 
solve the nonlinear Eq. (10.2.4.7), it is rewritten by the Crank-Nicolson form [39] as described in 
Supplementary Information. If we simply consider that the photoexcited carriers are just generated 
or only can be detected on the surface, the photoexcited carrier concentration on the surface can be 
expressed as

 
d

NS ( )t N= ⋅∫
s

( ,x t) (δ x d= 0) x
0

 (10.2.4.8)

where N(x, t) is the solution of Eq. (10.2.4.7), ds is the sample thickness and δ(x = 0) is the Dirac delta 
function. As shown by the green lines in Figure 10.2.4.5, the experimental data are fitted well with 
Eq. (10.2.4.8) for the case of low pump fluence 67 μJ/cm2. However, it cannot be applied to the cases 
of high pump fluence, especially below 100 ps.

Additionally, the penetration depth l800 of 800-nm pump beam is about 0.2 μm. As mentioned 
above, the detection depth ld is around 15.2 μm. This indicates that it is necessary to consider all 
photoexcited carriers in bulk rather than only on the surface. Therefore, the photoexcited carrier 
concentration in bulk is expressed as

 
N x( , ⋅

= ∫ t e) −α x dx
NB( )t

∫ e d−α x x
 (10.2.4.9)
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where N(x, t) is the solution of Eq. (7) and α is the absorption coefficient (= 1/lMIR). The experimental 
data in Figure 10.2.4.5 can fit well with Eq. (10.2.4.9) for different pump fluence. When pump flu-
ence increases from 65 to 135 μJ/cm2, the substantial decrease in α is clearly shown in Table 10.2.4.1 
indicating that a longer penetration depth (lMIR ~ 0.8 μm) of MIR probe beam for higher pump flu-
ence. Moreover, for the same lMIR, the saturation effect is also found for further increase in the pump 
fluence to 202 μJ/cm2.

Based on the well-fit red-dashed lines in Figure 10.2.4.5, we can further discuss the importance 
of each term in Eq. (10.2.4.7). For the second term of Eq. (10.2.4.7), the time scale of recombination 
is in the order of μs, which is much longer than the measuring range of 400 ps in this study. In the 
third term of Eq. (10.2.4.7), the surface band bending causes surface recombination. Without the 
special surface treatment, the surface recombination velocity is about 1300 cm/s [40], and its time 
scale is still in μs. For the radiative recombination [the fourth term of Eq. (10.2.4.7)], the recom-
bination rate in the bulk Ge with indirect band gap is ~10−10 cm3/s [26], which is smaller than the 
commonly found value of the order of 10−8 cm3/s for direct band gap. Thus, the relaxation process 
of radiative recombination is also negligible in the present experimental condition (the critical value 
of γR for this study is 10−9 cm3/s).

As discussed above, the Auger effect dominates the relaxation within 100 ps. The fitting results 
in Table 10.2.4.1 show that the Auger coefficient γ  (2–3 × 10−30 cm6

A /s) is independent of pump flu-
ence (F), i.e., the photoexcited carrier concentration (N). According to the relation of 1/τA = γAN2 
[26], we further estimate the recombination time τA of Auger process, which is in the range of 
13–30 ps and dependent on pump fluence. For high pump fluence, e.g., F = 135 and 202 μJ/cm2, the 
τA becomes small to imply that the efficiency of Auger process would be dramatically enhanced 

  FIGURE 10.2.4.5 The experimental 
data in Figure 10.2.4.4a are presented 
lines composed of small open black cir-
cles in a normalized semi-logarithmic 
scale at various pump fluences of (a) 67 
μJ/cm2, (b) 135 μJ/cm2, (c) 202 μJ/cm2. 
The light-solid and dashed lines are fit-
ted by the Eqs. (10.2.4.8) and (10.2.4.9), 
respectively.
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by high photoexcited carrier concentration. On the other hand, the diffusion coefficient decreases 
down to 20 cm2/s with including the Auger process. By the Einstein relation, the value of D/μ at high 
carrier concentration is ~0.07 [41]. Taking μ = 350 cm2 V−1 s−1 obtained in Figure 10.2.4.3, thus, the D 
becomes 24.5 cm2/s which is consistent with the fitting results listed in Table 10.2.4.1.

Lorentz force for the photoexcited carriers. A closer look at the wavenumber dependence 
of ΔR/R at several delay times in Figure 10.2.4.6 reveals the fitting of the Drude model suffers a 
significant deviation around 2000 cm−1, especially for high pump fluence. This implies that some 
driving forces exist among the photoexcited carriers, which we ascribe to the Lorentz force. Here, 
we further modified the Drude model with including the Lorentz force, i.e., the so-called Drude-
Lorentz model [42]. In Eq. (10.2.4.1), thus, the angular frequency-dependent permittivity is given by

 
ω 2 G ω 2

ε( )ω ε= − p s
∞ + p

ω ω2 + Γi ω ω0 − −2 iΓLω
 (10.2.4.10)

where ε∞ is the permittivity at an infinite frequency, ω is the frequency, ωp is the plasma frequency, 
Γ is the scattering rate, Gs is related to the oscillator strengths, ω0 is the resonance frequency, and 
ΓL is the damping coefficient.

As shown in Figure 10.2.4.6, the green-solid lines of the Drude-Lorentz model can fit the ΔR/R 
rather well at different delay time. Interestingly, the difference between the Drude model and the 
Drude-Lorentz model, i.e. the Lorentz term, is strongly dependent on the pump fluence and delay 
time. In the cases of high pump fluence, the Lorentz term becomes more dominant and survives for 
longer time. From the fitting in Figure 10.2.4.6, the time-dependent resonance frequency ω0 can be 
obtained as shown in Figure 10.2.4.7. For all pump fluence, ω0 shows a remarkable red shift below 
20 ps.

These results indicate that the photoexcited carriers are bound by a kind of spring force 
Fs = m*ω 2

0 r with distance r. If the Coulomb collision could serve as the spring force, the carrier 
would be pulled back by the Coulomb force. Even though the paths and directions of collision are 

  FIGURE 10.2.4.6 The time-dependent ΔR/R as 
a function of wavenumbers in Ge at different delay 
time, which obtained from Figure 10.2.4.2 at vari-
ous pump fluences (lines composed of small open 
black circles). The origin of abscissa is shifted by 
0.5 for each column from the bottom to the top. 
The black-opened circles are experimental data. 
The red-dashed lines are the fitting curves with 
the Drude model of Eqs. (10.2.4.1) and (10.2.4.2). 
The green-solid lines are the fitting curves with 
the DrudeLorentz model of Eqs. (10.2.4.1) and 
(10.2.4.10).
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random, the motion of carriers can be considered as a simple harmonic oscillation along a specific 
direction within short delay time. Here, we simply adopted the Coulomb force FC to be the spring 
force Fs, which is just the binding force in Lorentz term. Thus, we have FC = Fs + c (where c is a phe-
nomenological proportionality constant), and then the ω0 can be expressed as

 
ke2

ω 2 c
0 = +

r m3 * rm*  (10.2.4.11)

where k is the Coulomb’s constant, r is the effective distance between the neighboring carriers 
(which is estimated by (1/n3)1/2 and n is the time-dependent carrier concentration), m* is the effec-
tive mass, and c is 6 × 10−11 N. As shown in Figure 10.2.4.7, Eq. (10.2.4.11) can fit the resonance fre-
quency ω0 quite well below 20 ps. These results indicate that the oscillating feature of ΔR/R around 
2000 cm−1 comes from the Lorentz oscillation. Moreover, this Lorentz oscillation is driven by the 
Coulomb force during the collision among the photoexcited carriers.

10.2.4.3 SUMMARY

We have studied the photoexcited carrier dynamics in Ge using 800-nm pump and ultra-broad-
band MIR probe spectroscopy [28]. The time evolutions of carrier mobility, plasma frequency, 
scattering rate, and carrier concentration have been extracted through the wavelength- (from 200 
to 5000 cm−1) and time-dependent (below 400 ps) ΔR/R by fitting with the Drude model. For the 
reduction of photoexcited carrier concentration, the Auger recombination with the Auger coef-
ficient of 2–3 × 10−30 cm6/s dominates the relaxation processes of photoexcited carriers within 
100 ps. On the other hand, the long-timescale relaxation process is dominated by the diffusion 
effect with diffusion coefficient of about 20 cm2/s. Moreover, a novel oscillation feature is clearly 
observed in time-dependent trace of ΔR/R around 2000 cm−1, especially in the cases of high pump 
fluence, which is considered to be due to the Lorentz oscillation raised by the Coulomb force 
exerted just after excitation. From the study, it can be expanded photocarrier dynamics with an 
MIR probe of picosecond resolution. The method is very useful to be applied to other systems 
than semiconductors.

The research represented here is a cooperative activity of the following people [43]: Tien-TienYeh, 
Hideto Shirai, Chien-Ming Tu, Takao Fuji, Takayoshi Kobayashi, and Chih-Wei Luo.

  FIGURE 10.2.4.7 The square of 
resonance frequency (ω 2

0 ) of Lorentz 
term in Eq. (10.2.4.10) as a function of 
delay time for various pump fluences. 
The solid lines are obtained using  
Eq. (10.2.4.11).
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11.1.1 Transition State in a 
Prevented Proton Transfer 
Observed in Real Time

11.1.1.1  INTRODUCTION

The identification of transition states (TSs) provides detailed information about reaction mecha-
nisms supplementing information obtained by other means. In the 1990s, several theoretical meth-
ods were proposed for inferring the structures of TSs. They were the only methods then available, 
but their reliability was often questionable. This lack of a robust method prompted chemists to 
develop an experimental method for visualizing ultrafast changes in molecular structure that pro-
ceed via TSs. The experimental realization of femtosecond dynamic studies was developed through 
the pioneering work of Zewail [1]. More recently, ultrashort pulses [2] whose durations are much 
shorter than typical molecular vibrational periods have been used to observe structural changes dur-
ing chemical reactions including TSs [3]. This novel visualization method observes the frequency 
shifts of the relevant molecular vibration modes. For instance, the photoisomerization dynamics of 
azobenzene [3c–3e], bacteriorhodopsin [3a,3b], and the proton-transfer (PT) reaction [3f–3j] have 
been elucidated using ultrafast spectroscopy.

Indigo and indigodisulfonate salt are commonly used for dying due to their outstanding photosta-
bilities, which enable them to exist for a long time without undergoing decoloration.

Another reason for their common usage is that these dyes are chemically absorbed strongly on 
cellulose and other fibers. By contrast, several other indigo derivatives, such as perinaphthothio-
indigo [4], have relatively high photoisomerization efficiencies (quantum yield: µ0.25). The pho-
tostability of indigo and indigodisulfonate salt were studied in previous works [5], suggesting the 
existence of an ultrafast PT reaction in the excited state, which is much faster than photoisomer-
ization. In the present work, the TS in the PT of indigodisulfonate salt was identified by real-time 
observation of frequency changes and the obtained result was also supported by theoretical analysis. 
This study experimentally clarifies the riddle of the ultrahigh photostability of indigo and indigo-
disulfonate salt.

11.1.1.2  EXPERIMENTAL

Pump-Probe Experiment. A noncollinear optical parametric amplifier (NOPA) was used to obtain 
an ultra-broadband visible pulse, which was compressed to 5fs for the ultrafast pump-probe mea-
surement [2f] A Ti:sapphire regenerative amplifier (Spectra-Physics, model Spitfire, 150 mJ, 100 fs, 
5 kHz at 805 nm) was used as a laser source to generate pump and seed pulses of the NOPA. The 
amplified signal pulse after the double-pass NOPA with a spectrum extending from 525 to 725nm 
was compressed with the main compressor, resulting in a pulse duration of 5fs which is nearly 
Fourier transform limited (Figure 11.1.1.2b). The experiments were performed at pump and probe 
pulse intensities of 2580 and 480 GW/cm2, respectively. The focal areas of the pump and probe pulse 
laser were 100 and 75 mm2, respectively. The polarizations of the pump and the probe pulses are 
parallel to each other. Sodium indigodisulfonate saturated in anhydrous methanol and methanol-d,  
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sodium indigodisulfonate saturated in anhydrous DMSO, and potassium indigodisulfonate satu-
rated in anhydrous methanol in a 1-mm cell were used as samples at 295 ± 1 K. The time-resolved 
difference transmittance DT from 525 to 725 nm was measured simultaneously with a delay time 
step of 1 fs in the time range of ~100 to 800 fs by a 128channel lock-in amplifier coupled to a poly-
chromator. The spectral resolution of the total system was approximately 1.6 nm.

Computational Methods. The Gaussian 03 program was used for the calculations [6]. Geometric 
optimizations were performed using the CASSCF/6-31G*//B3LYP/6-311++G**, TD-B3LYP/6-
311++G**//B3LYP/6311++G**, TD-BLYP/6-311++G**//BLYP/6-311++G**, TD-BP86/6-311++ 
G**//BP86/6-311++G**, CIS/631++G**//CIS/6-31++G**, and CIS/6-31G*//CIS/631G* methods and 
basis sets. Calculations were performed without assuming symmetry. 5d functions were used for the 
d orbital. Frequency calculations were performed for all of the obtained structures at the same level, 
excluding CIS/631++G**//CIS/6-31++G**. It was confirmed that all the frequencies were real for the 
ground states and one imaginary frequency existed for the TS. Vectors of the imaginary frequencies 
directed the reaction mode and intrinsic reaction coordinate calculations were further performed to 
confirm that the obtained TSs were on the saddle points of the energy surface between the reactant 
and the product. However, a concerted pathway could be obtained by molecular s tructure optimiza-
tion only under the condition that the molecule was symmetric with respect to its  symmetric center. 
Theoretical results for the concerted pathway TSs had two  imaginary frequencies that were ascribed 
to nsN–H–O and nasN–H–O. When the calculation was performed starting from the calculated results of 
concerted pathway TSs, which have two imaginary frequencies as initial structures, without sym-
metry, a more stable TS of the stepwise pathway was obtained.

Spectroscopy. The Ultraviolet/Visible (UV- vis) absorption spectrum of sodium indigodisulfo-
nate methanol solution (3 × 10–6 M) was recorded on an absorption spectrometer (CARY 50, Varian, 
JAPAN). Emission spectrum of the sample solution (3 × 10–6 M) was recorded on a fluorescence 
spectrophotometer (FP-6500, JASCO Corp., JAPAN). Both of the measurements were performed 
using the sample solutions in 1 cm2 quartz cells at room temperature 293 ± 1 K.

11.1.1.3  RESULTS AND DISCUSSION

11.1.1.3.1  inVestiGation of reaCtion MeChanisMs of Proton transfer (theory)

As the PT mechanism of indigo and indigodisulfonate salt after photoexcitation, two possible 
mechanisms can be considered, i.e., a concerted pathway (two PTs at the same time) or a step-
wise pathway (one PT after the other). To determine the potential landscape in the two pathways, 
theoretical analyses were performed using several methods. Figure 11.1.1.1 shows the results cal-
culated by CASSCF/6-31G*// B3LYP/6–311++G**. It represents the calculated results obtained 
by other methods, which gave essentially the same results (Figure 1, Figures S1- S5 and Table S1 
in the Supporting Information (SI)). The calculated activation energy of the concerted pathway 
in the excited state was larger than 40 kcal/mol (Figure 11.1.1.1a), ruling out the possibility of a 
concerted PT. A microscopic mechanism of the concerted pathway can be given as follows. The 
C1′=C1–C2 (a1) and C1′=C1–N (a2) bond angles decrease (a1: 125.8° → 118.7°, a2: 126.0° → 123.7°) 
in the TS of the concerted PT (TSc), as the carbonyl group changes into alcohol. In the case of 
the concerted PT mechanism, the change in the bond angle induces deformation of the molecular 
framework out of the original molecular plane, leading to a bent structure, which dramatically 
increases the activation energy.

The stepwise pathway (Figure 11.1.1.1b) is favorable because the activation energy of the TS in 
the first PT (TS1) was calculated to be 5.3 kcal/mol, which is sufficiently low to form the monoal-
cohol intermediate. However, the second PT is not favorable because the energy surface from the 
monoalcohol to the product increases gradually.

Therefore, theoretical analysis suggests that the stepwise pathway is energetically more favorable 
than the concerted pathway. We next investigated these pathways experimentally.
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11.1.1.4  DIRECT OBSERVATION OF TRANSITION STATE 
(METHANOL SOLUTION OF INDIGODISULFONATE SALT)

For the direct observation of the dynamics after photoexcitation, 5-fs pump- probe measurement was 
performed to identify the reaction pathway including the TS. A methanol solution of sodium indigo-
disulfonate, in which photoisomerization does not occur, was used as the sample (Figure 11.1.1.2a). 
Methanol was used as a solvent because it has no molecular vibration signal in the frequency range 
examined. The absorption spectrum of the sample has a peak around 598 nm and the fluorescence 
spectrum of the sample excited at 600 nm has a peak around 650 nm (Figure 11.1.1.2b). The struc-
ture in the excited state is not thought to be rigid because the fluorescence quantum yield is very low 
(0.0015) [3h] and the fluorescence spectral peak is red-shifted from the UV absorption peak (dotted 
line in Figure 11.1.1.2b).

Figure 11.1.1.3 shows the real-time traces of difference absorbance DA (calculated as DA =  
−log10(1 + DT/T), where T and DT are transmittance and transmittance change induced by the pump, 
respectively) at 128 probe wavelengths following the 5-fs pulse excitation of the methanol solution 
of sodium indigodisulfonate. Using a multichannel lock-in amplifier of 128 channels, we observed a 
time-resolved signal over a broad spectral range. The sign for DA is positive in the probe wavelength 
of 715–725nm due to mainly the induced absorption in the transition from S1 state to Sn state(s) 
(Sn ← S1 transition). Bleaching and stimulated emission still can be observed within the range of 

  FIGURE 11.1.1.1 Reaction path-
ways of the proton transfer in 
indigo from CASSCF/6-31G*//
B3LYP/6-311++G**. (a) Concerted 
pathway. (b) Stepwise pathway.
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715–725 nm where DA is positive, even though their influence becomes smaller at longer wave-
lengths. The DA in the spectral range from 705 to 715nm oscillates around zero, reflecting the sig-
nals of positive DA (induced absorption) and negative DA (bleaching and/or stimulated emission). 
The DA in the spectral range <705 nm has a negative value due to bleaching of the ground-state 
absorption and stimulated emission of sodium indigodisulfonate. Therefore, dynamics of molecular 
vibration of excited states can be most sensitively and selectively observed in the spectral range of 
715–725nm. To study the chemical reaction in the excited state, the data in this probe spectral range, 
715–725nm, was used for discussion in this work.

From the refractive index of methanol of n = 1.3195 + 3053.64/l2 – 3.41636 × 107/l4 + 2.62128 × 
1012/−l6 given in Ref. [7], the pulse width after transmission through a 1-mm cell was calculated to 
be about 55 fs (Figure 11.1.1.4).

The pulse width broadening in transmission through the solution cell attenuates the amplitude 
of molecular vibration observed in the signal as shown in Figure 11.1.1.5a. This paper discusses 
vibration modes between 1000 and 3750 cm−1. Figure 11.1.1.5b shows the transmission efficiency of 
photons passing through a glass cell filled with indigo-saturated methanol solution. Figure 11.1.1.5c 
shows the attenuation ratio of the vibration amplitude for vibration frequencies between 1000 and 
3750 cm−1 in transmission through the 1-mm glass cell, calculated from Figure 11.1.1.5a and b. Their 
vibration amplitudes cannot be properly resolved by the stretched pulse whose duration is longer 
than their periods. However, the vibration frequency to be observed is not affected by the stretched 
pulse width. Hence, their frequency shifts can still be discussed correctly.

  FIGURE 11.1.1.2 (a) Mole-
cular structures of indigo, 
sodium indigodisulfonate, and 
potassium indigodisulfonate. (b) 
Absorption (indigo), its mirror 
image (indigo dots), fluorescence 
spectrum at 600 nm excitation 
(black) of sodium indigodisulfo-
nate [5l].

  FIGURE 11.1.1.3 (a) A two- 
dimensional display of the 
absorbance change on the 
probe delay time and the wave-
length following the 5-fs pulse 
excitation of the methanol 
solution of sodium indigodi-
sulfonate [51]. (b) Real-time 
traces of absorbance change.

  FIGURE 11.1.1.4 Pulse width after passing through 
1 mm optical cell filled with methanol.
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Figure 11.1.1.6 shows spectrograms [8] obtained by applying a sliding-window Fourier transform 
(Eq 11.1.1.1).

 

∞

S S( ,ω τ ) (= −∫ t g) (t iτ ω)exp(− t d) ,t g( )t
0

= −0.42 0.5cos(2 /π +t T ) 0.08cos(2 /πt T )

 (11.1.1.1)

Using a Blackman window function with a full width at half maximum (FWHM) of 120 fs, the 
spectrogram was calculated from the real-time traces. The frequency resolution of the spectrogram 
is <30 cm−1. The data in the region of 0 fs delay time could not be analyzed in terms of incoherent 
electronic transition probabilities proportional to the population modulated by vibration because of 
the strong interference between the scattered pump and probe pulses.

The spectrogram measured at 720 nm (Figure 11.1.1.6a) shows the smallest influence of bleach-
ing and stimulated emission since the signal at 720 nm has the largest DA compared to the data in 
the positive DA region. Therefore, the spectrogram measured at 720 nm was used as a representa-
tive example of excited state dynamics. Similar spectrogram patterns were observed also at probe 
wavelengths of 715 nm as shown in Figure 11.1.1.6b. Bleaching and stimulated emission still can be 
observed within the range of 705–725nm where DA is positive, even though their influence becomes 
smaller at longer wavelengths. Therefore, the spectrogram of 715 nm shows the influence of bleach-
ing and stimulated emission more effectively than that of 720 nm, which gives the spectrogram of 
715 nm an osculant shape between that of 720 nm and that of 700 nm.

In the other probe spectral range (<705 nm), both the bleaching and stimulated emission can 
take part. There is a peak in the absorption spectrum of sodium indigodisulfonate at 598 nm 
(Figure 11.1.1.2b). Therefore, the ground-state depletion is effective in the spectral range as is also 
confirmed by the negative sign of DA observed. The observed signal in the spectral range shows a 
C=C stretching vibration mode of the ground state of sodium indigodisulfonate (Figure 11.1.1.6c).

A peak around 1700 cm−1, corresponding to a C=O stretching mode (nC=O) of reactant (R) [9], 
appeared just after the excitation. This frequency gradually red-shifted and another peak around 
1250 cm−1 appeared at 270 fs delay time, which can be attributed to the C–O single bond stretching 
mode (nC–O), the frequency of which was reported to be about 1250 cm−1 [5c,10]. The presence of 

 FIGURE 11.1.1.5 (a) Simulation results showing FFT power attenuation for vibration frequencies between 
1000 and 3750 cm−1 after transmission through a glass cell filled with methanol solution. Different colored 
curves show the calculation results for 1000 (gray), 1250 (black), 1500 (indigo), 1750 (olive), 2000 (violet), 
2250 (blue), 2500 (green), 2750 (cyan), 3000 (orange), 3250 (pink), 3500 (red), and 3750 cm−1 (wine). (b) 
Transmission efficiency of photons passing through a glass cell filled with indigo-saturated methanol solution. 
(c) Attenuation ratio of the vibration amplitude whose frequencies are from 1000 to 3750 cm−1 after transmis-
sion through 1mm of the indigo-saturated methanol solution.
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this peak indicates the formation of the C–OH group in the intermediate (I). In addition, a spectro-
gram obtained by methanol solution of potassium indigodisulfonate is similar in the distribution of 
the Fourier power (Figure 11.1.1.6d).

11.1.1.5  COMPARISON BETWEEN EXPERIMENTAL RESULTS AND 
THEORETICAL RESULTS TD-B3LYP/6-311++G**//B3LYP/6311++G**.

The observed ultrafast dynamics of the indigodisulfonate salts can be explained by the theoretical 
results shown in Figure 11.1.1.1 and Table 11.1.1.1. The results of TDB3LYP/6-311++G**//B3LYP/6-
311++G** were used as a representative example. Just after the excitation, two identical

C=O groups (R) were observed to give rise to the peak centered around 1700 cm−1 (Figure 11.1.1.6), 
in good agreement with the calculated frequency of 1696 cm−1 (Table 11.1.1.1). This peak splits into two 
red- and blue-shifted peaks in the delay time from 200 to 270 fs. The reason for this frequency shift can 
be explained as follows. The electron density in one of the two C=O bonds, which is the acceptor of the 
transferred proton in the first PT, decreases after photoexcitation by p-electron delocalization extending 
to the transferred proton. This leads to the reduction of nC=O, which is consistent with the monotonic red 
shift from 1696 cm−1 (R) to 1588 cm−1 (TS1) found in the calculated frequencies. On the other hand, the 
electron density in the C=O bond that does not participate in the first PT is increased after the photo-
excitation, which leads to a blue shift of the peak. This is also consistent with the monotonic blue shift 
of nC=O from 1696 ® to 1751cm−1 (TS1) in the calculation result. Another possible effect of the shifts of 

  FIGURE 11.1.1.6 Spectrograms of sodium 
indigodisulfonate at probe wavelengths of 
(a)  720 [5l] (b) 715 [5l], and (c) 700 nm [5l], 
and (d) spectrogram of potassium indigodisul-
fonate at probe wavelengths of 705 nm.
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nC=O are explained as follows. The indigodisulfonate has a symmetric structure. Therefore, just after the 
photoexcitation of the indigosulfonate, its  structure still maintains symmetry resulting in anharmonic 
coupling of symmetric and asymmetric 𝜂C=O modes. The subsequent proton transfer breaks the symme-
try reducing the anharmonic c oupling between the two C=O bonds, which is also thought to contribute 
to the  frequency shift of nC=O.

The presence of a new peak around 1250 cm−1 at 270 fs delay time indicates that the C–OH is 
formed by the generation of the monoalcohol intermediate, which agrees well with the theoretical 
results that suggest the appearance of nC–O (I) at 1276cm−1. According to the theory, the remaining 
C=O of the generated monoalcohol is expected to be blue shifted by ca. 70 cm−1 [from 1696 ® to 
1763cm−1 (I)], which is in good agreement with the experimentally observed blue shift from 1700 
® to 1770 cm−1 (I). After the generation of the monoalcohol (I), the peak around 1700 cm−1 (nC=O) is 
reproduced in the time range >500 fs. This is in agreement with the theoretical result that the mono-
alcohol (I) is energetically unstable compared with the reactant, so that the monoalcohol returns to 
the reactant rather than forming a product.

The experiments show that the change from C–O to C=O associated with the change from the 
alcohol to the carbonyl cannot be observed in the back reaction (400–500 fs). One reason for the 
absence of spectral change is that the vibration dephases due to inhomogeneous and homogeneous 
broadening. Another reason is that the reaction time of the return path from the alcohol to the car-
bonyl is too fast to show the change compared with that of the forward path from the carbonyl to 
the alcohol.

The natural bond orbital (NBO) analysis [11] also supports the experimental observations by 
showing a second PT does not occur. At first brief description of NBO is described below.

TABLE 11.1.1.1
Theoretical Vibrational Frequencies and NBO Result

Method: B3LYP BLYP BP86 CIS CIS
Basis Set 6-311++G** 6-311++G** 6-311++G** 6-31++G** 6-31G* Exp./cm−1

Theoretical Results of Frequency/cm−1

Reactant C=O(1) 1696 1604 1626 - 1855 1700a

C=O(2) 1696 1604 1626 - 1604 1700a

TS C=O(1) 1588 1513 1544 - 1513 Red shift

C=O(2) 1751 1651 1675 - 1651 Blue shift

Intermediate C–O(1) 1276 1234 1241 - 1234 1250b

C=O(2) 1763 1656 1678 - 1656 1770b

Bond Order
Reactant C=O(1) 1.83 1.81 1.81 1.88 1.88

C=O(2) 1.83 1.81 1.81 1.88 1.88

Intermediate C–O(1) 0.99 0.99 0.99 0.99 0.99

C=O(2) 1.89 1.87 1.86 1.91 1.91

Second-Order Perturbative Estimates of “Donar(C=O)-Acceptor(H)” Interaction in NBO Basis/kcal mol−1

Reactant 8.34 36.79 11.31 7.65 -c

Intermediate <0.5 <0.5 <0.5 <0.5 -c

Distance between C=O and N-H/Å
Reactant 2.281 2.294 2.264 2.275 2.267

Intermediate 2.416 2.456 2.483 2.319 2.317

a Frequency calculated in the spectrogram at reaction time 100 fs.
b Frequency calculated in the spectrogram at reaction time 360 fs.
c It is thought that the hydrogen bond was not calculated using CIS/6-31G* because there is no diffuse function.



544 Ultrashort Pulse Lasers and Ultrafast Phenomena

The Natural Atomic Orbitals (NAOs) incorporate two important physical effects that distinguish 
them from isolated-atom natural orbitals as well as from standard basis orbitals:

 i. The spatial diffuseness of NAOs is optimized for the effective atomic charge in the molec-
ular environment (i.e., more contracted if A is somewhat cationic; more diffuse if A is 
somewhat anionic). NAOs therefore automatically incorporate the important "breathing" 
responses to local charge shifts that usually require variational contributions from multiple 
basis functions of variable range (double zeta, triple zeta, or higher) to describe accurately.

 ii. The outer fringes of NAOs incorporate the important nodal features due to steric (Pauli) 
confinement in the molecular environment (i.e., increasing oscillatory features and higher 
kinetic energy as neighboring NAOs begin to interpenetrate, preserving the interatomic 
orthogonality required by the Pauli exclusion principle). The valence NAOs of atom A 
therefore properly incorporate both the inner nodes that preserve orthogonality to its own 
atomic core as well as the outer nodes that preserve orthogonality to filled orbitals on other 
atoms B. Both features are necessary for realistic steric properties in the molecular envi-
ronment (i.e., proper Fermi-Dirac anticommutators of the associated second-quantized 
NAO field operators), but both are commonly ignored in standard basis orbitals.

The bond order of C=O and the distance between H–N and O=C, which is not responsible for the 
PT, increase from 1.83 (R) to 1.89 (I) and from 2.28 (R) to 2.42Å (I), respectively, and the degree 
of delocalization of π-electrons in C=O bond(s) to the proton is reduced. The NBO analysis also 
suggests that electron delocalization stabilizes the reactant molecule, but not in the monoalcohol 
intermediate. In this way, the increase in distance between the H and O atoms supports the experi-
mental results that indicate the first PT takes place, but the second does not.

The transfer of such vibrational coherence or even the creation of coherence by a chemical reac-
tion has been discussed by Jean and Fleming [12], which explains the weak oscillations clearly 
observed in the electronic curve crossing. The vibration frequency is too high to be explained by 
resonant electronic couplings. The high-frequency mode is thought to be a result of coherences 
between eigenstates with large projections onto diabatic states with different numbers of vibrational 
quanta. The bare electronic coupling and diabatic vibrational frequency have comparable magni-
tudes causing considerable interfusion of nonresonant diabatic states. Therefore, the vibrational 
coherence can be transferred into the product via the electronic curve crossing under sufficiently 
strong electronic coupling [13].

These results clearly provide direct evidence that PT takes place after photoexcitation in indigo-
disulfonate salts, and they show that the PT mechanism is a stepwise pathway. The first PT causes 
the reaction from reactant to intermediate with a high efficiency of >90% estimated from the level 
of error and noise in the spectrogram, but the generated intermediate also returns to the reactant 
with high efficiency (>90%). As a result, the total reactivity from reactant to intermediate is negli-
gibly small. Therefore, indigo is very stable and resists discoloration, providing a final answer as to 
whether or not PT occurs in indigo [3]. Direct evidence was obtained indicating that even though PT 
occurs, the system returns to the original reactant within 0.5 ps. It was concluded that the PT does 
not take place at the S1 state on a picosecond scale, and hence indigo is unusually photostable.

Kinetic Isotope Effect (Experiment). For confirmation of the stepwise mechanism in indigo-
disulfonate salts, the kinetic isotope effect (KIE) was studied by observing the real-time molecular 
vibration frequency of a deuterated sodium indigodisulfonate (Figure 11.1.1.7a). A peak around 
1700 cm−1, corresponding to a C=O stretching mode ®, appeared just after the excitation. This fre-
quency is red-shifted and another peak appeared around 1250 cm−1 at ~450 fs after the photoexcita-
tion in deuterated sodium indigodisulfonate, which is in good agreement with the reported value of 
C6H5OD (nC–O = 1250 cm−1) [10b].

The reaction rate in deuterated sodium indigodisulfonate was slowed down to (2.0 ± 0.1) × 1012 s−1 
from (3.0 ± 0.1) × 1012 s−1 in the non-deuterated system. The primary KIE obtained in the experimental 
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results predicts that the PT rate in the deuteride system was 44% slower than that in the nondeu-
teride system. The corresponding rate ratio (k H

a /k D
a ) between H and D ranges widely from 1.15 (in 

the early TS) to several hundred (in the late TS).
The excited state of sodium indigodisulfonate is expected to have an early TS due to strong 

hydrogen bonding, and the observed k H
a /k D

a  ratio was 1.7, which is larger than the expected value 
(1.15) in the early TS. This is caused by the decrease in k H

a , indicating that the tunnel effect takes 
place in the PT of the non-deuterated system. Figure 11.1.1.7a shows that the frequency of nC=O is 
red-shifted from 1700 to about 1500 cm−1, followed by blue shift to about 1600 cm−1, and red shift to 
about 1250 cm−1. On the other hand, Figure 11.1.1.7b shows that nC=O is gradually red-shifted from 
1700 to 1250 cm−1 without the slow modulation observed in Figure 11.1.1.7a. This slow modulation 
of the nC=O frequency found for the deuterated system is considered to be induced by the coupling of 
nC=O mode with low-frequency modes. The low-frequency modes can be considered to be scissoring 
modes of C1′=C1–C2 (a1) and C1′=C1–N (a2) associated with the deuteron transfer. The mechanism of 
the mode coupling inducing the modulation can be explained as follows.

In the first deuteron transfer, the distance between N–D and C=O decreases for the deuteron 
to be transferred to the acceptor. Associated with these processes, the C1′=C1–C2 bond angle and 
C1′=C1–N bond angle are expected to decrease and increase, respectively, with a decrease in the 
carbon- carbon bond order changing from carbon- carbon double bond to carbon-carbon single 
bond. These bond angle changes in turn trigger the scissoring modes of C1′=C1–C2 and C1′=C1–N. 
On the other hand, the oscillatory feature of nC=O was not found in the non-deuterated sample. It is 
thought to be due to much faster proton-transfer rate than the scissoring period.

In addition, in the spectrogram of sodium indigodisulfonate, a peak around 3350 cm−1 appeared 
just after the excitation and was assigned to the N–H stretching mode (nN–H) (Figure 11.1.1.7b). The 
frequency of the peak displayed a gradual red shift and another peak around 3185 cm−1 appeared 

  FIGURE 11.1.1.7 (a) Spectrograms of 
deuterated methanol solution of deuter-
ated sodium indigodisulfonate [5m]. 
(b)  Spectrograms of methanol solution 
of sodium indigodisulfonate [5l].
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at ca. 270 fs after the photoexcitation. The peak located at 3185cm−1 was attributed to the O–H 
stretching mode (nO–H), because the new peak appeared at almost the same time as that for nC–O. 
The red shift was thought to be due to PT-induced generation of the monoalcohol (I), which has an 
O–H instead of N–H. The vibrational frequency of the latter (3185 cm−1) is lower than the former 
(3350 cm−1) by about (14/16)1/2. On the other hand, the electron density in the other N–H bond, which 
does not participate in the PT, is increased during the PT, leading to the blue-shift of the peak, 
because hydrogen bonding is weakened during the PT. When the generation of the monoalcohol 
(I) is complete, the peak around 3350 cm−1 (nN–H) is reproduced, as shown at the later delay time 
(>500 fs) in Figure 11.1.1.7b.

In the spectrogram of deuterated sodium indigodisulfonate, a peak appeared around 2380 cm−1 
just after the photoexcitation and was assigned to a N–D stretching mode (nN–D) (Figure 11.1.1.7a). 
This frequency is lower than that of non-deuterated sodium indigodisulfonate by a factor of (2)−1/2. 
This mode frequency also showed a gradual red-shift and another peak appeared around 2200 cm−1 
at ca. 500 fs delay time. The peak located at 2200 cm−1 is thought to be due to the O–D stretching 
mode (nO–D) because the new peak appeared at the same time as nC–O. The reason for the lowering 
of the frequency from 2380 to 2200 cm−1 is that the PT during the generation of the monoalcohol 
(I) changes N–D to O–D, causing the red shift of the molecular vibration frequency by a factor of 
(14/16)1/2. Meanwhile, the electron density in the other N–H bond, which does not participate in the 
PT, is increased after the photoexcitation, leading to the blue shift of the peak due to the weakened 
hydrogen bonding. After the generation of monoalcohol (I), the peak around 2380 cm−1 (nN–D) was 
restored in the longer delay time region of >700 fs, as shown in Figure 11.1.1.7a. These results are 
completely consistent with that for the carbonyl group dynamics.

The small delay between the appearance of the nO–H and nC–O seen in Figure 11.1.1.7 can be 
explained as follows. The theoretical calculation shows that the distance between C=O and N–H 
decreases considerably in generating the O–H bond, from 2.279Å in the reactant to almost half of 
that in the TS (1.197 Å), and even shorter in the intermediate (0.986 Å). However, the C=O bond 
length changes only slightly from the reactant (1.236 Å) to the TS (1.296 Å) and the intermediate 
(1.334 Å), to generate the C–O bond. Therefore, the appearance of nC–O is delayed slightly compared 
with that of nO–H.

Solvent Effect. As mentioned above, in the case of methanol solution of indigodisulfonate salts, 
ultrafast PT in the excited state takes place by the stepwise mechanism. However, whether the PT 
takes place intramolecularly or intermolecularly is not understood, because the methanol is a protic 
solvent. Therefore, the DMSO solution, which is aprotic solvent, of sodium indigodisulfonate was 
used as a sample. The obtained spectrogram is shown in Figure 11.1.1.8. In the spectrogram, a 
peak around 1700 cm−1, due to a C=O stretching mode of reactant, appeared just after the excita-
tion. This frequency gradually red-shift in time toward 200 fs, and other peaks around 1250 and 
1750 cm−1 started to appear. The peak around 1250 cm−1 can be attributed to the C–O single bond 
stretching mode (nC–O). The presence of this peak indicates the formation of the C–OH group in 
the intermediate. After the generation of the monoalcohol (I), the peak around 1700 cm−1 (nC=O) is 
reproduced in the time range >350 fs. If the PT takes place by intramolecular reaction in the metha-
nol solution, the reaction time of the PT in methanol solution is close to that in the DMSO solution. 
These results show that the reaction time scales are almost the same between the DMSO solution 
and the methanol solution, but the reaction time of the PT in the DMSO solution is a little faster 

  FIGURE 11.1.1.8 Spectrogram of DMSO solu-
tion of sodium indigodisulfonate.
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than that in the methanol solution. Therefore, the possibility of intramolecular PT reaction in the 
methanol solution is high. However, the possibility of intermolecular PT reaction in the methanol 
solution cannot be denied. Anyway, these results confirm that PT takes place after photoexcitation 
in indigodisulfonate salts in both protic and aprotic solvents, and they show that the PT mechanism 
is a stepwise pathway. Moreover, the unstable monoalcohol (I) generated by PT then reverts to the 
reactant indigo compound.

11.1.1.6  CONCLUSION

In summary, the structural change during ultrafast proton transfer via a transition state was observed 
using an ultrashort pulse laser. It was concluded that a photoexcited proton transfer takes place in 
indigodisulfonate salts by the stepwise mechanism. To date, the reason why indigo is photostable 
could not be elucidated for over 100 years. The answer was obtained by the direct experimental 
observation in this work. The efficiency of photodiscoloration of indigodisulfonate salts caused 
by photoisomerization is suppressed by a single proton transfer after photoexcitation, because the 
molecular structure was fixed in the planar form by the formation of a monoalcohol intermediate 
generated by the single proton transfer. The unstable monoalcohol intermediate generated by the 
proton transfer then reverts to the reactant indigo compound. Thus, time-resolved spectroscopy 
with time resolution of a few femtoseconds provides a new way to clarify mechanisms and stimu-
late novel ideas for the development of new chemical reactions. Clarification of detailed reaction 
mechanisms is enabled by the application of this technique to the study of ultrafast dynamics in 
various fields, such as photochemistry, photophysics, and photobiology. The contents of this section 
are based on the research products of collaborative works by the following people: Izumi Iwakura, 
Atsushi Yabushita, and Takayoshi Kobayashi [14].

SUPPORTING INFORMATION

The energies of the most stable conformers and energy profiles of various methods. This material is 
available free of charge on the Web at: http://www.csj.jp/journals/bcsj/.
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11.1.2 Environment-
Dependent Ultrafast 
Photoisomerization 
Dynamics in Azo Dye

11.1.2.1  INTRODUCTION

Over the past decades, trans-cis photoisomerization has been one of the most widely investigated 
photochromic reactions. Azoaromatic dyes [1] are typical systems that exhibit trans-cis photoi-
somerization. They have been extensively investigated and various experimental techniques have 
been used to clarify the trans-cis photoisomerization mechanism [2–4]. Irradiation by linearly 
polarized light results in reversible trans-cis-trans isomerization via a hole-burning mechanism. 
This isomerization reorients the molecules, causing the dye to become birefringent by making the 
azobenzene groups sensitive to optical polarization [5]. Thus, azoaromatic dyes can be used in vari-
ous applications such as dynamic volume holograms [6,7] waveguide media [8], and light-driven 
molecular scissors [9]. To improve their performance, it is essential to elucidate the ultrafast dynam-
ics of the photoisomerization process. There have been several recent studies of the ultrafast dynam-
ics of azobenzene dyes; for example, Koller et al. [10] used infrared spectroscopy to investigate 
4-nitro40-(dimethylamino)azobenzene and Poprawa-Smoluch et al. [11] used absorption spectros-
copy to study Disperse Red 1. Disperse Red 19 (DR19) is a commercial azobenzene nonlinear opti-
cal chromophore with a large ground-state dipole moment of 8 D [12,13]. In the present report, we 
investigate the ultrafast dynamics of solution and film samples of DR19 using absorbance difference 
spectroscopy with a femtosecond time resolution.

11.1.2.2  EXPERIMENTAL SECTION

The azobenzene dye DR19 (dye content 95%) was purchased from Sigma-Aldrich Co. and used after 
recrystallization. A solution sample was prepared by dissolving 0.1 wt % DR19 in trimethylolpro-
pane triglycidyl ether (TMTE; technical grade; Sigma-Aldrich). A polymer film sample of DR19 
was prepared as follows: 0.1 wt % DR19 was dissolved in TMTE and a harden agent (1,2-diamino-
propane). The solution was cast on a flat glass (doctor Blade method) [14] to form a polymer film. 
The polymer film was estimated to have an average thickness of 0.5 mm by a slide calliper.

The solution and film samples were respectively stored in a sealed vial and a drybox in a dark-
adaptive ambient until immediately prior to being used. Figure 11.1.2.1 shows stationary absorption 
spectrum of the solution and film samples. The absorption peaks at 494 and 500 nm for the solution 
and film samples, respectively, are due to the strongly allowed ππ* transition [15].

Time-resolved spectroscopy of the samples was performed using ultrashort visible pulses gen-
erated by a noncollinear optical parametric amplifier [16,17] seeded by a 5 kHz regenerative Ti: 
sapphire amplifier (Coherent Inc. Legend-USP-HE). These ultrashort visible pulses had a broad 
spectrum that extended from 514 to 758 nm (see Figure 11.1.2.1). The instrument response time was 
adjusted to be 9 fs by monitoring the pulse width using second-harmonic-generation frequency-
resolved optical gating (SHG-FROG) measurements [18] (see below).
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In the pump-probe measurements of the solution sample, the pulse width was compressed to 9 fs 
in a 1-mm glass cell as follows. We first inserted a 1 mm thick glass plate in front of the entrance of 
the SHG-FROG system and adjusted pulse compressor to obtain 9 fs pulses. It set the pulse width 
to be 9 fs after passing through the 1-mm thick glass. The glass walls of the glass cell used for the 
solution measurement have the same thickness of 1 mm. If the 1 mm thick glass is removed and the 
pulse comes into the glass cell, the pulse width becomes 9 fs inside the glass cell passing through 
one side of the 1 mm thick glass wall.

In the pump-probe measurements of the film sample, the pulse width was also adjusted to 9 fs 
without inserting any glass plate. Therefore, the instrument response time was 9 fs in both cases. 
The pump beam was focused to a 1.4 × 105 cm2 spot. The pump and probe pulse energies were 8 and 
0.8 nJ, respectively.

The probe pulse intensity at each probe wavelength was simultaneously detected by Si avalanche 
photodiodes attached to a monochromator (Princeton Instruments, SpectraPro 2300i). A mechani-
cal chopper was inserted in the optical path of the pump pulse and was operated at a frequency of 
2.5 kHz so that it was in synchronization with the laser pulses. Changes in the transmitted intensity 
of the probe pulse induced by the pump pulse were processed by a 96-channel lock-in amplifier ref-
erenced to the frequency and phase of the chopper. Preamplifiers were used to amplify the electric 
current measured by the avalanche photodiodes prior to lock-in detection. Because the preampli-
fier had a cutoff frequency of 5 kHz, harmonic noise of the 2.5 kHz reference frequency was not 
detected in the observed signals.

For time-resolved spectroscopy of the solution sample, the sample was placed in a 1 mm thick 
quartz flow cell (Starna Cells Inc., 48-Q-1; flow rate: 50 mL/min) and was recirculated by a p eristaltic 
pump to ensure that each laser pulse irradiated a fresh sample. To prevent the photogenerated cis-
isomer from accumulating during measurements, the peristaltic pump was connected to a reservoir 
containing a large volume (60 mL) of the solution sample. During time-resolved measurements of 
the absorbance difference of the polymer film sample, the position of the sample was changed after 
each scan to ensure that photodamage did not accumulate during the measurement. Each scan of the 
time-resolved absorption difference spectra was performed in 5 s using a multiplex fast-scan system 
[19]. In the data analysis, we used data averaged over 40 scans. When the sample was irradiated 
at the same position for half an hour, the sample was damaged and caused strong scattering light. 
Meanwhile, the photodamage was negligible in the scan time of 5 s.

In the present measurement, the beam diameter on the sample is about 20 μm, which is about 10 
larger than the period of the optically inscribed grating reported by Barrett et al. [20] Therefore, the 
sample still exists inside the beam spot even after the irradiation.

All experiments were performed at room temperature.

  FIGURE 11.1.2.1 Normalized absorp-
tion spectra of DR19 in solution (solid 
line) and a polymer film (dashed line). 
The spectrum of NOPA output (thick 
solid line) is used for both pump and 
probe pulses.
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11.1.2.3  RESULTS AND DISCUSSION

Ultrafast Dynamics of the Solution Sample. Figure 11.1.2.2a shows a two-dimensional plot of absor-
bance difference (ΔA) spectrum of the DR19 solution sample measured for delays from 0.1 to 1.4 
ps (short delay region) and probe wavelength from 514 to 758 nm. Figure 11.1.2.2b shows the ΔA 
spectrum measured between 1 and 14 ps (long delay region) in the same probe wavelength region. 
The black curves in Figure 11.1.2.2a and b are contours for which ΔA is zero. Figure 11.1.2.2c and 
d show ΔA traces for five different probe wavelengths in Figure 11.1.2.2a and b.

 FIGURE 11.1.2.2 Measured 2D time-resolved absorbance difference spectra of DR19 in a solution sample 
(a) scanned from 0.1 to 1.4 ps and (b) that scanned from 1 to 14 ps. Black curves represent contours where the 
absorbance difference is zero (ΔA = 0). (c and d) Time-resolved ΔA traces at five different probe wavelengths 
picked up from (a) and (b), respectively.
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ΔA is generally negative at a probe wavelength below 580 nm. At these wavelengths, the ground 
state has an absorption band. Thus, ΔA is thought to be negative due to absorption bleaching, which 
implies that the electron population is depleted when DR19 is photoexcited by pump pulses. The 
positive ΔA observed at probe wavelengths longer than 580 nm was attributed to induced absorption 
of the excited state.

At first, we analyzed the exponential decay of the time traces to study the ultrafast dynamics of 
the electronic states during and after photoexcitation of DR19.

The ΔA traces in Figure 11.1.2.2c and d contain three decay components with lifetimes of ∼0.1, 
∼1, and ∼10 ps. Therefore, the ΔA traces should be fitted by a triple exponential function given by

 f ( ,t Aλ λ) (= ∆ ) (e A− −t t/τ τ1 2
1 + ∆ 2 λ λ) (e A/ + ∆ 0 )e−t /τ2 ( )τ τ1 2< < τ 3  (11.1.2.1)

The τ1 (∼0.1 ps) lifetime component decays, becoming negligible at delay longer than 0.4 ps. 
Therefore, we determined the other two time constants (τ2 and τ3) by fitting the ΔA trace in the long 
delay region between 0.4 and 14 ps using the following double exponential function

 f ( ,t Aλ λ) (= ∆ ) (e A− −t t/τ τ2 3
2 + ∆ 3 λ τ)e / ( )2 3< τ  (11.1.2.2)

Global fitting analysis estimated the time constants τ2 and τ3 to be 1.11 (0.13 and 4.65 (0.56 ps, 
respectively. Using the ΔA traces and the estimated time constants, the spectra of these lifetime 
components were calculated by the least-squares method (see Figure 11.1.2.3).

The instrument response time of the present measurements was estimated to be 9 fs, which is 
considered negligible for delays longer than 50 fs. Therefore, we determined the shortest time con-
stant (τ1) and its spectral component (ΔA1) by fitting the ΔA trace in the short delay region from 50 fs 
to 1.4 ps. In the fitting analysis, we applied the global fitting using the following double exponential 
function by fixing the parameter τ2 to 1.11 ps (as estimated above). Note that the τ3 decay component 
can be considered constant for delays up to 1.4 ps. The function f(t, λ) is given by 

 f ( ,t Aλ λ) (= ∆ ) (e A− −t t/τ τ1 2
1 + ∆ 2 λ λ) (e A/ + ∆ 0 1) ( )τ τ< 2  (11.1.2.3)

where ΔA0(λ) indicates a spectral component with an infinite lifetime. Global fitting analysis esti-
mated the time constant τ1 to be 104 (12 fs and its spectral component ΔA1(λ) was obtained by the 
least-squares method (see Figure 11.1.2.3).

The shortest time constant, τ1, had been only roughly estimated in previous studies because of 
their limited time resolutions. In the present study using a 9 fs pulse, τ1 was accurately estimated to 
be 104 ± 12 fs. Its spectral component, ΔA1(λ), does not reflect the spectral profile of the stationary 
absorption spectrum shown in Figure 11.1.2.1. Therefore, the shortest decay component does not 

  FIGURE 11.1.2.3 ΔA1, ΔA2, and 
ΔA3 are spectral components of the 
DR19 solution sample, which decay 
with the lifetimes of τ1, τ2, and τ3, 
respectively. The curves are of ΔA1, 
ΔA2, ΔA3 from bottom to top at 
wavelength of 600 nm.
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include decay to the electronic ground state, and it was attributed to large amplitude wave packet 
motion on the excited-state potential surface out of the Franck Condon (FC) region [21]. The nega-
tive spectrum of ΔA1 is considered to be the stimulated emission spectrum of the FC state.

The time constant τ2 was estimated to be 1.11 ± 0.13 ps. Its spectral component, ΔA2(λ), is neg-
ative, reflecting the spectral profile of the stationary absorption spectrum at probe wavelengths 
shorter than 580 nm. Therefore, the wave packet generated by the photoexcitation is considered to 
be spread over the potential energy surface of the electronic excited state and to locate the conical 
intersection to the ground state via photoisomerization around the N=N double bond; this process is 
responsible for the time constant of τ2 [22]. When probe wavelength is longer than 620 nm, ΔA2(λ) 
is positive and induced absorption is the dominant process.

The time constant τ3 was determined to be 5.86 ± 2.13 ps. Its spectral component, ΔA3(λ), has a flat 
profile with a positive value reflecting induced absorption. Koller et al. [10] elucidated that v ibrational 
cooling in the ground state occurs in 4-nitro-40(dimethylamino)azobenzene with a time constant of 
5.5 ps. Therefore, τ3 is assigned to the vibrational cooling time in the ground state of DR19.

Next, we analyzed the oscillation observed in the time traces shown in Figure 11.1.2.2c and d. 
The periodic oscillations reflect molecular vibrations that occur during the reaction after photo-
excitation; these oscillations have been theoretically studied [23] and observed in various experi-
ments [19,24,25]. Fourier transform of the time trace measured at 626 nm (see Figure 11.1.2.4a) was 

 FIGURE 11.1.2.4 (a) Time trace of DR19 in solution measured at 626 nm (black curves) and the time trace 
reconstructed in LP-SVD analysis (red curves). (b) Fourier power spectrum of the measured time trace shown 
in (a). (c) Two-dimensional view of the intensity of the vibrational modes obtained in the LPSVD analysis.
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calculated as shown in Figure 11.1.2.4b. It agrees with the Raman spectrum [26], confirming that 
the oscillations in the time-resolved trace are caused by molecular vibrations.

The vibrational dynamics was analyzed using linear prediction and singular value decompo-
sition (LP-SVD) [27–29]. Table 11.1.2.1 shows the frequencies, amplitudes, and lifetimes of the 
vibrational modes obtained in the LP-SVD analysis. The obtained parameters are also shown as 
a two-dimensional view in Figure 11.1.2.4c. When the obtained parameters were used, the time 
trace was reconstructed, as shown in Figure 11.1.2.4a, agreeing with the measured time trace. The 
vibration modes of 1100, 1131, and 1330 cm−1 are assigned to ΦN stretching, CH deformation, and 
NO2 symmetric stretching modes, respectively, referring to the Raman study [26]. The result of 
the LP-SVD analysis shows that the CH deformation has distinctly high amplitude and fast life-
time among these three vibration modes. It reflects that photoisomerization of the DR19 in solution 
causes large deformation around the CH bond in its primary process.

Comparison with Ultrafast Dynamics of the Film Sample. Figure 11.1.2.5a shows a two-dimen-
sional plot of the ΔA spectrum of the DR19 film sample measured for delays from 0.1 to 1.4 ps (short 
delay region) and probe wavelengths from 514 to 758 nm.

Figure 11.1.2.5b shows the ΔA spectrum measured between 1 and 14 ps (long delay region) in 
the same probe wavelength region. The black curves in Figure 11.1.2.5a and b are contour lines 
on which ΔA is zero. Figure 11.1.2.5c and d show ΔA traces at five different probe wavelengths in 
Figure 11.1.2.5a and b.

Similar to the solution sample, the negative ΔA at delays shorter than 580 nm is assigned to 
absorption bleaching caused by depletion of the ground state and the positive ΔA observed at probe 
wavelengths longer than 580 nm reflects induced absorption of the excited state.

The ΔA traces of the film sample in Figure 11.1.2.5c and d also include three decay components 
with lifetimes of ∼0.1, ∼1, and ∼10 ps. Therefore, the ΔA traces were fitted in the same manner as 
the traces of the solution sample.

We first fitted the ΔA trace in the long delay region using Eq (11.1.2.2) for delays from 0.4 to 
14 ps. Global fitting analysis estimated the time constants of τ2 and τ3 to be 1.35 (0.19 and 5.77 
(0.81 ps, respectively. The spectral components of the obtained time constants were obtained by the 
 least-squares method (see Figure 11.1.2.6).

Compared with this data for DR19 in the film sample, ΔA2 has a large positive amplitude in the 
wavelength region reflecting the existence of induced absorption longer than 620 nm in solution (see 
Figure 11.1.2.3). The reason why the induced absorption appears in the solution sample of DR19 
is thought to be explained as follows. The DR19 has a push-pull substituted structure with a large 
dipole moment of 8 D, and the solvent of TMTE is a polar solvent with a dipole moment of 3 D. 
Therefore, there is a strong dipole interaction between the DR19 and the solvent in the solution 
sample. The strong interaction modifies the electronic states of the higher excited state, which opens 
a way for the induced absorption via transition from the first excited state to the higher excited state.

The shortest time constant (τ1) and its spectral component (ΔA1) were then estimated by fitting 
the ΔA trace in the short delay region from 50 fs to 1.4 ps. Global fitting of the ΔA traces using 
Eq (11.1.2.3) estimated the time constant τ1 to be 74 (10 fs). The spectral component of τ1 (ΔA1(λ)) 
was obtained by the least squares-method and is plotted in Figure 11.1.2.6.

The shortest time constant, τ1, was estimated to be 74 (10 fs). For the same reason, given above 
for the solution sample, the shortest decay component was attributed to a large amplitude wave 

TABLE 11.1.2.1
Results Obtained in the LP-SVD Analysis for DR19 in Solution

Frequency (cm−1) Amplitude Decay (fs)

1100 107 2510

1131 285 458

1330 141 1411
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F IGURE 11.1.2.5 Measured 2D time-resolved absorbance difference spectra of DR19 in a film sample (a) 
scanned from −0.1 to 1.4 ps and (b) that scanned from −1 to 14 ps. Black curves represent contours where 
the absorbance change is zero (ΔA = 0). (c and d) Time-resolved ΔA traces at five typical several probe wave-
lengths picked up from (a) and (b), respectively.

packet motion on the excited-state potential surface out of the FC region. The negative spectrum of 
ΔA1 was considered to be the stimulated emission spectrum of the FC state. DR19 is known to have 
a large dipole moment of up to 8 D [12,13] because of its pushpull substituted structure. Therefore, 
photoexcitation of DR19 generates a charge-transfer (CT) state via electron transfer. Inter- and intra-
molecular modes adapt within τ1 to the new charge distribution generated by CT excitation. The 
solution and film samples had similar shortest time constant τ1, which implies that solutions and 
films of DR19 have comparable adaptation speeds.

The time constant τ2 is estimated to be 1.35 (0.19 ps). ΔA2(λ) is negative at wavelength below 
610 nm reflecting the spectral profile of the stationary absorption spectrum. Therefore, τ2 in the film 
sample was also assigned to the time for the photoexcited wave packet in the excited state to find 
the conical intersection to the ground state via photoisomerization around the NN double bond; this 
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F IGURE 11.1.2.7 (a) Time trace of DR19 in a film sample measured at 626 nm (black curves) and the time trace 
reconstructed in LP-SVD analysis (red curves). (b) Fourier power spectrum of the measured time trace shown in 
(a). (c) Two-dimensional view of the intensity of the vibrational modes obtained in the LP-SVD analysis.

process is responsible for the time constant τ2. When the probe wavelength is longer than 610 nm, 
ΔA2(λ) is positive and induced absorption is the dominated process.

The time constant of τ3 was determined to be 5.77 (0.81 ps). Its spectral component, ΔA3(λ), has 
a flat profile with a positive induced absorption. Just as for the solution sample, τ3 reflects the vibra-
tional cooling time in the ground electronic state of DR19.

Fourier transform of the time trace measured at 626 nm (see wa) was also calculated for 
DR19 in a film sample as shown in Figure 11.1.2.7b. It agrees with the result obtained for the 

  FIGURE 11.1.2.6 ΔA1, ΔA2, and ΔA3 
are spectral components of the DR19 
film sample, which decay with the life-
times of τ1, τ2, and τ3, respectively.
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solution sample (see Figure 11.1.2.4b) and the Raman spectrum [26]. The LP-SVD analysis was 
performed for the time trace of the film sample. Table 11.1.2.2 shows the frequencies, ampli-
tudes, and lifetimes of the vibrational modes obtained in the LP-SVD analysis. The obtained 
parameters are also shown as a two-dimensional view in Figure 11.1.2.7c. When the obtained 
parameters were used, the time trace was reconstructed as shown in Figure 11.1.2.7a, agreeing 
with the measured time trace. The assignments of 1099, 1126, and 1324 cm−1 are the same as 
those of the solution sample assigned to ΦN stretching, CH deformation, and NO2 symmet-
ric stretching modes, respectively, referring the Raman study [26]. The result of the LP-SVD 
analysis shows that all of those three modes have similar amplitude and fast lifetime of ∼500 fs. 
It reflects that photoisomerization of the DR19 in the film sample causes structural deforma-
tion equally among the ΦN bond, CH bond, and NO2 group. The result is significantly different 
from that of the DR19 in solution, in which only the CH deformation was dominantly excited. 
It is thought to be that the strong dipole interaction between TMTE and DR19 in the solution 
sample suppresses deformations along the dipole moment of the DR19 only allowing the CH 
deformation.

11.1.2.4  SUMMARY

The photoisomerization of DR19 in solution and a polymer film were investigated in absorbance differ-
ence measurements over a broadband visible spectral range and with a time resolution of 9 fs. The DR19 
has a push-pull substituted structure, which forms the CT state via electron transfer after photoexcitation.

Therefore, the film sample may have different dynamics from the solution sample because sig-
nificant intermolecular CT in the film modifies the relaxation pathway of the CT state. The observed 
time traces contain three decay components with lifetimes of ∼0.1, ∼1, and ∼10 ps. We estimated 
the three time constants (τ1, τ2, and τ3) and their spectral components (ΔA1, ΔA2, and ΔA3) by fitting 
the time-resolved ΔA trace with a triple exponential function.

The shortest time constant, τ1, had been roughly estimated in previous studies. In this study, τ1 
was precisely estimated for both the solution sample (104 ± 12 fs) and film (74 ± 10 fs) samples. Its 
spectral component, ΔA1, is negative, reflecting stimulated emission from the FC state. The τ1 decay 
component was attributed to a large amplitude wave packet motion on the excited-state potential 
surface out of the FC region.

The spectral component, ΔA2(λ), is negative reflecting the spectral profile of the stationary 
absorption spectrum for probe wavelengths shorter than 580 nm. This implies that the wave packet 
generated by the photoexcitation is spread over the potential energy surface of the electronic excited 
state and finds the conical intersection to the ground state via photoisomerization around the NN 
double bond; this process is responsible for the time constant of τ2.

The longest spectral component, ΔA3(λ), has a flat profile and is positive due to induced absorp-
tion. Its time constant, τ3, is much longer than τ2, reflecting the vibrational cooling time in the 
ground electronic state of DR19.

In the present study, we clarified the ultrafast dynamics of a push-pull substituted azobenzene 
dye, DR19, which is known to have a large dipole moment and is promising for various applications 
[30]. Ultrafast time-resolved absorbance difference spectroscopy is expected to provide essential 
information for photonic applications and is a promising alternative method for evaluating switching 

TABLE 11.1.2.2
Results Obtained in the LP-SVD Analysis for DR19 in a Film Sample

Frequency (cm−1) Amplitude Decay (fs)

1099 35 518

1126 27 588

1324 36 369
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performance. The contents of this section are cooperative research among the following people: 
Chun-Chih Hsu, Yu-Ting Wang, Atsushi Yabushita, Chih-Wei Luo, Takayoshi Kobayashi [30]. 
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11.1.3 Direct Observation of 
Denitrogenation Process 
of 2,3-diazabicyclo 
[2.2.1] hept-2-ene (DBH) 
Derivatives, Using a 
Visible 5-fs Pulse Laser

11.1.3.1  INTRODUCTION

The denitrogenation of azoalkanes with a functional group of -N=N-, such as 2,3-diazabicyclo[2.2.1]
hept-2-ene derivatives (DBHs) and azobisisobutyronitrile (AIBN), is an important reaction that gen-
erates cleanly radical intermediates [1]. The reaction mechanism of the denitrogenation of DBH 
derivatives has been studied and discussed since 1967, when a double inversion process [2–4] was 
observed in the formation of 2,3-dideuterobicyclo[2.1.0]pentane during the thermal denitrogenation 
of exo-5,6dideutero-2,3-diaza-bicyclo[2.2.1]hept-2-ene (DBH) [5–12].

Recent computational studies predicted that the denitrogenation mechanism of DBH derivatives, 
concerted versus stepwise, is largely dependent on the substituents X at C(7) (Scheme 11.1.3.1). 
Thus, the concerted denitrogenation process via the transition state TSC is energetically favored 
for the parent DBH (X = H). Meanwhile, the stepwise denitrogenation via the intermediate DZ and 
two transition states TSS1 and TSS2 was found to be favored for the denitrogenation of 7,7-dialkoxy-
substituted DBH derivatives (X = OR) [13,14]. The substituent effect on the denitrogenation can be 
rationalized by the most stable electronic configuration of the resulting biradicals BR [13]. Thus, the 
symmetric non-bonded molecular orbital (ψS) is the HOMO for the dialkoxy-substituted biradical, 
for which the concerted denitrogenation is a symmetry forbidden process. The concerted denitroge-
nation is a symmetry-allowed process for the electron-donating substituted azoalkane such as DBH, 
in which the two electrons are selectively occupied in the antisymmetric non-bonded molecular 
orbital (wA). Experimentally, the preferred mechanism of stepwise denitrogenation was suggested by 
the aryl-group effect on the rate constant of the denitrogenation reaction of 1,4-diaryl-7,7-dialkoxy-
substituted DBH derivatives [15].

In the present study, the denitrogenation processes of 7,7-diethoxy-substituted DBH (X = OEt) 
and DBH (X = H) were studied using an ultrafast spectroscopy system with a visible ultra-short 
pulse laser developed by Kobayashi and coworkers [16,17]. Typical vibrational modes of the DBH 
derivatives have vibrational periods of 60–80 fs (butterfly flap mode or ring bending mode) and 20 fs 
(CH2 scissoring mode). Since the pulse width of the visible pulse used in the present work was much 
shorter than the vibrational periods, the observed signal was modulated by the molecular vibra-
tions reflecting the real-time amplitude of the modes. During chemical reactions, molecular struc-
tural changes including transition states can be traced by the time-dependent wavenumber shifts of 
the relevant molecular vibrational modes [18]. The direct observation of the molecular vibrational 
changes induced by the impulsive excitation with a visible 5-fs pulse clarified the denitrogenation 
processes.

DOI: 10.1201/9780429196577-77

https://doi.org/10.1201/9780429196577-77
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11.1.3.2  EXPERIMENTAL

To obtain the visible ultrashort pulses, we have generated broadband visible light with high intensity 
in a non-collinear optical parametric amplifier (NOPA), and its pulse width was compressed by 
using a chirp mirror pair and a prism compressor, as described below.

The light source of the NOPA was a regenerative amplifier (Spectra-Physics, model Spitfire) with 
150 μJ of power, a central wavelength of 790 nm, pulse duration of 100 fs, and a repetition rate of 
5 kHz. The NOPA generated visible broadband extending from 525 to 725 nm. A beam splitter sepa-
rated the visible broadband light pulse into two copies of the pulse to be used as a pump pulse and 
a probe pulse, respectively. The chirp-mirror pair and the prism compressor were adjusted to com-
press their pulse widths as 5-fs. The polarizations of the pump and the probe pulses were parallel 
to each other. The focal spot areas of the pump and the probe pulses were 100 and 75 μm2, respec-
tively. The probe pulse was dispersed using a polychromator (300 grooves/mm, 500 nm blazed). A 
128-channel fiber bundle sends each spectral component of the dispersed probe pulse to each piece 
of 128 avalanche photodiodes simultaneously. The time-resolved difference transmittance, ∆T, was 
measured simultaneously by avalanche photodiodes in the range of 525–725 nm. The signal-to-
noise ratio was improved by coupling the signals of avalanche photo-diodes to a 128-channel lock-in 
amplifier.

A neat liquid sample of 7,7-diethoxy-substituted DBH derivative [19] and a CH2Cl2 solution sam-
ple of DBH [20] (100 mg/100 μl) were prepared for a pump–probe measurement. Because DBH is 
a solid sample, the solvent is needed to make a solution. To avoid the solvent effect on changing the 
denitrogenation mechanism, aprotic and non-polar solvent, i.e., CH2Cl2, was used for the experi-
ment. A liquid cell with an optical path length of 1 mm was used to contain the sample. All measure-
ments were performed at room temperature.

11.1.3.3  RESULTS AND DISCUSSION

11.1.3.3.1 P UMP–Probe exPeriMental resUlts

The azo-chromophore (-N=N-) of DBH derivatives has an absorption band at around 350 nm 
(Figure  11.1.3.1a). This clearly indicates that the photodenitrogenation of the DBH deriva-
tive does not occur under the conditions of one-photon absorption of the visible 5-fs pulse laser 
(Figure 11.1.3.1b). The ultrashort visible pulse excites vibration modes coherently in the electronic 
ground state through the stimulated Raman process, which triggers a reaction in the electronic 
ground state like thermal excitation by heating [21–23].

Pump–probe measurements were performed for the 7,7diethoxy DBH derivative and the parent 
DBH. Figure 11.1.3.2 shows two-dimensional displays of absorbance changes (∆A) in the probe 
delay time from 200 to 2900 fs following the visible 5-fs pulse excitation of the two DBH deriva-
tives. The signal of DA was calculated as ∆A = log10(1 + ∆T/T), where T and ∆T are the transmittance 
and the transmittance change, respectively, induced by the pump pulse. The absorbance change was 
 oscillating around zero, which indicates that the signal modulation is not due to the population 

  SCHEME 11.1.3.1 Substitu-
ent (X) effect on denitroge-
nation mechanism of DBH 
derivatives.
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dynamics of the electronic excited states. The Fourier power spectra were obtained from the real-
time traces from 200 to 800 fs (Figure 11.1.3.3a and b). The wavenumber resolution of Fourier power 
spectrum was estimated to be 16 cm−1.

The wavenumber modes observed in Figure 11.1.3.3a reflect the vibrational modes of the 
7,7-diethoxy DBH derivative. The wavenumber modes were assigned to the butterfly flap modes 
(325 and 480 cm−1), the ring bending mode (δRing: 887 cm−1), the CH2 wagging mode (δCH2: 976 cm−1), 
and the CH deformation mode (δCH: 1139 cm−1), whose assignments were done based on the reported 
assignments for DBH [24] and frequency calculations [25]. The wavenumber modes around 285 and 
700 cm−1 in Figure 11.1.3.3b, for DBH solution in CH2Cl2, were assigned to the C–Cl scissoring mode 
(δC–Cl) and to the C–Cl stretching mode (νC–Cl) in the CH2Cl2 solvent molecule. The other observed 
frequencies shown in Figure 11.1.3.3b can be assigned to the ring-bending mode (δRing: 887 cm−1), 
to the CH2 wagging mode (δCH2: 1035 cm−1), and to the CH deformation mode (δ : 1123 cm−1

CH ) [24]. 
The frequencies observed by the pump–probe measurements (Figure 11.1.3.3a and b) agreed well 
with the respective ground-state Raman frequencies (Figure 11.1.3.3c and d). Since the pump laser 
is not resonant with the electronic transition in the DBH molecule, the observed modulation of ∆T is 

  FIGURE 11.1.3.1 (a) Absorption spectrum of 
7,7-diethoxy-substituted DBH derivative (black 
curves) and (b) the visible 5-fs pulse laser (gray 
curves) spectra. 

  FIGURE 11.1.3.2 Two-dimensional 
displays of the absorbance changes plot-
ted two dimensionally against the probe 
delay time and the wavelength following 
the visible 5-fs pulse excitation of (a) the 
7,7-diethoxy-substituted DBH derivative 
and (b) DBH.

  FIGURE 11.1.3.3 Fourier 
power spectra of the real-time 
trace from 200 to 800 fs of (a) 
the 7,7-diethoxy-substituted 
DBH and (b) DBH. Raman 
spectra of (c) the 7,7-diethoxy-
substituted DBH and (d) DBH.
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due to the wavepacket in the ground state. Hence, the frequencies of the FT of the real-time traces 
are expected to agree with the Raman wavenumber in the electronic ground state.

The pump–probe spectroscopy and Raman measurement are members of a broad class of nonlin-
ear optical techniques related to the third-order optical polarization and the corresponding suscep-
tibility. Therefore, the pump–probe signal shows Raman active modes. However, the two methods 
differ by their measurement mechanism, which results in a difference in the signal intensities.

The Fourier phases of the real-time traces showed that the observed molecular vibrations follow 
a sine-like oscillation, which confirmed that the observed signals reflect the wavepacket dynamics 
in the electronic ground state (Figure 11.1.3.4a and b). The pump intensity dependence of the vibra-
tional amplitudes also supports assignment of the observed oscillating signal to the ground state, 
as described below. Three sets of measurements were performed maintaining the probe intensity 
at 20 GW/cm2 (Figure 11.1.3.4c and d). In the case of the 7,7-diethoxy DBH derivative (X = OEt) 
with pump intensities of 120, 135, and 160 GW/cm2, the powers p(i) of the pump intensity depen-
dence Ip(i) for three modes (325, 887, and 976 cm−1) were determined to be p(325 cm−1) = 1.1 ± 0.1, 
p(887 cm−1) = 0.9 ± 0.1, and p(976 cm−1) = 1.2 ± 0.7 (Figure 11.1.3.4c). In the case of DBH with pump 
intensities of 105, 123, and 135 GW/cm2, the power of the pump intensity dependence of the vibra-
tional amplitude was determined to be p(887 cm−1) = 0.70 ± 0.01 (Figure 11.1.3.4d). The linear pump 
intensity dependence suggests that the observed oscillation of DA is not due to the dynamics of the 
electronic excited state generated by multi-photon absorption but is predominantly due to the wave-
packet generated in the ground state through the stimulated Raman process.

11.1.3.3.2  sPeCtroGraM

The time-dependent wavenumber shifts of the relevant molecular vibrational modes were analyzed 
using Spectrograms, which have been used for time-resolved analysis of Fourier power spectra. 
Spectrograms [26] shown in Figure 11.1.3.5 were calculated by applying a sliding-window Fourier 
transform to the DA traces averaged over 10 probe wavelengths. A Blackman window function with 
a full width half maximum of 240 fs was used for the spectrograms, as shown in Eq. (11.1.3.1). The 
spectrogram trace was calculated by shifting the window at 10-fs step in the delay time.

 ∫
∞

S S( ,ω τ ) (= −t g) (t iτ ω)exp(− t d) ,t g( )t
0  (11.1.3.1)

= −0.42 0.5cos2π +t 0.08cos4πt

  FIGURE 11.1.3.4 Fourier phase 
spectra of the observed molecular 
vibrations of (a) the 7,7-diethoxy-
substituted DBH with frequencies of 
325 cm−1 (green curve), 887 cm−1 (red 
curve), and 976 cm−1 (blue curves) 
and (b) DBH with wavenumber of 
887 cm−1 (red curve). Pump intensity 
dependencies of vibrational ampli-
tudes the same condition of the probe 
intensity of 20 GW/cm2 are shown for 
(c) the 7,7-diethoxy-substituted DBH 
with frequencies of 325 cm−1 (green 
curve and green crosses), 887 cm−1 
(red curve and red crosses), and 976 
cm−1 (blue curve and blue crosses) 
and (d) DBH with wavenumber of 887 
cm−1 (red curve and red crosses).
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The wavenumber resolution of the spectrogram is 30 cm−1. The data in the vicinity of a zero delay 
was disturbed by the interference between the scattered pump and the probe pulses. Molecular 
structure deformation during the reaction process along the reaction coordinate changes the oscil-
lation wavenumber of the wave packet oscillating along the coordinate perpendicular to the reac-
tion coordinate. The transfer of vibrational coherence, or even the generation of coherence, in the 
chemical reaction was previously discussed and demonstrated [27–31]. When the molecule stays 
either in the reactant, the intermediate, or the product, the vibration frequencies are thought to be 
constant during the lifetime of the relevant state although the vibration frequencies might be differ-
ent between those electronic states. The vibrational frequencies are considered to change gradually 
when the molecule undergoes the structural change from the reactant, through the intermediate, and 
finally to the product.

In the reaction of 7,7-diethoxy DBH derivative (Figure 11.1.3.5a), vibrational bands appeared 
around 900, 1050, and 1450 cm−1 just after the photo-excitation. These modes can be assigned to the 
ring bending modes, the CH2 wagging mode, and the CH2 scissoring mode, respectively. The CH2 
wagging mode started to blue-shift after photo-excitation, and two new bands appeared at around 
1300 and 1750 cm−1 at ca. 1 ps after the photo-excitation, which are assigned to the CH bending 
mode and NN stretching mode, respectively (see Figure 11.1.3.5 and the Scheme 11.1.3.2).

Meanwhile, just after photo-excitation of DBH (Figure 11.1.3.5b), the CH2 bending modes 
appeared at around 1000 and 1450 cm−1 and vibrational modes of the CH2Cl2 solvent appeared 
at around 300 and 700 cm−1. At ca. 1 ps after the photo-excitation, a vibrational band appeared at 
around 1950 cm−1 being assigned to the NN stretching mode, which has a higher wavenumber than 
that observed for the 7,7-diethoxy-substituted DBH (1750 cm−1).

11.1.3.3.3  DenitroGenation MeChanisM

As mentioned in the Introduction (Scheme 11.1.3.1), two possible mechanisms, either the concerted 
pathway or the stepwise pathway [1–14], can be considered to understand the dynamics observed 
in the denitrogenation of DBH derivatives. The electron density of the NN bond is supposed to be 
higher in the transition state (TSc) of the concerted process than those in the intermediate (DZ) 
and the transitions states (TSS1 and TSS2) for the stepwise process (Scheme 11.1.3.1). Thus, the NN 
stretching vibrational mode of TSc should have higher wavenumber than those in DZ, TSS1, and 
TSS2. Indeed, it was also predicted by a theoretical calculation performed at the (U)B3LYP/6–
31G(d) level showing that the NN stretching modes (νNN, scaled by 0.961) of the model intermediary 
species TS0

S1 (νNN = 1718 cm−1, imaginary wavenumber (ν i) = 240 cm−1), DZ0 (νNN = 1777 cm−1), and 
TS0

S2 (νNN = 1869 cm−1, imaginary wavenumber (ν i) = 405 cm−1) have lower wavenumber than that 
of the transition state TS0

C (ν −1
NN = 1917 cm , imaginary wavenumber (ν i) = 492 cm−1) (see Schemes 

11.1.3.2 and 11.1.3.3) [13,25].
Spectrogram analysis of the measured time-resolved traces found a large wavenumber difference 

in the NN stretching mode at a 1 ps delay between the 7,7-diethoxy DBH derivative and the parent 
DBH, i.e. 1750 cm−1 in Figure 11.1.3.5a and 1950 cm−1 in Figure 11.1.3.5b. Considering the above 

  FIGURE 11.1.3.5 Spectrograms 
of (a) the 7,7-diethoxy-substituted 
DBH derivative and (b) DBH.
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prediction given by the theoretical calculation, the observed wavenumber difference elucidates that 
the denitrogenation of the 7,7-diethoxy DBH derivative proceeds through the stepwise pathway, 
and that of the parent DBH proceeds through the concerted pathway. After a 1 ps delay, the NN 
stretching frequencies increased with a delay in both of the compounds, reflecting the dissociation 
of nitrogen. The observed blue shift of the NN stretching wavenumber also agrees with the compu-
tational prediction.

11.1.3.4  CONCLUSION

In summary, the reaction mechanism of the thermal denitrogenation of DBH derivatives was inves-
tigated using a visible 5-fs pulse laser, by which the time-dependent wavenumber shift of molecular 
vibrations is directly observed [32]. The concerted denitrogenation process was found in the ther-
molysis of the parent DBH. However, the stepwise nitrogen dissociation process was observed for 
the denitrogenation of the 7,7-diethoxy DBH derivative. These results agree well with the computa-
tional predictions. The ultrashort visible pulse excited vibrational modes coherently in the electronic 
ground state through the stimulated Raman processes, which precedes the reaction in the electronic 
ground state like the thermal excitation under heating. The research presented in this subsection 
was conducted by collaboration among the following people: M. Abe, I. Iwakura, A. Yabushita, 
S. Yagi, J. Liu, K. Okumura, and T. Kobayashi [32].
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11.1.4 Photo-Impulsive 
Reactions in the 
Electronic Ground 
State without 
Electronic Excitation
Non-Photo, Non-Thermal 
Chemical Reactions

11.1.4.1  INTRODUCTION

Chemical reactions can be generally classified into two groups: photoreactions and thermal reac-
tions. When a chemical compound absorbs light of which the photon energy is equal to the electronic 
transition energy, the compound is excited into an electronic excited (EE) state. The excitation of the 
electronic state increases lability, which triggers a photoreaction in the EE state. In contrast, thermal 
reactions proceed in the electronic ground (EG) state due to thermal excitation of molecular vibra-
tional modes of the EG state. Therefore, the frontier orbital that participates in thermal reactions 
differs from that for photoreactions, which frequently causes differences in reactivity.

For example, irradiation of allyl phenyl ether (APE) with ultraviolet (UV) light at its absorption 
band (λ < 400 nm) causes a photo-Claisen rearrangement via a radical intermediate and produces 
not only o-allyl phenol but also p-allyl phenol and phenol (Scheme 11.1.4.1(1)) [1]. In contrast, ther-
mal excitation of APE proceeds with a [3,3]-sigmatropic rearrangement, in which a six-membered 
transition state appears under a supra– supra facial reaction and produces 6-allyl-cyclohexa-2,4-di-
enone. The 6-allyl-cyclohexa-2,4-dienone converts itself into the more stable o-allyl phenol product 
under keto–enol tautomerism (Scheme 11.1.4.1(2)) [2].

We have previously reported [3,4] that when the pump photon energy is lower than the minimum elec-
tronic transition energy, molecular vibrational modes of the EG state are excited via an induced Raman 
process, which triggers the reaction in the EG state without converting photon energy to thermal energy 
[5–7]. In the present work, we have applied selective triggers for the Claisen rearrangements of APE. 
As a result, the Claisen rearrangement in the EE state (photoreaction) and that in the EG state (photo-
impulsive reaction in the EG state) can be selectively induced using few-optical-cycle pulses of UV and 
visible radiation, respectively (Figure 11.1.4.1). It was confirmed that the photo-impulsive reaction path-
way in the EG state (as for thermal reactions) is different from that in the EE state (as for photoreactions).

11.1.4.2  EXPERIMENTAL

11.1.4.2.1  feW-oPtiCal-CyCle UltraViolet PUlses

A hollow-fiber compression system was used to obtain a few optical-cycle broadband UV pulses 
[8]. A Ti: sapphire regenerative amplifier (Coherent, Legend Elite-USP; 2.5 mJ, 35 fs, 1 kHz at 
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800 nm) was wavenumber-doubled in a beta barium borate (BBO) crystal to generate second-
harmonic laser pulses at 400 nm, which were focused into a hollow fiber. The pulses were spec-
trally broadened in the fiber to 360–440 nm and the time duration was compressed to as short as 
8 fs using a pulse compressor. The focal areas of the pump pulse and the probe pulse were 100 
and 75 mm2, respectively.

11.1.4.2.2  feW-oPtiCal-CyCle Visible PUlses

A Ti: sapphire regenerative amplifier (Spectra Physics, Spitfire; 150 mJ, 100 fs, 5 kHz at 805 nm) was 
used to pump a noncollinear optical parametric amplifier (NOPA) to obtain few optical-cycle broad-
band visible pulses [9]. The signal pulse was amplified by the double-pass NOPA in the broadband 
spectral region from 525 to 725 nm and the pulse compressor compressed the pulse duration to 5 fs. 
The focal areas of the pump pulse and the probe pulse were 100 and 75 mm2, respectively.

11.1.4.2.3  saMPle Cell

A liquid cell with an optical path length of 1 mm was used to contain the sample during measure-
ment at 295 ± 1 K. Neat liquid of APE (CAS: 1746-13-0, Tokyo Chemical Industry) was stored in the 
cell for use as a sample. Under irradiation by the UV pulses, light absorption by the sample causes 
thermal accumulation and bubbling if the pulses irradiate a fixed point. Therefore, during UV pulse 
irradiation, the sample cell was continuously translated in the plane perpendicular to the probe 
beam. The shape of the translation trajectory was near-circular and octagon-like, and the speed was 
ca. 5 mm/s, which corresponds to a sample displacement of ca. 10 mm during the pulse period of 
1 ms. This procedure reduced the probability of sample photodamage to a minimum.

 FIGURE 11.1.4.1 The three reaction mechanisms under investigation: (a) traditional photoreaction in the 
electronic excited state; (b) thermal reaction in the electronic ground state; (c) the present photo-impulsive 
reaction in the electronic ground state.

 

SCHEME 11.1.4.1 Photoche-
mically-allowed Claisen rear-
rangement of allyl phenyl ether 
by few-optical-cycle ultraviolet 
p ulse irradiation.
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11.1.4.2.4  PUMP–Probe MeasUreMent

The probe pulse was dispersed using a polychromator (300 grooves per mm, 500 nm blazed for vis-
ible pulses and 300 nm blazed for UV pulses). The dispersed probe wavelength components were 
guided to 128 avalanche photodiodes via a 128-channel bundled fiber. The signal-to-noise ratio was 
improved by coupling the signals of the avalanche photodiodes to a 128-channel lock-in amplifier.

11.1.4.2.5  qUantUM CheMiCal CalCUlation

The Gaussian 03 program [10] was used for the calculations without assuming symmetry. Geometric 
optimization was performed using the B3LYP/6–311+G(d, p) method and basis set (5d functions were 
used for the d orbital). Wavenumber calculations were performed for all of the obtained structures at 
the same level. All the frequencies were confirmed as real for the ground states and one imaginary 
wavenumber for the transition state (TS). Vectors of the imaginary frequencies directed the reac-
tion mode and intrinsic reaction coordinate calculations were further performed to confirm that the 
obtained TSs were on the saddle points of the energy surface between the reactant and product.

11.1.4.3 RESULTS

11.1.4.3.1  Vibrational DynaMiCs in the reaCtion UnDer feW-oPtiCal CyCle 
UltraViolet PUlse irraDiation (see fiGUre 11.1.4.1a)

APE has absorption bands in the UV region (λ < 400 nm); therefore, irradiation with few-optical-
cycle UV pulses (λ = 360–440 nm) caused photo-excitation at the absorption band, which excited 
the electronic state of APE and photo-Claisen rearrangement (radical reaction) proceeded in the EE 
state (Figure 11.1.4.2).

A pump–probe measurement of APE was performed to investigate the photo-Claisen rearrange-
ment using a few optical-cycle UV pulses (see Section 11.1.4.1.2.1). Figure 11.1.4.3a shows a two-
dimensional view of the observed time-resolved transmission change (∆T/T), which indicates the 
appearance of an induced absorption at 1.8 ps after photo-excitation.

A fast Fourier transform (FFT) of ∆T/T between 200 and 1200 fs was calculated using the 
Hanning window function, as shown in Figure 11.1.4.3b. The calculated FFT power spectrum has 
peaks at 814, 993, 1278, and 1644 cm−1. Spectrogram analysis [11] was performed using a Blackmann 
window function with a 400-fs full width at half maximum (FWHM) to elucidate the dynamics of 
the vibrational modes (see Figure 11.1.4.3c). Vibrational modes at 1007, 1080, 1186, 1320, 1487, 
and 1670 cm−1 were evident immediately after the photo-excitation. The highest peak at 1007 cm−1 
is separated into two components; one exhibited a red shift and the other did not shift until 2.5 ps 
after photo-excitation. At a delay time of 1.7 ps, the peak at 1670 cm−1 disappeared and a new peak 
appeared at 1533 cm−1. The peak at 1080 cm−1 underwent a gradual blueshift with the generation of 
a new peak at 1425 cm−1.

 

  FIGURE 11.1.4.2 An absorption spectrum of allyl 
 phenyl ether (black curve located at the leftmost place), 
and laser spectra of the few-optical-cycle UV (blue curve 
located at the central place) and visible (red curve located 
at the rightmost place) pulses.



570 Ultrashort Pulse Lasers and Ultrafast Phenomena

11.1.4.3.2  Vibrational DynaMiCs in the reaCtion UnDer feW-oPtiCal 
CyCle Visible PUlse irraDiation (see fiGUre 11.1.4.1C)

The pump–probe measurement was also performed using a few optical-cycle visible pulses (see 
Section 11.1.4.2.2). The photon energy of the visible pulses (λ = 525–725 nm) is lower than the mini-
mum electronic transition energy of APE (λ < 400 nm) (Figure 11.1.4.2).

A two-dimensional view of the measured ∆T/T is shown in Figure 11.1.4.4a. The standard devi-
ation of the induced absorbance difference ∆A, oscillating around the estimated zero absorbance 
change, was less than 5 × 10–5, which is negligible when compared with the oscillation amplitude (∆𝛿A) 
of 3 × 10–4. The deviation from zero is due to a very small accumulated steady-state population of EGs.

The FFT of ∆T/T between 200 and 1200 fs was calculated using a Hanning window function, 
as shown in Figure 11.1.4.4b. The calculated FFT power spectrum has peaks at 814, 993, 1286, and 
1644 cm−1. Spectrogram analysis was performed using a Blackmann window function with 400 
fs-FWHM to elucidate the dynamics of the vibrational modes (see Figure 11.1.4.4c). Vibrational 
modes at 820, 1000, 1230, 1300, 1420, 1470, 1595, and 1650 cm−1 were evident immediately after 
photoexcitation. The peak at 1000 cm−1 disappeared at a delay time of 700 fs without any shift in 
wavenumber. The mode of 1650 cm−1 underwent a gradual red shift with the generation of a new 
peak at 1580 cm−1 at a delay time of 750 fs. A new peak appeared at 1750 cm−1 after a delay time of 
1 ps and disappeared at a delay time of 2 ps.

  FIGURE 11.1.4.3 Experimental 
results observed using UV pulses. 
(a) A two-dimensional display of 
the change in absorbance of allyl 
phenyl ether as a function of probe 
delay time and wavelength. (b) A 
FFT power spectrum of the oscillat-
ing components of the time-resolved 
absorbance change. (c) The observed 
time dependence of the vibrational 
spectra.
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11.1.4.3.3  theoretiCal Vibrational DynaMiCs of the Photo- anD therMal reaCtions

A density functional formalism was used to calculate molecular vibrational changes in the photo-
Claisen rearrangement and the thermal Claisen rearrangement. Figure 11.1.4.5 shows a measured 
Raman spectrum of APE and the calculated wavenumbers of the molecular vibrational modes. The 
measured results show that symmetric stretching of the phenyl group, C–O–C symmetric stretching 
of the ether group, C–H deformation of the phenyl group, C–O–C stretching of the ether group and 
C–H2 twisting of the methylene group, C–H deformation of the allyl group, C–H2 wagging of the 
methylene group, C–H2 scissoring of the allyl group, C=C stretching of the phenyl group, and C=C 
stretching of the allyl group appear at 997, 1032, 1173, 1244, 1291, 1419, 1458, 1595, and 1648 cm−1, 
respectively. The values in Figure 11.1.4.5 (the measured Raman wavenumbers and the correspond-
ing calculated wavenumbers) were used to estimate scaling factors (see Table 11.1.4.1).

In the photo-Claisen rearrangement (see Table 11.1.4.2), an allyl radical appears with a C–C* 
stretching mode at 1510 cm−1, and a phenoxy radical appears with ring stretching mode of the phenyl 
group (805 and 1008 cm−1) and C–O stretching (1480 cm−1).

In the thermal Claisen rearrangement (see Table 11.1.4.3), a six-membered structure appears with 
C–O–C asymmetric stretching of the ether group (815 cm−1), C–H deformation of the allyl group 
(1319 cm−1), and CQC stretching in the allyl and phenyl groups (1542 cm−1). The subsequent inter-
mediate, 6-allyl-cyclohexa-2,4-dienone, has a C–H2 twisting of the methylene group, C–H deforma-
tion of the allyl group, C–H2 scissoring deformation of the allyl group, CQC stretching of the allyl 
group, and CQO stretching at 1196, 1300, 1448, 1637, and 1720 cm−1, respectively. The final product, 
o-allyl phenol, appears with CQC stretching of the phenyl group (1584 cm−1) and CQC stretching of 
the allyl group (1635 cm−1).

  FIGURE 11.1.4.4 Experimental 
results observed using visible 
pulses [4]. (a) A two-dimensional 
display of the change in absorbance 
of allyl phenyl ether as a function 
of the probe delay time and wave-
length. (b) A FFT power spectrum 
of the oscillating components of the 
time-resolved absorbance change. 
(c) The observed time dependence 
of the vibrational spectra.
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  FIGURE 11.1.4.5 (a) Mea sured 
Raman spectrum of allyl phenyl 
ether. (b) Molecular vibrational 
modes calculated using B3LYP/6-
311+G8(d, p).

TABLE 11.1.4.1
Wavenumber Scaling Factors of the Vibrational Modes

Molecular Vibrational Mode cm−1

δph δCH δph δph vCOC δCH vCOC δCH2 δCH δCH2 δCH2 vC=C vC=C vC=C

Exp.

Ph Ph Ph Ph Ether Ph Ether Methylene Allyl Methylene Allyl Ph Ph Allyl

617 786 822 997 1032 1173 1244 1244 1291 1419 1458 1595 1595 1648

Calc. 628 827 837 1009 1052 1196 1261 1269 1316 1392 1461 1623 1641 1710

S.Fa 0.98 0.95 0.98 0.99 0.98 0.98 0.99 0.98 0.98 1.02 1.00 0.98 0.97 0.96

a Scaling Factor (S.F.) = Experimental wavenumber (Exp.)/Calculated wavenumber (Calc.).

TABLE 11.1.4.2
Calculated Vibrational Wavenumbers of Chemical Species Involved in the Photo-Claisen 
Rearrangement of Allyl Phenyl Ether

Calculated Molecular Vibration Wavenumbera cm−1

vph

Ph

vCCC

Allyl

vCOC

Ether

δCH

Ph

δCH2

Methylene

δCH

Allyl

δCH2

Methylene

δCH2

Allyl

vCCC

Allyl

vC=C

Ph

vC=O

AllylCompound

Reactant 1009 1052 1196 1269 1316 1392 1461 1641 1710

Allyl radical 793 1269 1510

Phenoxy radical 805 1008

1036

1480 1166 1585

a Not scaled by any scaling factor.
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11.1.4.4 DISCUSSION

11.1.4.4.1  PhotoCheMiCally-alloWeD Claisen rearranGeMent of allyl Phenyl 
ether by feW-oPtiCal-CyCle UltraViolet PUlse irraDiation

APE has an absorption band at wavelengths shorter than 400 nm. Therefore, irradiation with few-
optical-cycle UV pulses having a broadband spectrum of 360–440 nm excites the electronic state of 
APE to the EE state. Molecular vibrations

are coherently excited via vibronic interaction, which enables observation of the EE state dynam-
ics via molecular vibrations. Figure 11.1.4.3c shows a calculated spectrogram that reflects the vibra-
tional dynamics. The observed vibrational dynamics of the photoreaction during reaction under 
few-optical-cycle UV pulses were in agreement with the theoretical vibrational dynamics of the 
photoreaction, which confirms that the vibrational dynamics follow those for the photoreaction, as 
explained in the following.

The CQC stretching of the allyl group was observed at 1670 cm−1 immediately after the photo-
excitation and then disappeared at a delay time of 1.7 ps when the allyl radical was produced, and 
a new peak of C–C stretching of the allyl radical appeared at 1533 cm−1. The peak of symmetric 
stretching in the phenyl group observed at 1000 cm−1 just after photo-excitation was separated into 
two modes as the phenoxy radical was generated; one of the two modes was redshifted to 805 cm−1 
and the other experienced no change in wavenumber. The peak observed at 1080 cm−1 just after 
photo-excitation was gradually blue-shifted with the generation of the C–O group and a new peak 
at 1425 cm−1 appeared at a delay time of ca. 2 ps.

The vibrational mode dynamics indicate that active radical species are generated at 1.8–2.0 ps 
after photo-excitation. Phenoxy radicals have an absorption band at 360–420 nm [12] and the tran-
sitional absorption appeared at a delay time of 1.8 ps (see Figure 11.1.4.3a). Thus, irradiation with 
few-optical-cycle pulses induces photoreaction by excitation of the electronic state into the EE state 
if the laser spectrum overlaps with the absorption band of the sample that corresponds to its elec-
tronic transition.

11.1.4.4.2  therMally-alloWeD Claisen rearranGeMent of allyl Phenyl 
ether by feW-oPtiCal-CyCle Visible PUlse irraDiation

The reaction induced by irradiation with few-optical-cycle visible pulses (525–725 nm) 
(Figure 11.1.4.4c) was completely different from that for the few-optical-cycle UV pulse irradia-
tion (Figure 11.1.4.3c). The observed vibrational dynamics were in agreement with the theoretical 

 

TABLE 11.1.4.3
Calculated Vibrational Wavenumbers of Chemical Species Involved in the Thermal Claisen 
rearrangement of Allyl Phenyl Ether

Calculated Molecular Vibration Wavenumbera cm−1

δph

Compound

Reactant

Ph Ph Ether Methylene Allyl Methylene Allyl Ph Allyl

822 997 1032 1244 1291 1419 1458 1595 1648

TS 815 1319 1434 1507 1542

Keto-intermediate 1196 1300 1448 1555 1637 1720

Phenol product 1584 1635

vph vCOC δCH2 δCH δCH2 δCH2 vC=C vC=C vC=O

a Scaled using scaling factors shown in Table 11.1.4.1.
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vibrational dynamics of the thermal Claisen reaction (Table 11.1.4.3), which indicates that the reac-
tion is the thermally-allowed Claisen rearrangement in the EG state, as explained in the following.

The symmetric stretching of the phenyl group observed at 1000 cm−1 immediately after the 
photo-excitation disappeared at a delay time of ca. 700 fs. The C–H2 deformation of the methylene 
group observed at 1230 and 1420 cm−1 also disappeared at the same delay time of 700 fs. The CQC 
stretching of the allyl group observed at 1650 cm−1 was red-shifted to 1580 cm−1 near a delay time 
of 750 fs.

The C–O bond was firstly weakened before generation of the six-membered structure. When the 
six-membered intermediate was generated, the C=C bond of the allyl group became an aromatic-
like C=C bond observed at 1580 cm−1 (the C=C stretching mode of benzene is 1585 cm−1). At a 
delay time of 1 ps, 6-allyl-cyclohexa-2,4-dienone was generated, as evidenced by a new peak due 
to carbonyl stretching at 1750 cm−1. The peak at 1750 cm−1 disappeared at 2 ps because the unstable 
6-allyl-cyclohexa-2,4-dienone converted to the stable enol form. Thus, when the photon energy of 
the excitation light is lower than the minimum electronic transition energy, irradiation with few-
optical-cycle pulses induces a photo-impulsive reaction in the EG state without converting photon 
energy to thermal energy, which is different from a traditional photoreaction.

11.1.4.4.3  non-Photo, non-therMal CheMiCal reaCtion

In the case of the thermal Claisen rearrangement of APE, the activation energy was calculated to 
be about 33.9 kcal/mol using B3LYP/6–311+G(d, p). This value agrees with earlier reports [13]. 
Meanwhile, the few-optical-cycle visible pulses (λ = 525–725 nm) have a spectrum bandwidth of 
5200 cm−1. The bandwidth corresponds to ~14.5 kcal/mol, which is much lower than the activation 
energy of the thermal Claisen rearrangement. The reason why the Claisen rearrangement proceeds 
by the few-optical-cycle visible pulse is explained in the following.

The photo-impulsive reaction in the EG state excites some vibrational modes, which include 
modes related with the reaction. Therefore, the photo-impulsive reaction can proceed effectively 
with excitation energy lower than that of the thermal reaction exciting all of the vibrational modes. 
The photo-impulsive reaction in the EG state proceeds the reaction keeping coherence of the molec-
ular vibrations, and it is no wonder that the activation barrier of the photo-impulsive reaction is 
different from that of the incoherent thermal reaction.

Meanwhile, the frontier orbitals of the photo-impulsive reaction in the EG state are thought to be 
the same as those of the thermal reaction. Both of the two reactions have the same reaction pathway 
because the reaction mechanism is dominated by orbital symmetry.

The photo-impulsive reaction is thought to require the following two key factors to trigger the 
reaction.

 1. The width of the excitation pulse is much shorter than the molecular vibrational periods 
and should be as short as a few oscillation periods of the optical electric field (few-optical 
cycle pulse).

 2. The photon energy of the excitation pulse should be lower than the minimum electronic 
transition energy.

Future challenges will focus on obtaining a definitive understanding of the driving mechanism for 
the reaction.

11.1.4.5 CONCLUSIONS

Traditional thermal reactions excite all vibrational modes of molecules in the reaction system. The 
photo-impulsive reaction induced with the excitation of vibrational modes in the EG state with the 
few-optical-cycle pulse is coherently triggered. Induced Raman processes excite only a fraction of 
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molecular vibrational modes to high-level vibrational excited states. This results in only a fraction 
of molecules becoming “hot molecules” with highly excited vibrational states that trigger the reac-
tions in the EG state. Hot molecules generally lose energy during the collision with surrounding 
solvent molecules. In the reaction studied in the present paper [14], the chemical reaction of hot 
molecules proceeds within approximately 2 ps, which is much faster than collisions with surround-
ing molecules. The reaction presented in Figure 11.1.4.4c follows the same reaction pathway as that 
of the symmetry allowed thermal Claisen rearrangement in the EG state. Therefore, although the 
possibility of thermal reaction may not be completely ruled out, the photo-impulsively reaction in 
the EG state with the few-optical-cycle pulse, which is neither a photoreaction nor a thermal reac-
tion, is highly possible as a novel reaction scheme [14]. The cooperative research presented in this 
subsection was conducted by the following people: I. Iwakura, A. Yabushita, J. Liu, K. Okamura, 
and T. Kobayashi [14].
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11.1.5 The Reaction Mechanism 
of Claisen Rearrangement 
Obtained by Transition 
State Spectroscopy 
and Single Direct-
Dynamics Trajectory

11.1.5.1  INTRODUCTION

Phenomena which are too fast to be directly observed by our eye can be visualized by observing 
them using strobe lights. The use of such a stroboscopic method to observe ultrafast chemical bond 
breaking and formation in chemical reactions has been a long-awaited dream for chemists. Lord 
G. Porter was awarded the Nobel Prize in Chemistry for his contribution to the technique of flash 
photolysis [1].

Since the first report of laser oscillation in 1960 [2], laser pulses have been used as strobe lights 
and their time duration has been kept trying to be shortened as short as attosecond order [3–5]. In 
the field of ultrafast optical measurement, the shorted pulse of femtosecond strobe light enabled 
us to observe electronic and vibration spectra in transition states of photoreactions. Zewail, who 
was awarded the Nobel Prize in Chemistry for his pioneering work on femtosecond time-resolved 
spectroscopy [6], has proposed “transition state spectroscopy” as a study of transition state realizing 
the chemists dream to observe chemical bond breaking and formation. Generally, heavy atom—
hydrogen stretching vibrational modes (3000–3800 cm−1) have a period of 11–9 fs, and carbonyl 
stretching vibrational mode and C=C bond stretching vibrational mode (1600–1750 cm−1) show the 
vibration in a period of 21–19 fs. Therefore, using laser pulses whose duration is much shorter than 
the vibration periods, molecular motion in those vibrational modes can be time-resolved observ-
ing the modulation of transition probability of the corresponding wavelength in real-time. It means 
that molecular structure changes in photoreactions can be observed by measuring the real-time 
amplitudes of molecular vibrations from which time-dependent frequencies are calculated [7–9]. In 
addition, we have previously reported [8–11] that when the pump photon energy is lower than the 
minimum electronic transition energy, molecular vibrational modes of the electronic ground state 
are excited via an induced Raman process, which triggers the reaction in the electronic ground state 
without converting photon energy to thermal energy. As a result, thermally allowed reactions also 
can be observed by measuring the real-time amplitudes of molecular vibrations, from which time-
dependent frequencies are calculated. In this work, a visible 5-fs laser pulse, which is much shorter 
than those vibration periods, was used to observe molecular structure changes in thermally allowed 
Claisen rearrangements, including their transition states.
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11.1.5.2  RESULTS AND DISCUSSIONS

11.1.5.2.1  transition state sPeCtrosCoPy of the Claisen 
rearranGeMent of allyl Vinyl ether

We have performed pump-probe measurement of neat liquid of allyl vinyl ether (AVE). Measured 
time-resolved absorption change traces were analyzed by time-frequency analysis [12] using a 
Blackmann window function of 400 fs FWHM. The result is shown in Figure 11.1.5.1a [10], whose 
x-axis and y-axis correspond to reaction time after 5 fs pulse irradiation and time-dependent molec-
ular vibration frequency, respectively. In the spectrogram, the molecular vibrational modes appear 
immediately after the 5 fs pulses irradiation being assigned to those of AVE; C–O–C symmetric 
stretching vibrational mode (νs C–O–C) of the ether group (900 cm−1), C–H deformation vibrational 
modes (δC–H) of the allyl and the vinyl groups (1290 cm−1 and 1320 cm−1, respectively), C–H2 defor-
mation vibrational mode (δC–H2) of the methylene group (1500 cm−1) and C=C stretching vibrational 
modes (νC=C) of the allyl and the vinyl groups (1650 cm−1). These molecular vibrational modes agree 
well with the Raman data of AVE (Figure 11.1.5.1b).

The CH2 deformation vibrational mode of the methylene group and the C–O–C symmetric 
stretching vibrational mode of the ether group disappear at about 800 fs delay. It implies that the 
C4–O bond is weakened or broken in the first step of the reaction. The wavenumber shifts of the 
C=C bonds stretching modes also suggest that the C4–O bond is weakened. Just after the 5 fs pulses 
irradiation, the C=C bond stretching vibrational mode of the vinyl and that of the allyl groups 
appear around 1650 cm−1. Then, the C4–O bond weakening causes the electronic density of the allyl 
and the vinyl groups to decrease and increase, respectively. Therefore, the C=C bond stretching 
vibrational mode observed at 1650 cm−1 was separated into a red-shifted mode toward 1570 cm−1 and 
in a blue-shifted mode toward 1690 cm−1.

  FIGURE 11.1.5.1 (a) 
Spectrogram of a Clai-
sen rearrangement indu-  
ced by visible 5 fs 
pulses [10]; (b) Raman 
spectrum of AVE; (c) 
Raman spectrum of allyl 
acetaldehyde.
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After the C4–O bond weakening, electrons transfer from the vinyl group to the allyl group to 
form a weak C1–C6 bond, which causes an increase and decrease of the electronic density of the 
allyl and the vinyl groups, respectively. Thus, the C5=C6 bonds stretching the vibrational mode 
of the allyl group are blue-shifted from 1570 to 1580 cm−1, and the C1=C2 bonds stretching the 
vibrational mode of the vinyl group is red-shifted from 1690 to 1580 cm−1. In addition, the electron 
transfer from the vinyl group to the allyl group makes the C=C bonds of both the allyl and the vinyl 
groups equivalent having the same wavenumber of 1580 cm−1 around 1500 fs delay, which implies 
that aromatic-like C=C bonds are formed. This result shows that the generated intermediate has 
an aromatic-like six-membered structure. Finally, C4–O bond breaking and C1–C6 bond formation 
proceed simultaneously to generate allyl acetaldehyde being observed in the appearance of molecu-
lar vibrational modes around 2,000 fs delay. The frequencies of the new modes at 1030, 1150 and 
1750 cm−1 agree well with the Raman data of allyl acetaldehyde (Figure 11.1.5.1c), which can be 
assigned to the C–C–C symmetric stretching vibrational mode (νs C–C–C), the C–C–C asymmetric 
stretching vibrational mode (νas C–C–C), and the C=O stretching vibrational mode (νC=O), respectively.

In addition, the initial phases of the observed molecular vibrational modes appeared immedi-
ately after the 5 fs pulses irradiation (900, 1320, and 1650 cm−1) are close to sine-like within ±0.21 
radian (Figure 11.1.5.2). Therefore, this result conforms that the observed molecular vibrational 
modes are associated with the wavepacket in the ground state.

[3,3]-Sigmatropic rearrangements of allyl aryl ethers were reported by Claisen in 1912 [13], 
which has been followed by broad variations of the Claisen rearrangements as below. After the 
first report of [3,3]-sigmatropic rearrangements of allyl vinyl ether in 1938 by Schuler and Murphy 
[14] and its first kinetic study [15], the [3,3]-sigmatropic rearrangement of allyl vinyl ether has been 
widely studied as a most simple model of the Claisen rearrangement in kinetic isotope effect mea-
surements in experiments and reaction mechanism analysis in theoretical calculations [16–31]. In 
the transition state of the Claisen rearrangement, substitution and solvent were reported to affect the 
competing processes of C4–O bond breaking and C1–C6 bond formation, resulting in changes in the 
detailed structure of the transition states [32].

In the following basic textbook-like description of rearrangement reaction is described.
Three key rearrangement reactions are 1,2-rearrangements, pericyclic reactions and olefin 

metathesis. A 1,2-rearrangement is an organic reaction where a substituent moves from one atom to 
another atom in a chemical compound. In a 1,2 shift, the movement involves two adjacent atoms but 
moves over larger distances are possible. Skeletal isomerization is not normally encountered in the 
laboratory, but is the basis of large applications in oil refineries. In general, straight-chain alkanes 
are converted to branched isomers by heating in the presence of a catalyst. Examples include the 
isomerization of n-butane to isobutane and pentane to isopentane. Highly branched alkanes have 
favorable combustion characteristics for internal combustion engines.

In general, three possible mechanisms have been suggested for the Claisen rearrangement mech-
anism of allyl vinyl ether [16–31].

 1. In the first mechanism, the reaction proceeds in a synchronous concerted pathway via an 
aromatic-like transition state.

  FIGURE 11.1.5.2 Fourier initial phase spectra of 900 
cm−1 (black line), 1320 cm−1 (red line), and 1650 cm−1 
(blue line) modes. Even by colorless curves, these three 
phases corresponding to 900, 1320, and 1650 cm−1 are 
located from top to bottom at the wavelength of 570 nm .
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F IGURE 11.1.5.3 Transition-state profile for the Claisen rearrangement. (a) Purple curve: a synchronous con-
certed pathway reaction via an aromatic-like TS. Black curve: a stepwise pathway reaction via a bis-allyl-like TS. 
Gray curve: a stepwise pathway reaction via a 1-4-diyl-like TS; (b) Red curve: this work. 

 2. The second possible mechanism proposes an asynchronous stepwise pathway via a bis-
allyl-like transition state, in which C4–O bond breaking takes place in the first step of the 
reaction.

 3. The third possible mechanism indicates an asynchronous stepwise pathway via a 1–4-diyl-
like transition state, in which C1–C6 bond formation takes place in the first step of the reac-
tion. In this work, we have observed intermediates and transition states which indicate a 
new possible mechanism for the Claisen rearrangement. The mechanism is described by a 
three-step pathway. At first, the C4–O bond is weakened to generate a bis-allyl-like interme-
diate. Next, the formation of a weak C1–C6 bond results in the generation of an aromatic-like 
six-membered intermediate. Finally, C4–O bond breaking and C1–C6 bond formation occurs 
simultaneously to generate allyl acetaldehyde (Figure 11.1.5.3). This resembles the transi-
tion state reported in the Claisen rearrangement of alkoxy allyl enol ether [33].

In any general thermally activated reaction, the reactant spends a substantial part of the total reac-
tion time waiting for the very rare circumstance to get sufficient energy in the reaction coordinate. 
Once it does, the rest of the reaction is very fast. In other words, the reaction does not progress along 
the reaction coordinate at a constant speed. However, the calculated spectrogram in Figure 11.1.5.1 
showed that the reaction progressed in a different way as follows. The first step of the reaction 
(generation of a bis-allyl-like intermediate) proceeds in 800–1000 fs. The second step generates an 
aromatic-like six-membered intermediate in 300–500 fs. The final step of the three-step pathway 
finishes in several tens to several hundred femtoseconds. The observed reaction timescale was con-
firmed by theoretical calculation of single direct-dynamics trajectory.

11.1.5.2.2 s inGle DireCt-DynaMiCs trajeCtory

Molecular dynamics of the Claisen rearrangement of AVE was simulated by dynamic reaction 
coordinate (DRC) calculations with large kinetic energy equally assigned to all degrees of freedom 
of the molecule in an isolated condition. The calculations were performed with GAMESS 2009 pro-
gram package [34]. Trajectories were computed at the B3LYP/6–311G+(d, p) level of theory. Excess 
kinetic energy of 8–12 kcal/mol was provided for each freedom degree in the calculation. Several 
trajectory calculations with different directions of initial velocities generated randomly were carried 
out. A bow-like structured AVE obtained in the intrinsic reaction coordinate (IRC) calculation was 
used as an initial structure of the DRC calculation (Figure 11.1.5.4).

Figure 11.1.5.5 summarizes typical time evolutions of length of bonds that dissociate (C4–O) 
and form (C1–C6) in the Claisen rearrangement. A successful trajectory which underwent the 



581The Reaction Mechanism of Claisen Rearrangement

Claisen rearrangement was observed in a calculation with the initial kinetic energy of 10 kcal/
mol (Figure 11.1.5.5b). Dissociation of the C4–O bond and decrease of distance between C1 and 
C6 lead to the aromatic-like six-membered structure around 320 fs after large elongation and 
recovery of the dissociating bond length at 200 fs.

Time evolutions of bond lengths of C1=C2 and C5=C6 in the reactive trajectory (Figure 11.1.5.6) 
indicate that the first structure of the trajectory calculation shown in Figure 11.1.5.4 corresponds to 
the structure in the 800–1,000 fs time region of the spectrogram. Those bond lengths are observed 
to be distinctly different, ~1.35 and ~1.42 Å, respectively, from 0 to 200 fs, which agree with C=C 
stretching modes appearing at 1690 and 1570 cm−1 around 1,000 fs after photo-excitation in the 
spectrogram.

  FIGURE 11.1.5.4 Bow-like structured 
AVE obtained in the IRC calculation. 

FIGURE 11.1.5.5 Bond length changes of C4–O bond (green curve) and C1–C6 bond (gray curve) observed 
in the DRC trajectories with initial kinetic energies of (a) 8 kcal/mol, (b) 10 kcal/mol, and (c) 12 kcal/mol. 

  FIGURE 11.1.5.6 Time evolutions of bond lengths of C1=C2 
(blue curve) and C5=C6 (red curve) in the trajectory with initial 
kinetic energy of 10 kcal/mol. Means in 50 fs periods are also 
indicated (light blue and pink lines, respectively). 
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After the initial phase, those bond lengths in the trajectory become almost identical when C4–O 
bond starts to break and the aromatic-like six-membered structure forms from 200–to 320 fs. 
This behavior is consistent with a merge of the two C=C stretching bands to a single band of 
the aromatic-like six-membered structure appearing at 1580 cm−1 around 1,500 fs delay in the 
spectrogram.

In the reactive trajectory, the product is generated within ~150 fs after the formation of the aro-
matic-like six-membered structure. The time constant is half of that observed in the spectrogram. 
The discrepancy arises presumably due to the isolated condition of the trajectory calculation which 
lacks interaction with surrounding molecules. Molecular friction caused by the interaction with 
surrounding molecules in the neat solvent used in the experiment could slow the product formation.

In the case of the initial kinetic energy of 8 kcal/mol, the C4–O bond did not dissociate and in turn, 
the Claisen rearrangement was not observed (Figure 11.1.5.5a). Although C1 and C6 atoms approached 
closely during the trajectory, thermal elongation of the C4–O bond was not enough to initiate the rear-
rangement. On the other hand, when the initial kinetic energy of 12 kcal/mol was supplied, the larger 
excess energy led to fragmentation, i.e., C4–O bond dissociation without bond formation between C1 
and C6 atoms (Figure 11.1.5.5c). However, the fragmentation would be strongly suppressed in a neat 
solvent due to caging effect. Furthermore, an NMR measurement confirmed that the product was pure 
allyl acetaldehyde, whereas such fragmentations are expected to generate various product species. We 
therefore conclude that the rearrangement proceeds through the aromatic-like six-membered structure 
as observed in the trajectory with the initial kinetic energy of 10 kcal/mol.

11.1.5.3 EXPERIMENTAL

11.1.5.3.1  Visible 5-fs laser systeM

The ultrashort pulse laser [35] and ultrafast spectroscopy system used in the measurement are 
described elsewhere [36] and it is briefly summarized in the following. The output pulse from 
a Ti:sapphire regenerative amplifier (Spectra Physics Spitfire) with 100 fs duration, centered at 
790 nm, and 5 kHz repetition rate was separated by a beam splitter in two pulses. One of the two 
pulses was focused into a β-BaB2O4 (BBO) crystal (0.4 mm-thick, θ = 29°) to generate second har-
monic (SH) pulse, which was used as a pump pulse in the following optical parametric amplifica-
tion. The other pulse of the separated two pulses was focused in a 2 mm-thick sapphire plate to 
generate femtosecond white light broadening spectral bandwidth by third-order nonlinear effect of 
self-phase modulation. The white light pulse was amplified in a non-collinear optical parametric 
amplifier (NOPA) pumped by the SH pulse. In the NOPA, the angle between the SH pump pulse 
and the white light seed pulse was set to be 3.7° in the non-linear crystal (type-I BBO crystal,  
1 mm-thick, θ = 31.5°) to satisfy the phase matching condition in broad visible spectral region, which 
results in broadband amplification of the white light seed pulse. A prism pair and a chirped mirror 
pair were used to compensate material dispersion compressing the pulse duration as short as 5 fs to 
be used for pump-probe measurement. The pulse duration can be compressed more as short as 3.9 fs 
by inserting an additional chirp compressor made of a diffraction grating and a deformable mirror.

11.1.5.3.2  “the reaCtion in the eleCtroniC GroUnD state”, 
triGGereD by the Visible 5-fs PUlse

Most organic compounds have absorption bands in the ultraviolet region, therefore the visible 5 fs 
pulse with a broad bandwidth of 525–725 nm does not excite their electronic states by single-photon 
excitation but induces their molecular vibration via stimulated Raman process with Λ-type interac-
tion in the ground state or V-type interaction in the excited state [37]. The 5 fs pulse has a band-
width of 5200 cm−1, which can excite high energy vibration bands as high as in the case of thermal 
excitation at 7500 K. Meanwhile, being different from the standard thermal reaction, certain vibra-
tion modes are selectively excited by the selection rule and cross-section of the stimulated Raman 
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process. Activated vibration modes have high vibration quantum number compared with that of 
thermal excitation at 7500 K, while other vibration modes keep a low vibration quantum number of 
that at room temperature. This direct excitation of vibration modes and its relaxation and transfer 
to other modes in several hundred femtoseconds [38] will excite vibration modes on the reaction 
pathway. Thus, this impulsive excitation by the visible 5 fs pulse triggers “the reaction in the elec-
tronic ground state”, which is different from that induced by electronic state excitation under photo 
irradiation conditions.

11.1.5.4 CONCLUSIONS

In conclusion, the Claisen rearrangement of allyl vinyl ether was triggered by a new scheme excit-
ing the sample by visible 5 fs pulses whose photon energy is much lower than the absorption band 
of the sample. Observing the molecular vibration frequency changes in the reaction, including 
its transition states, elucidated the reaction mechanism of the Claisen rearrangement in the new 
scheme [39]. The time constants of transformation from straight-chain structure to aromatic-like 
six-membered ring structure forming the C1–C6 bond were estimated from the observed dynam-
ics of the molecular vibration modes. It was compared with the molecular dynamics simulated by 
dynamic reaction coordinate calculations with large kinetic energy. The result clarifies that the 
reaction proceeds via three steps showing agreement between the observed molecular vibration 
frequency change and that predicted in the dynamic reaction coordinate calculations. This finding 
provides a new hypothesis and discussion, helping the development of the field of reaction mecha-
nism analysis.

The research described in this section was conducted by the following people in collaboration: 
Izumi Iwakura, Yu Kaneko, Shigehiko Hayashi, Atsushi Yabushita and Takayoshi Kobayashi [39].
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11.1.6 A New Reaction 
Mechanism of Claisen 
Rearrangement 
Induced by Few-
Optical-Cycle Pulses
Demonstration of 
Nonthermal Chemistry by 
Femtosecond Vibrational 
Spectroscopy

11.1.6.1  INTRODUCTION

The Claisen rearrangement is one of the most popular sigmatropic rearrangements in organic 
chemistry. Along with the Cope rearrangement, it is known for its high stereoselectivity and is 
extremely useful in organic synthesis. The Claisen rearrangement was first reported by Claisen 
[1] for allyl aryl (or vinyl) ethers, spurring the development of various other reactions [2–4]. 
In 1938, it was found that allyl vinyl ether generates allyl acetaldehyde upon heating at 255°C 
[5], which was later found to be generated via [3,3]-sigmatropic rearrangement (Figure 11.1.6.1). 
Following the first kinetic study of the Claisen rearrangement in 1950 [6], various investiga-
tions of its reaction mechanism have been reported. The Claisen rearrangement is thought to 
proceed through a six-membered transition state (TS) by a supra-supra facial reaction following 
Woodward–Hoffmann rules [7] and frontier orbital theory [8]. Experimental stereochemical out-
comes [9–12] and theoretical calculations [13–15] implicated the six-membered chair-form TS. 
However, the understanding of the mechanism of the Claisen rearrangement in greater detail has 
remained elusive (Figure 11.1.6.1) [4,14–25]. In one proposed mechanism, the reaction progresses 
along a synchronous concerted pathway via an aromatic-like TS. Another possible mechanism 
involves the reaction progressing by an asynchronous concerted pathway in which either C1–C6 
bond formation or C4–O bond cleavage occurs in advance of the other. An asynchronous reac-
tion in which the C1–C6 bond forms first may proceed through a 1,4-diyl-like TS, whereas that 
in which the C4–O bond breaks first may proceed through a bis-allyl-like TS. As the simplest 
example of the Claisen rearrangement, allyl vinyl ether was studied by quantum chemical calcu-
lations and the kinetic isotope effect.

In this work, the Claisen rearrangement was studied directly by observing the reaction pro-
cess through time-resolved vibration spectroscopy using a pulsed laser with few optical cycles 
[26,27]. Direct observation of the Claisen rearrangement has not been performed by any other 
methods to date. Here, we observed molecular structural changes during the “nonthermal Claisen 
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rearrangement” process in the electronic ground state, including the TS, as changes in the instan-
taneous wavenumber of molecular vibrations. The reaction mechanism of the nonthermal Claisen 
rearrangement in the electronic ground state is elucidated. The observed dynamics of the reac-
tion process will provide important information to clarify the reaction mechanism of the thermal 
Claisen rearrangement process, even though the reaction processes of the two kinds of Claisen 
rearrangement may differ.

11.1.6.2 EXPERIMENTAL

11.1.6.2.1  Visible feW-oPtiCal-CyCle PUlses

To generate a broadband intense laser pulse for a visible few-optical-cycle broadband pulse, we 
have used a non-collinear optical parametric amplifier (NOPA) described elsewhere [26]. In short, 
the pump source of the NOPA is a Ti:sapphire regenerative amplifier (Spectra-Physics, Spitfire; 150 
μJ, 100 fs, 5 kHz at 805 nm). Visible white light generated by self-phase modulation in a sapphire 
plate was amplified in the double-pass NOPA having a broadband spectrum extending from 525 to 
725 nm. Its time duration was compressed with a main compressor, resulting in the pulse duration 
of 5 fs, which is nearly Fourier-transform limited. The polarizations of the pump pulse and the probe 
pulse were parallel to each other. The focal areas of the pump pulse and the probe pulse were 100 
and 75 μm2, respectively.

11.1.6.2.2  UltraViolet feW-oPtiCal-CyCle PUlses

Second harmonic generation (SHG) of a Ti:sapphire regenerative amplifier (Coherent, Legend 
EliteUSP; 2.5 mJ, 35 fs, 1 kHz at 800 nm) was focused into a hollow-core fiber. Argon gas filled 
in the hollow-core fiber has broadened spectral width to generate a few-optical-cycle broadband 
ultraviolet (UV) pulse [27]. The broadened spectrum coming out from the hollow-core fiber was 
extending from 360 to 440 nm. The main compressor compressed the pulse duration as 8 fs. The 
polarizations of the pump pulse and the probe pulse were parallel to each other. The focal areas of 
the pump pulse and the probe pulse were 100 and 75 μm2, respectively.

11.1.6.2.3  saMPle Cell

Neat liquid of allyl vinyl ether and allyl phenyl ether were used as samples. The time-resolved signal 
was measured by storing the sample in a liquid cell with a 1-mm optical path length. When the UV 
pulse irradiates at a fixed point, UV light absorption by the sample causes thermal accumulation 
and bubbling. Therefore, we have translated the sample cell continuously in the plane perpendicu-
lar to the probe beam to avoid thermal accumulation and bubbling. The cell was translated in a 

 

  FIGURE 11.1.6.1 Claisen rearrangement of allyl vinyl 
ether and three proposed reaction mechanisms.
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near-circular and octagon-like trajectory with the speed of ca. 5 mm/s, thus, the sample was dis-
placed ca. 10 μm during the pulse period of 1 ms suppressing the sample photodamage to minimum. 
All of the measurements were performed at a room temperature of 295 ± 1 K.

11.1.6.2.4  PUMP–Probe MeasUreMent

A polychromator (300 grooves/mm, 500 nm blazed for visible pulses, and 300 nm blazed for UV 
pulses) has spectrally dispersed the probe spectrum coupling probe wavelength components to 128 
avalanche photodiodes via a 128-channel bundled fiber. Lock-in amplifiers of the same number 
were utilized at all avalanche photodiodes to improve the signal-to-noise ratio.

Here a simple explanation of blazed grafting for monochromator is described.
A blazed grating has a constant line spacing determining the magnitude of the wavelength split-

ting caused by the grating. The grating lines possess a triangular, sawtooth-shaped cross section, 
forming a step structure. The steps are tilted at the so-called blaze angle with respect to the grating 
surface.

The blaze angle is optimized to maximize efficiency for the wavelength of the used light. 
Descriptively, this means is chosen such that the beam diffracted at the grating and the beam 
reflected at the steps are both deflected in the same direction. Commonly blazed gratings are manu-
factured in the so-called Littrow configuration.

11.1.6.2.5  theoretiCal CalCUlation

The theoretical calculation was performed by the Gaussian 03 program [28] optimizing geometry 
by the B3LYP/6–311+G** method and basis set. Calculations were performed without assuming 
symmetry using 5d functions for the d orbital. For all of the obtained structures, frequencies were 
calculated at the same level. Calculation results have confirmed that all the frequencies were real 
for the ground states and one imaginary frequency existed for the TS. Vectors of the imaginary 
frequencies directed the reaction mode and intrinsic reaction coordinate (IRC) calculations have 
confirmed that the obtained TSs were on the saddle points of the energy surface between the reac-
tant and the product.

11.1.6.3  RESULTS AND DISCUSSION

11.1.6.3.1  Claisen rearranGeMent of allyl Vinyl ether

Allyl vinyl ether has an absorption band located at shorter than 220 nm (Figure 11.1.6.2a) that can-
not be excited by either one- or two-photon absorption of few-optical-cycle pulses in the visible 
range from 525 to 725 nm (Figure 11.1.6.2b). Therefore, a visible few-optical-cycle pulse excites 
molecular vibrations in allyl vinyl ether only in the electronic ground state [29,30].

Figure 11.1.6.2c shows an averaged real-time trace of ΔA obtained by pump–probe measurement 
over 16 probe channels with a delay time range of –100 to 3000 fs. In the pump–probe measurement 
using visible few-optical-cycle pulses, the observed signal reflects the wave packet motion; i.e., fine 
oscillation in the real-time trace of ΔA reflects the transformation in periodic molecular structure 
caused by molecular vibrations. Therefore, spectrogram analysis [31] of the real-time traces was per-
formed using a Blackman window function with a full width at half-maximum (FWHM) of 400 fs. 
Spectrogram analysis shows the time evolution of the vibration modes after the laser pulse irradiation.

Figure 11.1.6.3b shows the calculated spectrogram, where x- and y-axes show reaction time and 
instantaneous vibrational wavenumber, respectively, and pseudocolor reflects the power of fast 
Fourier transform (FFT). In the spectrogram, the molecular vibrations observed just after visible-
pulse excitation were caused by the reactant allyl vinyl ether, as shown in the following assignment. 
The observed wavenumbers can be assigned to C=C stretching vibrations (νC=C) of the allyl and 
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vinyl groups (1650 cm–1), C–H2 deformation vibration (δC–H2) of the methylene group (1500 cm–1), 
C–H deformation vibrations (δC–H) of the vinyl and allyl groups (1320 and 1290 cm–1, respectively), 
and C–O–C symmetric stretching vibration (ν –1

s C–O–C) of the ether group (900 cm ). These observed 
wavenumbers agree well with the Raman spectrum of the electronic ground state of allyl vinyl ether 

 FIGURE 11.1.6.2 (a) Transmittance spectrum of allyl vinyl ether. (b) Spectrum of visible few-optical-cycle 
pulses. (c) Realtime traces of absorbance changes (ΔA) of allyl vinyl ether averaged over 16 probe channels 
in the delay time range between –100 and 3000 fs [30]. The probe wavelength regions of the eight traces are 
700–725, 675–700, 650–675, 625–650, 600–625, 575–600, 550–575, and 525–550 nm, respectively, from top 
to bottom.

 FIGURE 11.1.6.3 (a) Raman spectrum of allyl vinyl ether. (b) Spectrogram of nonthermal Claisen rear-
rangement of allyl vinyl ether induced by visible few-optical-cycle pulses [30]. (c) Raman spectrum of allyl 
acetaldehyde.
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(Figure 11.1.6.3a), which confirms that the pump–probe observations closely reflect the molecular 
vibration dynamics of the electronic ground state of allyl vinyl ether.

Molecular structure deformation during the reaction process along the reaction coordinate 
changes the vibrational wavenumber of the wave packet vibrating along the coordinate perpen-
dicular to the reaction one. There are 3N-7 coordinates perpendicular to the reaction coordinate 
in a molecule composed of N atoms with 3N-6 normal modes. Therefore, when the molecule stays 
between the two species of reactant, the intermediates, and the product, the vibrational wavenum-
bers in a spectrogram should change. If the molecule stays as the reactant, intermediate, or product, 
the vibrational wave numbers should not shift during the lifetime of the relevant state. In the follow-
ing, we discuss the real-time frequency shifts of the molecular vibration wavenumbers observed in 
the spectrogram of allyl vinyl ether.

–1 –1The disappearance of the two modes of the δCH2 (1500 cm ) and νs C–O–C (900 cm ) bands at a 
delay of around 800 fs shows that the C4–O bond is weakened or broken in the first stage of the reac-
tion. The signal from νC=C of the vinyl and allyl groups, observed at 1650 cm–1 just after visible pulse 
irradiation, was separated into a blue-shifted mode moving toward 1690 cm–1 and a red-shifted mode 
heading toward 1570 cm–1 in the probe-delay region from 500 to 800 fs. These wavenumber shifts also 
suggest that the C4–O bond is weakened, because electron transfer from the allyl group to the vinyl 
group causes the electronic density in the vinyl and allyl groups to increase and decrease, respectively.

After the C4–O bond weakens, electrons are transferred in the opposite direction from the vinyl 
group to the allyl group to form a weak C1–C6 bond. This transfer decreases the electronic density 
along the C1=C2 bond in the vinyl group, resulting in a red shift of νC=C from 1690 to 1580 cm–1. In 
the allyl group, the electronic density along the C5=C6 bond increased, inducing the observed blue 
shift of νC=C from 1570 to 1580 cm–1, and the C4–C5 single bond changed into a C4=C5 double bond. 
Thus, the three C=C bonds in the vinyl and allyl groups (C1=C2, C4=C5, and C5=C6) become equiv-
alent at a delay of about 1500 fs, all exhibiting a band at 1580 cm–1. The appearance of a band at 
around 1580 cm–1 indicates that aromatic-like C=C bonds were formed because the aromatic νC=C 
in benzene appears at 1585 cm–1 [32]. This implies that the generated intermediate does not have 
the perfect C6 symmetry of a benzene ring, but instead has a six-membered structure with aromatic 
C=C bonds, which is also supported by the appearance of δC–H and νs C–C–C at 1190 and 1000 cm–1, 
respectively (δC–H of benzene is observed at 1180 cm–1 [32]). Finally, C4–O bond cleavage and C1–C6 
bond formation are thought to proceed simultaneously (i.e., in a synchronous concerted process) to 
generate the product, allyl acetaldehyde. Therefore, new bands that appeared at a delay of 2000 fs 
reflect the formation of the product. These new bands at 1750, 1150, and 1030 cm–1 can be assigned 
to the C=O stretching vibration (νC=O), C–C–C asymmetric stretching vibration (νas C–C–C), and  
C–C–C symmetric stretching vibration (νs C–C–C), respectively, of allyl acetaldehyde. The wavenumbers 
of these new modes correlate well with the Raman spectrum of allyl acetaldehyde (Figure 11.1.6.3c) 
that was synthesized by the oxidation of 4-penten-1-ol.

We also performed a pump–probe experiment using the synthesized product (allyl acetaldehyde) 
to compare with the measurements obtained for the reactant. No wavenumber shift was observed in 
the pump–probe measurements of the product, indicating that no reaction occurred.

NMR spectra of allyl vinyl ether before and after the pump–probe experiment further confirmed 
the formation of allyl acetaldehyde. We performed a pump–probe experiment with a small amount 
of allyl vinyl ether in a glass cell (10 mm3). The NMR spectrum of allyl vinyl ether after the mea-
surement indicated the presence of allyl acetaldehyde with a fraction of 1% w/w (Figure 11.1.6.4). 
The quantum yield of the photoinduced process was estimated to be about 0.01. As described 
above, time-resolved observation of the conformational changes during the [3,3]-sigmatropic rear-
rangement of allyl vinyl ether was performed by observing shifts in molecular vibrations. The 
[3,3]-sigmatropic rearrangement of allyl vinyl ether in the electronic ground state was triggered by 
irradiation with visible few-optical-cycle pulses, and here this reaction in the electronic ground state 
is called nonthermal Claisen rearrangement.

In general, three possible mechanisms are suggested to explain the Claisen rearrangement. One 
of the proposed mechanisms is a synchronous concerted pathway reaction via an aromatic-like TS 
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(yellow line 1 in Figure 11.1.6.5). Two other possible mechanisms are stepwise pathway reactions 
via a bis-allyl-like

TS in which C4–O bond cleavage takes place in the first stage of the reaction (green dotted line 
2 in Figure 11.1.6.5) or a 1–4-diyl-like TS in which C1–C6 bond formation takes place in the first 
stage of the reaction (purple dotted line 3 in Figure11.1.6.5). In this work, a new possible mechanism 
for the following three-stage pathway is proposed for the Claisen rearrangement using the data 
obtained by exciting allyl vinyl ether using visible few-optical-cycle pulses [30,33]. First, the C4–O 
bond is weakened to generate a bisallyl-like intermediate. Formation of a weak C1–C6 bond then 
generates an aromatic-like intermediate. Finally, C4–O bond cleavage and C1–C6 bond formation 
occur simultaneously to generate allyl acetaldehyde (red line 4 in Figure 11.1.6.5).

We then compared the observed nonthermal Claisen rearrangement process in the electronic 
ground state with the standard Claisen rearrangement process. Geometric optimization of TSs and 
IRCs was calculated using B3LYP/6–311+G** (Figure 11.1.6.6). In the reactant, the C1=C2 bond in 
the vinyl group is longer than the C5=C6 bond in the allyl group, so νC=C of the vinyl group appears 
at lower wave number than that of the allyl. In the first stage of the reaction, the molecular structure 
of allyl vinyl ether changes from its normal chain structure to a ring structure. Along with this 
structural change, the C4–O bond length increases (green line 1 in Figure 11.1.6.6) causing a blue 
shift of νs C–O–C followed by its disappearance. Associated with this change, the C1=C2 bond length 
decreases (blue line 3 in Figure 11.1.6.6) and νC=C of the vinyl group exhibits a blue shift. In contrast, 
νC=C of the allyl group exhibits a red shift as the length of the C5=C6 bond increases (pink line 4 in 
Figure 11.1.6.6).

In the next stage of the reaction, along with the formation of a weak C1–C6 bond, the C1=C2 bond 
length increases, which induces a red shift of νC=C of the vinyl group. The bond orders of C1=C2 and 
C5=C6 bonds become similar because the wavenumbers of C1=C2 and C5=C6 stretching modes are 

  FIGURE 11.1.6.5 Map of alternative routes for the 
Claisen rearrangement [34]. 1: Synchronous concerted 
reaction pathway via an aromatic-like TS. 2: Stepwise 
reaction pathway via a bis-allyl-like TS. 3: A stepwise 
reaction pathway via a 1-4-diyl-like TS. 4: Mechanism 
proposed in this work [33].

  FIGURE 11.1.6.4 NMR spectrum of 
a sample after neat allyl vinyl ether was 
irradiated with visible few-optical-cycle 
pulses during time-resolved measure-
ment [30].



591A New Reaction Mechanism of Claisen Rearrangement

almost equal. In addition, the C4–C5 bond of the allyl group (orange line 5 in Figure 11.1.6.6) also 
becomes equivalent to the C1=C2 and C5=C6 bonds. The lengths of all three C=C bonds were 1.39 Å, 
showing that they can be assigned as aromatic C=C bonds.

After this process, the C1=C2 and C5=C6 bonds of the vinyl and allyl groups, respectively, become 
longer and their signals disappear because they become Raman inactive. In contrast, the C4–C5 
bond of the allyl group shortens and forms a new C=C bond.

The change in bond length calculated by IRC is consistent with the results of pump–probe exper-
iments using visible few-optical-cycle pulses. The pump–probe experiment suggests a three-stage 
pathway, whereas the IRC calculation suggests an asynchronous concerted process. It should be 
clarified in a future study if the difference originates from the different reaction trigger, reaction in 
solution vs. the gas phase, or for some other reason.

11.1.6.3.2  Claisen rearranGeMent of allyl Phenyl ether

The [3,3]-sigmatropic rearrangement of allyl vinyl ether is known to be a thermally allowed pro-
cess. That is, it is a photochemically forbidden process following Woodward–Hoffmann rules. Even 
though it is photochemically forbidden, the rearrangement occurs using visible few-optical-cycle 
pulses. To confirm that a photochemically forbidden process can be triggered using visible few-
optical-cycle pulses, we tried to observe the Claisen rearrangement process of allyl phenyl ether. 
When allyl phenyl ether is heated, [3,3]-sigmatropic rearrangement (thermally allowed Claisen 
rearrangement) in the electronic ground state occurs to generate ortho-substituted phenol following 
the mechanism shown in Figure 11.1.6.7a. This rearrangement is thought to proceed through the 
six-membered TS by a supra-supra facial reaction to generate a keto-intermediate. Instability of the 
keto-intermediate leads to subsequent keto-enol tautomerization, generating ortho-substituted phe-
nol. Therefore, it is expected that the carbonyl stretching mode of a keto-intermediate is observed 
at the beginning of the reaction. As the keto-intermediate undergoes keto-enol tautomerization, the 
carbonyl stretching mode disappears.

In contrast, Kharasch et al. [35] reported in 1952 that photoirradiation triggered the rearrange-
ments of allyl phenyl and benzyl phenyl ethers in their electronic excited states. The mechanism 
of photochemical Claisen rearrangement is shown in Figure 11.1.6.7b [36]. Under photoirradiation, 
the electronic excited state of allyl phenyl ether forms a pair of radical intermediates (PhO• and 

  FIGURE 11.1.6.6 IRC calculation at 
the B3LYP/6-311+G** level. The six 
curves show bond lengths of (1) C4–O, 
(2) C1–C6, (3) C1=C2 of the vinyl 
group, (4) C5=C6 of the allyl group, 
(5) C4–C5 of the allyl group, and (6) 
calculated IRC energy of the reaction 
pathway. In each molecular model, C, 
O, and H are dark, light, and small 
spheres, respectively.
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CH2CHCH •
2 ), and radical reactions generate the parent phenol as well as ortho- and para-substi-

tuted phenols. Therefore, both phenoxy and allyl radicals can be observed.
To compare both cases (photochemically forbidden and allowed), we tried to selectively induce 

the photochemical and thermally allowed Claisen rearrangement of allyl phenyl ether using UV and 
visible few-optical-cycle pulses, respectively. Allyl phenyl ether has an absorption band at shorter 
than 400 nm (Figure 11.1.6.8). Therefore, irradiation of allyl phenyl ether with UV pulses of 360–
440 nm triggers electronic excitation, which is followed by photochemical Claisen rearrangement 
in the electronic excited state. Meanwhile, irradiation of allyl phenyl ether with visible pulses of 
525–725 nm does not trigger electronic excitation. Therefore, the visible pulse triggers coherent 
molecular vibrations in the electronic ground state that should be followed by Claisen rearrange-
ment in the electronic ground state.

First, pump–probe measurement of allyl phenyl ether using UV pulses was performed to observe 
the photochemical Claisen rearrangement. Time-resolved vibrational spectra were obtained by slid-
ing-window Fourier transformation with a Blackman window function with a FWHM of 400 fs 
(Figure 11.1.6.9). Following irradiation with UV pulses, we observed only the molecular vibrations 
of the reactant allyl phenyl ether. Signals were assigned as the C=C stretching vibration (νC=C) of 
the allyl group (1670 cm–1), C–H2 deformation vibration (δC–H2) of the methylene group (1482 cm–1), 
C–H deformation vibration (δC–H) of the allyl group (1320 cm–1), C–O–C symmetric stretching 
vibration (ν –1

s C–O–C) of the ether group (1080 cm ), and C6 symmetric stretching vibration (νs Ph) of 
the phenyl group (1007 cm–1).

  FIGURE 11.1.6.8 Absorption spec-
trum of APE (1) and spectrum of visible 
few-optical-cycle pulses (2) and spec-
trum of UV few-optical-cycle pulses (3) 
[37].

  FIGURE 11.1.6.7 (a) 
Thermally allowed Cla-
isen rearrangement of 
allyl phenyl ether. (b) 
Photochemical Claisen 
rearrangement of allyl 
phenyl ether.
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The highest band at 1000 cm–1 (νs Ph) was separated into two modes. One exhibited a red shift 
toward 800 cm–1, and the other did not move. The νC=C of the allyl group disappeared at a delay of 
about 1700 fs. At the same time, the allyl radical was generated, and a new band consistent with 
the C–C stretching vibration (νC–C) of an allyl radical appeared at 1510 cm–1. Moreover, νs C–O–C 
observed at 1080 cm–1 just after UV-pulse irradiation, exhibited a gradual blue shift as the C–O 
group formed, and a new band (νC–O) at 1480 cm–1 appeared at a delay of about 2000 fs. These results 
also indicate that the active radical species were generated after about 2000 fs. Thus, irradiation 
with few-optical cycle pulses induces photoreaction by excitation of the electronic state if the laser 
spectrum overlaps with the absorption band of the sample [37].

Pump–probe measurement of allyl phenyl ether using visible pulses was then performed to 
observe thermally allowed Claisen rearrangement. The transient wavenumber changes of molecular 
vibration modes were analyzed by calculating spectrogram (see Figure 11.1.6.10). Molecular vibra-
tional modes just after visible pulse irradiation are consistent with the reactant allyl phenyl ether. 
The signals δ –1 –1

CH2 (1420 cm ), δCH2 (1230 cm ), ν –1
s C–O–C (1030 cm ), and ν  –1

s Ph (1000 cm ) disappeared 

  FIGURE 11.1.6.9 Spectrogram 
of photochemical Claisen rear-
rangement of allyl phenyl ether 
induced by UV few-optical cycle 
pulses [37].

  FIGURE 11.1.6.10 Spectrogram 
of nonthermal Claisen rear-
rangement in the electronic 
ground state of allyl phenyl 
ether induced by visible few-
optical-cycle pulses [38].
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after a delay of about 700 fs. This implies that the C4–O bond is either weakened or broken in the 
first stage of the reaction. Next, νC=C of the phenyl group, observed at 1595 cm–1 just after visible-
pulse irradiation, exhibited a red shift toward 1500 cm–1 in the probe-delay region from 500 to 
750 fs. This indicates that a six-membered structure with aromatic C=C bonds formed in the second 
stage of the reaction. The νC=C of the allyl group at 1650 cm–1 just after visible-pulse irradiation 
exhibited a red shift to 1580 cm–1, which also supports the formation of a six-membered structure 
with aromatic C=C bonds. A new band that appeared at about 1750 cm–1 after 1 ps delay can be 
assigned to νC=O, which verifies that a keto-intermediate was generated in the third stage of the reac-
tion. Instability of this keto-intermediate leads to keto-enol tautomerization as the final stage of the 
reaction. Therefore, after 2000 fs delay, νC=O disappeared and the phenol product was formed. The 
observed changes in wavenumber indicate that the reaction pathway of allyl phenyl ether [38] after 
visible-pulse irradiation is equivalent to that of allyl vinyl ether.

Comparison of Figures 11.1.6.9 and 11.1.6.10 reveals the following differences. When allyl phe-
nyl ether was irradiated with visible pulses, νs Ph disappeared and νC=O appeared. In contrast, the νs Ph 
did not disappear under UV-pulse irradiation, and νC=O did not appear. These differences imply that 
[3,3]-sigmatropic rearrangement of allyl phenyl ether occurs under visible few-optical-cycle pulses. 
In addition, photo-allowed Claisen rearrangement occurs using UV few-optical-cycle pulses. These 
results certainly show that visible few-optical-cycle pulses induced nonthermal Claisen rearrangement 
in the electronic ground state of allyl phenyl ether. Nonthermal Claisen rearrangement in the electronic 
ground state without electronic excitation has the possibility of being either a thermal reaction or a third 
type of reaction triggered by a novel scheme that is different from both photo- or thermal reactions.

11.1.6.3.3  “nonPhoto nontherMal Claisen rearranGeMent” 
anD therMal Claisen rearranGeMent

Nonthermal Claisen rearrangement is different from thermal Claisen rearrangement in the follow-
ing three ways. (i) Thermal Claisen rearrangement is reported to proceed with an activation energy 
of 20–40 kcal/mol [14,16,39–42], whereas nonthermal Claisen rearrangement proceeded in the 
electronic ground state under irradiation with a visible pulse (525–725 nm) with a bandwidth of 
just 5200 cm–1 = 15 kcal/mol. (ii) Cleavage of the C–O bond took 700–800 fs in the spectrograms of 
both allyl vinyl ether (Figure 11.1.6.3) and allyl phenyl ether (Figure 11.1.6.10), which is much longer 
than the time suggested in the trajectory calculation. (iii) The keto-enol tautomerization observed in 
Figure 11.1.6.10 occurs much faster than that in typical chemical reactions.

To elucidate why (i) the reaction proceeds with such a low activation energy under visible ultra-
short pulse irradiation, and (ii) cleavage of the C–O bond takes longer than expected, we studied 
the pump power dependence of the real-time trace (Figure 11.1.6.11a) and Fourier power spectrum 
(Figure 11.1.6.11c) of allyl vinyl ether in the reaction triggered by visible few-optical-cycle pulse 
irradiation.

 FIGURE 11.1.6.11 Pump power dependence of (a) the real-time trace of allyl vinyl ether in the reaction trig-
gered by visible few-cycle-pulse irradiation and (b) ΔA averaged in the delay region between –20 and 20 fs. 
(c) Fourier power spectrum of allyl vinyl ether in the reaction triggered by visible few-cycle-pulse irradiation.
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The traces of real-time vibrational amplitude show oscillations at a delay of 50–80 fs (see Figure 
11.1.6.11a), which has maximum amplitude with a pump pulse of 150 nJ (see Figure 11.1.6.11b). If 
the excitation is caused by a three-photon absorption process, the Fourier power spectrum should be 
proportional to the cubic power of the pump power. However, the Fourier power spectrum exhibited 
maximum intensity when the sample was pumped with a pulse of 150 nJ (see Figure 11.1.6.11c). The 
observed pump power

dependency can be explained by assuming that when the pump power is higher than 150 nJ, allyl 
vinyl ether starts to be ionized by a nonlinear process, which suppresses the nonthermal reaction. 
The reason why the ionization is thought to proceed is as follows. Ionization generally occurs when 
a molecule is irradiated by light with an intensity of ~1014 W/cm2 [43,44]. When the average laser 
power is 150 μW, its pulse energy is 150 nJ (=150 μW/kHz). Considering the pulse energy, a pulse 
duration of 5 fs, and focus area of 100 μm2, the power density of the laser pulse can be calculated as 
0.3 × 1014 W/cm2 (=150 nJ/100 μm2/5 fs). Therefore, it is thought that ionization starts to occur when 
the sample is pumped by a pulse of 150 nJ. We propose the following hypothesis to explain why 
nonthermal Claisen rearrangement and thermally allowed Claisen rearrangement have the three 
differences mentioned at the beginning of this section.

 i. The reason the nonthermal Claisen rearrangement proceeds with much lower activation 
energy than that for thermal Claisen rearrangement can be explained by the two possible 
mechanisms explained below.

The first possible mechanism is as follows. The impulsive excitation excites only Raman 
active modes in the sample molecules. Because of low cross-section of the Raman process, 
a small portion of the molecules are excited by the few-optical-cycle pulse. Raman active 
modes excited by pulsed excitation cause nonlinear interaction by dynamic mode cou-
pling [45], resulting in the excitation of C–O stretching. In the case of incoherent thermal 
excitation, even though thermal energy is widely distributed over all of the molecules, the 
excited molecules have different small vibrational amplitudes with random phases. Under 
thermal excitation, high wave number vibration modes can be pumped by increasing sys-
tem temperature. Such excitation generates a small population of high wavenumber modes 
together with a high population of low wavenumber modes following the Boltzmann dis-
tribution. Meanwhile, under coherent pulsed excitation, the Raman excitation populates 
states equally in the broadband laser bandwidth of 0.7 eV (=5200 cm–1). Therefore, even 
though the low cross-section of the Raman process generates less total population than the 
case of thermal excitation, the pulsed excitation can efficiently excite high wavenumber 
vibration modes. The dynamic mode coupling in the excited molecule results in excitation 
of other vibration modes. The selection of vibration mode is controlled by the quantum 
probability in each excited molecule; i.e., the C–O stretching mode will be excited in some 
molecules, which triggers nonthermal Claisen rearrangement. Furthermore, this nonther-
mal distribution is formed in a single molecule within a few femtoseconds nonresonantly 
when a nonlinear process takes place by the combination of the two spectral components 
with a frequency difference corresponding to the vibration wavenumber. Therefore, by 
exciting the C–O stretching mode accidentally, C–O bond dissociation can take place, 
allowing the reaction to proceed with an activation energy much lower than that for ther-
mal Claisen rearrangement.

The second possible mechanism is as follows. The amplitude of the oscillation at 
50–80 fs delay shown in Fig. 11a is proportional to the pump intensity when the ionization 
of allyl vinyl ether does not proceed (when the pump power is in the range of 90–100 nJ), 
which indicates that electrons are shaken by the pump pulse. It is thought that electrons 
of allyl vinyl ether are shaken in the direction of their dipole moments by the electronic 
field of the visible pulse when allyl vinyl ether is irradiated with a high-intensity visible 
pulse with an ultrashort pulse width that is much narrower than the period of molecular 
vibration. Thus, the electrons attached to C and O are driven to oscillate with the nuclei 
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along the direction of the C–O bond axis to break this bond, which causes nonthermal 
Claisen rearrangement to proceed with a much lower activation energy than that of ther-
mally allowed Claisen rearrangement.

 ii. The reason why cleavage of the C–O bond does not occur instantaneously within a few 
vibrational periods of C–O stretching but at longer delay time of about 700–800 fs is con-
sidered to be as follows. Shaking of electrons together with C and O nuclei occurs by 
dynamic mode coupling between Raman active modes and the C–O stretching mode. 
Activated Raman vibrations take about several hundred femtoseconds to relax. It is not 
known how the shaking of electrons by an electric field of the ultrashort visible pulse 
changes the reaction pathway. Thus, the mechanism of nonthermal Claisen rearrangement 
induced by the irradiation of coherent ultrashort visible pulse may differ from that of the 
thermal Claisen rearrangement under incoherent thermal excitation, resulting in delayed 
cleavage of the C–O bond.

 iii. The reason why the keto-enol tautomerization observed in Figure 11.1.6.10 occurs much 
faster than in common chemical reactions can be explained as follows. In the spectrogram 
of allyl phenyl ether (Figure 11.1.6.10), almost no vibration modes appear at longer delay 
than 2 ps, showing that most vibrational coherence is lost. In the spectrogram shown in 
Figure 11.1.6.10, keto-enol tautomerization proceeds 2.5 ps after excitation, which indi-
cates that the small fraction of molecules in the sample that retains vibrational coherence 
may have isomerized even though the remaining major fraction of the molecules maintain 
their original keto structure.

11.1.6.4 CONCLUSION

In this work, we demonstrated that nonthermal Claisen rearrangement replaces thermally allowed 
Claisen rearrangement in the electronic ground state [46]. Even though it is not clear how similar 
these Claisen rearrangements are, this work confirms that Claisen rearrangement proceeds in the 
electronic ground state of a sample when molecular vibrations are excited by pumping with an 
ultrashort pulse that is much shorter than the molecular vibration period, with photon energy that is 
much lower than the minimum excitation energy. The collaborative research presented in this sub-
section was performed by the following people: Izumi Iwakura, Atsushi Yabushita, Jun Liu, Kotaro 
Okamura, Satoko Kezuka, and Takayoshi Kobayashi [46].
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11.2.1 Magnetization Dynamics 
and the Mn3+ d-d 
Excitation of Hexagonal 
HoMnO3 Single Crystals 
Using Wavelength-
Tunable Time-
Resolved Femtosecond 
Spectroscopy

11.2.1.1  INTRODUCTION

Recently, the multiferroic manganites RMnO3 have attracted great scientific attention due to their 
manifestations of intriguing and significant coupling between the magnetic and electric order 
parameters [1–6]. The coexistence of ferroic orders in RMnO3 with a hexagonal smaller ionic radius 
of R = Sc, Y, and Ho-Lu or orthorhombic larger ionic radius of R = Eu-Dy structure not only gives 
rise to rich physics of the intimate interactions between charge, orbital, lattice, and spin degrees 
of freedom but also some fascinating emergent physical properties which might lead to significant 
potential applications [7,8]. For hexagonal HoMnO3 (h-HMO), the paraelectric PE-ferroelectric FE 
transition occurs at Curie temperature TC ~ 875 K while the long-range antiferromagnetic AFM 
order appears at a much lower Néel temperature TN ~ 76 K [9].

Here the textbook-like explanation of Curie temperature and Néel temperature is described as 
follows.

Permanent magnetism is caused by the alignment of magnetic moments and induced magnetism 
is created when disordered magnetic moments are forced to align in an applied magnetic field. 
For example, the ordered magnetic moments (ferromagnetic, Figure 11.2.1.1) change and become 
disordered (paramagnetic, Figure 11.2.1.2) at the Curie temperature. Higher temperatures make 
magnets weaker, as spontaneous magnetism only occurs below the Curie temperature. Magnetic 
susceptibility above the Curie temperature can be calculated from the Curie–Weiss law, which is 
derived from Curie’s law.

Antiferromagnetic materials are only antiferromagnetic below their corresponding Néel tem-
perature or magnetic ordering temperature, TN. This is similar to the Curie temperature as above 
the Néel Temperature the material undergoes a phase transition and becomes paramagnetic. That 
is, the thermal energy becomes large enough to destroy the microscopic magnetic ordering within 
the material.

DOI: 10.1201/9780429196577-82
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Although it was revealed by dielectric constant and specific-heat measurements that the low-
temperature magnetic phase diagram for h-HMO can be very complicated [10,11] due to the huge 
paramagnetic signal from Ho3+ ions, it is very difficult to unveil the AFM transition directly from 
the magnetization measurements. Alternatively, the second harmonic generation optical measure-
ments or neutron scattering were used to delineate the magnetic phase transition and various spin 
arrangements [12,13]. It is conceived that the optical process can be a unique probe for exploring 
the change of magnetic properties due to its sensitivity to local magnetic ordering [14]. For instance, 
the interface effect between the multiferroic sample and the electrode which obscures the magneto-
electric coupling could be ruled out in optical spectroscopy, when the light probes the sample quite 
directly without any electrodes [15]. Recently, infrared absorption spectroscopy measurements 
revealed a temperature-dependent blueshift of the Mn d to d transitions (energy difference Edd) in 
hexagonal RMnO3 materials [14,16]. In particular, an unexpected extra blueshift behavior at the 
AFM temperature is observed. The underlying mechanism giving rise to these blueshifts, however, 
remains to be a matter under debate. Souchkov et al. [17] proposed that the blueshift might origi-
nate from the immense magnetic exchange interaction between the Mn moments, and not from the 

  FIGURE 11.2.1.1 The temperature-
dependent susceptibility T of h-HMO 
with a magnetic field of 100 Oe applied 
along c axis. The inset shows the inverse 
susceptibility. The dashed line: the Curie 
Weiss high-temperature extrapolation.

  FIGURE 11.2.1.2 The 
temperature-dependent 
ΔR/R measured at (a) 
λ = 800 nm and (b)  
λ = 740 nm. The inset 
shows three primary 
features of dynamics in 
the ΔR/R curves.
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effects of thermal expansion and/or magnetostriction. The magnetic ordering seems to be correlated 
with the main change of the electronic structure of the Mn ions in hexagonal RMnO3 materials. 
Consequently, an appropriate method capable of simultaneously unveiling the d-d excitation and the 
associated magnetic ordering should provide some pivotal insights on these issues.

Fiebig et al. [18] demonstrated that the ultrafast magnetization dynamics in AFM compounds 
can be probed with the second harmonic generation SHG by nonlinear optical techniques. This kind 
of characterization was not possible by the usual magneto-optical methods, such as the transmis-
sion Faraday effect and the reflective Kerr effect, due to the absence of a macroscopic magnetiza-
tion. Moreover, a magnetic resonance mode exhibited in multiferroic Ba0.6Sr1.4Zn2Fe12O22 has been 
observed by Talbayev et al. [19] via transient reflectance measurement. Since the magnetic order in 
the manganites is mainly originated from the d electrons residing in the e2g band, it is possible that 
by disturbing the configuration of the d electrons with optical excitations some basic insights can 
be obtained. In this respect, owing to the different characteristic time scales for various degrees of 
freedom existing in these complex materials, the time-resolved spectroscopy should serve as an 
ideal tool to resolve the fundamental microscopic dynamics for each order parameter as well as the 
coupling between them. In particular, the pump-probe studies can yield such important information 
related to the achievable switching speeds of the multiferroic order parameters.

In this subsection, we report the results of the ultrafast time-resolved evolution of magnetic effects 
in h-HMO single crystals probed by the wavelength-tunable femtosecond pump-probe technique. 
By manipulating the Mn3+ d-d carrier excitation with the tunable photon energy, the corresponding 
charge-spin coupling and magnetization dynamics were subsequently identified from various parts of 
the transient reflectivity change curve ΔR/R, ΔR: the reflectivity change of probe pulses due to pump 
pulses, R: the reflectivity of probe pulses. Detailed analyses further evidence a temperature-dependent 
blueshift in the Mn3+ d-d transition and an apparent effect on the energy separation of the d-electron 
levels resulting from the emergence of the long-range and short-range AFM ordering.

11.2.1.2 EXPERIMENTS

The h-HMO single crystals were grown by a traveling solvent optical floating zone method. 
Figure 11.2.1.1 shows the typical temperature-dependent magnetization χ(T) of the platelet samples. 
Although the expected AFM ordering of Mn moments around 76 K is hardly recognized directly 
from the T curve displayed in Figure 11.2.1.1, a small but distinct kink occurs near 33 K. This has 
been previously identified as being due to the coupling between the onset of the Ho-AFM order and 
the Mn3+ moments causing the latter to rotate by an angle of 90° at TSR 33 K. The magnetic transi-
tion at THo 5 K, on the other hand, indicates the complete AFM order of the Ho3+ ions [20]. The 
results evidently indicate the quality and purity of the h-HMO crystal used in this study. For stan-
dard pump-probe measurements, a commercial mode-locked Ti:sapphire laser system providing 
short pulses 30 fs with the repetition rate of 80 MHz and tunable wavelengths from 740 to 815 nm  
h = 1.68–1.52 eV was used. The spectral width of the output pulses was adjusted to 25 nm full width 
at half maximum for all measurements. To perform the ultrafast spectroscopy, a standard pump-
probe setup was employed with the fluences of 50 and 1 nJ/cm2 for pump beam and probe beam, 
respectively. The pump beam was focused on the h-HMO single crystals with a diameter of 500 m, 
and the probe beam with a diameter of 300 m was overlapped with the spot of the pump beam. The 
polarizations of the pump beam and probe beam which were perpendicular to each other were par-
allel to the a-b plane of h-HMO single crystals i.e., Ec axis. A mechanical delay stage was used to 
vary the time delay between pump pulses and probe pulses. The reflectivity change of a probe beam 
was detected by using a photodiode detector and a lock-in amplifier.

11.2.1.3  RESULTS AND DISCUSSION

Figure 11.2.1.2 shows the typical temperature-dependent ΔR/R for the h-HMO crystals obtained at 
two different photon energies. Three primary features can be immediately identified in the ΔR/R 
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curves, namely, the initial rising excitation component, the relaxation component, and the oscillat-
ing behavior see the inset of Figure 11.2.1.2a, process 1–3, respectively. For instance, for the case 
of = 800 nm shown in Figure 11.2.1.2a, the amplitude of the excitation component of R/R process 1 
appears to remain constant at high temperatures until it starts to drop noticeably around T = 170 K. 
At T ~ 150 K the amplitude of the excitation component has diminished almost completely and with 
T < 140 K it even becomes negative, albeit only barely recognizable. On the contrary, the relaxation 
component process 2 shows an apparent overshoot to negative ΔR/R territory which appears to grow 
gradually with decreasing temperature. Finally, we note that the oscillating component process 
3 behaves similarly at all temperatures and disappears altogether with the diminished excitation 
component. Similar results were observed for other pumping wavelengths [e.g., λ = 740 nm shown 
in Figure 11.2.1.2b], except for the temperature at which the amplitude of the excitation component 
vanishes. The oscillation in ∆R/R has been previously termed as the coherent acoustic phonon 
induced by the strain pulse. We note that the period of oscillation grows with the decreasing wave-
length, which is consistent with those observed in hexagonal LuMnO3 by Lim et al. [21].

In order to further explore the physical meaning of the excitation component of ∆R/R process 1, 
the amplitude of ∆R/R taken from Figure 11.2.1.2 at zero delay time as a function of temperature 
was measured with various pumping wavelengths of photon energies. Figure 11.2.1.3a shows that, 
for each photon energy used, the amplitude of ∆R/R remains essentially unchanged at higher tem-
perature. It then drops precipitously to across zero amplitude at some characteristic temperature 
T0 and becomes negative. For instance, for the case of λ = 815 nm, the amplitude of ∆R/R starts to 
drop steeply below 220 K and across zero at T0 160 K. Since the photon energy is in the range of 
d-d transition for the h-RMnO3 absorption peak 1.6 eV at room temperature [22], the absence of 
the excitation component is thus a clear indication of inadequate photon energy to trigger the d-d 
transition as depicted schematically in the inset of Figure 11.2.1.3a. The electrons residing on the e2g 
orbital dxy and d 2 2x −y  can transfer to the unoccupied a1g orbital d 2 23z −r  by absorbing pumping photons 
with energy exceeding Edd. Conversely, this on-site Mn3+ Edd transition will be blocked completely 

 FIGURE 11.2.1.3 (a) The normalized amplitude of ΔR/R as a function of temperature at various wavelengths 
taken from Figure 11.2.1.2 at zero delay time. The insets illustrate the splitting of the Mn3+ energy levels in the 
local environment MnO5 for photon energy above and below Edd (T1 > T2) (b) The energy gap Edd as a function of 
T0. Edd is estimated from the wavelengths in a and the error bars are the bandwidth of laser spectrum at various 
center wavelengths. The dashed line is a guide to the eye emphasizing the linear behavior at high- temperature 
range. (c) The slope of the temperature-dependent normalized amplitude of ΔR/R in a the gray thick lines as a 
function of T0 at various wavelengths. Dashed line is a guide to the eye emphasizing the behavior of slope.
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when the energy gap Edd becomes larger than the energy of pumping photons, leading to the precipi-
tous diminishing in the amplitude of ∆R/R. The fact that T0 gradually shifts to lower temperatures 
with increasing photon energy indicates that Edd exhibits a blueshift with decreasing temperature 
Figure  11.2.1.3b. This is, in fact, consistent with that observed in other h-RMnO3 materials by 
Fourier transform infrared or optical spectroscopic measurements [14,16,17].

Intuitively, the blueshift of Edd might be attributed to the thermal contraction of the lattice and, 
hence, the enhanced crystal field effect on splitting the respective d orbitals. Nevertheless, recent 
investigations have indicated that the blueshift of Edd might be correlated with mechanisms other 
than simply due to the crystal-field effect associated with the symmetry distortion of the local 
environment of MnO5 bipyramids [22,23]. Souchkov et al. [17], based on fitting their absorption 
spectroscopy results and estimation of superexchange energy of h-LuMnO3, argued that the unit 
cell volume change (only ~0.3%) caused by lowering the temperature from 300 to 2 K is certainly 
inadequate to fully account for the relatively large change (0.2 eV or about 10% change) observed 
in Edd. Consequently, they suggested that the blueshift in Edd might be due to the emerging superex-
change interaction between neighboring Mn ions, which, in turn, gives rise to a lowering of the e2g 
levels in the AFM state while the relatively isolated a1g orbital is little affected [17]. They further 
proposed that even the short-range AFM correlations existing in the frustrated magnetic systems 
like h-RMnO3 will result in a noticeable shift in the resonance energy. Within the context of this 
superexchange-induced effect, one expects that the blueshift in Edd might turn on at temperatures 
much higher than the usually conceived (TN  ~ 76 K), when the system is in the dynamical short-
range ordering state. Indeed, the optical process occurs regionally and it should be sensitive to 
short-range magnetic order inducing the change of the electronic structure. It is interesting to note 
that if we regard the photon energy as Edd and plot it as a function of T0 at which the excitation signal 
vanishes as shown in Figure 11.2.1.3b, a seemingly linear behavior dashed line in Figure 11.2.1.3b 
is evident, indicative of a gradual increase in the extent of AFM ordering. Moreover, the behavior 
starts to deviate from being linear around TN (~76 K), suggesting an extra enhancement in the blue-
shift of Edd due to the prevailing of global long-range AFM ordering.

In order to further explore the possible connections between the magnetic ordering state and 
the excitation component of ΔR/R the positive component of in ΔR/R (Figure 11.2.1.2), the slope of 
ΔR/R taken at temperatures slightly above T0[d(ΔR/Rp)/dT at T0, indicated by the gray thick lines 
in Figure 11.2.1.3a] as a function of the pumping photon energy is displayed in Figure 11.2.1.3c. If 
we attribute the blueshift of energy gap Edd to being due to the short-range AFM ordering emerg-
ing at temperatures far above TN [24], the results shown in Figure 11.2.1.3c can thus be regarded 
as indications of how the AFM correlation evolves with temperature as it approaches TN. The fact 
that d(ΔR/R)p/dT increases gradually with reducing temperatures and rises sharply around TN, thus, 
follows closely with the emergence of short-range to long-range-ordered AFM with decreasing tem-
perature in this frustrated magnetic system.

Another interesting feature of the ΔR/R is the relaxation part displayed in Figure 11.2.1.2 process 
2 in the inset of Figure 11.2.1.2. In order to extract quantitative information and relaxation dynamics 
we adopted the widely used three-temperature model [25,26] to analyze the associated relaxation 
processes involved after excitation. In this three-temperature mode, the electrons, lattice, and spins 
are artificially separated by defining three independent temperatures Te, Tl, and Ts that are intercon-
nected by relaxation rates between electrons and lattice (τe−l). lattice and spins (τl−s), and electrons 
and spins (τe−s). After being excited by laser pulses, the temperature of electron system Te increases 
rapidly due to the smaller specific heat (Celectron ≪ Clattice) [25]. Then, the electron-lattice interaction 
drives the system into thermal equilibrium, where electrons and lattice have the same temperature. 
As shown in Figure 11.2.1.4, the electron-lattice thermalization within a time scale of 1 ps is depicted 
schematically by the dashed red, Te and the dash-dotted green, Tl lines. In the following, the spin 
system interacts with lattice and reaches thermal equilibrium with characteristic time scale τd the 
disordering time of the spin system through a spin-lattice relaxation process schematic illustration 
by the short-dashed and blue line Ts in Figure 11.2.1.4 [27]. This raise in the temperature of the spin 
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system and the resultant disruption effects in magnetic ordering give rise to a negative ΔR/R due
to the H magnetic field-induced redshift in the optical conductivity spectra which is opposite to the
blueshift of optical conductivity spectra at lower temperatures [16]. Additionally, in materials with
magnetic ordering, it has been observed that the appearance of a negative component in ΔR/R due to 
metastable states around the quasiparticle state formed by the weak electron-phonon interaction is
related primarily to the disturbance of magnetic ordering [28]. After the spin-lattice thermalization,
the electron, lattice, and spin systems were further cooled with characteristic time scale τr through a
cold reservoir, e.g., sample holder. It is worth to mention that additional energy relaxation channels
such as electron-electron scattering and electron-spin coupling are possible. However, for insulating
AFM materials such as h-RMnO3, the energy relaxation channel via the electron spin coupling is
largely blocked due to the absence of electron-electron scattering processes [29], which would be
otherwise manifested as a sub-ps component in the relaxation process.

Figure 11.2.1.5 shows the temperature dependence of τd collected from the studies with vari-
ous photon energies. It is evident that τd increases significantly from 1 ps at 220 K to 6 ps at 70 K, 
indicating the prominent role played by the state of magnetic ordering. Furthermore, the monotonic 
and seemingly universal behavior again indicates that it needs longer time to disturb the spin sys-
tem when the magnetic ordering is more robust at lower temperatures due to the prevailing of the 

 
 
 

 
 
 
 
 
 
 

  FIGURE 11.2.1.5 The temperature-dependent τd for vari-
ous wavelengths. The dashed line is a guide to emphasizing 
the behavior of τd.

  FIGURE 11.2.1.4 (a) The ΔR/R curves  
at various temperatures (T = 290 K, 180 
K, and 75 K). Dashed lines in red and 
dashdotted lines in green show temper-
ature of electrons (Te) and lattice (Tl), 
respectively, due to the energy transfer 
by electron-lattice relaxation. The short-
dashed lines in blue show the tempera-
ture of spin system (Ts) due to spin-lattice 
coupling. The inset shows the reordering 
time τr of the disordered magnetization.
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long-range AFM ordering. The magnetic ordering disturbed by spin-lattice coupling increase Ts 
has to be somehow reordered, i.e., the cooling of spin system. In this case, one expects that, due 
to the competition between the AFM superexchange interaction and thermal energy, the disturbed 
magnetic ordering should spend shorter time to reorder at lower temperatures. Indeed, as shown in 
the inset of Figure 11.2.1.4, we can identify that the characteristic reordering time τr is about 120 
and 610 ps for T = 75 K and T = 180 K, respectively. Ju et al. [30] revealed the dynamics of the AFM 
ordering in the NiO layer by measuring the magnetization rotation in the NiFe/NiO multilayer sys-
tem. They reported that the reordering time of demagnetization in AFM is on the time scale of 100 
ps which is consistent with that obtained in the current pump-probe measurements.

11.2.1.4 SUMMARY

In summary, the ultrafast dynamics associated with the Mn3+ d-d excitation in h-HMO single crys-
tals were studied by measuring R/R using the femtosecond spectroscopy [31]. The results clearly 
display several characteristic excitation and relaxation components with their own distinctive tem-
perature and photon-energy dependences. The amplitude of the initial rising component of ΔR/R 
corresponding to the Mn3+ d-d excitation is caused by strong coupling between the electronic struc-
ture and AFM ordering. By combining with the analyses on the subsequent relaxation processes 
associated with magnetization dynamics, the detected blueshift is believed to originate primarily 
from the emergence of the AFM superexchange interaction between the neighboring Mn3+ ions. 
Research described in this section was conducted by collaboration among the following people: H. 
C. Shih, T. H. Lin, C. W. Luo, J.-Y. Lin, T. M. Uen, J. Y. Juang, K. H. Wu, J. M. Lee, J. M. Chen, and  
T. Kobayashi [31].
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11.2.2 Ultrafast Thermoelastic 
Dynamics of HoMnO3 
Single Crystals Derived 
from Femtosecond 
Optical Pump–Probe 
Spectroscopy

11.2.2.1  INTRODUCTION

Multiferroic oxides have attracted a great deal of attention in recent years because of the strong cou-
pling between the charge, spin, orbital, and lattice degrees of freedom and the accompanying rich and 
intriguing physics [1–8]. Since the relevant orderings can be manipulated through magnetoelectric 
coupling (the induction of magnetization by an electric field or of polarization by a magnetic field) 
[5,6], multiferroic oxides are expected to have great potential for application in the fields of oxide 
electronics and spintronics, and also in green energy devices designed for reduced power consump-
tion. Therefore, an understanding of the coupling between electric and magnetic ordering is at the 
heart of realizing these applications of multiferroic oxides. Due to the intrinsic integration and strong 
coupling between ferroelectricity and magnetism, however, the physics of multiferroicity is extremely 
complicated. For instance, the linear magnetoelectric effect that was thermodynamically described 
within the Landau theory framework [9] cannot be observed in BiFeO3 owing to the cycloid antifer-
romagnetic (AFM) structure that even its crystal symmetry allows. Once the cycloid AFM structure 
is destroyed by a magnetic field, the linear magnetoelectric effect can be clearly observed in the case 
of BiFeO3 [10]. In contrast, the linear magnetoelectric effect is forbidden in hexagonal manganites 
HoMnO3 and thus the detailed mechanism of the electric field control of the magnetic phase remains 
unclear. Until recently, the origin of their magnetoelectric phenomenon has been further interpreted 
as due to the so-called magnetoelastic effect [11], which eventually leads to an effective coupling 
between electric dipole moment and magnetic moment by virtue of combining the elastic coupling 
between ferroelectric (FE) polarization and strain with magnetic anisotropy. However, all of these 
anisotropic couplings have never been simultaneously observed in a single measurement.

In the last three decades or so, many studies have demonstrated that ultrafast optical spectroscopy 
can provide valuable insights into the microscopic dynamics and the underlying functional responses 
in complex materials. In particular, the ability to simultaneously probe the evolution of multiple 
degrees of freedom in the time domain, as well as the coupling between them, has made pump–probe 
spectroscopy a unique and powerful tool for investigating the dynamical properties of multiferroics. 
For instance, Ogasawara et al. [12] showed that the complex correlation between charge, lattice and 
spin in various ferromagnetic and ferrimagnetic compounds can be explicitly identified on different 
characteristic time scales by measuring the transient reflectivity or transmissivity changes.

In this subsection, we derived the ultrafast photo-induced electron and lattice dynamics of hexag-
onal HoMnO3 (h-HMO) single crystals by using the wavelength-tunable femtosecond pump–probe 
technique. It was found that, around TN, the anomalous thermoelastic effect in the ab-plane and 
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that along the c-axis unambiguously couple with the AFM and FE orderings, as reflected in various 
components of the temperature-dependent transient reflectivity changes (∆R/R).

11.2.2.2 EXPERIMENTS

The physical characteristics of the high-quality h-HMO single crystals used in this study have been 
described in detail previously [13]. Briefly, the h-HMO single crystals were grown by a travel-
ing solvent optical floating zone method and examined by temperature-dependent magnetization 
measurements. For pump–probe measurements, we utilized a commercial mode-locked Ti:sapphire 
laser with 30fs and tunable wavelengths from 740 to 800nm (hν = 1.68–1.55 eV) with a spectrum 
width of 25 nm as the light source. The fluences of the pump beam and the probe beam were 0.18–
0.79 and 0.05 µJ/cm2, respectively. The pump beam was focused on the h-HMO single crystals at a 
spot with a diameter of 0.5 mm and the probe beam was focused on a spot with a diameter of 0.3 mm 
that overlapped the spot of the pump beam. The polarizations of the pump beam and the probe beam 
were perpendicular to each other and parallel to the ab-plane of the h-HMO single crystals (i.e. E 
⊥ c-axis). Moreover, both beams were set in almost normal incidence. The transient reflectivity 
changes of the probe beam were detected by using a photodiode detector and a lock-in amplifier.

11.2.2.3  RESULTS AND DISCUSSION

11.2.2.3.1  teMPeratUre- anD WaVelenGth-DePenDent ΔR/R

Figure 11.2.2.1 shows the typical temperature-dependent ΔR/R obtained at various wavelengths. 
The rising part of the ΔR/R curve reflects the d–d excitation of carriers from e2g band to a1g band 
induced by the optical pump pulses. Thus, the number of excited carriers due to a nonthermal pro-
cess is related to the amplitude of ΔR/R at zero delay time (see Figure 11.2.3) [13]). After excitation, 

 

 FIGURE 11.2.2.1 The photo-induced ΔR/R as a function of temperature at various wavelengths: (a) λ = 800 nm,  
(b) λ = 770 nm, (c) λ = 755 nm and (d) λ = 740 nm. The temperatures shown in this figure are the steady-state  
temperatures of samples.
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the hot electrons accumulated in the a1g band start to release their energy through thermal pro-
cesses, such as electron–phonon collisions [14]. During the electron–phonon collision processes, 
the energy transferred from the hot electrons may generate the thermoelastic effect and may further 
amplify the lattice vibrations. Here the thermoelastic effect is described briefly like a textbook for 
the non-specialist as follows.

Thermoelasticity is a combination of elasticity and heat conduction. It is related to the impact 
of heat on the deformation of an elastic medium and the inverse impact of the deformation on the 
thermal condition of the considered medium. Thermal stress is produced when the rate (inverse of 
period) of variation of a heat source in a medium or the rate of variation of thermal boundary condi-
tions on a medium is comparable with that of structural oscillation.

The above-mentioned relaxation processes (t > 0) as reflected in ΔR/R are frequently and phe-
nomenologically described by fitting with the following equation [15],

∆R ( )( ,λ λT t, ) = +( )A Te( , ) (e A−t /τe ( )
p λ, ) − −

R ( )1− t t/τ τp r, ,−T e e p p0 ,τ d

  (11.2.2.1)

+ −A T( ,λ λ) 1( )e e−t /τn r, − −( )t τ τn n,0 ,d
n + −A T ) c− /

o( , e tt τo os( )ω φ

The first term in the right-hand side of Eq. (11.2.2.1) represents the decay in the number Ae(λ, T) 
of excited electrons with the relaxation time of τe. The second term represents the increase and 
decreases in the number Ap(λ, T) of phonons with the rise time τp, r and decay time τp, d, where τp,0 is 
the starting time of phonon decay. Due to the electron–phonon coupling, the τp, r was set to be equal 
to τe in the data fitting.

The number of excited electrons decreases exponentially (dashed lines in Figure 11.2.2.2) 
due to the electron–phonon collisions. In the meanwhile, the number of phonons increases ini-
tially to respond to the energy gain from the electron–phonon collisions (short dashed lines in 
Figure 11.2.2.2) and then decays by losing energy to the environment. The third term describes 
the negative component associated with the magnetic ordering; An(λ, T) is the strength of magnetic 
ordering, τn, r is the magnetic disordering time, τn, d is the magnetic reordering time and τn,0 is the 
starting time of magnetic reordering. The final term describes the oscillation component associated 
with strain pulse propagation; Ao(λ, T) is the amplitude of the oscillation component, τo is the damp-
ing time of the oscillation component, ω is the angular frequency of the oscillation component and 
φ is the initial phase of the oscillation component. Except for the oscillation term, Eq. (11.2.2.1) is 
consistent with the widely accepted three-temperature model [16,17], which completely reveals the 
characteristics of the ΔR/R curves at T > TN and T < TN, as shown in Figure 11.2.2.2.

11.2.2.3.2  attribUtion of the neGatiVe CoMPonent in ΔR/R

As shown in Figure 11.2.2.1, the level of the amplitude of ΔR/R in the long decay time (>40 ps) 
regime decreases with decreasing temperature and even overshoots into the ‘negative’ territory. 
Thus, in order to describe the lower value of ΔR/R at t > 5 ps, an emerging ‘negative component’ is 
imposed as An(λ, T) in Eq. (11.2.2.1) (see Figure 11.2.2.2b).

It is interesting to note that this negative component grows gradually with decreasing temperature 
and exhibits a dramatic change while the temperature is approaching TN. This characteristic is clearly 
demonstrated by the data point (solid squares) displayed in Figure 11.2.2.3. Phenomenologically, a 
negative ΔR/R indicates that upon disturbance by the arrival of pump pulses at t = 0, something 
happens to make the reflectivity of the probe pulses drop to below its original magnitude. One of 
the possible reasons for this dramatic reduction in reflectivity is an abrupt increase in absorption, 
which might be realized if there is a sudden increase of the empty density of states (DOS) within 
the energy range of the probe beam. As indicated previously, in hexagonal rare-earth manganites, 
the energy difference between the a1g and e2g bands (Edd) increases with decreasing temperature 
and is accompanied by a rather significant extra blueshift near TN [13,18–20]. After pumping, the 
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electron–phonon scattering will raise the lattice temperature and push the Mn atoms back to the 
position at higher temperatures and, in particular, disrupt the magnetic ordering. Consequently, a 
redshift of e2g band with increasing temperature [13] will raise the available DOS in the a1g band 
for absorbing more probe photons (1A > 0) with the same wavelength and lead to the emergence of 
negative ΔR/R (1R ∝−1A and An(λ, T) 6 = 0 in Eq. (11.2.2.1)). Moreover, after a certain pumping flu-
ence, An(λ, T) increases with increasing pumping fluences and saturates at high fluences, as shown 
in the inset of Figure 11.2.2.3.

We note that the temperature dependence of the amplitude of negative ΔR/R [An(λ, T)] is very 
similar to the displacement of Mn atoms (solid circles in Figure 11.2.2.3) that was revealed by high-
resolution neutron diffraction measurements recently [11]. In Ref. [11], it has been pointed out that 
the drastic position shift of the Mn atoms is directly associated with the magnetic ordering of the 
Mn moments and is regarded as strong evidence of magnetoelastic coupling. The large position shift 
of the Mn atoms, in turn, produces a further coupling to electric dipole moments [3] and changes 
the electronic structure of the system. Although it might appear coincident, the intimate similar-
ity between the anomalous increase in the amplitude of the negative component of ΔR/R and the 
large displacement of Mn atoms around TN (in Figure 11.2.2.3) strongly suggests that they originate 
from the same magnetoelastic effect. Namely, the dramatic changes in amplitude of the negative 

  FIGURE 11.2.2.2 The selected 
ΔR/R curves at (a) 200 K and (b) 
69 K are fitted by Eq. (11.2.2.1). 
Inset: the temperature-dependent 
reflectance at various wave lengths.



613Ultrafast Thermoelastic Dynamics of HoMnO3 Single Crystals

component around TN are due to disruption of the established long-range AFM ordering and the 
accompanying retraction of the magnetoelastic effect. Moreover, it is noted that the onset of the 
negative ΔR/R component appearing at temperatures well above TN is attributed to the emergence 
of short-range AFM ordering [13].

11.2.2.3.3  attribUtion of the osCillation CoMPonent in ΔR/R

Another interesting feature appearing in all of the ΔR/R curves is the damped oscillations 
(see the dotted lines in Figure 11.2.2.2), which are described by the last term of Eq. (11.2.2.1) 
and have been ubiquitously observed in various materials. Thomsen et al. [21,22] termed these 
damped oscillations as the coherent acoustic phonons (CAP) induced by the electronic and 
lattice stresses. In their model, the stress tensor contributed by the nonthermal and thermal 
origins can be written as σij = σe + σp, with σe corresponding to the electronic stress and σp 
corresponding to the thermoelastic stress, respectively. In an isotropic medium, the thermo-
elastic stress can be expressed as σp = −3Kβ1Tl, where K is the bulk elastic modulus, 1Tl is the 
lattice temperature rise and β is the linear thermal expansion coefficient. In this model [22], 
the oscillation of ΔR/R is caused by the interference between the probe beams reflected from 
the crystal surface and the rear interface of the propagating strain pulse with the modulated 
dielectric constant (or FE ordering), as illustrated schematically in the inset of Figure 11.2.2.4.  
The changes in reflectivity due to the strain can be obtained by solving the Maxwell equations 
and the closed-form formula for ΔR/R is as follows [22],

  FIGURE 11.2.2.3 The amplitude 
of the negative component (solid 
squares) as a function of tempera-
ture. The solid circles are taken from 
Ref. [10]. Note: the TN of YMnO3 and 
HoMnO3 are 70 and 76 K, respec-
tively. Inset: the pumping fluence-
dependent amplitude of the negative 
component An (740 nm, 75 K). The 
dashed line is a guide to the eyes. 
The temperatures shown in this fig-
ure are the steady-state temperatures 
of the samples.

  FIGURE 11.2.2.4 The photo-induced 
ΔR/R at various pump and probe wave-
lengths. Inset: schematic illustration of 
the oscillated ΔR/R due to a strain pulse.
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∆R t( )  4πn tυ  ∝ cos S t−φ e−υ ξs  (11.2.2.2)
R  λ 

where λ is the wavelength of the probe pulses, n is the refractive index of samples, υs is the speed 
of sound propagated in the medium and ξ is the penetration depth of probe pulses. Figure 11.2.2.4 
shows the typical ΔR/R curves obtained by using different combinations of pump and probe wave-
lengths. It is evident that the frequency of the damped oscillations is solely dependent on the wave-
length of the probe beam and is rather insensitive to that of the pump beam, which is consistent with 
the essential features of CAP generation described by the simplified equation,

4πnυ
 ω = S  (11.2.2.3)

λ

Figure 11.2.2.5a shows the temperature dependence of the oscillation period τosc probed by using 
various wavelengths. Here, τosc is defined as τosc = 2π/ω with ω obtained by fitting the data with  

  FIGURE 11.2.2.5 (a) The
temperature-dependent oscilla-
tion period in ΔR/R at various 
wavelengths. Inset: the evolution 
of the oscillation component in 
ΔR/R at various temperatures.
(b) The temperature-dependent
dephasing time of the oscillation 
component in ΔR/R at various 
wavelengths. Inset: the normal-
ized dephasing time as a function 
of temperature at various wave-
lengths. The temperatures shown 
in this figure are the steady-state.
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Eq. (11.2.2.1). At room temperature, the τosc at 740 nm is larger than the τosc at 800 nm, which is 
the opposite of the prediction of τosc = λ/2nvs. Due to the increase in reflectance at 740 nm and 
the decrease in reflectance at 800 nm with decreasing temperatures shown in the inset of Figure 
11.2.2.2a, the wavelength range from 800 nm (1.55 eV) to 740 nm (1.68 eV) is just located at the 
absorption peak of the optical conductivity spectra [20]. The giant difference between the optical 
conductivity (σ1) values at 800 nm and 740 nm and the higher reflectance at 800 nm further leads 
to (n800nm/n740nm) > (800 nm/740 nm).1 With constant vs, therefore, τosc,800nm would be smaller than 
τosc,740nm. This result was also observed for LuMnO3 by Lim et al. [23]. Moreover, the difference 
between τosc,800nm and τosc,740nm decreases with decreasing temperature owing to the n740nm getting 
closer to n800nm (see the inset of Figure 11.2.2.2a) (see footnote 1).

It is evident that, for all the probed wavelengths, τosc appears to decrease only slightly with 
decreasing temperature, which is consistent with a similar pump–probe spectroscopy study on hex-
agonal LuMnO3 reported by Jang et al. [15] and can be interpreted as due to the increase in rigidity 
of the isostructure lattice as the temperature is lowered. The shortest accessible probe wavelength 
in our system was 740 nm, which was the only wavelength to delineate such a dramatic change in 
τosc for temperatures below TN. According to Eq. (11.2.2.3), τosc is a function of the refractive index n 
of probe pulses and the sound velocity. However, at a wavelength of 740 nm, Δn69−100K/n100K is about 
2.7% (see footnote 1), which cannot explain the variation in −30% in Δτosc,69−100K/τosc,100K. Therefore, 
such significant shrinkage of τosc around TN is most probably dominated by the dramatic increase in 
vs along the c-axis owing to the stiffness of the lattice at low temperatures, which is consistent with 
the Lim et al. results for LuMnO3 [23]. This strongly indicates that the propagation of a strain pulse 
with modulation of the dielectric constant along the c-axis should be affected by the FE properties 
with the FE polarization along the c-axis below Tc [3]. Indeed, the temperature-dependent dielectric 
properties of HoMnO3 are drastically affected by the emergence of AFM ordering around TN [3]. 
In any case, the AFM ordering in the ab-plane also influences the temperature-dependent oscilla-
tion period of ΔR/R along the c-axis through the magnetic–elastic coupling and then the elastic– 
ferroelectric coupling.

According to Eq. (11.2.2.2), the dephasing time τ0 is proportional to the penetration depth ξ 
of probe pulses and the inverse sound velocity vs, which is wavelength independent. At the same 
temperature, e.g. room temperature, τ0,800nm is larger than τ0,740nm because the penetration depth 
at 800 nm is larger than that at 740 nm in lossy media [24]. For all of the probing wavelengths, τ0 
almost remains constant above 180 K, which is associated with the starting temperature of short-
range AFM ordering [13], as shown in Figure 11.2.2.5b and the inset. With decreasing temperature, 
a significant increase in τ0 at 740 nm is clearly observed around TN. To figure out this phenomenon, 
we consider the attenuation constant as a function of the dielectric constant (ε1 and ε2) in lossy media 
[24]. However, the shrinkage of penetration depth caused by a decrease of ε1 at 1.68 eV (740 nm) [20] 
and an increase of ε2 (estimated from the blueshift of σ1 spectra in [20] through Kramers–Kronig 
relation) around TN cannot explain the large enhancement (Δτ0,69–100K/τ0,100K = 162%) in the dephas-
ing time τ0. Thus, this dramatic growth of τ0 around TN should be dominated by the temperature-
dependent vs. Namely, vs increases with decreasing temperature owing to the stiffness of the lattice 
at low temperatures, and it even overshoots around TN owing to AFM ordering [23], which is con-
sistent with the conclusion on the shrinkage of τosc around TN. As mentioned before, Lee et al. [11] in 
their neutron diffraction experiments also observed extra displacement of the rare-earth and oxygen 
atoms along the c-axis at TN. On the basis of the magnetic-ordering-induced atomic displacement, it 
was argued that the observed magnetoelastic effect is the primary origin of the eventual magneto-
electric phenomenon in this intriguing class of materials.

1 Estimated from the temperature-dependent reflectance in the inset of Figure 11.2.2.2a by the Fresnel equation at near 
normal incidence.
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11.2.2.4 CONCLUSION

In the present study presented in this subsection, we have measured temperature-dependent tran-
sient reflectivity changes in hexagonal HoMnO3 single crystals to study the photo-induced ultrafast 
thermoelastic dynamics [25]. The emergence of AFM ordering of Mn3+ ions at TN was clearly 
delineated in the temperature-dependent evolution of the negative component in ΔR/R caused by the 
thermal strain induced by the incident pump beam, which might be the result of a redshift in the d–d 
transition. The oscillation period and dephasing time in ΔR/R caused by the strain pulse propagat-
ing along the c-axis also exhibit a similar dramatic change around the AFM ordering temperature, 
indicating that an accompanying variation in FE ordering might have occurred simultaneously.
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11.2.3 Ultrafast Photoinduced 
Mechanical Strain 
in Epitaxial BiFeO3 
Thin Films

11.2.3.1  INTRODUCTION

Multiferroic materials possess ferroelastic, ferroelectric, and anti/ferromagnetic orders simultane-
ously [1] and are promising for the applications of next-generation devices with combined functional-
ities. Among various multiferroic candidates, BiFeO3 (BFO) stands out because of its strong coupling 
between structural, ferroelectric, and antiferromagnetic orders at room temperature [2]. Recently, 
Rovillain et al. [3] demonstrated an important paradigm for magnonics through such strong coupling 
between magnetic and ferroelectric order parameters, i.e., the spin waves in BFO can be directly 
controlled by an electric field at room temperature. Moreover, the recent discoveries of photovol-
taic effect [4], photo-induced size change [5,6], and photo-assisted THz emission [7] in BFO have 
received considerable attention because these nontrivial light-BFO interactions may open applica-
tions in optoelectronics and optomechanics, e.g., heterostructure diode [8], photovoltaic cells [9], 
deformable optical cavities [10]. While these discoveries are tantalizing, understanding the physics 
behind the photon-BFO interactions, including the dynamics of the photo-induced electronic exci-
tation in BFO as well as its coupling with multiferroic orders, e.g., spin, orbit, and electric dipole, 
remains elusive and is yet to be studied. Femtosecond pump-probe spectroscopy has been established 
as a protocol to study the interactions between electrons, phonons, and magnons [11–14] and is there-
fore employed in this work to gain insight into the excitation dynamics in epitaxial BFO thin films.

In this letter, we have investigated the ultrafast photostriction effect in BFO thin films by dual-
color pump-probe measurements. We found the anisotropic photostriction in BFO is mainly driven 
by the optical rectification effect which demonstrates that BFO would be a favorable material for 
the applications of ultrafast photoelastic, optoelectronic, and optomechanical devices through this 
non-thermal ultrafast process.

Here brief comments on the rectification and photostriction are described as follows.
Electro-optic rectification (EOR), also referred to as optical rectification, is a NLO process that 

consists of the generation of a quasi-DC polarization in a NLO medium at the passage of an intense 
optical beam. For typical intensities, optical rectification is a second-order phenomenon which is the 
inverse process of the electro-optic effect. This process can be considered to be ω − ω = 0 where ω 
and 0 correspond to the laser field and DC polarization. It is the process of reversed phase between 
the two components in the SHG process of ω + ω = 2ω.

The basic definition of photostriction is the generation of strain by irradiation of light. The theory 
of photostriction can be described in more detail as the combination of the photovoltaic and the 
piezoelectric effects. The photovoltaic effect is that of light turning into electricity. The piezoelec-
tric effect is that of electricity turning into mechanical motion. In a sense, the photostrictive effect 
is that of light turning directly into mechanical motion.

There is a reverse process to the photo striction. It is triboluminescence.
Triboluminescence is a phenomenon in which light is generated when a material is mechani-

cally pulled apart, ripped, scratched, crushed, or rubbed (see tribology). The phenomenon is not 
fully understood, but appears to be caused by the separation and reunification of static electrical 
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charges. The term comes from the Greek τρίβειν (“to rub”; see tribology) and the Latin lumen (light).  
Triboluminescence can be observed when breaking sugar crystals and peeling adhesive tapes. 
Triboluminescence is often used as a synonym for fractoluminescence (a term sometimes used when refer-
ring only to light emitted from fractured crystals). Triboluminescence differs from piezoluminescence in 
that a piezoluminescent material emits light when it is deformed, as opposed to broken. These are examples 
of mechanoluminescence, which is luminescence resulting from any mechanical action on a solid.

11.2.3.2  EXPERIMENTAL

Samples used in this study are epitaxial BFO (110) thin films grown on SrTiO3 (110) single crystal 
substrates by pulsed laser deposition. Film thickness was carefully controlled via tuning the deposi-
tion time and determined by the x-ray reflectivity technique. Details of the deposition procedure 
have been reported elsewhere in Ref. [15]. The femtosecond spectroscopy measurement was per-
formed using a commercial Ti:sapphire laser (repetition rate: 5.2 MHz, wavelength: 800 nm, pulse 
duration: 70 fs) and a homemade dual-color pump-probe system with the standard lock-in technique 
at 260 K. The fluences of the pump beam and the probe beam are 2 and 0.1 μJ/cm2, respectively. 
The pump pulses have corresponding photon energy (3.1 eV) beyond the band gap of BFO (2.67 eV) 
[16] and hence can generate electronic excitations within 40 nm due to the absorption length at 
k¼400nm [17]. Excitation dynamics is studied by measuring the photoinduced transient reflectivity 
changes (ΔR/R) of the probe beam with photon energy of 1.55 eV in the depth of > 1μm due to the 
large absorption length at k¼800nm in BFO [17].

11.2.3.3  RESULTS AND DISCUSSION

Figure 11.2.3.1 shows the photoinduced ΔR/R in a BFO thin film. Electronic excitations generated by 
the pump pulses result in a swift rise of ΔR/R at zero time delay. The observed excitation is triggered 
by transferring the electrons from 2p valence band of O to p conduction band of Bi [17,18]. At zero 
time delay, the number of excited electrons generated by this non-thermal process is related to the 
amplitude of ΔR/R. These high-energy electrons accumulated in the p conduction band of Bi release 
their energy through the emission of longitudinal-optical (LO) phonons within several picoseconds 
[19]. The LO phonons further decay into acoustic phonons via anharmonic interactions, i.e., transfer-
ring energy to the lattice. This relaxation process can be detected using a probe beam, indicated by 

  FIGURE 11.2.3.1 The typi-
cal ΔR/R curve is fitted by 
Eq. (11.2.3.1). The inset sche-
matically shows the electronic 
band structure of BFO (see 
Refs. [17] and [18]) and the 
pump-probe processes for 
3.1-eV-pump (solid arrow) and 
1.55-eV-probe (dashed arrows).
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processes 1 and 2 in the inset of Figure 11.2.3.1. Special care should be taken because the probe beam 
could be absorbed by additional electronic transitions in BFO. It has been known that the on-site d-d 
transition of Fe3+ ions (process 3 in the inset of Figure 11.2.3.1), which should be forbidden due to the 
total spin of change from S = 5/2 to S = 3/2 [16], can occur in BFO because the parity selection rule 
is relaxed through the spin-orbit coupling and the octahedral distortion caused by pump pulses [16].

The relaxation processes (t > 0) represented by ΔR/R in BFO display an oscillated feature, which 
is associated with the strain pulse in oxides [20] and can be phenomenologically described by

∆R
 = +A e− −t t/τ τ1 2A e / + +A A e T−t /τo

1 2 3 o cos(2 /π +φ) (11.2.3.1)
R

The 1st term in the right-hand side of Eq. (11.2.3.1) is the decay of the excited electrons with an 
initial population number, A1, and a relaxation time, 𝜏1 (dashed line in Figure 11.2.3.1). The 2nd 
term is the d-d transition of Fe3+ ions (process 3) with an absorption probability, A2, and a corre-
sponding decay time, 𝜏2 (dash-dotted line in Figure 11.2.3.1). The 3rd term describes energy loss 
from the hot spot to the ambient environment within the time scale of microsecond, which is far 
longer than the period (150 ps) of the measurement and hence presented as a constant (dotted line 
in Figure 11.2.3.1). The last term is the oscillation component associated with strain pulse propaga-
tion: Ao is the amplitude of the oscillation (dash-dot-dotted line in Figure 11.2.3.1); 𝜏o is the damping 
time; T is the period; / is the initial phase of the oscillation.

Figure 11.2.3.2a shows ΔR/R measurements on BFO thin films with various thicknesses 
 (40–360 nm). A discontinuity is clearly observed in the oscillation feature of ΔR/R after subtracting 
the decay background (i.e., the 1st, 2nd, and 3rd terms in Eq. (11.2.3.1)), as shown in the right inset of 
Figure 11.2.3.2a. The amplitude and period of the first oscillation are both larger than those of the sec-
ond oscillation. This oscillation is caused by the propagation of strain pulses inside the BFO thin film, 
namely the interference between the probe beams reflected by the thin film surface and the wavefront 
of the propagating strain pulse as illustrated by the cartoon in the inset of Figure 11.2.3.2a [21].

When strain pulses propagate through the BFO/STO interface, both the amplitude and period of the 
ΔR/R oscillation decrease. Consequently, the time (denoted by tBFO/STO) needed to observe the oscillation 

 FIGURE 11.2.3.2 (a) The ΔR/R on (110) BFO thin films with various thicknesses. The arrows indicate the 
BFO/STO interface. Left inset: schematic illustration of the propagation of strain pulse inside BFO and STO 
substrate. Right inset: the oscillation signal was obtained by subtracted the decay background (the 1st–3rd 
terms in Eq. (11.2.3.1)) from ΔR/R of (a). Solid lines are the sinusoidal fitting. (b) The thickness-dependent 
strain pulse propagating time (tBFO/STO) through the interface between BFO and STO. Solid line is the linear 
fitting curve. Inset shows a part of the right inset in (a) on an enlarged scale.
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discontinuity can be used to extract the speed of the strain pulse, which is equivalent to the sound veloc-
ity, in BFO. Results from this experiment show a linear dependence of tBFO/STO on BFO thickness (Figure 
11.2.3.2b). The corresponding strain pulse (or sound) velocity, vBFO, along the [110] direction of BFO is esti-
mated to be 4.76 km/s. The strain pulse velocity can be also calculated by using the strain pulse model [21].

 v ns = λ θprobe cos 2 probeT , (11.2.3.2)

where λprobe is the wavelength of probe beam; nprobe is the refractive index in probing wavelength; 
h is the refractive angle of probe beam in samples; T is the period of oscillation signal in ΔR/R. 
Using λprobe = 800 nm, nprobe = 2.8 (Ref. [22]), θ = 3.6 (estimated from the incident angle (10) of the 
probe beam by Snell’s law) and T = 29.2 ps, the strain pulse velocity, vs, is calculated to be 4.88 km/s, 
which is very close to the result, vBFO = 4.76 km/s, obtained from our thickness dependent tBFO/STO 
measurement. Recently, Smirnova et al. [23] also obtained the strain velocity of 4.31 km/s in BFO 
ceramics at 300 K by using the pulse-echo technique at a frequency of 10 MHz. A close look at the 
ΔR/R signal around zero time delay (shown in the inset of Figure 11.2.3.2b) reveals that the oscil-
lation signal starts within the time scale of ps. This suggests that the time needed to generate strain 
pulses in BFO is within the time scale of ps. The ultrafast generation of strain pulses in BFO posts 
interesting questions on the mechanisms that drive the ultrafast photostriction in BFO.

To explore the origin and physics behind the ultrafast photostriction in BFO, further studies of the depen-
dence of ∆R/R on the azimuth angle (ϕ) as well as the laser polarization angle (θ) have been carried out 
(Figure 11.2.3.3). The set-up of the ∆R/R measurements with a variable azimuth angle is illustrated in Figure 

 FIGURE 11.2.3.3 (a) The experimental configuration for (b). (b) The measurements of the azimuth angle (ϕ) 
dependence of ΔR/R in (110) BFO thin films. Inset: the oscillation signal was obtained by subtracted the decay 
background (the 1st–3rd terms in Eq. (11.2.3.1)) from ΔR/R of (b). (c) The experimental configuration for (d). 
(d) The amplitude of oscillation signal of BFO (in the inset of Figure 11.2.3.2b) in ΔR/R and the intensity of the 
second harmonic generation as a function of the polarization angle (θ) of pump beam. 0: the polarizations of 
both pump and probe beams are parallel to the in-plane component of electric polarization (P) in a (110) BFO 
thin film. The red-solid line is the θ-dependent SHG intensity. The red-dashed line is the envelope of SHG 
intensity, and its symmetry is similar to the anisotropic photostriction (solid dots).
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11.2.3.3a. Results show that ∆R/R at t = 0 s does not change with the azimuth angle of the substrate (Figure 
11.2.3.3b), indicating that the photo-induced excitation is isotropic in BFO thin films. Namely, the total 
number of photo-excited electron-hole pairs keeps constant with varying the azimuth angle of substrate.

According to the scenarios commonly used as the explanations for strain pulse generation in 
polar materials, including (i) electron-hole deformation potential mechanism induced by pump 
pulses, (ii) the electrostrictive effect created by separating the electron-hole pairs, and (iii) the ther-
mal expansion of lattice due to hot carriers transfer energy to lattice [24], the strain pulses generated 
from photostriction in BFO should be isotropic when the pumping fluence used is the same so that 
the photoexcited electron-hole pairs are kept constant in number. However, our results show that the 
oscillation amplitude of ΔR/R is not isotropic but strongly depends on /, as manifested in the inset 
of Figure 11.2.3.3b which can be further separated into the isotropic part and anisotropic part with 
nodes. This finding indicates that the aforementioned models still work for the isotropic strain pulse 
generation in BFO but are insufficient to explain the observed anisotropic ΔR/R oscillation in our 
experiments, and therefore alternative explanations are needed.

Further insight into the anisotropic photostriction in BFO is provided by the study of the cor-
relation between the oscillation amplitude of ΔR/R and the ferroelectric polarization of the BFO 
thin films. To avoid the birefringence effect in the (110) BFO thin film, which also contributes to 
dependent oscillation signals, the polarization of the probe beam and the angle of the sample were 
both fixed. Only the polarization of the pump beam is rotated (Figure 11.2.3.3c). The oscillation 
amplitude was found to be maximum when the polarization of the pump beam is rotated 90 and 
270 against the in-plane component of the ferroelectric polarization (P), while the minimum of 
the oscillation amplitude is observed at rotation angles of 0 and 180, as shown in Figure 11.2.3.3d. 
The observed two-fold symmetry of photostriction in BFO with a minimum-to-maximum ratio of 
21% is consistent with the results obtained by Kundys et al. from bulk BFO crystals [5]. The same 
symmetry and minimum-to-maximum ratio (19%) are also observed in the envelope of second 
harmonic generation (SHG) pattern [25] in (110) BFO thin films, strongly indicating the aniso-
tropic photostriction effect and the SHG in (110) BFO thin films share a common physical origin.

In nonlinear materials, the second-order polarization (P) can be described by

 P t(2)( ) = =ε χ (2) *
0 E t( )E t( ) P t(2) (2)

0 ( ) + P t2ω ( ), (11.2.3.3)

where χ(2) is the nonlinear susceptibility; E(t) and E*(t) are the optical electric fields. The 1st term 
at the right side of Eq. (11.2.3.3) is the optically induced polarization to acquire a dc term, i.e., the 
so-called optical rectification effect [26], and the 2nd term is associated with the SHG. Here, we 
argue that the optical rectification is responsible for the ultrafast anisotropic photostriction in BFO 
based on that the optical rectification and the SHG in nonlinear materials are derived from a com-
mon nonlinear susceptibility (χ(2)), which is a function of ferroelectric polarization [27]. While an 
intensity-modulated laser pulse would produce a dc electric field inside materials within the pulse 
duration of femtosecond time scale, ultrafast strain stress in BFO can be generated via electrostric-
tive effect which is anisotropic due to the specific direction of ferroelectric polarization (P) as 
shown in Figures 11.2.3.3a and 11.2.3.3c. Moreover, the nodal feature in the symmetry of optical 
rectification like the SHG pattern in Figure 11.2.3.3d is smeared by the isotropic excitation of elec-
tron-hole pairs, which is revealed in the indifferentiable ΔR/R at t¼0s for various azimuth angles 
in Figure 11.2.3.3b, to cause the nodeless photostriction pattern in Figure 11.2.3.3d. Our finding 
of the optical rectification-driven ultrafast anisotropic photostriction with the time scale of optical 
coherence (pulse duration) in BFO is far shorter than that reported by Kundys et al. (<0.1 s, obtained 
under the limited time resolution of measuring systems [5]).

11.2.3.4  CONCLUSION

In summary, we have studied the ultrafast dynamics and photostriction in (110) BFO/STO thin films by 
dual-color femtosecond spectroscopy. By varying the thin-film thickness, which effectively changes strain 
pulse propagation time, the sound velocity along [110] direction of BFO thin films is obtained and found 
to be 4.76 km/s. The ultrafast anisotropic photostriction in BFO is found to be mainly derived from the 
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optical rectification effect. It is expected that our results provide a basic understanding of how photo
interacts with multiferroicity in BFO and opens pathways to design ultrafast device with multifunctiona
ity [28].

REFERENCES

 1. N. A. Hill, J. Phys. Chem. B 104, 6694 (2000).
 2. T. Zhao, A. Scholl, F. ZavaLiche, K. Lee, M. Barry, A. Doran, M. P. Cruz, Y. H. Chu, C. Ederer, N. A. 

Spaldin, R. R. Das, D. M. Kim, S. H. Baek, C. B. Eom, and R. Ramesh, Nat. Mater. 5, 823 (2006).
 3. P. Rovillain, R. de Sousa, Y. Gallais, A. Sacuto, M. A. Masson, D. Colson, A. Forget, M. Bibes, 

Barthlmy, and M. Cazayous, Nat. Mater. 9, 975 (2010).
 4. T. Choi, S. Lee, Y. J. Choi, V. Kiryukhin, and S.-W. Cheong, Science 324, 63 (2009).
 5. B. Kundys, M. Viret, D. Colson, and D. O. Kundy, Nat. Mater. 9, 803 (2010).
 6. B. Kundys, M. Viret, C. Meny, V. Da Costa, D. Colson, and B. Doudin, Phys. Rev. B 85, 092301 (2012). 

http://dx.doi.org/10.1103/PhysRevB.85.092301
 7. D. S. Rana, I. Kawayama, K. Mavani, K. Takahashi, H. Murakami, and M. Tonouchi, Adv. Mater. 2

2881 (2009). http://dx.doi.org/10.1002/adma.200802094
 8. S. R. Basu, L. W. Martin, Y. H. Chu, M. Gajek, R. Ramesh, R. C. Rai, X. Xu, and J. L. Musfeldt, Appl. 

Phys. Lett. 92, 091905 (2008).
 9. S. Y. Yang, L. W. Martin, S. J. Byrnes, T. E. Conry, S. R. Basu, D. Paran, L. Reichertz, J. Ihlefel

C. Adamo, A. Melville, Y.-H. Chu, C.-H. Yang, J. L. Musfeldt, D. G. Schlom, J. W. Ager III, and 
Ramesh, Appl. Phys. Lett. 95, 062909 (2009).

 10. I. Favero, and K. Karrai, Nat. Photonics 3, 201 (2009).
 11. C. V. K. Schmising, M. Bargheer, M. Kiel, N. Zhavoronkov, M. Woerner, T. Elsaesser, I. Vrejoiu, 

Hesse, and M. Alexe, Phys. Rev. Lett. 98, 257601 (2007).
 12. D. Talbayev, S. A. Trugman, A. V. Balatsky, T. Kimura, A. J. Taylor, and R. D. Averitt, Phys. Rev. Lett. 

101, 097603 (2008).
 13. C. W. Luo, I. H. Wu, P. C. Cheng, J.-Y. Lin, K. H. Wu, T. M. Uen, J. Y. Juang, T. Kobayashi, D. 

Chareev, O. S. Volkova, and A. N. Vasiliev, Phys. Rev. Lett. 108, 257006 (2012).
 14. H. C. Shih, T. H. Lin, C. W. Luo, J.-Y. Lin, T. M. Uen, J. Y. Juang, K. H. Wu, J. M. Lee, J. M. Chen, and 

T. Kobayashi, Phys. Rev. B 80, 024427 (2009).
 15. Y.-H. Chu, M. P. Cruz, C.-H. Yang, L. W. Martin, P.-L. Yang, J.-X. Zhang, K. Lee, P. Yu, L.-Q. Che

and R. Ramesh, Adv. Mater. 19, 2662 (2007).
 16. X. S. Xu, T. V. Brinzari, S. Lee, Y. H. Chu, L. W. Martin, A. Kumar, S. McGill, R. C. Rai, R. Ramesh, 

V. Gopalan, S. W. Cheong, and J. L. Musfeldt, Phys. Rev. B 79, 134425 (2009).
 17. M. O. Ramirez, A. Kumar, S. A. Denev, N. J. Podraza, X. S. Xu, R. C. Rai, Y. H. Chu, J. Seidel, L. 

Martin, S.-Y. Yang, E. Saiz, J. F. Ihlefeld, S. Lee, J. Klug, S. W. Cheong, M. J. Bedzyk, O. Auciello, 
G. Schlom, R. Ramesh, J. Orenstein, J. L. Musfeldt, and V. Gopalan, Phys. Rev. B 79, 224106 (2009).

 18. H. Wang, Y. Zheng, M.-Q. Cai, H. Huang, and H. L. W. Chan, Solid State Commun. 149, 641 (2009).
 19. F. S. Krasniqi, S. L. Johnson, P. Beaud, M. Kaiser, D. Grolimund, and G. Ingold, Phys. Rev. B 78, 17430

(2008).
 20. H. C. Shih, L. Y. Chen, C. W. Luo, K. H. Wu, J.-Y. Lin, J. Y. Juang, T. M. Uen, J. M. Lee, J. M. Chen, 

and T. Kobayashi, New J. Phys. 13, 053003 (2011).
 21. C. Thomsen, H. T. Grahn, H. J. Maris, and J. Tauc, Phys. Rev. B 34, 4129 (1986).
 22. A. Kumar, R. C. Rai, N. J. Podraza, S. Denev, M. Ramirez, Y.-H. Chu, L. W. Martin, J. Ihlefeld, T. Heeg, 

J. Schubert, D. G. Schlom, J. Orenstein, R. Ramesh, R. W. Collins, J. L. Musfeldt, and V. Gopalan, Appl. 
Phys. Lett. 92, 121915 (2008).

 23. E. P. Smirnova, A. Sotnikov, S. Ktitorov, N. Zaitseva, H. Schmidt, and M. Weihnacht, Eur. Phys. J. 
83, 39 (2011).

 24. P. Babilotte, P. Ruello, T. Pezeril, G. Vaudel, D. Mounier, J.-M. Breteau, and V. Gusev, J. Appl. Phys. 
109, 064909 (2011).

 25. The envelope of SHG intensity in Fig. 3(d) with dashed line is plotted by connecting the peaks of th
four-fold symmetry pattern in SHG intensity (solid line in Fig. 3(d)) which was also observed in BiMn
thin films (Ref. 27).

 26. P. N. Butcher, and D. Cotter, The Elements of Nonlinear Optics, Cambridge Studies in Modern Optics, 
Cambridge University Press, Cambridge, MA (1990).

 27. A. Sharan, J. Lettieri, Y. Jia, W. Tian, X. Pan, D. G. Schlom, and V. Gopalan, Phys. Rev. B 69, 214109 (2004
 28. L.-Y. Chen, J.- C. Yang, C.- W. Luo, C.- W. Laing, K.- H. Wu, J.-Y. Lin, T. -M. Uen, J. -Y. Juang, Y. -H. 

Chu, and T. Kobayashi, Appl. Phys. Lett., 102, 041902 (2012).

n 
l-

A. 

1, 

d, 
R. 

D. 

A. 

n, 

W. 
D. 

2 

B 

e 
O3 

).

http://dx.doi.org/10.1103/PhysRevB.85.092301
http://dx.doi.org/10.1002/adma.200802094


623

11.2.4 Femtosecond Laser-
Induced Formation of 
Wurtzite Phase ZnSe 
Nanoparticles in Air

11.2.4.1  INTRODUCTION

The nanometer-sized materials have provided an opportunity to study the relation between material 
properties and size. Due to the uniquely dimension-dependent properties, the nanosized material has 
the potential for various applications such as nanoelectronics, nano sensors, nano optronics, and chemi-
cal catalyst [1–3]. The nanostructures of zinc selenide (ZnSe), in particular, have attracted considerable 
attention. ZnSe is an important II–VI semiconductor due to its promising optoelectrical and electrical 
properties of direct wide band gap 2.68 eV at 300 K. The ZnSe nanoparticles can be obtained through 
chemical reduction [4], vapor synthesis [5], or laser ablation method [6]. Generally, crystalline ZnSe 
exhibits two structural phases, that is, zinc blende and wurtzite [7]. However, the studies on wurtzite 
phase ZnSe nanoparticles are few [8–10] owing to that the wurtzite structure is thermodynamically 
unstable in ambient environments and requires critical growth conditions. Recently, the femtosecond 
(fs) laser ablation has been extensively used for material processing [11–15]. Because of the unique 
features, in fs time-scale pulse duration and high power density (∼GW/cm2), the high-quality nano-
sized materials can be obtained without thermal effects. For instance, nanospike [12], nanowire [14], 
and nanoparticle [13,15] have been produced through this approach. In this study, we present a handy 
way to fabricate pure ZnSe nanoparticles in metastable wurtzite structure through femtosecond laser 
ablation technique. The structural phase transition from zinc blende to wurtzite takes place during the 
processing and the size of nanoparticles is controllable by adjusting the laser fluences. Additionally, 
the characteristics and formation mechanism of ZnSe nanoparticles were investigated.

11.2.4.2  EXPERIMENTAL

The fs laser pulses used in this study were provided by a Ti: sapphire regenerative amplifier with 
800 nm and 80 fs at a repetition rate of 5 kHz. The linearly polarized laser pulses were focused by 
a planoconvex fused silica cylindrical lens with a focal length of 100 mm at normal incidence. The 
spot size on the surface of the samples is 2270 μm × 54 μm. The pulse energy was varied from 0 
to 260 mJ/cm2 by using metallic neutral density filters with OD0.1–OD2 (Thorlabs ND series). A 
double-side polished (100) ZnSe wafer (5 mm × 5 mm × 0.5 mm) was mounted on a motorized x-y-z 
translation stage with the scanning speed of 100 μm/s. After laser irradiation, a pale yellow powder, 
that is, ZnSe nanoparticles, was observed on the surface of a processed ZnSe crystal. Depending on 
the experimental purpose, the nanoparticles were preserved in two different ways, that is, dissolved 
in ethanol with ultrasonic waves or picked up with Scotch tape. After removing the ZnSe powder, 
there were many subwavelength ripples shown on the surface of a laser-ablated ZnSe wafer. The 
direction of ripples was perpendicular to the polarization of laser beam and laser scanning path 
which is consistent with the scenario of the interference between the incident beam and scattering 
laser light [16]. The morphology of ZnSe single crystals, before and after laser ablation, was exam-
ined using a scanning electron microscope (SEM). Moreover, the X-ray diffraction, the Raman 
scattering spectra, transmission electron microscopy (TEM), and the selected area electron diffrac-
tion were applied to identify the structure and characteristics of laser-induced ZnSe nanoparticles.
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11.2.4.3  RESULTS AND DISCUSSION

Figure 11.2.4.1a shows a typical TEM image of ZnSe nanoparticles with a smooth spherical shape. The 
diameters of ZnSe nanoparticles are in the range of tens of nanometer. In the selected area electron 
diffraction (SAED) pattern, a six-fold symmetry was clearly observed in Figure 11.2.4.1b. Through the 
analysis of distance and angles between the nearest diffraction points and the center biggest point, the 
crystal structure of ZnSe nanoparticles was identified as a hexagonal (wurtzite) and the orientation of 
each diffraction point was marked in Figure 11.2.4.1b. Furthermore, the energy dispersive X-ray spec-
tra (EDX) showed that Zn and Se are the only elements detected in the laser-fabricated nanoparticles 
and the molar ratio of zinc and selenium is close to 1:1 (see the inset of Figure 11.2.4.1a).

During the femtosecond laser irradiation, the dense plasma is formed on the sample surface via 
multiphoton absorption [17]. The ablated plume was confined near the laser-focused region by sur-
rounding air which prevents other ingredients of air, such as nitrogen, oxygen, and carbon dioxide, 
to get involved in the formation process of ZnSe nanoparticles under ambient environment. The size 
distribution of ZnSe nanoparticles fabricated at various fluences was analyzed in Figure 11.2.4.1c. 
By fitting with the lognormal function, the average diameter of ZnSe nanoparticles was determined 
to be approximately 16 nm in the case of 135 mJ/cm2. With an increase in the laser fluence to 198 
and 220 mJ/cm2, the average size of the ZnSe nanoparticles slightly increased to 20 and 22 nm, 
respectively. Although the variation of average size (∼6 nm) is smaller than the statistic bar width 
of 10 nm in Figure 11.2.4.1c (determined by the variation of the average size of ZnSe nanoparticles 
under the same fluences, which is caused by the fluctuations of laser fluences, pulse durations, spec-
tra, and so on.), the higher fluence indeed generates more ZnSe nanoparticles with the larger size. 
This indicates that the size distribution of ZnSe nanoparticles can be controlled by adjusting laser 
fluence and increases as the laser fluence rises. Furthermore, the generation rate of ZnSe nanoparti-
cles using fs laser pulses is approximately 3.63 × 1010 s−1 (or 7.26 × 106 per pulse) with a fluence of 135 
mJ/cm2. For the higher fluence of 220 mJ/ cm2, the generation rate of ZnSe nanoparticles increased 
by one order of magnitude to 3.63 × 1011 s−1 (or 7.26 × 107 per pulse).

In Figure 11.2.4.2a, X-ray diffraction patterns revealed the structures of a ZnSe single- crystal wafer 
and the ZnSe nanoparticles fabricated under various laser fluences are zinc blende and wurtzite, respec-
tively, according to the JCPDS card no. 80-0021 (a = 5.618 Å) and no. 80-0008 (a = b = 3.974 Å, c = 6.506 
Å) for ZnSe. It can be clearly seen that the zinc blende phase of a ZnSe single-crystal wafer has been 
transferred to the wurtzite phase in the ZnSe nanoparticles. Because wurtzite ZnSe is a metastable 

  FIGURE 11.2.4.1 (a) TEM 
images of ZnSe nanoparticles 
fabricated by the fluence of 
220 mJ/cm2. Inset: the EDS 
spectrum shows the compo-
sition of ZnSe nanoparticles. 
(b) TEM diffraction patterns 
of ZnSe nanoparticles in (a). 
(c) Size distribution of ZnSe 
nanoparticles at various laser 
fluences corresponding to the 
TEM images in (a) with an 
area of 3.2 μm × 2.6 μm. The 
solid lines are the log-normal 
fitting.
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FIGURE 11.2.4.2 (a) X-ray diffraction patterns of ZnSe wafer and ZnSe nanoparticles fabricated at various 
laser fluences. W: Wurtzite. ZB: Zinc blende. (b) Raman spectra of ZnSe wafer and ZnSe nanoparticles fabri-
cated at various fluences. The 633.0 nm laser was used as the excitation light. Inset: the Raman spectra of ZnSe 
nanoparticles fabricated at fluence of 220 mJ/cm2 on a large scale with Lorentz peak fitting. TO: transverse 
optical phonon mode. LO: longitudinal optical phonon mode. S: surface phonon mode.

phase under ambient conditions, it can only be observed under high-pressure and high-temperature 
conditions. However, wurtzite ZnSe nanoparticles can be easily and reliably achieved using femtosec-
ond laser ablation as demonstrated in this study. Additionally, the room-temperature Raman scattering 
spectra of samples were measured by the micro-Raman system as shown in Figure 11.2.4.2b.

The typical Raman scattering peaks of ZnSe nanoparticles were clearly observed from 200 to 
250 cm−1 which are rather different from that of ZnSe single crystal wafer. Moreover, there was no 
vibration mode due to impurities observed in the Raman spectra which is consistent with the above 
EDX results. A look at the Raman spectra in the case of 220 mJ/cm2 can be fitted well by three 
Lorentzian lines located at 250, 232, and 203 cm−1. The peaks at 203 and 250 cm−1 are attributed 
to the transverse optical (TO) phonon mode and longitudinal optical (LO) phonon mode of ZnSe, 
respectively [18,19]. Another peak located at 232 cm−1 between the LO and TO phonons is assigned 
to be the surface phonon mode (S) of nanoparticles. This phenomenon, the appearance of surface 
phonon mode, can be decidedly observed in small-sized material [9,20] due to the high surface-to-
volume ratio and the dominant surface properties. To figure out the relation between TO phonon 
mode and surface phonon mode, the theoretical expression was used as follows [20]:

ω 2

 S ε ε0 + −m ((1/L) 1)
2 = , (11.2.4.1)

ωT ε ε∞ + −m ((1/L) 1)

where ωS and ωT represent the surface phonon and TO phonon frequency, respectively; ε0 and ε∞ 
are static and high-frequency dielectric constant, respectively; εm is the dielectric constant of the 
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surrounding medium and L indicates the depolarization factor which is related to the particle shape. 
In the case of ZnSe, ωT = 203cm−1, ε0 = 8.6, ε∞ = 5.7, and εm is equal to 1 for air surrounding condition 
[18]. Because the laser-fabricated ZnSe nanoparticles are in a spherical shape, according to the TEM 
image shown in Figure 11.2.4.1a, the depolarization factor (L) is 1/3. Using (11.2.4.1), the calculated 
surface phonon mode is located at 238 cm−1 which is consistent with the measured value of 232 cm−1. 
It is worth to note that the LO, TO, and surface phonon modes are strongly fluence dependent. As 
the laser fluence decreases, the LO and TO peaks gradually shrink; meanwhile, the surface phonon 
mode increases. In the case of 135 mJ/cm2, the surface phonon mode almost dominates the Raman 
spectra, which is due to the smaller average size and more uniform size distribution as shown in Figure 
11.2.4.1c. Additionally, the small-size nanoparticles also result in the red shift of surface phonon mode.

Here brief description of the basics of “surface phonon” is given below.
Surface phonon: A surface phonon is the quantum of a lattice vibration mode associated with a 

solid surface. Similar to the ordinary lattice vibrations in a bulk solid (whose quanta are simply called 
“bulk” phonons), the nature of surface vibrations depends on details of periodicity and symmetry of 
a crystal structure. Surface vibrations are however distinct from bulk vibrations, as they arise from 
the abrupt termination of a crystal structure at the surface of a solid. Knowledge of surface phonon 
dispersion gives important information related to the amount of surface relaxation, the existence and 
distance between an adsorbate and the surface, and information regarding the presence, quantity, and 
type of defects existing on the surface. In modern semiconductor research, surface vibrations are of 
interest as they can couple with electrons and thereby affect the electrical and optical properties of 
semiconductor devices. They are most relevant for devices where the electronic active area is near a 
surface, as is the case in two-dimensional electron systems and in quantum dots.

According to the early research, ZnSe transforms from a zinc blende structure to the wurtzite 
structure when the temperature is above the transition temperature (Ttr) of 1698K [7]. When ZnSe 
crystals are irradiated by the femtosecond laser pulses, the temperature of electrons and lattice in 
ZnSe crystals increases according to the two-temperature model [21]. Because of the much smaller 
heat capacity in the electron subsystem, the increase of electron temperature is dramatically larger 
than that of lattice. The electron temperature Te can be described by [22]

 2 /2(1 )− R F
T Te i= + e−z ls , (11.2.4.2)

lsγ

where R is the reflectivity at 800 nm and F is the laser fluences and γ is the linear coefficient of heat 
capacity due to the electronic subsystem. The mean value is taken for the depth z going from the 
crystal surface down to the skin depth ls ∼ 1.87 μm (it was estimated from the nonlinear absorption 
coefficient β [23]). In this study, taking Ti = 295 K, R = 0 (which is assumed to be totally absorbed 
by ZnSe), F = 220 mJ/cm2, and γ = 29.4 mJ/(mol K) [24], we obtain Te ∼ 1200 K. However, for the 
structure transition in materials, the key factor is the lattice temperature rather than the electron 
temperature. Thus, we further consider the increase in the transient temperature ΔT in materials 
can be estimated according to the relationship of ΔT = W/(C × V), where W is the pulse energy, C is 
the heat capacity, and V is the illuminated volume. For ZnSe at 300 K, C is ∼1.89 × 106 J/m3 K [7], 
V is 2.29 × 10−13 m3 (absorption depth 1.87 μm estimated from the nonlinear absorption coefficient 
β [23]), and W is in the order of 0.243 mJ (which is assumed to be totally absorbed by ZnSe). Thus, 
the ΔT is approximately 560 K, which is far below the structural transition temperature of 1698 K. 
Therefore, a structural transition could not be induced by the increase in temperature. To identify 
the mechanism underlying the phase transition of ZnSe from zinc blende to wurtzite, we further 
analyzed the influence of “ablation pressure” [25], which has been studied from various perspec-
tives over the past few decades [26,27]. When solids are irradiated by laser pulses, high-density 
plasma is formed on the surface of the samples [17]. The compressed plasma in laser-driven implo-
sions has been characterized as the ablating or exploding pusher according to the surface ablation 
pressure and bulk pressure due to the preheating through electrons.
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In 2003, Batani et al. [25] derived the shock pressure with the laser and target parameters expressed as

 I A 3/4   7/16
 Z t×  −1/8

 P(Mbar) = 11.6 14 λ−1/4   , (11.2.4.3) 10   2Z   3.5 

where I is the irradiance on target with the unit of W/cm2; λ is the laser wavelength in μm; A 
and Z are, respectively, the mass number and the atomic number of the target; t is the time in ns. 
Figure  11.2.4.3 shows the effective pressure in the irradiated region with the laser peak power 
density of 0 ∼ 3.0 × 1012 W/cm2. In this study, the maximum pressure induced by the laser reached 
approximately 1.5 Mbar. According to the studies of Greene et al. in II–VI compounds [28], the 
solid-solid transition point, that is, the zinc blende-wurtzite phase transition, of ZnSe is approx-
imately 0.55 Mbar. In our experiments, the ablation pressure induced by the femtosecond laser 
pulses on the ZnSe single crystals was in the range of 1.0–1.5 Mbar as shown in the shadow area 
of Figure 11.2.4.3. This exceeds the solid-solid transition pressure 0.55 Mbar (the dashed line in 
Figure 11.2.4.3). Therefore, the wurtzite-phase ZnSe nanoparticles transferred from the zinc blende 
phase may be caused by high ablation pressure resulting from the femtosecond laser pulses, and the 
accompanied increase in surface-to-volume ratio in the nanoparticles.

11.2.4.4 CONCLUSION

In this subsection, a simple and reliable approach to obtain the thermally metastable and pure ZnSe 
nanoparticles was demonstrated. The spherical-shaped wurtzite ZnSe nanoparticles with the average 
diameter of <25 nm can be well produced through the femtosecond laser ablation technique. While the 
femtosecond laser pulses are focused on the surface of a ZnSe wafer in air, the ablated plume cannot 
expand as rapidly as those in a vacuum chamber and then causes an instantaneous high-energy and 
high-pressure region around the laser-focused point; meanwhile, a large amount of ZnSe nanoparticles 
was fabricated on the surface of a ZnSe wafer. During the formation of ZnSe nanoparticles, the struc-
tural phase further changes from the zinc blende phase to the metastable wurtzite phase due to the ultra-
high localized ablation pressure caused by the rapid injection of high laser energy within a femtosecond 
time scale. The contents of the subsection were reported in the form of a publication in a journal [29]. 
The research described in this subsection was conducted by collaboration among the following people: 
H.- I. Wang, W.-T. Tang, P.-S. Tseng, L.-W. Liao, C.-W. Luo, C.-S. Yang and T. Kobayashi [29].
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11.2.5 Controllable 
Subwavelength-Ripple 
and -Dot Structures on 
YBa2Cu3O7 Induced by 
Ultrashort Laser Pulses

11.2.5.1  INTRODUCTION

Since the introduction of femtosecond (fs) laser amplifiers, nanoscale microstructures on the sur-
faces of materials have been demonstrated by irradiating the surfaces with femtosecond pulses 
[1–12]. This has attracted a great deal of attention because periodic structures can be inscribed 
on almost any material directly and without any masks and chemical photoresists to relieve envi-
ronmental concerns. For instance, nanoripples [1–7], nanoparticles [8–10], nanocones [11], and 
nanospikes [12] have been induced by single-beam femtosecond laser pulses in various materials. 
Nowadays, the interference between the surface electromagnetic wave (surface plasmons) and the 
incident light has been widely accepted to explain the femtosecond laser-induced subwavelength 
periodic surface structures (LIPSSs) [2–7]. However, studies on the evolution of ripples under irra-
diation by circularly polarized light and the formation of dot structures are very few. Therefore, the 
mechanism of their formation has not been further discussed yet.

In this subsection, controllable subwavelength-ripple and -dot structures on YBa2Cu3O7 in thin 
films are discussed by irradiation of a single-beam and a dual-beam fs laser, respectively. The 
dependence of the subwavelength ripples on the incident angle and circularly polarized light is 
obtained. Finally, a physical model in terms of the interference between the surface plasma wave 
and the incident light is proposed to explain our results.

11.2.5.2  EXPERIMENTS

The YBCO samples used in this study were prepared by pulsed laser deposition with a KrF excimer 
laser. The growth and characterization of the (001)-oriented YBCO thin films have been discussed 
in detail elsewhere [10]. Briefly, the thickness of all films on (001) SrTiO3 (STO) substrates was 
about 240 nm. The Tc of a YBCO thin film is about 89.5 K, as shown in Figure 11.2.5.1. Figure 
11.2.5.2a shows the surface morphology of a typical (001)-oriented YBCO thin film scanned by an 
ultra-high resolution field emission scanning electron microscope (FEG-SEM, JOEL JSM-7000F). 
The surface roughness of an as-deposited YBCO thin film was around 4 nm identified by its AFM 
image.

A commercial regenerative amplified Ti:sapphire laser (Legend USP, Coherent) with 800 nm 
wavelength, 80 fs pulse duration, ∼0.5 mJ pulse energy and 5 kHz repetition rate was used as the 
irradiation source. After passing through a variable neutral density filter and a quarter-wave plate, 
the normal incident laser beam was focused onto the sample surface with a spot size of ∼200 
µm (FWHM) by a convex lens with a 50 mm focal length. The pulse number or irradiation time 
was precisely controlled by the electric shutter. For the dual-beam scheme, a modified Michelson 
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interferometer was applied to produce the dot structure on YBCO thin films. The polarizations of 
both beams could be individually controlled by two quarter-wave plates before the reflection mir-
rors in both arms of the dual-beam setup. After a beam splitter in the dual-beam setup, both beams 
were collinearly and simultaneously focused on the sample surfaces by a convex lens with 50 mm 
focal length. All experiments were performed in the air under atmospheric pressure.

11.2.5.3  RESULTS AND DISCUSSION

The SEM analysis (Figure 11.2.5.2 with a pixel resolution of ∼0.04 nm) indicates that the mor-
phology of fs laser-induced surface structures depends on both the number of applied pulses and 
the laser incident angle (θ is the angle of incidence with respect to the surface normal). Figures 
11.2.5.2a–c show the evolution of the ripple structure on YBCO thin films irradiated by a single-
beam fs laser with various pulse numbers (N) and a fixed fluence (F) = 75 mJ/cm2 at a fixed incident 
angle of 0°. On increasing the pulse number, the ripple structure becomes clear in the SEM images, 
which can be evidenced from the appearance of satellite peaks in the 2D Fourier spectra of the 
insets of Figures 11.2.5.2b and c (there are no satellite peaks in the inset of Figure 11.2.5.2a for an 
as-deposited YBCO thin film). The spatial period of the ripples, estimated from the position of a 
satellite peak in the 2D Fourier spectra, is independent of the pulse number and irradiation time as 
shown in Figure 11.2.5.2g. Once the pulse number was greater than or equal to 5000, i.e. the sample 
surface was irradiated by the 75 mJ/cm2 femtosecond laser pulses for 1 s, ripples with a peak-to-
valley height of ∼106 nm could be clearly observed on the sample surface. On the other hand, if 
the fluence and pulse number were, respectively, fixed at ∼300 mJ/cm2 and 150000, we found that 
the spatial period decreased with increasing incident angle (θ) (see Figure 11.2.5.2h). However, the 
observed period of the ripple at θ = 0° is significantly smaller than the prediction of Λ = λ/(1 + sin 
θ) [13]. Besides, the incident angle-dependent period of ripples on YBCO thin films cannot be 
described by this simplified scattering model (the solid line in Figure 11.2.5.2h). Therefore, the 
effect of the surface electromagnetic wave, i.e. surface plasmons (SPs), should be taken into account 
for the formation of subwavelength ripples [2,7]. According to Shimotsuma et al’s results [14], the 
femtosecond incident light easily excites the plasmons on the surface of various materials. As shown 
in Figure 11.2.5.3c, once the momentum conservation condition for the wavevectors of the linearly 
polarized laser light (Ki), plasma wave (Kp) and LIPSS (KL) is satisfied, such a plasmon could couple 
with the incident light. The interference between the plasmons and the incident light would generate 

  FIGURE 11.2.5.1 The temper-
ature dependence of the normal-
ized resistance for as-deposited 
YBCO (Figure 11.2.5.2a), YBCO 
thin film with a ripple structure 
(Figure 11.2.5.2c) and YBCO thin 
film with a dot structure (Figure 
11.2.5.4a).
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a periodically modulated electron density to cause the nonuniform melting. After femtosecond laser 
irradiation, the interference ripple is inscribed on the YBCO surface. Moreover, the superconductiv-
ity of the YBCO with the ripple structure in Figure 11.2.5.2c remained nearly unchanged as shown 
in Figure 11.2.5.1.

Interestingly, when we used a circularly polarized beam, the ripple structure could still be pro-
duced, as shown in Figures 11.2.5.3a and b. The orientations of the ripples were observed as −45° 
and +45° for left- and right-circularly polarized beams, respectively, with respect to the incident 
plane of the beam. For both cases, the spatial period was 491 nm which was produced by the fs laser 
pulses with fluences of 185 mJ/cm2 and a pulse number of 150000.

These results show that the orientation of the ripple structure strongly depends on the polariza-
tion state of the incident fs pulses which is consistent with Zhao et al’s results on tungsten [12,15]. 
In principle, the circularly polarized light (Ki, c) can be decomposed into two perpendicular linearly 
polarized light beams (Ex and Ey) with retardation of λ/4 in phase, as shown in Figure 11.2.5.3d. 
The linearly polarized light beams Ex and Ey can, respectively, induce the LIPSS KL, x and KL, y 
while the momentum conservation condition in Figure 11.2.5.3c is satisfied. Thus, both KL, x and 
KL, y with phase retardation of λ/4 further cause the KL, c according to the momentum conservation 
condition of KL, c = KL, x + KL, y. The wavevector of LIPSS (KL, c) at 45° is completely consistent with 
the direction of the satellite peaks in the 2D Fourier spectra (the inset of Figure 11.2.5.3a). Namely, 
the orientation of ripples is at −45° for the left-circularly polarized beam with respect to the incident 
plane of the beam. Similarly, the right-circularly polarized beam induces the wavevector of LIPSS 
(KL, c) at −45° according to the momentum conservation condition of KL, c = −KL, x + KL, y, which is 
consistent with the results in Figure 11.2.5.3b.

In order to clarify the above scenario in the formation of ±45° regular ripples induced by cir-
cularly polarized beams, a dual-beam setup with perpendicular linear polarizations was applied to 

  FIGURE 11.2.5.2 (a)–(f) 
The morphological evolu-
tion of structures on YBCO 
thin films induced by a linear 
polarized fs laser with various 
pulse numbers (fixed incident 
angle θ = 0°, fixed F = 75 mJ/
cm2) and with various incident 
angles (fixed N = 150000 and 
F = ∼300 mJ/cm2). (g) The 
dependence of the period of 
the ripples on the pulse num-
ber. (h) The dependence of the 
period of the ripples on the 
incident angle. Inset: the 2D 
Fourier spectra which were 
transferred from their cor-
responding SEM images (10 
µm × 10 µm). The scale bar 
is applied to all figures. The 
dashed lines are guides to the 
eyes.
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produce the LIPSS on YBCO thin films. As shown in Figures 11.2.5.4a–d, it is surprising that there 
are many dots with a height of ∼116 nm rather than regular ripples on the surface of the YBCO thin 
film.

For the case of a dual-beam setup, the KL, x and KL, y without coherence in phase, which are, 
respectively, induced by two random phase and perpendicular linear-polarization beams (Ex and 
Ey), would not satisfy the momentum conservation of KL, c = ±KL, x + KL, y and cannot create the ±45° 
wavevector of LIPSS (KL, c). Therefore, the KL, x and KL, y which are perpendicular to each other 
would lead to 2D nonuniform melting and then further aggregate to form randomly distributed dots 
(see the 2D Fourier spectra in the insets of Figures 11.2.5.4e–h) due to the surface tension. For the 
case of N = 25000, the average size of the dots is around 632 nm in diameter estimated by the log-
normal fitting as shown in Figure 11.2.5.4e. Additionally, the Tc of YBCO with nanodot structure 
is almost the same as that of the as-deposited YBCO thin films (see Figure 11.2.5.1). Here the log-
normal distribution is discussed in the following way.

The statistical realization of the multiplicative product of many independent random variables, 
each of which is positive. This is justified by considering the central limit theorem in the log domain 
sometimes called Gibrat’s law. The log-normal distribution is the maximum entropy probability 
distribution for a random variate X for which the mean and variance of ln(X) are specified.

If the pulse number is increased, although the average size only slightly increases from 632 to 
844 nm, the size distribution markedly broadens (Figures 11.2.5.4f–h). For N = 300000, the size of a 
portion of the dots is of the order of micrometers. However, the larger dots will affect the dot densi-
ties on the surfaces of YBCO thin films. For instance, the density of dots increases with an increase 

  FIGURE 11.2.5.3 The 
SEM images (10 µm 
× 10 µm) of fs LIPSS 
induced by (a) the left- 
and (b) the right-circu-
larly polarized beams. 
(c) Schematic of the 
momentum conserva-
tion condition for the 
wavevectors of linear 
polarized laser light 
(Ki), plasma wave (Kp), 
and LIPSS (KL). (d) 
Schematic processes of 
the LIPSS by the cir-
cularly polarized laser 
light (Ki, c). The scale bar 
is applied to all figures.
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in pulse number while the pulse number is greater than or equal to 150000. Once the dots grow 
large enough to merge with their nearest neighbors and even their next nearest neighbors, the den-
sity of dots will significantly shrink, as shown in Figure 11.2.5.4c. Therefore, the size and density of 
YBCO dots can be controlled by the pulse number of the fs laser.

11.2.5.4 SUMMARY

In summary, the surface morphology of YBCO thin films has been systematically studied under 
single-beam and dual-beam fs laser irradiation [16]. The generation of ripple and dot periodic struc-
tures is decided by the applied laser fluences, pulse numbers and laser polarizations; the period and 
orientation of ripples and even the size and density of dots can be controlled by these parameters. 
It was expected that these results may be potentially applied to the manufacture of nanostructure 
templates for the growth of YBCO thin films and the fabrication of microwave filter devices with 
array structures or weak-link Josephson junction arrays [15]. The contents of this subsection are the 
products of the collaborative research by the following people: C.-W. Luo, W.-T. Tang, H.-I. Wang, 
L.-.W. Liao, H.- P. Lo, K. -H. Wu, J.-Y. Lin, J.-Y. Juang, T.- M. Uen and T. Kobayashi [16].
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12.1 Real-Time Vibrational 
Dynamics in Chlorophyll a 
Studied with a Few-Cycle  
Pulse Laser

12.1.1  INTRODUCTION

Chlorophyll a (Chl-a) is the most abundant pigment among the photosynthesis in nature, which plays 
an essential role in light harvesting and conversion processes in green plants and in various algae. 
Vibrational properties of the chlorophylls have been investigated extensively by optical spectro-
scopic techniques, such as resonance Raman (RR) spectroscopy [1–8], spectral hole-burning (HB), 
and fluorescence line-narrowing (FLN) techniques [9–16]. Specifically, the data achieved using HB 
and FLN techniques are corresponding to the vibrations in the excited and ground electronic state, 
respectively; however, these techniques can only be operated at very low temperatures (usually 
~4 K). As for the RR spectroscopy, both the Soret-resonant and Q-resonant Raman spectra have 
been successfully obtained and have reported a wealth of detailed information on the vibrational 
modes of the electronic ground state of Chl-a molecules. However, nearly all of thus-far reported 
Raman spectra observed at room temperature are only corresponding to the Soret band in Chl-a.

The vibronic spectra of porphyrin, of which structure is composed of porphyrin are described 
briefly as follows.

In freebase porphyrins, the Q band is split due to vibrational excitations. Therefore, two bands 
are produced due to the transition from the ground state to two vibrational states of the excited state 
[Q(0,0) and Q(1,0)]. Further, the presence of the NH protons breaks the symmetry, and as a result, 
the above-mentioned bands are further split into two bands each. The X and Y components are no 
longer degenerate and therefore we see four Q bands Qx(0,0), Qy(0,0), Qx(1,0) and Qy(1,0).

It is difficult to measure the Q-resonant (especially the Qy-band) Raman spectra of Chl-a at room 
temperature because of the disturbance by intense fluorescence in the Chl-a solution. In contrast, 
the fluorescence is significantly quenched and red-shifted in the films. Therefore, the Qy-excitation 
RR spectra of Chl-a can only be acquired in a solid film environment by surface-enhanced Raman 
scattering spectroscopy which also requires the use of very low temperature [5–8].

The above-mentioned methods are powerful for studying the vibrational structure of Chl-a, 
and plenty of results have been reported; however, none of them can provide the straightforward 
vibrational information related to the electronic transition of the lowest excited state of the Chl-a 
Qy-band at room temperature. Information at room temperature is especially physiologically impor-
tant because it is the usual temperature of the physiological condition in native complexes.

The featureless Qy absorption band displays a limited structure even on lowering the sample 
temperature. To discover the presence of hidden characteristics of the absorption band at physiologi-
cally relevant temperatures, the absorption band shape for the Q transition region of Chl-a is usually 
calculated by using the vibrational frequency modes and Franck-Condon factors obtained from HB 
and FLN spectroscopies as a function of temperature [13,17] because of the scarcity of vibrational 
information at room temperature. However, it was reported by Krawczyk [18] using RR spectra of 
Chl-a at 77 K that the pentacoordinated Chl-a at room temperature would convert into hexacoordi-
nated one at 77 K. Rather recently, Ra¨tsep et al. [16] reported that while cooling from 295 to 4.5 K, 
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the Chl-a in 1-propanol and diethyl ether was converted into a hexacoordinated state, but the one in 
2-propanol mainly retained its pentacoordinated status.

Due to the complexity of the temperature-dependent characteristics of Chl-a, there is no current 
consensus among researchers on how well the data achieved at low temperatures will satisfy the 
situation at physiologically relevant temperatures. Peterman et al. [13] simulated the temperature 
dependence of the low-energy part of the Qy absorption spectrum of light-harvesting complex II 
very well up to 220 K using the phonon wing from the 4 K emission spectra; however, the simulated 
and experimental results started to deviate above 220 K. Zucchelli et al. [17] calculated the spectral 
band shape of Chl-a in the Q-absorption region as a function of temperature to study the Chl-a in 
penta- and hexacoordinated states, respectively. They concluded that vibrational modes in the range 
540–850 cm−1 were highly Mg-coordinate-dependent; however, Ra¨tsep et al. [16] denied this con-
clusion in their recent study and suggested that the vibrational degrees of freedom were not sensitive 
to the temperature-dependent absorption spectra change as the electronic one was.

To clarify the above-mentioned controversial issues, the most straightforward first step seems 
to be to obtain the vibrational information coupled to the Q-transition of Chl-a at room tempera-
ture directly. Shiu et al. [19] have studied the vibrational frequencies within 98–791 cm−1 of the Qy 
excited state of Chl-a in ethanol solution. In their experiment, however, they use an excitation pulse 
with a duration of 25 fs. Only when the duration of the pump pulse is shorter than the vibration 
period can the coherent molecular vibration of the corresponding mode be excited; consequently, 
the highest detectable vibrational frequency in their research was limited to ~1300 cm−1. Moreover, 
the samples were probed at only one wavelength by Shiu et al. [19], and broad-band information 
was not obtained.

In this study, we used a 6.8 fs laser pulse in the broadband femtosecond pump-probe real-time 
vibration spectroscopy, which has been proven to be a powerful tool for the observation of dynami-
cal processes in molecules [20–22], to obtain both electronic and vibrational dynamics of Chl-a 
Qy-band in solution at 293 K. After the excitation by the ultrashort pump pulse, a wave-packet 
is prepared in the form of linear superposition of several vibrational levels of different quantum 
numbers. Then the wave packet moves on the potential energy surface, and the motion modifies 
the transition spectra and intensities composed of contributions from various vibronic transitions 
between the vibronic levels in the initial and final electronic states. The contributions of the vibra-
tional levels are proportional to the product of the Franck-Condon factor, which determines the 
absorption spectrum in the case of Condon approximation is satisfied [23] as well as the spectral 
intensity of the pump pulse with the vibronic transition energy. Thus, the wavepacket motion of 
some vibrational modes can be detected by measuring the time-dependent difference absorbance 
with the weaker probe pulse.

There is another technique to detect the electronic relaxation and vibrational wave-packet 
dynamics in real time – the time- and frequency-gated spontaneous emission method. However, it 
has much less sensitivity because of the low efficiency in either the upconversion sum-frequency 
gate (second-order nonlinear process) or Kerr gate (third-order nonlinear process) in the detection 
scheme, and it is also difficult to achieve the high temporal resolution which is limited by geo-
metrical path difference in the former and Kerr response time in the latter. This method may also 
be affected by the elongation of relaxation time due to self-absorption [24]. By using our method, 
we are not suffering from these effects. In addition, compared with other conventional vibrational 
spectroscopy, this method has the following advantages:

 1. This technique is not limited by the measurement temperatures, so that it can provide 
both the electronic and vibrational characteristics of Chl-a at physiologically relevant 
temperatures.

 2. RR signals are very frequently overwhelmed by the fluorescence signal, especially 
in the case of highly fluorescent molecules (e.g., Chl-a). In contrast, the contamination 
effect of spontaneous fluorescence can be almost totally avoided in real-time vibrational 
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spectroscopy because of much more intense, highly directional probe light probe beam 
than spontaneous fluorescence.

 3. RR spectroscopy is not capable of reliably detecting the presence of very low-frequency 
modes due to intense Rayleigh scattering of the excitation beam [25]. However, the low-
frequency modes can easily be studied by pump-probe experiment as long as a few quanta 
of the modes can be covered by the broad laser spectrum with a nearly constant phase.

 4. Very small instantaneous frequency change can be detected in real-time spectroscopy; 
hence, molecular structural change information, for the transition state, can be detected.

 5. The dynamics of vibrational modes coupled to the electronic transition can be studied in 
relation to the decay dynamics of the electronic excited states at the same time, and under 
exactly the same experimental conditions.

 6. The probe-dependent vibrational amplitude can be detected as a function of pump-probe 
delay time. Therefore, the corresponding vibrational phase information can be obtained.

In this study, using ultrafast excitation and broad-band detection, the dynamics of vibrational modes 
coupled to the electronic transition of Chl-a Q-band has been studied by real-time vibrational spec-
troscopy. Both pump and probe pulses possess a broadband of 200 nm, which can cover the whole 
Qy absorption band of Chl-a simultaneously. The vibrational modes due to both ground-state and 
excited-state wave-packet motions have been observed and they are assigned according to the vibra-
tional phase. The data containing both electronic relaxation and vibrational dynamics have been 
analyzed to obtain a more reliable relaxation mechanism of the excitations than a combination of 
individual studies of electronic and vibrational relaxations.

To the best of our knowledge, this is the first direct broadband study of the Chl-a vibrational 
signal coupled with the Qy-band electronic transition at room temperature.

12.1.2  MATERIALS AND METHODS

In this experiment, both pump and probe pulses are generated from a noncollinear optical paramet-
ric amplifier (NOPA) laser system which is seeded by a white-light continuum [26–28], as described 
in the Supporting Material. The pulse duration of the NOPA output is 6.8 fs and covered the spectral 
range extending from 539 to 738 nm, as shown in Figure 12.1.1. After the sample, the pump-probe 
signal is detected by the combination detection system of the polychromator and multichannel lock-
in amplifier (see the Supporting Material for further details). The spectral resolution of the total sys-
tem is ~1.5 nm. The wavelength-dependent difference absorbance of the probe at 128 wavelengths 
is measured by changing the pump-probe delay times from 200 to 1800 fs with a 0.8-fs step. All the 
experiments are performed at a constant temperature (293 K).

  FIGURE 12.1.1 The absorption spectrum (a), fluores-
cence spectrum (b), and stimulated emission spectrum (c) 
of Chl-a, the laser spectrum (d), and the absorbed laser 
photon energy distribution spectrum by Chl-a with 0.5-
mm thickness (e). (Inset) Temporal intensity profile of the 
compressed laser pulse.
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Chl-a used in this study is extracted from spinach leaves and subsequently purified using chro-
matography, according to the method described in Strain and Svec [29]. The solvent used here is a 
mixture of petroleum ether and 2-propanol with a ratio of 100:5. Optical density is measured to be 
OD1mm ¼ 2.16 at the Qy(0,0) transition peak of 664-nm using a 1-mm cell. The stationary absorption 
and the fluorescence spectra of the Chl-a solution were measured with an absorption spectrometer 
(UV-3101PC; Shimadzu, Kyoto, Japan) and a fluorophotometer (F-4500; Hitachi, Tokyo, Japan), 
respectively.

12.1.3  RESULTS AND DISCUSSION

12.1.3.1  stationary absorPtion anD flUoresCenCe sPeCtra anD 
tiMe-resolVeD DifferenCe absorPtion sPeCtrUM

The stationary absorption, fluorescence, and stimulated emission spectra of Chl-a, together with the 
NOPA output laser spectrum and the absorbed laser spectrum (0.5-mm flow cell is used in real-time 
spectroscopy; see the Supporting Material for further details), are shown in Figure 12.1.1. There are 
three absorption peaks in the laser spectrum range, located at 664, 618, and 580 nm, respectively. 
There is no doubt that the peak at the longest wavelength belongs to the Qy(0–0) band of the Chl-a, 
and the observed absorption spectrum with a Qy(0,0) transition peak at 664 nm indicates that the 
sample used in this work consists of the monomer structure.

Figure 12.1.2a shows the two-dimensionally plotted difference absorption DA against the probe 
delay time and probe photon energy. On top of it, we plot the probe photon energy dependence of 
time-resolved spectra DA probed from 100 to 1200 fs with an integration time width of 100 fs. Near 
the two absorption bands at ~617 nm and 580 nm, a weak bleaching signal modulates the positive 
signal due to excited state absorption. These two bleaching signals are much weaker because of the 
strong induced absorption in this range. In addition, we note that the most intense negative peak 
signal at ~664 nm has an asymmetric profile, and the negative signal in the shorter wavelength side 
is much steeper than the longer side. It can be explained in the following way. The transient signal 
observed at a probe wavelength longer than 664 nm is due to the mixed contribution of both the 
ground state bleaching and the stimulated emission, while the DA at a probe wavelength shorter 
than 664 nm is dominated by the bleaching and the induced absorption.

Figure 12.1.2b shows the real-time DA traces at seven typical wavelengths. The sharp and intense 
peaks around zero probe-delay time are due to pump-probe coupling induced by the nonlinear 
process of the pump-probe-pump time ordering interaction of the laser fields and the interference 
between the scattered pump pulses and the probe pulses. The DA signal observed in the detection 
time of 200 fs to 1800 fs is nearly constant because of the nanosecond lifetime of the Qy excited 

  FIGURE 12.1.2 (a) Two-
dimensional pseudo-color dis-
play of the time dependence 
of the absorbance changes 
(probe photon energy versus 
probe delay time, bottom fig-
ure) together with the time-
resolved difference absorption 
spectrum probed from 100 to 
1200 fs with an integration 
time-width of 100 fs (top fig-
ure). (b) Real-time traces at 
seven typical wavelengths. 
(Inset boxes) Enlarged signals 
between 100 and 1000 fs.
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state [30,31]. It is obvious that the time-dependent DA traces shown in Figure 12.1.2b consist of 
the slow relaxation component due to electronic decay and the highly oscillating component due to 
molecular vibrations. The enlarged oscillating signals between 100 and 1000 fs are illustrated in the 
inset boxes of Figure 12.1.2b. It is noteworthy that the oscillations are especially clearly observed 
around the Qy band.

12.1.3.2  Ultrafast DynaMiCs of Vibrational MoDes

As shown in Figure 12.1.2, predominant periodic modulation could be observed in the time-depen-
dent difference absorption, which is caused by the transition probability change induced by molecu-
lar vibrations. To gain a better understanding of the vibronic coupling mechanisms, the vibrational 
mode frequencies and their corresponding amplitudes have been realized by the fast Fourier trans-
form (FFT) analysis of the time-resolved difference absorption spectra.

The FFT analysis is performed in the range from 50 to 1800 fs. (Note that, to avoid possible 
interference effects between the scattered pump and probe pulses, the difference absorption signals 
ranging from delay 0 to 50 fs are not included.) The slow decay dynamics of relevant electronic 
states is removed by subtraction of averaged data over 200-fs time window from the raw data. After 
that, the FFT power spectra are calculated by using a Hanning window after the zero-padding 
procedure to increase the frequency resolution. The two-dimensional plot of the Fourier amplitude 
against the molecular vibration frequency and probe photon energy is presented in Figure 12.1.3a.

The FT amplitude spectra at several typical wavelengths are shown in Figure 12.1.3b. Various 
strong vibrational modes are highly concentrated at the bleaching band at ~664 nm. Twenty-seven 
different frequencies of 214, 259, 300, 346, 407, 519, 565, 621, 667, 744, 799, 915, 982, 1043, 1084, 
1124, 1175, 1252, 1353, 1415, 1460, 1516, 1582, 1613, 1648, 1699, and 1770 cm−1 are obtained. Most 
of them are similar to those observed by Raman and/or the HB spectroscopy by many groups; how-
ever, the modes of 300, 621, 1582, 1648, and 1770 cm−1 are observed (to our knowledge) for the first 
time in this study. Most of the intense frequency signals below 1000 cm−1 are assigned to vibrations 
of the tetrapyrrole skeleton and deformations of the peripheral substituent groups [6,7], while those 
higher than 1000 cm−1 are mainly assigned to the CH3 bending, CH bending, and CO, CC, and CN 
stretching vibrations [5,8,32].

In Chl-a, there are only small differences in frequency of the same vibrational modes between 
the ground and excited states [11,13,14]. Therefore, it is difficult to distinguish whether they are due 
to the wave-packet motion in the ground or excited state due to our limited frequency resolution. 
Thanks to the broad probe spectral band detection of real-time traces, we can calculate the probe 
wavelength dependence of the initial phases of the molecular vibrations. It provides information for 
identifying the wave-packet motion either in the ground state or in the excited state [33–35]. If the 
time dependence of the absorbance change is due to the wave packet prepared on the ground-state 

  FIGURE 12.1.3 (a) Two-
dimensional contour plot of 
FT amplitude spectra of the 
pump–probe signal. (Solid 
line) Mass centers of FT 
amplitude spectra at side 
bands. (Top) FT amplitude of 
the 982 cm−1 mode together 
with the stationary fluores-
cence and absorption spectra. 
(b) FT amplitude spectra of 
the corresponding traces in 
Figure 12.1.2b.
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potential energy surface, the initial vibrational phase will be 5π/2. If the time-dependent ampli-
tude modulation is induced by the excited state wave-packet motion, the phase will be 0 or 5π. 
Otherwise, it will be due to the mixed contributions from wave-packet motions in the ground and 
excited states. Using this simple criterion, we can easily assign the vibrational modes of Qy band. 
Vibrational modes with frequencies of 214, 259, 300, 346, 407, 565, 1084, 1175, 1460, 1613, and 
1770 cm−1 result from the excited state wave-packet motion, while those at 519, 621, 799, 1415, 1582, 
and 1648 cm−1 are corresponding to the ground state wave-packet motion; the other modes with 667, 
1043, and 1699 cm−1 are contributed from wave-packet motions in both ground and excited states. 
For example, Figure 12.1.4 shows the initial phases of three different values together with their 
vibrational amplitudes.

The Fourier power spectral line width is inversely proportional to the dephasing time includ-
ing the effects of temperature in-sensitive inhomogeneity and temperature-sensitive homogeneous 
dephasing. With increasing temperature, the homogeneous contribution increases because of 
increased mode-mode coupling. In the Raman spectrum at 15 K [7], the width can be considered to 
be dominated by inhomogeneous width, and it is calculated to be ~15 cm−1. It is found that the line 
widths in the real-time spectroscopy in our experiment are ~3 times as broad as those measured in 
the Raman experiment at low temperature, which is due to the homogeneous origin. Even though 
the excited-state lifetime of Chl-a is in the nanosecond time range, the electronic relaxation will be 
affected by the fast vibrational relaxation through vibronic coupling, which will dissipate some of 
the electronic energy and hence compete with the Chl-a involved energy transfer process. Special 
attention should be paid to the low-frequency modes (<250 cm−1), which have been classified as 
intermolecular vibrations [16,36].

Because the rate of the resonance energy transfer through dipole-dipole interaction depends 
on the distance between the energy donor and acceptor, the energy transfer between Chl-a and its 
neighboring molecule is expected to be periodically modulated by the low-frequency intermolecular 
vibrations in their dephasing times of <1 ps.

The high-frequency modes at 744, 915, 982, 1124, 1251, 1353, and 1516 cm−1 exhibit more com-
plex spectral distributions than those discussed above, and the simple criterion cannot be performed 
any more. As shown in Figure 12.1.3a, side bands are clearly observed at both sides of the most 
intense vibrational band for these modes (only one side for 1353 and 1516 cm−1 mode because of 
probe range). The probe photon energy dependence of FT amplitude for the 982 cm−1 mode is shown 

  FIGURE 12.1.4 Phases of the vibrational 
modes with frequencies of 565 (π), 799 (π/2), 
and 1699 (neither π nor ± π/2) cm−1 together 
with their normalized amplitudes.
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at the top of Figure 12.1.3a as an example. In order to investigate the spectral position and the profile 
of this sideband in detail, the peak position of each vibrational mode has been recorded as a function 
of the probe photon energy. To minimize the possible error, the side-band mass centers are defined 
by the first moment given by

ω

∫
2

F dv ( )ω ω⋅ ω

 ϖ ω1
v = ω 1 .1.1)

∫
2

 ( 2

F dv ( )ω ω
ω1

where Fv(ω) is the probe photon frequency (ω)-dependent FT amplitude spectra of the vibrational 
modes with a vibrational frequency of ωv

The calculation results are displayed in Figure 12.1.3a and connected by black and blue lines 
in the higher and lower probe energy ranges, respectively. These two fitted lines have slopes of 
−0.96 ± 0.03 and 0.97 ± 0.01, which are very close to ±1. It means that the side bands of each vibra-
tional mode are spectrally distributed according to a linear function (slope K =  ±1) of their own 
vibrational frequencies. Therefore, they are symmetric with respect to a center axis.

.

Because the Huang-Rhys factors in Chl-a are very small (<0.05) [11], the displacement in the 
coordinate space from the potential minimum of the ground to that of the excited states is small. In 
the experiment, what we observed is the modulation of the electronic transition probability induced 
by a wave-packet motion through vibronic coupling.

Therefore, if the vibrational modes appearing at side bands are due to the wave-packet motion in 
the ground state, the vibrational amplitudes are related to the absorption spectrum from the ground 
to the excited state transition. The peaks of the vibrational amplitudes are expected to symmetrically 
appear on both sides of transition energy from the ground to the excited state, displayed as Stokes 
and anti-Stokes bands. If the wave-packet motion on the excited-state potential surface modulates the 
stimulated emission intensity, the observed vibrational amplitude at side bands will have peaks sym-
metric with respect to the stimulated emission peak, also displaying as Stokes and anti-Stokes shifted 
structures. As shown in Figure 12.1.3a, the measured vibrational signals at side bands are spectrally 
symmetric with respect to the axis of the stimulated emission peak, so they were assigned to vibra-
tional modes coupling to the stimulated emission from the Qy electronic excited state. However, the 
signals at the central band are surprisingly weak; in fact, they nearly vanish in this spectral range.

Why do the vibrational signals disappear in the symmetric center and those at sidebands have a 
linear spectral distribution? Here, to analyze the complicated results, we use a coupled three-level 
model to explain the experimental result by the theory of nonlinear ultrafast spectroscopy in the fol-
lowing discussion. In this study, all the vibrational modes in the discussion of the following section 
showing clear side bands are much larger than 200 cm−1. Because of the experimental temperature 
of 293 K, the initial population on the vibrational levels with vibrational quantum numbers larger 
than zero can be neglected for all these involved in the vibrational modes. That means only the low-
est vibrational level of the electronic ground state, jg0i, could be regarded as the initial state in the 
discussion of the following section.

12.1.4  THEORY AND DISCUSSION

It is well known that the wave packet can be generated either via the simultaneous coherent excita-
tion of the vibronic polarization of several vibrational levels in the excited state or via impulsive 
stimulated Raman scattering in the ground state. The former case is known as a split excited state, 
which can be represented in terms of V-type. Analogously, the latter case is referred to as a split 
ground state, which is expressed in terms of Λ-type interaction. In the previous article [37], the 
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coherent excitation of the vibrations on the excited state was prevented so that only the ground-state 
vibrations were excited. Hence, the L-type interaction could be used. In our experiment, due to the 
good overlap of the broad-band laser and the absorption band, the vibrations in the excited states 
can be coherently excited, as shown in Figure 12.1.5, where u0 denotes the Qy(0–0) emission (central 
band) or the one with emission energy equal to it.

Because there are only small frequency differences of the same vibrational mode between the 
ground state and that of the excited state [11,13,14], we assume the vibrational energy (ωv) in the ground 
and excited states to be identical. In addition, because the Huang-Rhys factors of Chl-a are very sig-
nificantly small (S < 0.05), most of the Franck-Condon intensity is concentrated in the 0–0 transition. 
Therefore, we only considered the 0–0 and 0–1 transition in the following. As mentioned above, only 
a stimulated emission process should be considered in the following discussions. In total, there are 
four related NL processes related to our experimental results. As defined in the Supporting Material, 
they are NL process A (Stokes band, located at the lower probe photon energy range); NL process B 
(located around the symmetric center); NL process A’ (anti-Stokes band, located at the higher probe 
photon energy range); and NL process B’ (located around the symmetric center), respectively.

The observed pump-probe signals, represented by the difference absorption for NL process A 
and NL process B, can be expressed by [37–44]

( )2Im E P  * 3ω ω ( ) ( )  ∆ =A tA ( )  tω
pr

, 2 ∝ −exp  ( ) TE  
pr ω 2v
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,

ω ω− −( )0 ω γ2
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2

( ) t  ( )ω ω− +sin c( )ω γ os( )ω
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, (12.1.3) T2v  ω ω− +0 γ 2

respectively, and the dephasing rate γ ≡ 1/T i E * (3
2 2 pr ( )ω  and P ) ( )ω  denote the Fourier transforms of 

Epr(t) and P(3) (t), respectively. The spectral widths in Eqs. (12.1.2) and (12.1.3) can be determined 
using the electronic dephasing time T2, whereas the vibrational dephasing time is given by the 
bandwidth of the FT amplitude of each mode. Therefore, the electronic dephasing time and the 
vibrational dephasing time can be independently determined by this principle. Thanks to the mea-
surement of real-time resolved vibrational amplitude, the dependence of the vibrational initial phase 
upon impulsive excitation on the probe photon energy can also be determined. The total observed 
difference absorption signal can be expressed by

  FIGURE 12.1.5 Three-level system 
describing the excitation processes of 
the vibrational coherence generation in 
the excited state. The lowest vibrational 
state in the ground and excited states is 
represented by g0 and e0; gv and ev rep-
resent where the vibrational coherence 
exists, where υ and υ0 denote vibrational 
mode with different frequency. The 
value u0 denotes the Qy(0–0) emission 
(central band) or the one with emis-
sion energy equal to it. The values ωv 
and uv0 represent different vibrational 
frequencies.
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Here, the first term characterizes the slow dynamic component of the real-time ΔA traces, and τe 
is the electronic decay time depending on the sample. The second term represents the molecular 
vibration, which is a sum of all the contributions of vibrational modes, v, with frequency ωvi and 
corresponds to the oscillation component in the ΔA traces. For a certain vibrational mode with a 
frequency of ωv, δΔA is given by

 −t 
 δ∆ =A tv v( )ω ω, ; δ ωAv v( ), eω xp × +s ,ω ϕ ω ω  co  t ( ) (12.1.5)

 τ ω( ) v v
v v 

where τv is the vibrational dephasing time for the vibrational mode υ including both homogeneous 
and inhomogeneous contributions. The corresponding phase for NL processes A and B of this 
vibrational mode can be derived from Eqs. (12.1.2), (12.1.3), and (12.1.5) by
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 φ ω ω, arctan

0 ω 
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   (12.1.6)
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Similarly, the corresponding phase for NL processes A0 and B0 of vibrational mode ωv can be 
derived as

 − −ω ω( )
φ ( )  ω ω, a= rctan

0 + ω v  
A v'    (12.1.8)
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 ( )ω ω−
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B v' ( )ω ω, a= rctan   (12.1.9)
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Because it is easy to satisfy the conditions of ω ω− −( )0 ω v  and ω ω− >0 2> γ , the difference of 
the phases should be p between the higher-energy region (ω > ω 0 for process A and A’, ω ω> ±0 ω v  
for process B and B’) and the lower-energy region (ω < ±ω ω0 v for process A and A’, ω < ω 0 for 
process B and B’). Specifically, the phase change from −π/2 to +π/2 is expected at ~ ω = ω0 − ωv with 
the increasing of the laser photon energy because of excited state wave-packet motion in the case of 
NL process A; and change from +π/2 to −π/2 is expected at ~ω = ω0 + ωv for NL process A’ with the 
increasing of the photon energy ω from ω0 < ω0 − ωv to ω > ω0 + ωv because the signs of the phases 
are opposite in both cases. Similarly, the pump-probe signals due to NL processes B and B’ also 
have antiphase relations.

The physical meaning of the phase relation is interpreted as follows. After excitation, a pump 
could generate molecular vibrational coherence in the Qy excited state between v = 0 and v1 levels. 
Then a probe comes to the sample and interacts with the vibrational coherent polarization between 
v = 0 and v1, resulting in the possibility of laser-Stokes energy exchange as well as laser-anti-Stokes 
exchange energy. The energy exchange process between the probe and the molecular vibration is 
then dependent on the molecular vibrational phase, which determines whether the spectra in the 
range of ω  =  ω (± ωv) are amplified and/or deamplified. For the antiphase relation between the 
oscillation signals around the spectral range ω ± ωv, the signal around ω − ωv is amplified if the one 
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around ω + ωv is deamplified at the same time. As for the signals resulting from NL process B and 
B’, because both of them share the same spectral range ω = ω0 and are satisfied with antiphase rela-
tion, their oscillations are expected to take place concomitantly and then cancel each other out. It 
is consistent with the experimental result shown in Figure 12.1.3 that, despite the clear vibrational 
signals on both the lower and higher energy sides due to NL processes A and A’, respectively, the 
vibrations in the center position (straight dashed line) have nearly disappeared.

The phase of the vibrational modes with the frequencies of 982 and 1251 cm−1 at ω0 − ωv range 
are shown in Figure 12.1.6. We chose these two modes as examples because they show the clear-
est sidebands around their corresponding u05uv range. Both of the vibrational phases have shown 
a clear phase jump from −π/2 to + π/2 (~13800 cm−1 for the 1252 cm−1 mode and 14020 cm−1 for 
982 cm−1), as expected. The electronic dephasing time T2 is determined to be 41 ± 2 fs from the real-
time traces of absorbance change in the negative delay time range [45], which is comparable with 
the one of 54 fs obtained for bacteriochlorophyll [46]. However, the dephasing time is calculated to 
be ~150 fs from Eq. (12.1.6), which is rather longer than the experimental value. This disagreement 
may be explained as due to the deviation from the simple three-level model. In a real system, there 
are other possible contributions to vibration amplitude through modulation of electronic transitions 
from the excited Qy to other states, which are not included in the simple three-level model. For 
example, the induced absorption from the lowest electronic excited state to a higher one may couple 
with the same vibrational modes and affect the calculation result.

As shown in Figure 12.1.2a, there is another highly oscillating band centered at 14100 cm−1 with a 
full bandwidth of ~300 cm−1, which gives rise to a concentrated vibrational band in addition to those 
coupled with ground-state bleaching and those symmetrically distributed due to the stimulated 
emission in Figure 12.1.3. Even though stimulated emission provides the largest contribution in the 
signal in the u0uv range, induced absorption at ~14100 cm−1 is still intense enough to compete with 
it because the total negative signal is close to zero. In addition, considering the very small spec-
tral overlap between these vibrations and the stimulated emission peak, it is reasonable to assign 
these vibrations coupled to the transition from the Qy excited state to a higher electronic state by 
induced absorption, which is peaked at ~14100 cm−1 (~709 nm). Recently, the excited state absorp-
tion spectrum of Chl-a has been studied by the Z-scan technique using the white-light continuum, 
but the excited-state absorption could only be observed in the wavelength region below the ground-
state absorption [47]. In this study, the excited-state absorption peak at ~709 nm can be recognized 
through the evidence from both the electronic and vibrational dynamics simultaneously. Because of 
the coexistence of stimulated emission and induced absorption, even though the phase jump from 
π/2 to − π/2 still maintains, the jump position and width predicted by the two-electronic level theory 
have been affected.

The phase characteristic at ω0 + ωv range has also been studied, but it is too complicated (not 
shown here) to be compared with the calculation. That might be due to the much stronger influ-
ence of the induced absorption in this spectral range. As shown in Figure 12.1.2a, the positive ΔA 

  FIGURE 12.1.6 Phase spectra of the mode of 982 cm−1 (dashed 
line) and 1251 cm−1 (solid line) observed in the real-time vibration 
spectra probed at lower energy region.
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signal due to induced absorption is most intense in the higher spectral range (15500–16500 cm−1), 
and all the possible electronic processes, the ground-state bleaching, stimulated emission, and 
induced absorption, can take place in this photon energy range. Even though the vibrational ampli-
tude  position is not much affected, the vibrational phase is much more sensitive, and the influence 
from other processes is too intense to be neglected for the phase calculation and hence it must be 
explored with a model far beyond the simple three level (two electronic levels and one vibrational 
level) system.

12.1.5  CONCLUSIONS

This subsection shows that the usefulness of study in dynamic processes in complex biological 
molecules like chlorophyll. A femtosecond pump-probe experiment is performed on Chl-a using 
a 6.8-fs visible pulse. Electronic relaxation and vibrational dynamics are simultaneously observed 
by real-time vibrational spectroscopy with a 0.8-fs delay step at room temperature. Wave-packet 
motions in the excited state coupled to the stimulated emission are observed over a broad detection 
from 539 to 738 nm. The modulation signals are found to nearly vanish around the stimulated emis-
sion peak; however, they are symmetrically distributed with respect to the emission peak as a func-
tion of their own vibrational frequencies at both sides. The corresponding nonlinear process has 
been studied using a three-level model, from which the probe wavelength dependence of the phase 
of the periodic modulation and the spectral distribution of vibrational amplitude has been explained 
in detail. Because of the scarcity of Qy-band vibrational information in Chl-a at a physiologically 
relevant temperature, low-temperature data are generally used in the calculation of the absorption 
profile at room temperature.

Due to the complexity of the temperature-dependent characteristic of Chl-a, there is no current 
consensus as to how well the low-temperature data will satisfy the physiologically relevant tempera-
tures situation, and many controversial issues have arisen in these calculations [48]. The Qy-band 
vibrational information obtained in this study seems the most straightforward initial step for resolv-
ing these and holds promise to reveal hidden features in the absorption band shape of Chl-a with 
limited structure at physiologically relevant temperature. The research products presented in the 
present section were conducted by collaboration among the following people: J. Du, T. Teramoto, 
K. Nakata, E. Tokunaga, and T. Kobayashi [48].

SUPPORTING MATERIAL

Additional information with four figures and detailed experimental procedures are available at 
http://www.biophysj.org/biophysj/supplemental/S0006-3495(11)00841-1.
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12.2 Time-Resolved 
Spectroscopy of Ultrafast 
Photoisomerization of 
Octopus Rhodopsin 
Under Photoexcitation

12.2.1  INTRODUCTION

The visual process in a photoactive cell consists of a series of chemical reactions mediated via 
several intermediates and culminating in the stimulation of the optic nerve. Rhodopsin (Rh) is a 
photoreceptive pigment for twilight vision, which consists of the apoprotein opsin and the 11-cis-
retinal chromophore. Photoexcitation of Rh leads to a series of intermediates that eventually initiate 
an enzyme cascade triggering electric excitation [1–5]. The Rh pigment has been studied more than 
any other visual pigment, including those responsible for color vision, because of its relatively easy 
preparation. The following section describes the current understanding of the photoisomerization of 
retinal based on previous studies [6–27].

The first intermediate of Rh is called primeRh [8] (or photoRh [9]) and the second intermedi-
ate, identified earlier than the first, is called bathoRh [2]. Comparison of the absorption spectrum 
of primer [10] and studies of 11-cis-locked Rh [11,12] indicated that the chromophore in primeRh 
has a distorted all-trans configuration. Therefore, to form batho Rh, the chromophore must undergo 
cis–trans isomerization. Studies on the cis–trans isomerization yield of the Rh chromophore in solu-
tion [13,14] and in protein [15] have shown that the isomerization yield is enhanced by more than an 
order of magnitude in the protein environment. Other studies have inferred that the first intermedi-
ate (primeRh) is the nonthermal state of bathoRh [16,17]. The transitions between the intermediates 
and their time constants have been reported as follows. After photoexcitation of Rh, a Franck–
Condon (FC) state proceeds to a conical intersection (CI) on the potential energy surface of the elec-
tronic excited state in ∼100 fs as estimated in time-resolved measurements [6,17–20]. Femtosecond 
transient absorption measurement has elucidated that curve crossing to the ground state takes about 
200 fs to form the highly distorted primeRh [21]. Picosecond Raman study clarified that a temporal 
decay of a few picoseconds corresponds to conversion from primeRh to bathoRh [22].

Relatively few studies [18–21] exist on the ultrafast dynamics of Rh because of the difficulties in 
preparation due to the fragility of the samples. In place of detailed studies on Rh, bacteriorhodopsin 
(bR) has been extensively studied as a model system as it is relatively robust in experiments. In the 
femtosecond time-resolved stimulated Raman study of bR [23], the photoisomerization of bR has 
been reported to follow the process.

 
( )( )

ν <

→  → −  →  → →

H 200 fs   500 fs 3 ps

bR FC CI 460H I J K

In previous work, we performed ultrafast time-resolved spectroscopy of bR to clarify its elec-
tronic dynamics and vibration dynamics in detail [24]. The results elucidated the dynamics of the 
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intermediates, which have lifetimes consistent with previous reports on dynamic hole-burning [25], 
time-resolved fluorescence [26], and transient absorption [27]. However, the relaxation dynamics 
of bR and Rh are expected to be quite different considering the differences in structural transition 
between the retinal in bR (from all-trans to 13-cis configuration) and that in Rh (from 11-cis to all-
trans configuration).

In the present work, we have performed ultrafast time-resolved spectroscopy of octopus Rh using 
a sub-5-fs laser pulse and a 128-channel detection system. The ultrafast time resolution of sub-
5-fs enabled us to study both the electronic and vibration dynamics, and the multichannel detector 
array allowed simultaneous observation of the signals over all probe wavelengths, avoiding sample 
degradation. The observed ultrafast dynamics of Rh showed a difference from the results for bR 
obtained in the previous work, as the present work clarified that the transition from the FC state to 
CI proceeds faster in octopus Rh than in bR.

12.2.2  EXPERIMENTAL METHODS

12.2.2.1  feMtoseConD sPeCtrosCoPy aPParatUs

The pulsed light sources and setup for femtosecond time-resolved absorption spectroscopy used in 
this work are described in previous reports from our group [28–30]. A 4.7-fs, 1-kHz pulse train was 
generated from a noncollinear optical parametric amplifier (NOPA) with a pulse compressor [28], 
covering a wavelength range from 528 to 727 nm. The laser spectrum obtained by NOPA is shown 
in Figure 12.2.1. The energy and peak intensity of the pump pulses at the sample were ∼10 nJ and 10 
GW/cm−2, respectively, which are approximately 10 times higher than the probe pulses. The pulse 
energies (intensities) of the pump and probe pulses at the sample position were approximately 20 
and 5 nJ (7.5 × 1014 and 8.5 × 1013 photons/cm−2), respectively.

To measure weak pump–probe signals at various wavelengths, we used a multichannel lock-in 
amplifier, which was specifically designed for the simultaneous detection of low-intensity signals 
over the entire spectral region. The multichannel lock-in amplifier consists of 128 lock-in ampli-
fiers connected to 128 avalanche photodiodes. In the present experiment, multichannel signals, 
spectrally resolved by a polychromator (JASCO M25-TP), were detected by the avalanche photodi-
odes with the lock-in amplifiers in reference to pump pulses modulated at 500 Hz by a mechanical 

  FIGURE 12.2.1 Laser 
spectrum (solid line) 
and absorption spectrum 
(dotted line) of octopus 
Rh.
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chopper. The normalized transmittance changes in the range extending from 528 to 727 nm were 
measured for −100 to 2000 fs with a 1-fs interval.

12.2.2.2  oCtoPUs rh

The microvillar membranes of the octopus retina (Mizudako, Paroctopus dofleini) were isolated by 
sucrose flotation (34 wt %, buffer A) (400 mM KLC, 10 mM MgCl2 + 20 μM p-APMSF) repeated 
twice. The obtained pellet was washed several times with buffer A and with buffer B (10 mM MOPS 
[pH 7.4], 1 mM DTT, 20 μM p-APMSF). The final products were suspended in buffer B and kept 
at −80°C in the dark. A part of this frozen sample was thawed and centrifuged. The as-obtained 
pellet was solubilized in H2O with 2 mM MOPS [pH 7.4] and 2% sucrose monolaurate (L-1690 or 
SM1200). The solution was centrifuged, and the supernatant was used as the sample, which was 
added to a 1 mm-thick stationary optical cell for experiments without circulation. The absorption 
spectrum of the sample showed no difference between before and after the pump–probe measure-
ment within the margin of the error of about 10%. The peak absorbance at 490 nm of the sample 
solution was 1.1. The absorption spectrum of the octopus Rh is plotted in Figure 12.2.1 together with 
the laser spectrum.

12.2.3  RESULTS AND DISCUSSION

Figure 12.2.2a shows the real-time absorption difference spectra, ΔA, in the time region between 
−100 and 2000 fs over the spectral region from 528 to 727 nm. Real-time traces probed at 577, 610, 
641, and 682 nm are shown in Figure 12.2.2b. In all the observed spectral regions, the sign of ΔA 
was positive in the initial period following photoexcitation, which is thought to reflect induced 
absorption. Relaxation from the FC state (named the H state in the case of bR) in the first electronic 
excited state to a geometrically relaxed state such as a twisted state, which is called the I state in 
the case of bR, is associated with the decrease in the positive ΔA signal. This is induced by the 
spectral blue shift of the induced absorption. The shift takes place because the induced absorption 
is affected by the energy stabilization and destabilization of the initial state (I state in the case of 
bR) and the final state (FC state of the induced absorption from the I state), respectively. The oscil-
latory features around time zero are considered to be coherent artifacts generated by the interfer-
ence between probe light and scattered pump light. The photoexcited Rh is reported to decay by the 
following process [6,7,20]:

hν < 100 fs   100 − −300 fs 1 4 ps > 1 ns
  (12.2.1)

Rh F→ C C → I p → rimeRh  → bathoRh − → 

where FC indicates the Franck–Condon state. The FC and CI were previously called the H state and 
J state, respectively, as described above.

12.2.3.1  eleCtroniC DynaMiCs

To determine the lifetimes and spectra of the decaying components, we fitted the observed time-
resolved difference absorption spectra ΔA(t, λ) using a global fitting method [31] over all probe 
wavelengths. The fitting function included three components as follows, representing two transi-
tions with distinct time constants:

∆ =A t( , λ λ) e∆ +A A0 1( ) ∆ −( )λ τxp( )t A/ e1 2+ ∆ ( )λ τxp( )−t / 2

  (12.2.2)
( )τ τ1 2<
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Finding the condition for least-squares error in the global fit analysis, we have estimated the time 
constants of τ1 and τ2 as 80 fs and 1.1 ps, respectively. The two time constants reflect the sequential 
relaxation after photoexcitation. The whole process can be expressed by

∆ =A t( ), eλ λ∆ −A ta b( ) xp( )/ 1τ λ1 1+ ∆A t( ) × −[ ]exp /( )− −τ τexp /( )t 2

  (12.2.3)
+ ∆A tc ( )λ τ[ ]1 e− −xp( )/ 11 2× −[ ]exp /( )−t τ

where ΔAi(λ) (i = a, b, c) is the spectrum of each intermediate.
Considering the conditions satisfied in the present case of τ1 ≪ τ2, Eq. (12.2.3) can be approxi-

mated as

∆ =A t( , λ λ) e∆ −A ta b( ) xp( )/ eτ λ1 2+ ∆A t( ) × −[ ]xp( )/ eτ τ− −xp( )t / 1

  (12.2.4)
+ ∆A tc ( )λ τ[ ]1 e− −xp( )/ 2

  FIGURE 12.2.2 Observed time- 
resolved difference absorption 
spectra. (a) Two-dimensional dis-
play of measured time-resolved 
difference absorption spectra 
ΔA(t, λ). (b) Real-time traces of 
the absorbance difference for five 
probe wavelengths.
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Using Eqs. (12.2.2) and (12.2.4), we obtain

 ∆ =A A1 ( )λ λ∆ −a b( ) ∆A ( )λ  (12.2.5)

 ∆ =A A2 ( )λ λ∆ −b c( )i ∆A ( )λ  (12.2.6)

 ∆ =A A0 ( )λ λ∆ c ( ) (12.2.7)

Equations (12.2.5–12.2.7) give

 ∆ =A Aa ( )λ λ∆ +0 1 2( ) ∆ +A A( )λ λ∆ ( ) (12.2.8)

 ∆ =A Ab ( )λ λ∆ +0 2( ) ∆A ( )λ  (12.2.9)

Spectra of ΔA0(λ), ΔA1(λ), and ΔA2(λ) were estimated by least-squares fit of ΔA(t, λ) using the two 
obtained time constants of τ1 and τ2. Using Eqs. (12.2.7–12.2.9), ΔAa(λ), ΔAb(λ), and ΔAc(λ) were 
calculated from the spectra of ΔA0(λ), ΔA1(λ), and ΔA2(λ), and the result is plotted in Figure 12.2.3a. 
The three spectra were normalized for their comparison in Figure 12.2.3b.

Previous work by Shank and Mathies and others observed the signal rise on a 100 fs time scale in 
their study of femtosecond transient absorption measured by 35-fs pump pulses and concluded that 
the wavepacket rapidly leaves the FC region in the 100 fs time scale [32]. Mathies group claimed to 
have found that the system is carried toward CI in ∼50 fs in their study of femtosecond stimulated 
Raman spectroscopy using 30-fs photochemical pump pulses [7]. It implies that τ1 (80 fs) obtained 
in the present work corresponds to the time moving from the FC region to CI. In the present work, 
we could determine the time constant using a much shorter pulse of sub 5-fs pulses. The spectrum 
of ΔAa(λ) in Eq. (12.2.3) has a negative value, which is thought to reflect the induced absorption of 
the FC state.

Spectra of ΔAb(λ) and ΔAc(λ) show similar spectral shape with positive value in the all-probe 
wavelength region, reflecting induced absorption of reaction intermediates. The spectrum of ΔAc(λ) 
around 575 nm is narrower than the spectrum of ΔAb(λ). The narrowing of the spectrum is consid-
ered to be caused by the vibration cooling on the ground state potential surface. Therefore ΔAb(λ) 
and ΔAc(λ) are thought to correspond to the induced absorption of primeRh and bathoRh, respec-
tively. This implies that primeRh becomes thermalized into bathoRh in the time constant of τ2.

12.2.3.2  Vibration DynaMiCs

Wavepacket motion in the electronic excited state and that in the electronic ground state modulate 
the ΔA(t) traces. Therefore, Fourier analysis of the ΔA(t) traces reflects the vibrational modes either 
of the photoactive state or the non-photoactive state. The vibration mode signals of the non-photo-
active state are expected to decay without frequency shift or modulation. Therefore, the vibration 
mode signals showing frequency shift or modulation are thought to be assigned to the dynamics 
of the vibration mode coupled to the photoactive state. In the following, we discuss the vibration 
mode signals showing frequency shift or modulation to discuss the dynamics of the vibration mode 
coupled to the photoactive state.

Fourier power spectra of the time traces of the absorption difference exhibit three prominent 
modes at around 1550, 1200, and 1000 cm−1 assigned to C=C stretching (νC=C), C–C stretching 
(νC–C), and hydrogen out-of-plane (HOOP) modes, respectively. The dynamics of those vibration 
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modes at each probe wavelength can be studied by calculating the instantaneous molecular vibra-
tion frequencies using spectrogram analysis [33,34] of the time-resolved difference absorption 
traces. A Blackman window with a fwhm of 240 fs was used as a gate function in the spectrogram 
calculation. Figure 12.2.4a shows the calculated spectrograms at a probe wavelength of 530 nm. For 
delay times shorter than 150 fs, the spectrogram shows the existence of a C=N stretching mode at a 
frequency of ∼1610 cm−1, which quickly decays in a similar fashion to that observed in photoisomer-
ization of bR [24]. This confirms that the primary event after photoexcitation of the octopus Rh is a 
deformation of the retinal configuration near the C=N bond of the protonated Schiff base.

Just after the photoexcitation, strain in retinal is localized around the Schiff base and propagates 
to surrounding C–C bonds within a few 100 femtoseconds. Therefore the C=N stretching mode is 
more distinct than the C=C stretching mode in the early time scale. The reason why the observed 
frequency of the C=N stretching mode (1610 cm−1) was lower than that of the ground state reported 
as ∼1650 cm−1 in Raman study [35] can be explained as follows in the analogy of the explanation for 
bR [36]. The Schiff base forms a hydrogen bond to its salt bridge partner in the ground state. The 
primary process after photoexcitation involves a movement of the Schiff base proton away from a 
counterion, which breaks the hydrogen bond and causes a red shift of the C=N stretching frequency. 
Figure 12.2.4b shows a spectrogram of the 1410–1560 cm−1 range with rescaled intensity to clearly 

  FIGURE 12.2.3 Results of 
global fitting analysis. (a) Mean 
square error calculated by scan-
ning the value of τ1 and τ2. (b) 
Spectra of ΔAa(λ), ΔAb(λ), and 
ΔAc(λ) calculated from the 
spectra of ΔAi(λ) (i = 0, 1, 2). The 
spectra of ΔAi(λ) were obtained 
in least-squares fit of ΔA(t, λ) 
using τ1 and τ2 estimated in 
panel A.
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show the frequency modulation in the C=C stretching mode. The spectrogram is a time-frequency 
analysis using the sliding Fourier transform window and an artifact can appear in the spectrogram 
trace as a modulation of frequency and intensity that is caused by a beat between neighboring fre-
quency modes [37]. The modulation period corresponds to the inverse of the frequency difference 
between the neighboring modes. When the time width of the sliding window is much shorter than the 
modulation period of the artifact, the spectrogram trace is significantly contaminated by the artifact. 
The observed frequency modulation in Figure 12.2.4b has a period of 500 fs, which corresponds to 
67 cm−1. If the frequency modulation is caused by an artifact, neighboring frequency modes separated 
by 67 cm−1 should be observed in the Fourier power spectrum of the time-resolved difference absorp-
tion trace. However, the Fourier power spectrum calculated from the time-resolved trace in the region 
from 200 to 1200 fs did not show a neighboring mode around 1500 cm−1 separated by 67 cm−1. It con-
firms that the frequency modulation observed in the spectrogram trace is not an artifact caused by the 
beat between neighboring modes, but reflects a real-time frequency change of the vibration frequency.

After photoisomerization of the retinal is completed, the frequency of the C=C stretching mode 
was found to be modulated at a period of ∼500 fs. The frequency modulation reflects the wavepacket 
motion on the potential energy surface of the relevant electronic states of all of the ground state, the 
excited state, prime Rh, and bathoRh, which appear after the photoexcitation [38,39]. This value 
for octopus Rh is consistent with the period of 550 fs observed in the wavepacket motion results on 
bovine Rh reported by Shank et al. [40] and is considerably different from the period of ∼200 fs in 
bR [27]. The frequency modulation reflects torsional motion around the C11=C12 double bond before 
thermalization in the all-trans structure. The change in the frequency can be ascribed to modulation 
of the bond length of the C11=C12 double bond using an empirical equation relating the bond length 
and vibration frequency. The empirical equation is obtained as follows.

The relationship between the bond-stretching force constant k (dyn/cm), bond length d (Å), 
π-bond order (P), and electronegativity (χ) was found by Gordy as follows [41]:

 k a= +( 1P d) /( )χ 3/2 + b (12.2.10)

Here, a and b are empirical constants equal to 1.67 × 105 and 0.30 × 105, respectively, for stable mole-
cules exhibiting their normal covalencies. Gordy has estimated the average deviation of k calculated 

  FIGURE 12.2.4 Spectrograms 
calculated from the ΔA traces 
at 530 nm. The black dots show 
the C=C stretching mode. 
Spectrograms are shown for 
the (a) 900–1750 cm−1 range 
and (b) the 1410–1560 cm−1 
range rescaled in intensity to 
show the frequency modula-
tion of the C=C stretching 
mode. (c) Two-dimensional 
Fourier power spectra of 
the time-resolved difference 
absorption traces ΔA(t) over 
delay times ranging from 800 
to 2000 fs.
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from k values observed for 71 cases to be 1.84%. The bond vibration frequency ν (cm−1) can then be 
related to the bond-stretching force constant k (dyn/cm) assuming an isolated oscillator as

 ν = (2π )2 2c m ( 1− / 2) 1k / 2 (12.2.11)

where m and c are the mass of the bonded atom and the velocity of light, respectively [42]. Taking 
Eqs. (12.2.1) and (12.2.2), we can obtain the relation between the bond length d and the vibration 
frequency ν as

 ν = +C a[  ( )P x1 /( )d b+ ]1/2 (12.2.12)

where χ = 2.5 and C = 1.66. Dewar derived the relationship between the bond length d and the bond 
order P for single and double bonds as d = 1.489–0.151 P [43]. For a single bond, P is 0, and for a 
double bond, P is 1. Using this equation, the observed frequency change in the C=C stretching mode 
leads to a modulation in the bond length of the C11=C12 double bond of ∼11 ± 2 mÅ.

The assignment was certified by the direct observation of the real-time frequency of the HOOP 
mode and C=C–H in-plane bending mode as discussed below.

How HOOP mode is related in genera to the photo-reception process is briefly described as 
follows.

The coherent coupling in the excited state is promoted by torsional skeletal and coupled HOOP 
vibrational modes, in combination with a twisted conformation around the isomerization region. 
Since such torsion will strongly enhance the infrared intensity of coupled HOOP modes, FTIR 
difference spectra of rhodopsin, isorhodopsin and several analog pigments in the spectral range of 
isolated and coupled H–C=C–H wagging were studied and the result was that the coupled HOOP 
signature in these retinal pigments correlates with the distribution of torsion over counteracting seg-
ments in the retinylidene polyene chain.

The in-plane C=C–H bending modes coupled with C–C stretching modes appear at around 
1200 cm−1. This is the so-called fingerprint region, which is very sensitive to chromophore con-
formation. In the observed spectrogram, the HOOP mode and C=C–H in-plane bending mode are 
merged until ∼200 fs, followed by the clear separation of the two modes. It elucidates that the rapid 
torsion along the HOOP coordinate finishes around 200 fs, which is the time when primeRh is 
reported to appear [7,32].

The intensities of the HOOP mode and C=C–H in-plane bending mode are also modulated at 
a period of ∼500 fs, reflecting torsional motion around the C11=C12 double bond in thermalization 
from primeRh to bathoRh.

Therefore, when the system crosses CI at 80 fs after excitation, the 200-fs tortional motion along 
the HOOP coordinate is nearly half finished, and the system is still in the 11-cis configuration 
with partial deformation of the quasi planarity of the plane formed by C11=C12–C13 bonds, i.e., the 
torsional motion around the C11=C12 double bond with 500-fs period is (partially) finished with the 
rotation angle of about one-sixth (= 80/500) of 180°.

Figure 12.2.4c shows two-dimensional Fourier power spectra of the time-resolved difference 
absorption traces ΔA(t) over delay times ranging from 800 to 2000 fs. The signals centered at around 
60 cm−1 confirm that these time-resolved traces are also modulated at a period of ∼500 fs, reflecting 
wavepacket motion at the same period.

In the case of bovine Rh, the transition time from the FC state to CI is reported to be 50 fs [44], 
which was estimated as 80 fs for octopus Rh in the present work. For the other transitions with 
femtosecond and picosecond time constants in bovine Rh, the results are similar to those observed 
in octopus Rh shown above. Comparing these results with our previous study on transient absorp-
tion of bR [27], we can see that the transition from the FC state to CI proceeds faster in octopus Rh 
(80 fs) than in bR (∼200 fs).
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12.2.4  CONCLUSIONS

In this work, we have measured the time-resolved difference absorption spectra of octopus Rh using 
a sub-5-fs laser pulse with broadband multichannel detectors [45]. The obtained data matrix has 
128 data points in the 528–727-nm region with a 1.56-nm interval and 2100 data points between 
−100 and 2000 fs with a 1-fs interval. The obtained time-resolved traces were fitted by a double-
exponential function using a global fitting method over all probe wavelengths. The time constants 
of the processes following photoexcitation are comparable between the octopus Rh and bovine Rh 
results. However, in comparison with the model bR system, the transition time from the FC state to 
CI in octopus Rh was found to be 80 fs, being about 3 times shorter than in bR, which we measured 
in transient absorption of bR [27].

The vibration dynamics of photoisomerization were studied by spectrogram analysis. At delay 
times shorter than 150 fs, the C=N stretching mode appears and quickly disappears within 150 fs. 
This observation indicates that the primary event after photoexcitation of the octopus Rh is a defor-
mation of the retinal configuration near the C=N bond in the protonated Schiff base. An observed 
frequency modulation of the C=C stretching mode at a period of ∼500 fs was also observed, reflect-
ing torsional motion around the C11=C12 double bond of primeRh before thermalization to bathoRh. 
This value is similar to the period of 550 fs obtained for wavepacket motion observed in transient 
absorption measurement of bovine Rh [40]. By contrast, the modulation period for bR was observed 
to be ∼200 fs in the transient absorption measurement of bR [27]. On the basis of the frequency 
change in the C=C stretching mode, the bond length of the C11=C12 double bond was found to 
be modulated on the order of ∼10 mÅ. The HOOP and C=C–H modes are merged until 200 fs, 
therefore the rapid torsion along the HOOP coordinate is thought to be half finished at the delay of 
80 fs when the system crosses CI. Their intensities were observed to be modulated at a period of 
∼500 fs, again affected by the torsional motion around the C11=C12 double bond. The research out-
put described in the present section is the product of the collaboration activity among the following 
people: Atsushi Yabushita, Takayoshi Kobayashi, and Motoyuki Tsuda [45].
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12.3 Schiff Base Proton Acceptor 
Assists Photoisomerization 
of Retinal Chromophores 
in Bacteriorhodopsin

12.3.1  INTRODUCTION

One of the most crucial photochemical reactions in living matter is the photoisomerization of retinal 
chromophores in rhodopsin (Rh), which triggers the vision process. Clarifying the primary reaction 
in the vision process is critical. However, studying the primary mechanism is difficult, because non-
reversible photodamage in the Rh sample makes it difficult to acquire the pump-probe signal and 
thus obtain sufficient signal/noise data to clarify the reaction mechanism from the time-resolved 
measurement.

A membrane protein, bacteriorhodopsin (BR), is more stable than Rh, and its photochemical 
reaction is similarly triggered by photoisomerization of retinal. Therefore, as a model of the vision 
process, the photo-induced reaction in BR has been widely studied both theoretically [1,2] and 
experimentally [3–9]. The photoisomerization of retinal works as a trigger in the proton pump of BR 
[10] to produce a chemical potential for ATP synthesis. Being more stable than artificial chemicals, 
BR is employed for various applications, such as optical memory and switches [7,11].

The photocycle of retinal Rh was previously thought to be initiated by light-induced proton 
transfer [12], but its initiation is currently associated with the ultrafast isomerization of retinal [13]. 
Quantum mechanics calculations have demonstrated that the aborted double-bicycle-pedal isom-
erization in BR occurs together with hydrogen-bond breaking [14]. Thus, it is assumed that retinal 
isomerization causes steric strain and/or unfavorable electrostatics, which destabilize the protein, 
resulting in perturbation of the surrounding hydrogen-bond network (HBN). Theoretical studies 
have revealed that retinal isomerization occurs with a sudden polarization, which triggers positive 
charge translocation along retinal [15]. This charge translocation is thought to directly activate the 
opsin photocycle, because such activation occurs even if the chromophores are locked against isom-
erization in channel rhodopsin [16], Rh [17], and BR [18]. The spatial electrostatic potential (ESP) 
change during chromophore photoisomerization was recently calculated by Melaccio et al. [19], 
and the results suggest that an ultrafast (30–40 fs) and substantial change in the ESP triggers HBN 
destabilization. In this study, we experimentally demonstrated that the sudden polarization dynam-
ics on the chromophores are affected by the surrounding residues controlling the proton transfer 
channels of BR.

The proton-conducting channel of BR is subdivided into two half-channels by the retinal chro-
mophore [20]. One half-channel is named the extracellular (EC) channel and connects the Schiff 
base with the EC medium. The other, named the cytoplasmic (CP) channel, connects the Schiff 
base with the cytoplasm. Proton currents in mutagenized molecules of Halobacterium salinarum 
BR (HsBR) have revealed that aspartic acids (Asps) 85 and 96 (D85 and D96) play a critical role in 
the proton-translocation mechanism [21–23]. D85 acts as an acceptor of the Schiff base proton in 
the EC channel, whereas D96 acts as the proton donor of the Schiff base in the CP channel [24–26]. 
Removal or protonation of D85 prevents deprotonation of the Schiff base, and removal of D96 
slows the reprotonation of the Schiff base. For example, the D85E mutant with a pK of >7 prevents 
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deprotonation of the Schiff base, and mutants lacking D85 do not exhibit proton translocation activ-
ity upon illumination of the blue chromophore [24,27,28]. Even though the roles of D85 and D96 
as proton acceptor and donor, respectively, are known, it is not known which starts faster after 
photoexcitation. Differences in the ultrafast dynamics of the wildtype and its mutants can elucidate 
the effects of the Schiff base proton acceptor and donor, which have never been observed, on the 
femto- and picosecond timescales.

In this study, transient absorption spectroscopy was performed to study the ultrafast dynam-
ics of BR from Haloquadratum walsbyi (HwBR) and its mutants. HwBR, one of the three micro-
bial Rhs, is considered a traditional BR, like HsBR. The function and crystal structure of HwBR 
were reported by Hsu et al. [29]. Compared with HsBR, HwBR has higher stability under low-pH 
conditions. We have studied the D93N and D104N mutants of HwBR, which correspond to the 
D85N and D96N mutants, respectively, of HsBR. The measured results for HwBR were analyzed 
using the global fitting method and two-dimensional correlation spectroscopy (2D-CS) [30]. A 
comparison of the calculated 2D-CS spectra of the wild-type and its mutants clarifies whether 
the proton donor and/or acceptor in the Schiff base controls the ultrafast dynamics of retinal 
chromophores.

We have also performed transient absorption spectroscopy on two BRs, HmBRI and HmBRII, 
from Haloarcula marismortui [31,32]. HmBRII maintains its activity at low pH, similar to HwBR. 
By contrast, HmBRI is not active at low pH [29]. The ultrafast dynamics of the three BRs (HwBR, 
HmBRI, and HmBRII) support these findings (HmBRII and HwBR show similar dynamics, but 
HmBRI shows a difference from HmBRII and HwBR).

Additionally, we previously performed transient absorption spectroscopy on BR, measuring at 
five probe wavelengths [33] and at 100 probe wavelengths [34]. These studies visualized the primary 
reaction of BR, identifying the molecular structure change in BR that occurs during ultrafast pho-
toisomerization of its retinal chromophores. However, each scan in those measurements took 1 h per 
sample. Thus, the reproducibility of the measurements was relatively poor because of the damage 
accumulated in the sample and/or a spectral change in the light source during the long measurement 
period.

In the study presented here, we employed the multiplex fast-scan system [35] for the transient 
absorption spectroscopy of BR, which provides reproducible transient absorption spectroscopy 
data and avoids damage accumulation. Thus, we could clearly visualize differences in the ultrafast 
dynamics of the samples.

12.3.2  MATERIALS AND METHODS

12.3.2.1  CheMiCals UseD in this stUDy

The following materials were obtained and used in this study: isopropyl-β-D-thiogalactopyranoside 
(BioShop, Burlington, Ontario, Canada), ampicillin (BioShop), all-trans retinal (Sigma-Aldrich, St. 
Louis, MO), phenylmethylsulfonyl fluoride (BioShop), β-mercaptoethanol (BioShop), n-dodecyl-β-
d-maltoside (DDM; Anatrace, Maumee, OH), Ni-nitrilotriacetic acid (NTA) resin (70666; Novagen 
Biosciences, Madison, WI), imidazole (Sigma-Aldrich), morpholineethanesulfonic acid (MES; 
Sigma), Tris (BioBasic, Markham, Ontario, Canada), and NaCl (Sigma-Aldrich).

12.3.2.2 P lasMiD ConstrUCtions

The gene bop of Haloquadratum walsbyi was synthesized by Genomics BioSci & Tech., Ltd., and 
was cloned into pET-21d (Novagen Biosciences) by introducing a 5’ NcoI and 3’ XhoI restriction-
enzyme cutting site. The gene bop of Haloarcula marismortui was amplified using polymerase chain 
reaction from the genomic DNA. Subsequently, the gene bop was cloned into pET-21b (Novagen 
Biosciences) by introducing a 5’ NdeI and 3’ HindIII restriction-enzyme cutting site.
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12.3.2.3  PriMers UseD for MUtant ConstrUCtions

The forward and reverse primer sequences of D93N-HwBR are 50-GTG TATTGGGCACGATAT 
GCTAACTGGCTATTCAC-30 and 50-GTGAATA GCCAGTTAGCATATCGTGCCCAATAC 
AC-30. The forward and reverse primer sequences of D104N-HwBR are 50-AACACCACTGCTTC 
TGCT TAACATTGGCCTCCTTG-30 and 50- CAAGGAGGCCAATGTTAAGCA GAAGCAGT 
GGTGTT-30.

12.3.2.4  Protein PUrifiCation

Escherichia coli C43(DE3) cells were used for protein expression. The cells were inoculated 
in Luria-Bertani medium containing 50 mg/mL ampicillin and incubated at 37C overnight. 
Overexpression of protein was induced using 1 mM isopropyl-b-D-thiogalactopyranoside, and 
all-trans retinal (final concentration 5–10 mM) was added. After 4–6 h in the dark, cells were 
collected using centrifugation at 6750 g for 10 min at 4C (R10A3; Hitachi CR-21, Tokyo, Japan). 
The collected cells were resuspended in buffer (50 mM Tris-HCl, 4 M NaCl, 14.7 mM 2-mercap-
toethanol, and 0.2 mM phenylmethylsulfonyl fluoride (pH 7.8)) and broken using an ultrasonic 
processor (S-3000; Misonix, Farmingdale, NY). For the separation of the membrane fraction, 
total cell-extract centrifugation was performed at 6750 g for 10 min at 4C. The supernatant was 
then centrifuged at 169538 g for 1 h at 4C (P70AT; Hitachi CP80WX, Tokyo, Japan). The sediment 
was dissolved with 2% DDM for at least 12 h at 4C, after which it was centrifuged at 32816 g for 
45 min at 4C (R20A2; Hitachi CR-21) to separate the detergent-soluble fraction. BR was purified 
through affinity purification using the Ni-NTA (Ni2þ-nitrilotriacetate) method. The target protein 
was eluted with 250 mM imidazole and then dialyzed into buffer (50 mM MES, 4 M NaCl, and 
0.02% DDM (pH 5.8)) for further assay.

12.3.2.5  flash-laser-inDUCeD PhotoCyCle MeasUreMent

Protein was induced using an Nd-YAG laser (532 nm, 6-ns pulse duration, 40 mJ). The purified 
protein was diluted to reach 0.3 at ODlmax, and the transient absorbance change was recorded at the 
selected wavelength.

12.3.2.6  fast-sCan transient absorPtion sPeCtrosCoPy

Ultrafast dynamics has been studied in various materials to elucidate the primary reaction mechanisms 
in photoreactions. For the study of the femtosecond-timescale dynamics, the pump-probe method is 
one of the most common measurement methods employed. Using a 100-fs pulse, the dynamics of the 
photoexcited states could be investigated using pump-probe measurement in this study.

When the pump–probe measurements are performed using pulses as short as <10 fs, the 
measured data reflect not only the femtosecond dynamics of the electronic state but also the 
molecular vibration frequencies, which indicate changes in the molecular structure during 
the photoreaction.

The simultaneous measurement of electronic and vibrational dynamics typically takes 1 h per 
scan, time resolving the molecular vibration period of a few tens of femtoseconds. Thus, if the 
sample is photofragile, measurements cannot be performed because of the effect of damage accu-
mulation in the sample during the measurement. Moreover, measurement with ultrafast time resolu-
tion requires the use of a sub-10-fs pulse, which has ultrahigh peak power and can easily damage 
the sample.

We have developed a method, fast-scan time-resolved spectroscopy, of performing time-resolved 
absorption-change measurements with fine time resolution that is >100 times faster than the 
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conventional method. The scanning motion of the optical delay stage and the signal detection tim-
ing were synchronized using the repletion of the light source in the ultrashort visible pulse. Thus, 
during a scan time of 5 s, we can obtain the trace of the transient absorption spectroscopy signal 
for all probe wavelengths simultaneously. This method enables us to study the ultrafast dynamics 
of photofragile materials by shortening the measurement time. Measuring the transient absorption 
spectroscopy signal in the broad probe spectral region also enables the study of the probe photon 
energy dependence of the ultrafast dynamics to identify the contribution from the electronic ground 
state and excited states. Thus, we performed transient absorption spectroscopy of the BR samples in 
the broad visible spectral region by utilizing the fast-scan system. The fast-scan system is described 
in detail in [35].

12.3.2.7  Visible broaDbanD sUb-10-fs PUlse

A broadband visible probe spectrum is required to study the probe-wavelength dependence of 
transient absorption spectroscopy signals distinguishing contributions from the electronic ground 
state and excited states. By contrast, the ultrafast dynamics can be observed in transient absorp-
tion spectroscopy signals exciting the sample using an ultrashort visible pulse, because the time 
resolution of the measured signal is limited by the duration of the pump pulse. Thus, we devel-
oped a sub-10-fs visible pulse laser using a noncollinear optical parametric amplifier (NOPA). 
A near-infrared laser pulse from a Ti:sapphire regenerative amplifier generated an ultraviolet 
pump pulse and a broadband visible seed pulse through the second harmonic generation and 
self-phase modulation, respectively. The pump pulse and seed pulse were mixed in a nonlinear 
crystal at a certain angle to amplify the seed pulse in the broadband visible spectral region. The 
visible broadband laser pulse amplified in the Napa was compressed to be sub-10-fs using a dif-
fraction grating and deformable mirror. Separating the pulse using a beam sampler, we obtained 
two pulses with equal time profile and different pulse energies of 10 and 1 nJ, which were used 
as the pump and probe pulses, respectively, in the transient absorption spectroscopy pump-probe 
measurements. In [36–38], the authors describe in detail the ultrashort pulse laser generated by 
the NOPA.

12.3.2.8  softWare eMPloyeD in this stUDy

To obtain the decay lifetime of the transient absorption spectroscopy signal, we employed 
single-and double-exponential fitting using a homemade fitting program, which was written 
using the programming language LabVIEW 2013 (National Instruments, Austin, TX). The 
fitting procedure solves the nonlinear least-square problem using the Levenberg-Marquardt 
algorithm.

A program to calculate 2D-CS results was also written using LabVIEW 2013, and it followed 
the algorithm described in [39]. Calculation of each trace took 2 min on a typical personal computer 
(Windows 7; central processing unit: Intel Pentium G645, 2.9 GHz; memory: 8 GB).

12.3.3  RESULTS AND DISCUSSION

12.3.3.1 s eqUenCe aliGnMent of hWbr anD other brs

We conducted the protein sequence alignment of HwBR with HsBR, HmBRI, and HmBRII. The result 
identified two highly conserved Asp residues corresponding to D85 and D96 of HsBR (Figure 12.3.1). 
The amino acid sequence alignment demonstrated a sequence identity of 50.57% with HsBR, where 
D93 and D104 of HwBR were conserved corresponding to D85 and D96, respectively, of HsBR.
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12.3.3.2  Protein ConstrUCtions, exPression, PUrifiCation, anD UltraViolet-
Visible MaxiMUM absorbanCe of WilD-tyPe, D93n, anD D104n

The wild-type, D93N, and D104N of HwBR were constructed into pET-21d plasmids, as described 
in Section 12.3.2. All three proteins were expressed in E. coli C43 strain cells and purified through 
a Ni-NTA column. The yields of the three proteins were 1 mg/L cultures.

They were first probed using the maximum absorbance of purified proteins in 50 mM MES, 4 M 
NaCl, and 0.02% DDM at pH 5.8. The ultraviolet-visible-spectrum scanning identified maximum 
absorbance at 552 nm for the wild-type HwBR, 580 nm for HwBR-D93N, and 552 nm for HwBR-
D104N (Figure 12.3.2).

12.3.3.3  GroUnD-state PhotoCyCle of WilD-tyPe, D93n, anD D104n

Laser-flash photolysis measurements demonstrated that HwBR and D93N have quick photocycle 
kinetics with recovery τ-values of 0.032 and 0.037 s, respectively, whereas D104N appeared to have 
slower recovery kinetics with a t-value of 0.594 s (Figure 12.3.3).

12.3.3.4  transient absorPtion sPeCtrosCoPy of WilD-tyPe anD MUtants of hWbr

The effect of mutation on the proton acceptor and donor in the Schiff base during the primary pro-
cess was studied using transient absorption spectroscopy with an ultrashort visible laser for the three 

  FIGURE 12.3.1 Protein 
sequence alignment analysis. 
Protein sequence alignment of 
HwBR with HsBR, HmBRI, 
and HmBRII was conducted 
to identify the two highly 
conserved Asp residues cor-
responding to D85 and D96 of 
HsBR.

  FIGURE 12.3.2 Laser spec-
trum and absorption spec-
tra of each sample. (a) Laser 
spectrum (solid black curve) 
and stationary absorption 
spectra of the three HwBR 
samples, wild-type (open red 
squares), D93N (open green 
circles), and D104N (open 
blue triangles). (b) Stationary 
absorption spectra of the 
three wild-type samples, 
HwBR (open red squares), 
HmBRI (open orange stars), 
and HmBRII (open purple 
inverted triangles). To see this 
figure in color, go online.
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HwBR samples: wild-type, D93N mutation, and D104N mutation. Each sample was suspended in 
50 mM MES buffer stabilized at pH 5.8. The stationary absorption spectra of the sample solutions 
are presented in Figure 12.3.2, together with the laser spectrum of the ultrashort visible laser pulse. 
The laser spectrum is sufficiently broad to cover the absorption band of the electronic ground state 
and excited the sample efficiently through a single photon transition. The bandwidth of the laser 
extended lower than the absorption band of the electronic ground state, enabling us to observe the 
dynamics of the absorption band of the electronic excited states, which could have appeared in the 
red-shifted stationary absorption region. Thus, the dynamics of the electronic excited states could 
be identified by observing the probe wavelength dependence of the transient absorption spectros-
copy signal in the broadband visible spectral region of the probe pulse.

By contrast, the broadband spectral bandwidth of the ultrashort visible pulse lengthens the pulse 
duration when the pulse is transmitted through a dispersive material such as glass or water. Thus, in 
the transient absorption spectroscopy of a liquid sample, a glass cell used to store the sample solu-
tion should have a short optical pathlength to maintain the ultrahigh time resolution and suppress 
the lengthening of the pulse duration. In this study, we placed the sample solution in a quartz glass 
cell with 1-mm optical pathlength (6210–12501; GL Sciences, Tokyo, Japan).

In the optical path of the laser pulse, we inserted a quartz glass plate with a thickness equal to 
that of the front wall of the quartz glass cell. The pulse, which passed through the quartz glass 
plate, was estimated using a pulse characterization method, second-harmonic frequency-resolved 
optical gating (SH-FROG). The SH-FROG trace and pulse envelope retrieved from the trace are 
displayed in Figure 12.3.4. The pulse was thus estimated to have a sub-10-fs duration in the sample 
solution.

The ultrafast dynamics of HwBR were measured in the femtosecond (from 300 to 1400 fs) and 
picosecond (from 1.00 to 14.5 ps) regions. The observed spectral region was 514.5–758.1 nm with a 
2.54-nm step, covering the entire broadband probe spectrum.

Figure 12.3.5 presents the 2D transient absorption spectra in the femtosecond (Figure 12.3.5a, 
c, and e) and picosecond (Figure 12.3.5b, d, and f) regions for the three HwBR samples, wild-
type (Figure 12.3.5a and b), D93N mutant (Figure 12.3.5c and d), and D104N mutant (Figure 
12.3.5e and f). The transient absorption spectrum is negative in the middle spectral region, 
which overlaps with the absorption band of the electronic ground state. The negative transient 
absorption signal is thought to indicate absorbance reduction due to ground-state depletion, 
and the decay time of the negative transient absorption signal indicates the recovery time of 
the ground-state population after photoexcitation. Positive transient absorption signals were 
obtained at both edges of the visible spectral region, indicating induced absorption in the transi-
tion from the first excited state to a higher-energy excited state [40,41]. The decay time of the 
positive transient absorption signal indicates the lifetime of the excited states.

  FIGURE 12.3.3 Flash-laser-
induced photocycle measure-
ments. The photocycles of (a) 
wild-type HwBR, (b) D93N-
HwBR, and (c) D104N-HwBR 
were induced using a flash of 
a 532-nm laser. The laser was 
induced at 0.00 s. The wave-
lengths monitored for wild-
type HwBR, D93N-HwBR, 
and D104NHwBR were 552, 
580, and 552 nm, respectively. 
Difference absorbance has 
arbitrary units.
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In the 2D view of the transient absorption spectra, the negative signal is red-shifted for the D93N 
mutant compared with the other two samples. The negative signal is thought to indicate ground-
state bleaching. The observed red shift in the transient absorption spectrum is consistent with the 
red shift in the stationary absorption spectrum of D93N.

12.3.3.5  Global fittinG UsinG the triPle-exPonential fUnCtion

The transient absorption spectroscopy signal, ΔA (λ, t), in the femtosecond region and that in the 
picosecond region were connected and fitted using the following triple-exponential function and 
global fitting method:

( ) ∆ =A t( )λ λ, e∆ +A A0 1( ) t ∆ −λ xp  τ1 
  (12.3.1)

( )  t  ( )  t + ∆A2 λ exp e −  + ∆A λ xp −  τ 2  3  τ 3 

where τ1 < τ2 < τ3. The estimated lifetimes τ (i = 1, 2, 3) are plotted in Figure 12.3.6. Using the 
obtained time constants, the spectra of the lifetime components ΔAi (i = 0, 1, 2, 3) – called the 
decay-associated spectra (DAS) in the following discussion – were calculated using the least-square 
method. The calculated DAS are presented in Figure 12.3.7a–c, for the wild-type, D93N mutant, 
and D104N mutant HwBR samples, respectively.

  FIGURE 12.3.4 SH-FROG measurement. (a) 
Measured SH-FROG trace of the ultrashort vis-
ible pulse and (b) its time profile. Pulse duration 
was estimated to be 8.9 fs. To see this figure in 
color, go online.
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The obtained lifetimes – τ1, τ2, and τ3 – reflect the state transitions H/I, I/J, and J/K, respectively, 
where states H, I, J, and K correspond to the Franck-Condon state, the state at the conical intersec-
tion between the electronic ground state and first excited state, the hot vibrational state formed 
after photoisomerization of retinal chromophores, and a thermalized state, respectively [33,42]. 
Considering the sequential relaxation process indicated by the transition from state H to state K, we 

  FIGURE 12.3.6 Estimated lifetimes. The lifetimes 
were estimated for five samples (HwBR wild-type, 
HmBRI wild-type, HmBRII wild-type, HwBR D93N 
mutant, and HwBR D104N mutant). To see this figure in 
color, go online.

  FIGURE 12.3.5 2D view of 
the transient absorption spec-
tra of HwBR and its mutants. 
Transient absorption signals
of the three HwBR samples: 
(a and b) wildtype, (c and d) 
D93N, and (e and f) D104N. 
(a, c, and e) Data measured in 
the femtosecond region, from 
300 to 1400 fs. (b, d, and f) 
Data measured in the picosec-
ond region, from 1.00 to 14.5 
ps. All of the transient absorp-
tion spectra consist of 96 data 
points in the 511–755 nm spec-
tral region and 500 data points 
in each delay region of the 
femtosecond and picosecond 
regions. Black contours cor-
respond to ΔA = 0. To see this 
figure in color, go online.
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 FIGURE 12.3.7 DAS were calculated for five samples: (a) HwBR wild-type, (b) HwBR with D93N mutant, 
(c) HwBR with D104N mutant, (d) HmBRI wild type, and (e) HmBRII wild-type.

calculated the species-associated spectra (SAS) corresponding to these electronic states using the 
equations correspond to the SAS of the H, I, J, and K states, respectively. The calculated SAS are 
presented in Figure 12.3.8.

∆ =A t( )λ λ, e∆ −A
 H ( )  t  t t   

  A ( ) 
xp + ∆ λ    − −xp  1 exp e− τ1    τ τ2 1     

( )  t t    ( )  t  
+ ∆AJ Kλ ex  − + ∆ p e − −xp  λ − − A 1 exp    τ τ3 2      τ 3  

∆ =A A1 ( )λ λ∆ −H I( ) ∆A ( )λ

∆ =A A2 ( )λ λ∆ −I J( ) ∆A ( )λ
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FIGURE 12.3.8 SAS were calculated for five samples: (a) HwBR wild-type, (b) HwBR with D93N mutant, 
(c) HwBR with D104N mutant, (d) HmBRI wild-type, and (e) HmBRII wild-type. To see this figure in color, 
go online.

 ∆ =A A3 ( )λ λ∆ −J K( ) ∆A ( )λ  (12.3.2)

∆ =A Ao K( )λ λ∆ ( )
∆ =A AJ o( )λ λ∆ +( ) ∆A3 ( )λ

∆ =A AI o( )λ λ∆ +( ) ∆ +A A3 2( )λ λ∆ ( )
∆ =A AH o( )λ λ∆ +( ) ∆ +A A3 2( )λ λ∆ +( ) ∆A1 ( )λ

The time constant t2 is 60% larger for the D93N mutant than for the wild-type and D104N mutant, 
which indicates that photoisomerization occurring during the I/J transition is slowed by the 
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inactivation of the Schiff base proton acceptor. By contrast, mutation on the Schiff base proton 
donor does not affect the femtosecond dynamics with time constants t1 and t2. The D104N mutant, 
in which the original negative charge is eliminated in the residue, did not exhibit a difference during 
the ultrafast photoisomerization. Comparison with the D93N mutant result leads to the conclusion 
that the negative charge from the Schiff base proton acceptor residue D93 interacts with the substan-
tial ultrafast change in ESP associated with chromophore isomerization.

The ultrafast ESP change triggers a restructuring of the chromophore cavity HBN involving the 
protonated Schiff base, which takes place on the picosecond timescale. The time constant τ3 is 50% 
larger for the D93N and D104N mutants than for the wild-type. This reveals that the Schiff base 
proton donor assists in the restructuring of the chromophore-cavity HBN during the thermalization 
of the vibrational hot state.

The 10-fs-pulse time resolution of the transient absorption enabled us to observe time-dependent 
changes in the molecular vibration frequency. Spectrogram traces calculated using the transient 
absorption signal are presented (Figure 12.3.S2) which agree with the conclusion made from the 
global fitting analysis.

To further support the conclusion, we also analyzed the transient absorption spectra using 2D-CS, 
as described in the next section.

12.3.3.6  feMtoseConD 2D-Cs

We analyzed the transient absorption spectra, ΔA (λ, t) using 2D-CS. The calculation procedure can 
be summarized as follows.

The dynamics spectrum used in 2D-CS is defined as

 ∆ =  A t( )λ λj k, ,A A( )j kt − ( )λ j  (12.3.3)

where A( )λ j  is the spectrum of the reference state of the system. In this study, the spectrum of the 
reference state was set to the transient absorption spectrum averaged over the corresponding delay 
region as follows:

1
 ( )

N

A λ λj j= A t
N ∑ ( ), k  (12.3.4)

k=1

The synchronous and asynchronous spectra, l1; l2Þ, are calculated as

 ∑
N

( ) 1Φ =λ λ1 2, A t( )λ λ, ,A t( )
N −1

1 2k k×  (12.3.5)
k=1

∑ ∑
N N

( ) 1
 Ψ λ λ1 2, = A t( )λ λ1, ,j × N Aij ( )2 ti  (12.3.6)

N −1
j= =1 1i

The term Nij, the Hilbert–Noda transformation matrix, is given by

 0, if i j=


 Nij =  1  (12.3.7)
, if i j≠ π ( )j i−
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The synchronous spectrum psi φ( )λ λ1 2,  represents simultaneous time-dependent changes in the 
transient absorption spectroscopy signal at the two probe wavelengths, λ1 and λ2. The synchronous 
spectrum has a positive sign when the transient absorption spectroscopy signal changes in equal 
directions, either increasing or decreasing, at the two probe wavelengths. By contrast, a negative 
sign of the synchronous spectrum implies that the transient absorption TA spectroscopy signal 
changes in opposite directions, with one increasing and the other decreasing.

The asynchronous spectrum ϕ ( )λ λ1 2,  indicates the difference in the time dependence of the 
transient absorption TA spectroscopy signal probed at λ1 and that probed at λ2. If φ( )λ λ1 2,  and 
ϕ ( )λ λ1 2,  have the same sign, the time-dependent change in the transient absorption TA spectros-
copy signal at l1 occurs faster than that at λ2. If Fðl1;l2Þ and Jðl1;l2Þ have opposite signs, this order 
is reversed; that is, the time-dependent change in the transient absorption TA spectroscopy signal at 
λ1 occurs more slowly than that at λ2.

We analyzed the transient absorption spectra in the femtosecond region using 2D-CS. The obtained 
spectra are called femtosecond 2D-CS spectra. The delay region of the transient absorption spectros-
copy signal used for the calculation of the femtosecond 2D-CS spectra was from 57 to 1275 fs.

The delay-time region was set so as to analyze the dynamics of the t1 and t2 lifetime components 
and avoid the coherent artifacts in the zero-delay region. Figure 12.3.9 presents the synchronous 
and asynchronous femtosecond 2D-CS spectra calculated using the transient absorption spectra in 
the femtosecond region.

The positive broadband signal in the synchronous spectrum indicates that the DAS correspond-
ing to the femtosecond region has broad bandwidth with the same sign.

  FIGURE 12.3.9 Femto-
second 2D-CS of HwBR and 
its mutants. The 2D-CS in 
the femtosecond region of 
the three HwBR samples: (a 
and b) wild-type, (c and d) 
D93N mutant, and (e and f) 
D104N mutant. (a, c, and e) 
Synchronous and (b, d, and f) 
Asynchronous femtosecond 
2D-CS patterns calculated 
using the transient absorption 
spectra in the femtosecond 
region from 57 to 1275 fs. To 
see this figure in color, go 
online.
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This agrees with the DAS of DA2ðlÞ, displayed in Figure 12.3.7a–c. The asynchronous spectrum 
has a peak at approximately (x, y) ¼ (575, 660 nm). The synchronous and asynchronous spectra have 
opposite signs at approximately (x, y) ¼ (575, 660 nm), which indicates that the lifetime at 660 nm 
is shorter than that at 575 nm. The lifetime can also be calculated from the SAS in Figure 12.3.8 as 
follows. In the femtosecond region, the transient absorption signal at 660 nm is dominated by DAH 
with lifetime t1, whereas the transient absorption (TA) signal at 575 nm in the femtosecond region is 
dominated by DAI, which decays in t2. Thus, the transient absorption signal at 660 nm decays faster 
than that at 575 nm.

The femtosecond 2D-CS spectra demonstrate that the synchronous and asynchronous spectra 
of the three HwBR samples – wild-type, D93N, and D104N – are similar. This indicates that the 
relaxation order is common between the three samples in their femtosecond dynamics, with a life-
time of t2 (400 fs). It also confirms that DAH and DAI are similar between the three samples (Figure 
12.3.8a–c). The lifetime t2 is longer in D93N compared with that in the wild-type and D104N, as was 
discovered from the global fitting analysis in Global fitting using the triple-exponential function.

12.3.3.7  PiCoseConD 2D-Cs

The 2D-CS analysis was also performed for the transient absorption spectra in the picosecond 
region from 1.3 to 13 ps, and the obtained traces are called picosecond 2D-CS spectra. The delay 
region was set so as to analyze the dynamics of the t3 (3 ps) lifetime component and avoid the con-
tribution from the dynamics of the femtosecond region. Figure 12.3.10 displays the synchronous 

  FIGURE 12.3.10 Picosecond 
2D-CS of the three HwBR 
samples: (a and b) wild-type, 
(c and d) D93N mutant, and 
(e and f) D104N mutant. (a, 
c, and e) Synchronous and 
(b, d, and f) Asynchronous 
picosecond 2D-CS patterns 
calculated using the transient 
absorption spectra in the pico-
second region from 1.3 to 13. 
To see this figure in color go 
online.
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and asynchronous picosecond 2D-CS spectra calculated using the transient absorption spectra in 
the picosecond region.

Most of the signal peaks in the 2D-CS spectra were found for all three samples. The synchro-
nous spectra have a negative peak at approximately (x, y) = (575, 670 nm). This demonstrates that the 
SAS corresponding to picosecond dynamics have different signs at 575 and 670 nm, which agrees 
with ΔAJ, displayed in Figure 12.3.8a–c. The asynchronous spectra have a peak at approximately 
(x, y) = (575, 670 nm). The synchronous and asynchronous spectra have an equal sign at (x, y) = (575, 
670 nm), which indicates that the lifetime is longer at 670 nm than at 575 nm. The contribution of 
ΔAK is considerably less than that of ΔAJ at 575 nm, whereas the contributions are comparable at 
670 nm (Figure 12.3.8a–c). Therefore, the SAS led to the same conclusion, that the signal at 575 nm 
decays faster than that at 670 nm.

A peak at (x, y) = (575, 620 nm) was solely found in the asynchronous spectrum of the HwBR 
D104N mutant, indicating that the long-life component (>τ3) has positive and negative signs at 670 
and 620 nm, respectively. This was not found in the global fitting analysis results for the picosec-
onds-region data, probably because the lifetime is longer than the measured region and thus could 
not be estimated in the global fitting analysis.

Assuming the existence of an additional 15-ps lifetime in the global fitting analysis, we discov-
ered that the DAS for the 15-ps lifetime has an equal sign between 620 and 670 nm in the HwBR 
wild-type and D93N, but the opposite sign in the HwBR D104N (data not shown). This feature, 
observed only in D104N, implies that inactivation of the Schiff base proton donor delays the vibra-
tional cooling, which is consistent with the conclusion obtained from the global fitting analysis in 
Global fitting using the triple-exponential function.

12.3.3.8  transient absorPtion sPeCtrosCoPy of WilD-
tyPes of hWbr, hMbri, anD hMbrii

We performed transient absorption spectroscopy measurements of the wild types of HwBR, HmBRI, 
and HmBRII. The HwBR and HmBRII are still active at low pH. By contrast, HmBRI loses its 
activity at low pH. This activity difference at low pH is thought to be caused by the following two 
differences between the three BRs [43].

 1. One difference is the charge distribution on the helices on the CP side. The CP side in 
HmBRII and HwBR is strongly negatively charged, whereas that in HmBRI is slightly 
positively charged.

 2. The other difference between the three BRs is the existence of two backbone HBNs located 
in the EC region of the proton pumping path. HBNs were identified in HwBR and HmBRII, 
but not in HmBRI. The existence of such backbone HBNs is thought to protect the proton 
acceptor of the Schiff base from external influences, resulting in the pH-independent activ-
ity spectra of HwBR and HmBRII but not HmBRI.

Previous studies have not been able to determine whether the ultrafast dynamics are affected by the 
Schiff base proton donor or acceptor, but this was elucidated by the transient absorption spectros-
copy measurements in this study.

The HwBR, HmBRI, and HmBRII samples were individually suspended in 50 mM MES buf-
fer stabilized at pH 5.8. The stationary absorption spectra of the sample solutions are presented in 
Figure 12.3.2b, together with the laser spectrum of the ultrashort visible laser pulse.

The ultrafast dynamics of the samples was measured in the femtosecond (from 300 to 1400 fs) 
and picosecond (from 1.00 to 14.5 ps) regions. The observed spectral region was 514.5–758.1 nm 
with a 2.54-nm step, covering the entire broadband probe spectrum.

Figure 12.3.11 presents the 2D transient absorption spectra in the femtosecond (Figure 12.3.11a, 
c, and e) and picosecond (Figure 12.3.11b, d, and f) regions for the three samples, HwBR (Figure 
12.3.11a and b), HmBRI (Figure 12.3.11c and d), and HmBRII (Figure 12.3.11e and f). Their time 
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traces are presented in Figure 12.3.S3. The transient absorption spectrum is negative in the middle 
spectral region, which overlaps with the absorption band of the electronic ground state. The nega-
tive transient absorption signal indicates the photobleaching of the ground state. The positive tran-
sient absorption spectroscopy signal at both ends of the visible laser spectrum reveals the induced 
absorption in the transition from the first excited state to a higher-energy excited state. The decay 
time of the positive transient absorption spectroscopy signal indicates the lifetime of the population 
in the excited states.

The 2D transient absorption spectra of the three samples are similar in the femtosecond region. 
However, the black curve (contour indicating ΔA = 0) in the picosecond region of the transient 
absorption spectra reveals difference in the delay dependence in HmBRI compared with HwBR and 
HmBRII. This reveals that the picosecond decay dynamics in HmBRI are different from those in 
the other two samples. The difference was more clearly visualized using 2D-CS analysis, as shown 
in Picosecond 2D-CS.

12.3.3.9  Global fittinG UsinG the triPle-exPonential fUnCtion

The transient absorption spectroscopy signal in the femtosecond and picosecond regions was con-
nected and fitted using the triple exponential function and global fitting method, Global fitting using 
the triple-exponential function.

The estimated time constants τi (i = 0, 1, 2, 3) are plotted in Figure 12.3.6. Using the obtained 
time constants, the spectra of the lifetime components ΔAi(λ) (i = 0, 1, 2, 3) were calculated using 

  FIGURE 12.3.11 2D tran-
sient absorption spectra of the 
three wild-type samples: (a and 
b) HwBR, (c and d) HmBRI, 
and (e and f) HmBRII. (a, c, 
and e) Data measured in the 
femtosecond region from 300 
to 1400 fs. (b, d, and f) Data 
measured in the picosecond 
region from 1.00 to 14.5 ps. 
All of the transient absorp-
tion spectra consist of 96 data 
points in the 514.5–758.1 nm 
spectral region and 500 data 
points in each delay region 
of the femtosecond and pico-
second regions. Black con-
tours correspond to ΔA = 0. 
To see this figure in color,  
go online.
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the least-square method. The calculated spectra are presented in Figure 12.3.7a, d, and e for HwBR, 
HmBRI, and HmBRII, respectively. The SAS calculated for HwBR, HmBRI, and HmBRII are 
presented in Figure 12.3.8a, d, and e, respectively. The assignment of the lifetimes in HmBRI and 
HmBRII is considered to be the same as that in HwBR, which was discussed in Global fitting using 
the triple-exponential function.

The time constant t2 is 30% smaller in HmBRI than in the other two samples. This indicates 
that the HBN in the EC region in HwBR and HmBRII slows the photoisomerization of retinal 
chromophores.

By contrast, the time constant t3 in HmBRI is larger than that in HwBR and HmBRII, indicating 
that the negatively charged helices on the CP side of HwBR and HmBRII accelerate the picosecond 
relaxation dynamics, which corresponds to the thermalization of the vibrational hot state (the J 
state) of retinal chromophores.

We also analyzed the transient absorption spectra using 2D-CS as follows.

12.3.3.10  feMtoseConD 2D-Cs

We analyzed the transient absorption spectra using 2D-CS. The delay region of the transient 
absorption spectroscopy signals used for the calculation of the femtosecond 2D-CS spectra was 
57–1276 fs, which avoided the coherent artifacts in the zero-delay region. Figure 12.3.12 displays the 

  FIGURE 12.3.12 Fem-
tosecond 2D-CS of three 
wildtype BR samples: (a 
and b) HwBR, (c and d)  
HmBRI, and (e and f) 
HmBRII. (a, c, and e)  
Synchronous and (b, d, 
and f) Asynchronous 
femtosecond 2D-CS pat-
terns calculated using 
the transient absorption 
spectra in the femtosec-
ond region from 57 to 
1276 fs. To see this figure 
in color, go online.
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synchronous and asynchronous femtosecond 2D-CS spectra calculated using the transient absorp-
tion spectra in the femtosecond region.

The synchronous spectra have a single peak at 580 nm, which corresponds to the broadband DAS 
of ΔA2(λ) with a negative sign. The synchronous and asynchronous spectra have opposite signs at 
approximately (x, y) = (580, 650 nm), which indicates that the lifetime at 650 nm is shorter than that 
at 580 nm. The transient absorption signals at 650 and 580 nm are dominated by ΔAH and ΔAI, 
respectively (Figure 12.3.8a, d, and e). Therefore, the SAS also indicated the same conclusion: the 
transient absorption signal at 650 nm decays faster than that at 580 nm.

The femtosecond 2D-CS spectra demonstrate similar synchronous and asynchronous spectra 
for HwBR, HmBRI, and HmBRII. This indicates that the relaxation order is common between the 
three samples in their femtosecond dynamics, with lifetimes of τ1 (100 fs) and τ2 (400 fs). It also 
confirms that ΔAH and ΔAI are similar between the three samples (Figure 12.3.8a, d, and e). The 
lifetime t2 is shorter in HmBRI compared with that in HwBR and HmBRII, as was discovered from 
the global fitting analysis in Global fitting using the triple-exponential function.

12.3.3.11  PiCoseConD 2D-Cs

The 2D-CS analysis was also performed for the transient absorption spectra in the picosecond 
region from 1.3 to 13 ps. The delay region was set so as to analyze the dynamics of the t3 (3 ps) 
lifetime component and avoid the contribution from the dynamics of the τ1 (100 fs) and τ2 (400 fs) 
lifetime components. Figure 12.3.13 presents the synchronous and asynchronous picosecond 2D-CS 
spectra calculated using the transient absorption spectra in the picosecond region.

  FIGURE 12.3.13 Picosecond 
2D-CS of three wildtype 
samples: (a and b) HwBR, 
(c and d) HmBRI, and (e 
and f) HmBRII. (a, c, and e) 
Synchronous and (b, d, and f)  
Asynchronous picosecond 
2D-CS patterns calculated 
using the transient absorp-
tion spectra in the picosecond 
region from 1.3 to 13 ps.
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Most of the signal peaks in the 2D-CS spectra were observed for all three samples. The synchro-
nous spectra have a positive peak at 575 nm and a negative peak at 670 nm. This reveals that the DAS 
corresponding to the picosecond dynamics has different signs at 575 and 670 nm, which agrees with 
the DAS of ΔA3(λ) displayed in Figure 12.3.7a, d, and e. The asynchronous spectra have a peak at 
approximately (x, y) = (575, 670 nm). The synchronous and asynchronous spectra both have a peak 
at approximately (x, y) = (575, 670 nm) with the same sign, indicating that the lifetime is longer at 
670 nm than at 575 nm. The contribution of ΔAK was much less than that of ΔAJ at 575 nm, and both 
of the contributions were comparable at 670 nm (Figure 12.3.8a, d, and e). Therefore, SAS analysis 
also demonstrates that the transient absorption signal at 575 nm decays faster than that at 670 nm.

A peak at (x, y) = (575, 620 nm) was solely found in the asynchronous spectrum of HmBRI, 
indicating that the long life component (>τ3) has positive and negative signs at 670 and 620 nm, 
respectively. This was not found in the global fitting analysis results for the picosecond region data, 
probably because the lifetime is longer than the measured region and thus could not be estimated in 
the global fitting analysis.

Assuming the existence of an additional 15-ps lifetime in the global fitting analysis, we dis-
covered that the DAS for the 15-ps lifetime have an equal sign between 620 and 670 nm in the 
HwBR and HmBRII, but an opposite sign in the HmBRI. Surprisingly, the asynchronous picosec-
ond 2D-CS spectra of the wild-type HmBRI and D104N mutant of HwBR are similar, which can 
be explained as follows.

The picosecond relaxation dynamics in the wild-type HmBRI are slowed by the positively 
charged helices on the CP side (Global fitting using the triple-exponential function), whereas those 
in the D104N mutant of HwBR are slowed by inactivation of the Schiff base proton donor (Global fit-
ting using the triple-exponential function). Therefore, the following two possible mechanisms could 
explain the observed similarity in the picosecond relaxation dynamics of the wild-type HmBRI and 
D104N mutant of HwBR.

 1. First, positively charged helices on the CP side suppress the activity of residues corre-
sponding to the Schiff base proton donor.

 2. Second, the inactivation of the Schiff base proton donor results in a positive charge distri-
bution on the helices on the CP side.

The first proposed mechanism is not probable, because the Schiff base proton donor in HmBRI is 
active, similar to the case for the other BRs. Thus, we can conclude that the inactivation of the Schiff 
base proton donor induces a positive charge on the helices of the CP side.

12.3.4  CONCLUSIONS

In this study, we investigated the effect of the Schiff base proton acceptor and donor on the ultrafast 
dynamics of retinal chromophores. The residues of D93 and D104 correspond to the control by the 
Schiff base proton acceptor and donor of the proton-translocation subchannels on the EC and CP 
sides, respectively. A comparison of the ultrafast dynamics of the wild-type, D93N mutant, and 
D104N mutant clarified the effect of the Schiff base proton acceptor and donor. We analyzed the 
transient absorption spectra using two methods, global fitting analysis and 2D-CS.

 1. First, the ultrafast dynamics were studied and compared for three HwBR samples, wild-
type, D93N mutant, and D104N mutant. Global fitting analysis led to the following con-
clusions. The photoisomerization of retinal chromophores is slowed by the inactivation of 
the Schiff base proton acceptor but not affected by the Schiff base proton donor, whereas 
the thermalization of the vibrational hot state is assisted by the Schiff base proton donor. 
The differences observed in the asynchronous spectra in the picosecond region for D104N 
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are consistent with this conclusion regarding thermalization. Thus, the negative charge 
of the Schiff base proton acceptor residue D93 interacts with the ultrafast and substantial 
change in ESP that is associated with chromophore isomerization. By contrast, the Schiff 
base proton donor assists in the restructuring of the chromophore cavity HBN during the 
thermalization of the vibrational hot state.

 2. Second, the ultrafast dynamics of the wild types of HwBR, HmBRI, and HmBRII were 
compared. Global fitting analysis of their transient absorption spectra led to the follow-
ing conclusions. The HBN in the EC region in HwBR and HmBRII slows the photoi-
somerization of retinal chromophores, and the negatively charged helices on the CP side 
of HwBR and HmBRII accelerate the thermalization of the vibrational hot state (J state) 
of retinal chromophores. The asynchronous spectra in the picosecond region of the three 
wild-type BRs present clear differences in HmBRI, which supports the stated conclu-
sion regarding thermalization. Moreover, the asynchronous spectrum in the picosecond 
region of the wild-type HmBRI resembles that of the D104N mutant of HwBR, indicat-
ing that inactivation of the Schiff base proton donor induces a positive charge on the 
helices on the CP side.

The contents of this section is the product of the collaborative research activity of the following 
people: Chang Hung, Xiao-Ru Chen, Ying-Kuan Ko, Takayoshi Kobayashi, Chii-Shen Yang, and 
Atsushi Yabushita [44].
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