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xvii

Since Alexander Graham Bell’s first “hello” (1876), communication systems have 
witnessed revolutionary developments. These communication systems, which 
used to work entirely in circuit-switching and wired transmission environments, 
are now turning into wireless systems, especially in access techniques, apart from 
the main backbone. Initially, copper wire circuits were used in communication, 
while fiber optic cables began in the 1990s. Today, fiber services are put into use in 
the home. In parallel with these developments in wired communication systems, 
wireless communication systems continue to develop rapidly. With the develop-
ments in multiplexing and modulation techniques, the bandwidth provided to 
each user is progressing at an increasing speed.

With the introduction of the Internet into our lives in the 1990s, Information 
Technologies and Communication Technologies began to converge. After this 
point, we started talking about Information Communication Technologies. Today, 
we live in scenarios where everything is connected to the vast Internet cloud with 
4G, 5G, and 6G wireless communication systems. However, it is still in the fic-
tional stage. Communication systems, previously used as discrete structures, are 
almost becoming living organisms thanks to this substantial interconnected com-
munication infrastructure. It would be much more appropriate to call this cyber 
organism structure “Wireless Communication Ecosystem,” which extends from 
wireless sensor networks operating at the most extreme points to the edges. This 
is a gigantic ecosystem that extends from big data, artificial intelligence, block-
chain, and machine learning to quantum communication on the one hand. The 
book is designed to explain the main elements of this ecosystem. If we liken this 
ecosystem to a human body, each body organ is introduced in the book.

Before going into the details of these systems, modulation and multiplexing 
techniques are also explained to understand the communication generations and 
to visualize the big picture in our minds. In addition to increasing the efficiency 
of  the frequency spectrum, users were introduced to high-frequency and high-
bandwidth by using multiplexing techniques together. Systems that used to work 

Preface
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with classical circuit switching have evolved into packet switching-based systems 
that provide flexible and scalable solutions.

With the convergence of communication and information systems, information 
and communications technology (ICT) systems were developed that radically 
changed our daily lives and created super-intelligent societies. The support of 
software systems has led to paradigm shifts in network metrics such as manage-
ment, security, configuration, scaling, resilience, and more.

Starting with 1G systems, we will talk about communication systems at tera-
hertz levels that have developed due to spectrum-efficient modulation techniques 
and advances in electronic circuits. In addition, users can receive services at high 
bandwidths using three-dimensional multiplexing techniques.

Wireless communication systems, which continue to progress without slowing 
down, have evolved into the fifth-generation communication systems as of the 
2020s. Communication speeds up to 20 GHz with 5G, and thanks to these speeds, 
the concepts of ultrareliable low-latency communication (uRLLC), enhanced 
mobile broadband (eMBB), and massive machine-type communication (mMTC) 
entered our lives. The transition occurred from the Internet of Things (IoT) to the 
Internet of Everything (IoE). Communication systems, applications, and services 
have become more intelligent using topics such as artificial intelligence, block-
chain, and big data in the software field. Smart homes, smart cities, innovative 
health systems, and autonomous vehicles are now inseparable parts of our lives.

In the years when the book was written (2021/2022), 5G applications entered 
our lives, and the sixth-generation communication systems, which will be put 
into use starting from the 2030s, became talked about and fictionalized. Along 
with 6G, concepts such as 3D networks, intelligent networks, quantum communi-
cation, blockchain technologies, deep learning, and programmable surfaces are 
designed together with communication infrastructures.

The book’s primary purpose is to describe the big picture of wireless communi-
cation generations and applications running on this communication medium. 
The book describes the infrastructure of 4G, 5G, and 6G systems, this all-connected 
communication ecosystem, the subcomponents of this ecosystem, and the rela-
tionship among them.

Since IoT systems are an integral part of wireless communication infrastructure 
in parallel with 4G, 5G, and 6G systems, access techniques, protocols, and security 
issues for these systems are also explained in detail in our book. In addition to 
these access techniques, the methods used in M2M and IoT connections at the 
endpoints are given. Security is also a significant challenge in this ecosystem 
where everything is connected with everything. Vital security breaches, especially 
for terminals/users at the endpoint, are also described in the book.

In the first part, the basic concepts of communication systems are explained. 
In  the following, the events seen in the capillaries of the communication echo 
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system are described by explaining the switching techniques, modulation, and 
multiplexing techniques. Thus, it is aimed at understanding the applications run-
ning at higher levels. With this aspect, the book has been designed to guide the 
reader who wants to advance in each subject. The book, which has a pervasive 
literature review for each section, is also an essential resource for researchers.

Dr. Suat Seçgin
Electrical & Electronics Engineer (BSc)

Computer Engineer (MSc & PhD)
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1.1  Introduction

The input of a communication system is a sound, image, or text file to be transmit-
ted to the other end. The output is naturally this original information signal, 
which goes through many processes (modulation, coding, multiplexing, etc.) until 
it reaches the end. This section explains the layers through which the information 
passes from where it enters the system to where it leaves.

1.2  Main Components of Communication Systems

The main components of an end-to-end communication system are the transmit-
ter, transmission medium, and receiver (Figure 1.1). Any factor that negatively 
affects the operation of the system is called noise.

●● Information source: The first step in sending a message is to convert it into an 
electronic form suitable for transmission. For voice messages, a microphone is 
used to convert the sound into an electronic audio signal. For TV, the camera 
converts the light information in the scene into a video signal. In computer sys-
tems, the message is typed on the keyboard and converted into binary codes that 
can be stored in memory or transmitted in serial. Transducers convert physical 
properties (temperature, pressure, light intensity, etc.) into electrical signals.

●● Transmitter: The transmitter is a collection of electronic components and circuits 
designed to convert the electrical signal into a signal suitable for transmission 
over a given communication medium. Transmitters consist of oscillators, ampli-
fiers, tuned circuits and filters, modulators, mixers, frequency synthesizers, and 
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other circuits. The original signal is usually modulated with a higher frequency 
carrier sine wave produced by the transmitter and amplified by power amplifi-
ers. Thus, the information signal is rendered transmittable in the transmis-
sion medium.

●● Communication channel: The communication channel is the medium in 
which the electronic signal is sent from one place to another. Many media types 
are used in communication systems, including wire conductors, fiber optic 
cable, and free space. Of these, electrical conductors can be a pair of wires that 
carry an audio signal from the microphone to the headphone. It could be a coax-
ial cable similar to that used to have signals. Or it could be a twisted-pair cable 
used in a local area network (LAN). The communication medium may also be a 
fiber optic cable or “light pipe” that carries the message on a light wave. These 
are used today to carry out long-distance calls and all Internet communications. 
The information is converted into a digital form that will be used to turn a laser 
diode on and off at high speeds. Alternatively, audio or video analog signals can 
be used to vary the amplitude of the light. When space is media, the resulting 
system is known as radio. Radio, also known as wireless, is the general term 
applied to any form of wireless communication from one point to another. 
Radio makes use of the electromagnetic spectrum. Information signals are con-
verted into electric and magnetic fields that propagate almost instantly in space 
over long distances.

●● Receiver: The receiver is a collection of electronic components and circuits 
that accepts the message transmitted through the channel and converts it back 
into a form that can be understood. Receivers include amplifiers, oscillators, 
mixers, tuned circuits and filters, and a demodulator or detector that retrieves 
the original information signal from the modulated carrier. The output is the 
initial signal that is then read or displayed. It can be an audio signal sent to a 
speaker, a video signal fed to an LCD screen for display, or binary data received 
by a computer and then printed or displayed on a video monitor.

Telecommunication system

Transmitter Receiver

Noise

Information sourceInformation source

Transmission medium

Figure 1.1  Block schema of a communication system.



1.3  Circuit,  Packet,  and Cell  Switchin 3

●● Transceiver: Most electronic communications are two-way. Therefore, both 
parties must have a transmitter and a receiver. As a result, most communica-
tions equipment contains both sending and receiving circuits. These units are 
often called transceivers. All transmitter and receiver circuits are packaged in a 
single enclosure and often share some common circuitry, such as the power 
supply. Telephones, walkie-talkies, mobile phones, and computer modems are 
examples of transceivers.

●● Attenuation: Regardless of the transmission medium, signal attenuation or 
degradation is inevitable. The attenuation is proportional to the square of the 
distance between the transmitter and receiver. Media is also frequency selective 
because a particular medium acts as a low-pass filter for a transmitted signal. 
Thus, digital pulses will be distorted, and the signal amplitude will significantly 
reduce over long distances. Therefore, a significant amount of signal amplifica-
tion is required at both the transmitter and receiver for successful transmission. 
Any medium also slows signal propagation to a slower-than-light speed.

●● Noise: Noise is mentioned here because it is one of the most important prob-
lems of all electronic communication. Its effect is experienced in the receiving 
part of any communication system. Therefore, we consider noise in Chapter 9 
as a more appropriate time. While some noise can be filtered out, the general 
way to minimize noise is to use components that contribute less noise and lower 
their temperature. The measure of noise is usually expressed in terms of the 
signal-to-noise ratio (SNR), which is the signal power divided by the noise 
power and can be expressed numerically or in decibels (dB). A very high SNR is 
preferred for the best performance.

1.3  Circuit, Packet, and Cell Switching

A circuit, packet, or cell switching technique is used on the communication line 
established to communicate two terminals at two opposite endpoints.

1.3.1  Circuit Switching

Circuit switching is the first method used in communication systems. When you 
somehow pull a cable (or establish a wireless link) between the two opposite ends 
that will communicate, we establish a circuit between the two terminals. A one-
to-one connection between the terminals in the matrix structure and connected to 
the switching center (switchboard) with a circuit is established between the 
terminals that require connection by the switching center. Thus, a circuit is 
established (switched) that can only be used by those two terminals at the com-
munication time. Since packet-switched communication is widely used in today’s 
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communication, virtual circuits specific to end terminals can be established by 
defining virtual paths on packet-based circuits (Figure 1.2).

In circuit switching, a link is established between both terminals, which is used 
only by these terminals. As long as the link connection is used, other terminals can-
not use this line. As we mentioned earlier, only two terminals can use the virtual 
circuits established on the packet-switched circuits (for example, an IP network). 
A virtual private network (VPN) can be given as an application example. Unlike 
packet-switched circuits, the capacities of unused circuits cannot be transferred to 
currently used circuits. In this sense, circuit switching is insufficient for the efficient 
use of transmission lines.

1.3.2  Packet Switching

We have mentioned that in the circuit switching technique, a “dedicated” circuit 
is installed on the terminals at the opposite ends, which is used only by these two 
terminals at the time of communication. The circuit switching technique is insuf-
ficient due to limited bandwidths and increasing communication speed needs. 
Even if the connected terminals do not exchange information over the circuit, 
other terminals cannot use this circuit. The packet switching technique divides the 
data to be transmitted into packets. Each of these packets contains the address of 
the sender (IP) and the receiver’s addresses. These packets are left to the transmis-
sion medium and delivered to their destination via packet switching devices 
(switch, router, etc.). Thus, a transmission medium can be used by hundreds of 
terminals (millions if we consider the Internet environment) instead of being 
divided into only two terminals  (Figure 1.3).

We can compare the packet switching circuit to highways where hundreds of 
vehicles (packages) are present simultaneously. Each vehicle proceeds on the 

Switchboard/central

Figure 1.2  Circuit switching.
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same road (backbone) and reaches its destination by entering secondary roads 
when necessary. The critical limitation is the slowdowns due to increased vehicle 
(package) traffic. In this case, traffic engineering methods come into play and 
make essential optimizations on the network to prevent jams.

1.3.3  Cell Switching

We can describe cell-switched systems as a mixture of the circuit and packet-
switched systems. What is decisive here is that the packet lengths are divided into 
tiny packets of 53 bytes in size. A circuit is then virtually allocated between 
opposing terminals (physically on a single line). These small packets are 
exchanged extremely quickly over these dedicated virtual circuits (Figure 1.4). 

T1->T4
Packet

T2->T3
Packet

Terminal 1

Terminal 2 Packet switch Packet switch

Packet switch

Packet switch Packet switch

Packet switch Packet switch
Packet switch

Terminal 3

Terminal 4

Figure 1.3  Packet switching.
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Figure 1.4  Cell switching.



1  Basіc Concepts6

Virtual circuits not transmitting packets for a certain period are closed and 
re-established when necessary.

1.4  Duplexing in Communication

In communication systems, information can be exchanged in three different ways 
between two mutual communication terminals. In simplex communication 
(Figure 1.5a), the transmitter is broadcasting continuously. Classical radio broad-
casting can be given as an example of this type of communication.

On the other hand, simultaneous telephone conversations are a good example 
of full-duplex communication (Figure 1.5b). In this type of communication, the 
terminals perform both the receiving and transmitting functions at the same time.

Finally, the type of communication in which one of the terminals acts as a 
receiver and the other as a transmitter at a given time interval is called half-duplex 
communication (Figure  1.5c). While one terminal transmits information, the 
other is in a listening state, and these roles change according to the need during 
the conversation. Conversations made from police radio devices can be given as 
an example of this type of communication.

In wireless communication systems, one channel should be reserved for upload/
transmit and one for download (receive) for the terminal in connection with the 
base station. Two doubling techniques create this simultaneous transmission 

(a)

(b)

(c)

Send

Send/receive Send/receive

Send/receive

Receive

Send/receive

Figure 1.5  Duplexing methods. (a) Simplex; (b) full-duplex; (c) half-duplex.
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environment: frequency division duplexing (FDD) and time division duplexing 
(TDM). In the FDD mechanism, two-way communication is carried out by defin-
ing different frequency ranges (carriers) for each of the transmit/receive channels. 
In the TDM mechanism, two-way communication is provided by sending at a 
given moment of t1 and receiving at a consecutive moment of t2 [1].

1.5  Historical Developments of Wireless 
Communication Systems

Starting with 1G systems (1980), we will talk about communication systems at 
tera hertz levels with spectrum efficient modulation techniques and advances in 
electronic circuits. Additionally, users can receive services at high bandwidths 
using three-dimensional multiplexing techniques.

Wireless mobile communication systems, which started with only voice calls 
(1G) in the 1980s, were introduced into our lives with the 2G short message ser-
vice (SMS) in the 1990s. In both generations, communication was carried out 
using circuit switching techniques. On the other hand, the third-generation (3G) 
systems have been a turning point. With this generation, packet-switched (data) 
services have been used in the wireless communication ecosystem. With 3G, mul-
timedia content started to be used among users in the 2000s. With 4G, communi-
cation was carried out entirely with packet switching; thus, users could operate 
24/7  Internet access. Although machine-to-machine communication exists, we 
have now met the Internet of things (IoT) concept with 4G (Figure 1.6).

1980

1990

2000

2010
2020

2030

Voice Call Internet
Internet of Things

1G 2G 3G 4G 5G 6G

URLLC eMBB mMTC
Internet of everything

Figure 1.6  Evolution of wireless communication systems.
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Wireless communication systems, which continue to progress without slowing 
down, have evolved into the fifth-generation communication systems as of the 
2020s. Communication speeds up to 20 GHz with 5G, and thanks to these speeds, 
the concepts of ultra-reliable low latency communication (uRLLC), enhanced 
mobile broadband (eMBB), and massive machine type communication (mMTC) 
entered our lives. The transition phase from the IoT to the Internet of everything 
occurred at this stage. Communication systems, applications, and services have 
become much more intelligent using topics such as artificial intelligence, block-
chain, and big data in the software field. Smart homes, smart cities, intelligent 
health systems, and autonomous vehicles are now inseparable parts of our lives.

In the years when the book was written (2021/2022), 5G applications entered 
our lives, and the sixth-generation communication systems, which will be put 
into use starting from the 2030s, became talked about and fictionalized. Concepts 
such as 6G and 3D networks, intelligent networks, quantum communication, 
blockchain technologies, deep learning, and programmable surfaces are designed 
together with communication infrastructures.

With the wireless communication systems enabling high-speed connection 
anytime and anywhere, the concept of IoT has started to take more place in 
our lives.

Reference

	1	 Frenzel, L.E. (2016). Principles of Electronic Communication Systems. New York: 
McGraw-Hill Education.
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9

2.1  Introduction

Before explaining the communication generations in the book, it is helpful to 
mention the concepts that will form the basis of communication. When the reader 
has an idea about modulation and demodulation, the view of the systems that will 
be explained in steps will become more meaningful. Without modulation and 
demodulation techniques, there would be no telecommunication systems. In this 
regard, the reader should have a good understanding of these concepts before 
moving on to more advanced topics.

2.2  What Are Modulation and Demodulation?

Before moving on to the details of modulation techniques, let us try to explain the 
subject with an analogy. Imagine you have a piece of paper with information on it. 
We aim to transmit this information over a long distance (for example, to a friend 
100 m away). If we try to throw the information sheet to our friend by arm strength, 
the paper will not exceed a few meters. But if we wrap (modulate) this paper in a 
small piece of rock (carrier), we can easily send the data to our friend. Our friend, 
who receives the data wrapped in the rock, will be able to read the information we 
send by scraping the paper from the stone (demodulation) (Figure 2.1).

Moving from the preceding example, we can explain the modulation process as 
sending the information signal at a lower frequency and power by superimposing 
the information signal on the carrier signal at a much higher power intensity and 
frequency. The electrical/electromagnetic signals in the communication environ-
ment are in sinusoidal form. We can talk about three variable sizes of this sine 
sign: amplitude, frequency, and phase. We perform the modulation process when 

2

Modulation and Demodulation
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we change the amplitude, frequency, or phase of this sinusoidal signal depending 
on the amplitude of the information signal we will carry. If the signal is received 
from the opposite side, the information signal is obtained by reversing this process. 
This process is called demodulation. Modulation and demodulation processes are 
performed by devices called modems (modulator-demodulator) (Figure 2.2).

The following sections will describe three basic modulation techniques using 
these parameters (i.e. amplitude, frequency, and phase).

2.3  Analog Modulation Methods

In analog modulation methods, the information signal in a sinusoidal form is 
transmitted by “overlaying” the carrier’s amplitude, frequency, or phase change, 
which is also in sinusoidal form. The system is defined as analog, as the informa-
tion signal is in analog (sine) form.

Carrier

Signal to be modulated Modulated signal

Vo
ice

RF Oscillator

Modulator

RF
Amplifier/TransmitterBaseband

Figure 2.1  Modulation process.
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Demodulated signal Modulated signal
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Figure 2.2  Demodulation process.
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2.3.1  Amplitude Modulation

In amplitude modulation, the amplitude of the carrier signal is a function of the 
information signal. In other words, the amplitude of the carrier signal is shaped 
by the form of the information signal. The amplitude of the carrier signal changes 
depending on the variation of the information signal. These amplitude changes 
are detected in the modem located at the opposite end. The information signal is 
re-obtained in its original form (Figure 2.3).

2.3.2  Frequency Modulation

In frequency modulation, the frequency of the carrier signal is a function of the 
information signal. In other words, the frequency of the carrier signal is shaped by 
the form of the information signal. The frequency of the carrier signal changes 
depending on the variation of the information signal. The information signal is 
recovered in its original form by detecting these frequency changes in the modem 
at the opposite end (Figure 2.4).

2.3.3  Phase Modulation

In phase modulation, the phase of the carrier signal is a function of the informa-
tion signal. In other words, the phase of the carrier signal is shaped according to 
the form of the information signal. The phase of the carrier signal changes 
depending on the shift in the information signal. These phase changes are detected 
in the modem at the opposite end, and the information signal is recovered in its 
original form (Figure 2.5).

Modulated
carrier wave

Time

Envelope
(Modulating signal)

AM wave

Figure 2.3  Amplitude modulation.
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Figure 2.4  Frequency modulation (FM).
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Figure 2.5  Phase modulation.
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2.4  Digital Modulation Methods

In analog modulation systems, the information signal is in analog form. On the 
other hand, in digital modulation systems, the information signal is in the form 
of  transitions or squared amplitude changes expressing 1s and 0s. This digital 
information form is obtained (especially in audio and video transmission) by 
applying the analog-digital conversion of the information signal originally 
produced as analog. That is, the analog information signal is converted into 1 and 
0 forms by going through digital transformation. At the opposite end, the original 
analog information signal is obtained by digital-analog conversion.

2.4.1  Amplitude Shift Keying (ASK) Modulation

As shown in Figure 2.6, there is the carrier signal amplitude at the points where 
the amplitude of the information signal is positive. On the other hand, in negative 
values of information signal amplitude, carrier signal amplitude decreases to 
0 levels (100% modulation). In 50% modulation, 50% of the amplitude of the car-
rier signal is taken at the points where the information signal is zero (Figure 2.6).

2.4.2  Frequency Shift Keying (FSK) Modulation

The information signal has two distinctive amplitude values that are positive 
and negative. In this case, the carrier signal carries information by entering two 

Carrier signal

Digital signal to be modulated

ASK wave

Figure 2.6  Amplitude shift keying (ASK).
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different frequency forms. For matters of 0, the x frequency is used; for 1, the y 
frequency is used (x < y) (Figure 2.7).

2.4.3  Phase Shift Keying (PSK) Modulation

In the phase shift keying technique, the phase of the carrier signal also changes 
whenever the amplitude of the information signal changes from positive to nega-
tive or negative to positive. As mentioned in the previous sections, these phase 
changes are detected at the opposite end, and the original information signal is 
obtained (Figure 2.8).

2.4.4  Quadrature Amplitude (QAM) Modulation

Understanding quadrature amplitude modulation (QAM), which has become a 
standard in 4G and beyond wireless communication networks, is critical to under-
standing these systems. Therefore, this modulation scheme will be explained in 
more detail.

In the previous chapters, we talked about phase modulation and amplitude 
modulation. QAM can be defined as the combination of these two modulation 
types. In other words, in the QAM technique, information is carried in both the 
amplitude and phase of the carrier signal. In this way, we get twice the bandwidth. 
Based on this definition, QAM is known as quadrature carrier multiplexing [1].

In QAM, two carrier signals of the same frequency but with a phase difference 
of 90° are used in their simplest form. The signal starting from the 0° phase 
is called the “I,” and the other signal in the 90° phase is called the “Q” signal. 

Carrier signal

Digital signal to be modulated

FSK wave

Figure 2.7  Frequency shift keying (FSK).
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Considering that there is a phase difference of 90° between the sine and cosine 
signals, we can simultaneously transmit both carrier signals at the same frequency 
from the transmission medium (Figure 2.9). As a basic concept, the method we 
give in Figure 2.9 is analog QAM and is used to send color information in analog 
video television broadcasts.

Carrier signal

Digital signal to be modulated

PSK wave

Phase shifts

Figure 2.8  Phase shift keying (PSK).

In-phase signal (Sine function)

Quadrature signal (Cosine function)

Figure 2.9  In-phase signal and quadrature signal component.
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QAM is known as quantized/digital QAM in cellular communication and Wi-Fi 
fields. With digital QAM, much higher data rates are achieved compared to ampli-
tude and phase modulations. In addition to high-speed data transmission, QAM is 
also used for noise resistance, low error values, etc.

In digital QAM schemes, the number of bits transmitted simultaneously can be 
increased using different phase and amplitude values. This constellation diagram 
structure can mark possible message points (polar coordinates). In its simplest 
form, we can transmit one bit of information simultaneously (first level QAM) [2]. 
When multilevel schemes are used, it becomes possible to send incremental bit 
numbers. In the constellation diagram, for example, we can send 4 bits of infor-
mation simultaneously with a QAM (16-QAM) scheme with 16 levels (16 different 
points in the constellation, 24 = 16). This means transmitting 16 other symbols is 
possible. Similarly, 32-QAM (25), 64-QAM (26), 128-QAM (27), and 256-QAM 
(28) schemes are used in practice.

Similarly, considering the 64-QAM scheme, we can mark 6 bits per symbol and 
64 symbols. In terms of modulation, we can say that in the 64-QAM scheme, the carrier 
signal is modulated in one of 64 different phase and amplitude states (Figure 2.10).
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Figure 2.10  QAM constellation diagram.



﻿  ­Reference 17

We can say that there are 3 different amplitudes (Euclidean distance from each 
point to the origin) and 12 different phases (the angle formed by each end) in the 
16-QAM diagram. In other words, when we look at the chart, we can say that the 
distances of each polar coordinate to the origin are in 1 of three different values. 
Looking at the chart again, we can say that each polar coordinate is in 1 of a total 
of 12 phases (angles). For example, we can say that the “1111” symbol will be sent 
with a carrier with an amplitude of 2  and phase of 45°. An example of an 8-QAM 
signal image is in the Figure 2.11 [3].
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3.1  Introduction

Countless user information is carried between two different (e.g. switchboard or 
backbone router) ends in other locations. Therefore, efficient use of the transmis-
sion line (copper, fiber, radio link, and satellite) is essential when considering non-
technical aspects such as installation and operating costs and technical factors 
such as line length, possible losses on the line, interference, bandwidth, etc. [1].

It is an effective method that has been used for a long time to divide the transmis-
sion line capacity into channels by using the time and frequency variables of the 
electrical signals running on the line. The allocation makes this capacity increase 
different frequencies to different channels or creates other channels in different 
time zones. With the introduction of fiber optic cables in the transmission area, dif-
ferent light wavelengths began to create additional channels. This “channeling” 
process using frequency, time, and light wavelengths is called multiplexing. The 
method of recovering the information signal is called demultiplexing (Figure 3.1).

Frequency division multiplexing (FDM) and wavelength division multiplexing 
(WDM) techniques are analog and time division multiplexing (TDM) are digital 
multiplexing methods. Knowledge of multiplexing methods is critical for under-
standing wireless access techniques in the following sections [2] (Figure 3.2).

We can explain the multiplexing process as sharing a transmission medium by 
using components such as frequency, time, or code of carrier signals in a way that 
allows the use of more than one user.

We can call the structure formed by putting multiplexing methods at users’ ser-
vice multiple access ecosystems. In other words, for example, in a system that 
serves users with frequency multiplexing, users are provided with a frequency 
division multiple access (FDMA) environment. It is essential to understand mul-
tiplexing and the access techniques running on these multiplexing systems to 

3
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understand the communication generations starting from 1G to 6G. Therefore, 
these access methods will be explained before moving on to xG communication 
systems.

3.2  Frequency Division Multiplexing

In FDM, frequency ranges with a certain width of guard bands are constructed as 
channels. If we give FM radio broadcasts for clarity, we can access and listen to 
hundreds of radio channels in the same time zone on an FM radio. Since a specific 
frequency range is determined for each radio broadcaster, hundreds of radio 
broadcasts can be listened to simultaneously without interfering. To prevent the 
channel frequencies from mixing, guard bands are reserved between each chan-
nel. Thus, using different frequency bands establishes more than one channel in a 
single transmission environment (Figure 3.3).

For example, let us observe the European ITU-T (Telecommunication 
Standardization Sector of the International Telecommunication Union) 
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Figure 3.1  Multiplexing-demultiplexing.
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Figure 3.2  Multiple accessing methods.
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application used in analog telephone systems. In first-level frequency multiplex-
ing, 12  channels are used between the 60 and 108 kHz band. This structure is 
called a group. The bandwidth of each channel is 4 kHz. Five groups of 12 chan-
nels are regrouped in the 312–552 kHz band range. As a result, a supergroup struc-
ture with 60 audio channels is formed. Similarly, a master group hierarchy is 
established in the 812–244 kHz band range, so five supergroups will create 300 
different voice channels.

Since different carrier frequencies are defined for each channel, communica-
tion opportunity is provided for more than one terminal simultaneously. The mul-
tiplexing/demultiplexing application scheme for FDM is given in Figure 3.4 [3].
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Modulation, filtering, and demodulation processes are applied to the baseband 
signals in the FDM process. Information signals are transmitted through different 
channels on the sender, modulating with carriers of different frequencies, and 
passed to the transmission medium. On the receiving side, the relevant informa-
tion signal is obtained by being sorted and demodulated with “band-pass” filters 
that give only the desired carrier frequency.

3.3  Time Division Multiplexing

We have stated that in FDM, segmentation is made on the frequency domain, and 
channeling is performed over different frequencies simultaneously. In TDM, the 
frequency is kept constant, and the time domain is divided into channels. In each 
different time slot, different terminals communicate while others wait. This pro-
cess proceeds circularly over time (Figure 3.5).

TDM technology is a digital multiplexing method that sends different signals 
(inputs) at certain time intervals over a single line. In other words, the time envi-
ronment is divided into different time slots, and information signals are sent in 
these slots. Multiplexers and splitters (mux-demux) on opposite ends work syn-
chronously in terms of time by making simultaneous switching (Figure 3.6).

TDM is divided into four types: synchronous, asynchronous, interleaving, and 
statistical TDM.
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3.4  Orthogonal Frequency Division Multiplexing

As can be seen in Figure 3.3, the frequency spectrum is used in conventional FDM, 
which will be inefficient in terms of both guard bands and allocated frequencies. Due 
to the increasing number of users and the increasing need for speed for each user due 
to the introduction of 4G and 5G systems into our lives, it has become inevitable to 
use the frequency spectrum as efficiently as possible. Because of this need, orthogo-
nal frequency division multiplexing (OFDM) has been in practice. Today OFDM is 
used in Wi-Fi 802.11ac, 4G, and 5G communication infrastructures.

OFDM can be thought of as a multicarrier modulation scheme. Due to the elim-
ination of guard bands and the carrier signals orthogonal to each other, multiple 
users can exchange data simultaneously in the available band range, thanks to 
OFDM technology and subcarriers (Figure 3.7). According to the OFDM scheme, 
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when the peak value of a subcarrier at any frequency is at its maximum, the two 
adjacent signals are at the zero level (orthogonal). As can be seen, unlike FDM, 
OFDM provides much more efficient use in a given bandwidth. In addition, 
thanks to the flexibility of subcarriers, flexible bandwidths (speeds) can be 
allocated to users/terminals as needed [4].

3.5  Non-Orthogonal Multiple Access

Non-orthogonal multiple access (NOMA) is one of the most talked about access 
techniques in new-generation wireless communication. We can also use the sec-
ondary name power division multiplexing for NOMA, most commonly encoun-
tered in practice. Thanks to NOMA, where multiple users are supported in a 
single resource, the performance and capacity of the user and the entire system 
can be increased  [9]. NOMA ignores signal interference, unlike other access 
methods (TDMA, FDMA). The critical point here is that even if there is interfer-
ence between the signals, NOMA allows simultaneous communication (multi-
plexing) by adjusting/adapting the power levels of different signals.

If we explain the subject from the two-user scenario given in Figure  3.8, 
suppose user one is closer to the base station (higher channel gain) and user two 
is farther from the base station. To provide the same quality service, the base sta-
tion sends a higher power signal to the channel of user two. Similarly, the strength 
of the outgoing call is lower in channel one. In this way, the power levels differ in 
both user signals sent using the same frequencies.
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Figure 3.8  NOMA with two users.
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Since the power level of user one’s signal is low in the signal received on user 
two’s side, this signal is detected as noise and eliminated. On user one’s side, this 
signal cannot be extracted by noise detection since the power level of the signal 
belonging to user two is higher. Therefore, the “successive interference cancella-
tion” (SIC) mechanism comes into play. With this mechanism, the user two signal 
is not eliminated when it is not detected as noise because the power level is high 
on the user one side [5].

The advantages of the NOMA access scheme, which is expected to be a standard 
access method in 5G and beyond systems, over OFDMA are given as follows:

●● High spectral efficiency with multiple users using the same frequency source.
●● Dens connectivity (IoT, M2M) due to its ability to provide simultaneous service 

to users with higher density.
●● Lower latency times as it provides simultaneous transmission instead of dedi-

cated scheduled time slots.
●● Much better quality of service (QoS) thanks to flexible power management.
●● Improved communication performance thanks to the multiple input multiple 

output (MIMO) antenna structure.

Some of the disadvantages of NOMA, such as the need for receivers to be more 
complex and the need for high energy consumption, can be counted.

As 5G and beyond transmission systems occur in our lives, we will often start 
seeing NOMA-based machine-to-machine (M2M) communication and Internet 
of things (IoT) applications. As we will discuss in the relevant section, NOMA 
solutions will be integrated with applications such as MIMO, beamforming, and 
space-time coding, which have already been used in practice.

3.6  Wavelength Division Multiplexing

Wavelength division multiplexing (WDM) transmission systems are used in fiber 
backbones. They are not used in user-based access in multiple access systems. The 
WDM multiplexing method aims to create different channels by using different 
wavelengths (in other words, colors) of light (Figure 3.9).

While it may seem complicated at first glance, the underlying idea is quite 
simple. As it is known, the light prism can gather the light beams (according to 
the angle and wavelength) that come to it in a single light beam. In the opposite 
case, when a single light is passed through a light prism, multiple (multi-
colored, different wavelength) light beams are formed on the prism’s other side, 
called the light spectrum. WDM multiplexing and deduplication processes are 
done on this principle. In this way, high-bandwidth transmission lines can be 
created.
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3.7  Code Division Multiplexing

In code division multiplexing, a unique code is generated for each channel, keep-
ing the time and frequency constant. Using these propagation codes, the relevant 
terminal/user filters the channel of their code and evaluates the channels carry-
ing other codes as noise. This method provides advantages in spectrum efficiency, 
QoS, power consumption, and security (Figure 3.10).

The following Figure 3.11 shows the block diagram of code division multiplex-
ing. As can be seen, a different code is generated for each channel. These pieces of 
information with other codes are sent to the transmission line in a mixed way. 
Since the code of each information is known on the receiving side, the original 
data is obtained using this code.
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Figure 3.9  WDM.

Code

Time

Channel n

Channel 3

........

Channel 2

Channel 1

Frequency

Figure 3.10  CDM.



3.9  ­Orbital  Angular M omentum Multiplexin  27

3.8  Spatial Division Multiplexing

One of the most critical developments in 5G and later generation wireless 
communication systems is the design of MIMO antenna systems. This way, 
base stations equipped with antenna arrays have developed an environment 
for each user/terminal to emit electromagnetic emissions at the same fre-
quency but with different beams. With this directed signaling, spatial divi-
sion multiplexing (SDM) was created without the frequency interferences [6] 
(Figure 3.12).

3.9  Orbital Angular Momentum Multiplexing

In recent years, wireless communication using orbital angular momentum (OAM) 
has become an important application area for post-5G systems due to its potential 
to enable high-speed wireless transmission. OAM is implemented by utilizing 
the physical characteristic of electromagnetic waves characterized by a helical 
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Figure 3.11  CDM mux-demux.
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phase front in the direction of propagation. Since this characteristic can create 
multiple independent channels, wireless OAM multiplexing can effectively 
increase the transmission rate in a point-to-point link such as a wireless backhaul 
and fronthaul by creating multiple orthogonal channels [2, 7].

An essential advantage of this method is that it can produce multiple orthogo-
nal channels in line of sight (LOS) channel environments without requiring 
complex signal processing techniques such as channel diagonalization. Table 3.1 
compares mMIMO, LOS MIMO, and OAM [7] (Figure 3.13).

The following steps are applied in the OAM process. The transmitter gener-
ates the data and performs typical baseband operations such as modulation, 
interleaving, channel coding, and power precompensation. The output stream 
is split into multiple streams by serial-parallel conversion. Each stream is then 
digital-to-analog converted before being sent to the radio frequency (RF) stage. 
Each RF stream generates beams carrying different OAM modes using single 
or multiple uniform circular arrays (UCA). In the final stage, all OAM signals 
are transmitted simultaneously in the same frequency band. The point that 
should not be overlooked here is that OAM beam generation and multiplexing 
are done by devices such as phase shifters and combiners that do not require 
digital signal processing. We can also see OAM as a specific application of 
MIMO technologies.

Figure 3.12  SDM.
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In Figure  3.14, modes 0, 1, and 2 OAM beamforming using regular circular 
arrays of eight antenna components (elements) are given. The separation of the 
beams carrying the OAM modes can be performed similarly to the generation of 
these beams, with antenna elements connected with phase shifters that make 
opposite rotation directions. As long as the number of antenna elements exceeds 
2n, n * 360° turns are orthogonal to each other. Therefore, each OAM mode can be 

Table 3.1  Comparison of mMIMO, LOS MIMO, and OAM for fixed wireless links.

Massive MIMO LOS MIMO
OAM 
multiplexing

Type P2MP P2P P2P

Channel LOS/NLOS LOS LOS

Antenna configuration Linear array Linear array Circular array

Antenna size Large/medium Large Large

Stream per user Single Multiple Multiple

Circuit complexity High/medium Medium Medium

Mobility tracking Eligible Not eligible Not eligible

Robustness for coaxial 
distance variations

Good Bad Good

Robustness for axis 
misalignments

Good Bad Good

Tx

Channel

Baseband
processing

Baseband
processing

AWGN

S/P

P/S

DAC

ADC

Up
conversion

OAM
multiplexing

OAM
demultiplexing

Down
conversion

Rx

Figure 3.13  Block diagram of OAM.
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separated from the signals of the mixed OAM modes without using an alias. 
Figure 3.14a shows an example of each antenna element phase corresponding to 
the example Figure 3.14b [7].

3.10  Polarization Division Multiplexing

Polarization division multiplexing (PDM) is a physical layer method for multi-
plexing signals carried on electromagnetic waves and allows two information 
channels to be transmitted on the same carrier frequency using waves of two 
orthogonal polarization states. It is used in microwave links such as satellite tele-
vision downlinks to double the bandwidth using two orthogonally polarized feed 
antennas in satellite antennas. It is also used in fiber optic communication by 
transmitting separate left and right circularly polarized light beams over the same 
optical fiber [8] (Figure 3.15).
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4.1  Introduction

With the introduction of 3G, 4G, and 5G technologies into our lives, streaming 
multimedia, interactive games, mobile TV, video games, 3D services, and video 
sharing applications have become frequently used in daily life. With the spread of 
these applications, the need for bandwidth per user has also increased. Adequate 
access and core network usage have become more critical than ever. At this point, 
controlling and maximizing the network metrics is necessary to maintain and 
maximize the network metrics to optimize the network performance. The follow-
ing sections describe these network performance metrics.

4.2  Spectral Efficiency

Spectral efficiency, defined as the number of bits carried per Hertz, aims to 
increase the number of bits transmitted on the subchannel. For example, in 4G 
(IMT-Advanced) wireless networks, downlink spectrum efficiency is 15 bps/Hz 
and uplink spectrum efficiency is 6.75 bps/Hz. Another definition of the spectrum 
or modulation efficiency (Erlangs/MHz/km2) about modulation is given in the 
following formula [1].

	
SE

Total traffic carried by the system
Bandwidth Total coverage

The graph of spectral efficiency vs. signal-to-noise ratio is given in Figure 4.1 [2].
Figure 4.1 shows R throughput, B bandwidth, and E represents the energy of a 

single bit in joules C channel capacity in bits per second. The dotted line in the 
chart represents Shannon Limit that converges ln(2) = −1.6. Various modulation 
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schemes are shown under Shannon Limit with a typical range of 4G-long-term 
evolution (LTE) signals.

Areas of interest in the figure include the R > B “Impossible Zone.” This region 
is above the Shannon boundary of the curve. It indicates that no form of reliable 
information exchange can be above the borderline. The area below the Shannon 
boundary is called the “Executable Region,” where R < B. Every protocol and 
modulation technique in any form of communication tries to get as close as pos-
sible to the Shannon limit. By looking at this graph, we can see where the typical 
4G-LTE using various forms of modulation is.

As it can be understood from the explanations given above, spectrum efficiency is 
optimizing the bandwidth and spectrum with the maximum amount of data with 
minimal error. Since the frequency spectrum is a limited resource, it is critical to use 
it effectively and efficiently. We can examine efficiency from economic, technical, 
and functional aspects. From a financial point of view, we see licensing and pricing 
models. In technical efficiency, the maximum amount of data to be sent in a given 
spectrum range is considered. In functional efficiency, the intent is related to how 
well the allocated spectrum resource meets the user’s needs as desired. One of the 
biggest reasons for using quadrature amplitude modulation (QAM; 4–8–16 etc.) sys-
tems in wireless communication is to achieve effective spectral efficiency. Of course, 
regardless of modulation, as the distance increases, the data transmission rate will 
decrease due to losses, and the spectrum efficiency will also decrease [3] (Figure 4.2).
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4.3  Important Network Performance Metrics

In this section, network performance metrics will be explained. Optimizing these 
parameters, which directly affect network performance, is extremely important 
for the efficiency of applications running on the network.

●● Packet loss: When accessing the Internet or any network, small units of data 
called packets are sent and received. It is called packet loss when one or more 
packets cannot reach the desired destination. For users, packet loss manifests as 
a network outage, slow service, or even a complete loss of network connectivity. 
In other words, packet loss describes lost data packets that do not reach their 
destination after being transmitted over a network. Packet loss occurs when net-
work congestion, hardware problems, software errors, and other factors cause 
packets to drop during data transmission. Any application can be interrupted by 
packet loss, but the most affected applications rely on real-time packet process-
ing, such as video, audio, and game programs. Packet loss is involved in the trio 
of two other major network performance complications: latency and jitter.

	   Acceptable packet loss depends on the type of data sent. For example, packet 
loss between 5% and 10% in voice over IP networks affects the quality signifi-
cantly. Values between 1% and 2.5% are acceptable, while values below 1% are 
regarded as “good.”
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●● Bandwidth: Network bandwidth is a measurement that indicates the maximum 
capacity of a wired or wireless communication link to transmit data over a 
network connection over a given period. Typically, bandwidth is represented by 
the number of bits, kilobits, megabits, or gigabits that can be transmitted in one 
second. Bandwidth, synonymous with capacity, defines the data transfer rate. 
Bandwidth is not a measure of network speed, contrary to a common 
misconception. But it is a concept related to network speed. There is a strong 
relation between bandwidth and throughput that is explained next.

●● Throughput: The actual amount of traffic flowing from a specific source or 
group of resources to a particular destination or target group at a given time. 
This is an important point: Throughput is how much actual traffic flows when 
you do a real-time measurement or the data delivery rate over a given period. 
Packets per second can be measured in values such as bytes per second or bits 
per second. Bandwidth and throughput are related to speed, but what is the dif-
ference? In short, bandwidth is the theoretical speed of data on the network, 
while throughput is the speed of data on the network (Figure 4.3).

	   Factors such as the transmission medium limitation, network congestion, 
latency, packet losses and errors, and protocols used in data transmission 
directly affect throughput. The closer the throughput is to the bandwidth, the 
higher is the performance of the communication network.

●● Delay: Network latency refers to the time it takes for a packet to get from point A to 
point B. If Point A is the source and point B is the destination, the delay is the time 
passed in end-to-end communication. It can be explained under four headings:

–– Propagation delay: Propagation delay is the time it takes for a bit to reach one 
end of a link to the other. The delay depends on the distance between the 
sender and the receiver and the propagation speed of the wave signal.

–– Transmission delay: Transmission delay refers to the time it takes for a data 
packet to be transmitted to the outgoing connection. The packet’s size and the 
outgoing connection’s capacity determine the delay.

Latency

Throughput

End device

End device

Network Server

Network Server

Time needed to transmit a packet

Quantity of data can be sent and
received within a unit of time

Figure 4.3  Latency and throughput.
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–– Queuing delay: Queuing delay refers to the time a packet waits for processing 
in a switch’s buffer. The delay depends on the arrival rate of incoming packets, 
the transmission capacity of the outgoing link, and the nature of the network’s 
traffic.

–– Processing delay: Transaction latency is the time it takes a switch to process 
the packet header. The latency depends on the processing speed of the key 
(Figure 4.4).

●● Latency: Latency is a measure of the delay metric. In a network, latency is meas-
ured in milliseconds as the time it takes for a given data to reach its destination 
over the network. It is usually a measure in the form of the data reaching its 
destination and returning to the source of the response (round trip delay). 
Especially in TCP/IP networks, the round trip delay is an important parameter.

	   The term delay is often used interchangeably with latency, but there is a subtle 
difference between the two. Propagation delay refers to the time it takes for the first 
bit to travel over a link between the sender and receiver, while network latency 
refers to the total time it takes to send the entire message. While the average latency 
is 50 ms in 4G networks, this value has decreased to 1 ms with 5G networks.

●● Jitter: Wave distortion can be defined as the delay experienced in delays. In 
other words, jitter is the fluctuations in the delay values of received packets. 
This is usually due to network congestion and sometimes route changes. The 
high jitter value in real-time applications (VoIP, video, etc.) dramatically affects 
the quality. Essentially the longer data packets arrive, the more jitter can nega-
tively impact the video and audio quality. As a typical example, jitter is expected 
not to exceed 30 ms in VoIP networks (Figure 4.5).

●● Peak-to-average power ratio (PAPR): PAPR is the relationship between the 
maximum power of a sample in a given orthogonal frequency division multi-
plexing (OFDM) transmission symbol divided by the average power of that 
OFDM symbol. In simple terms, PAPR is the ratio of peak power to the average 
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Figure 4.4  Four types of delay.
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power of a signal. It is expressed in dB, and low values are desirable. PAPR 
occurs when different subcarriers are out of phase in a multicarrier system. 
OFDM is a multicarrier modulation technique where the available spectrum is 
divided into subcarriers, each containing a low-rate data stream. Signals trans-
mitted through an OFDM system typically have high peaks in the time domain, 
and in an OFDM system, all subcarriers are out of phase with each other.

	   At each phase value, the signals differ from each other, but if, in a given 
situation, all data points reach the maximum value simultaneously, it will 
cause the output to spike. This causes a “peak” in the output envelope. Because 
an OFDM system has independently modulated subcarriers, the peak value of 
the system can be very high relative to the average of the entire system. This 
occasional ripple (resulting in a high PAPR) is one of the significant disadvan-
tages of the OFDM system as it reduces the efficiency of the power amplifier in 
the transmitter. High PAPR can also cause problems such as out-of-band and 
in-band distortion. In-band distortions include high error vector size (EVM) 
and degraded receiver performance. Out-of-band distortions have increased 
adjacent channel leak rates and lessened users’ performance on adjacent chan-
nels. Considering the mathematical formula of PAPR, it is defined as the 
square of peak amplitude divided by the root mean square (RMS) value.

●● Bit error rate (BER): The bit error rate (BER) is the number of bit errors that 
occur in a specified time. Bit error rate (BER) is a proportional value obtained 
by dividing the number of error bits by the total number of bits transferred dur-
ing the specified time interval. In some cases, the packet error rate (PER) is 
measured. As the number of lost packets in communication systems increases 
for the reasons we have explained, the BER rate also increases, which is an 
undesirable situation. The formulas are given as follows.

	
BER

bit error amount in unit time
transmitted bit amount in unit time

25 ms

15 ms

Internet

3 2 1 3 2 1

Figure 4.5  Jitter.
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PER

packet error amount in unit time
transmitted packet amount in uniit time

9–10 is an acceptable BER value for communication, while the minimum value 
for data transmission should be 10–13.

●● Signal-to-noise ratio (SNR): In analog and digital communication, a signal-
to-noise ratio, usually written S/N or SNR, measures the strength of the desired 
signal relative to background noise (unwanted signal). The SNR is calculated 
using a fixed formula that compares the two levels and gives the ratio indicating 
whether the noise level affects the desired signal. The rate is typically expressed 
as a single numerical value in decibels (dB). The SNR can be zero, a positive 
number, or a negative number. An SNR above 0 dB indicates that the signal level 
is greater than the noise level. In some sources, SNR is also given as CINR (car-
rier to interference + noise ratio). The higher the percentage, the better is the 
signal quality.

	
SNR Signal power

Noise power

	 In data networks, above 20 dB is recommended. This value is expected to be 
25 dB and above in voice applications. In data networks, above 20 dB is recom-
mended. This value is expected to be 25 dB and above in voice-centric applica-
tions (Figure 4.6).

●● Signal interference + noise ratio (SINR): In addition to environmental 
noise, the receiver may hear signals from other wireless communication 
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Figure 4.6  SNR and SINR.
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systems or other signal sources that may interfere with the voice signal. SINR is 
a measure of this interference distortion and is a more used metric than 
SNR. SINR means the strength of the desired signal compared to unwanted 
interference and noise. Mobile network operators strive to maximize SINR at all 
sites to deliver the best customer experience by transmitting at a higher power 
or minimizing interference and noise.

	
SINR Signal power

Noise power Interference power
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5.1  Introduction

To understand the communication issues on a packet-switched network, it is 
necessary to understand the “Open Systems Interconnection (OSI) model of the 
International Organization for Standardization (ISO).” The OSI model is a reference 
model that defines how end-to-end packet communication will be carried out 
through a seven-layer process. Before the OSI model, each IT company had network 
infrastructures built according to its standards. With the OSI model, it is ensured 
that different network topologies and different protocols can work together.

The OSI model is a seven-layer model. In each layer, processes specific to that 
layer are executed. Conceptually, each layer communicating with its peer is virtu-
ally connected (Figure 5.1).

The application first generates the data at layer 7. The data created in each layer 
is encapsulated with data specific to that layer and transferred to the next layer. 
Each layer puts information on the data and passes it to a lower layer. The data 
converted into electrical signals in the last physical layer reaches the physical 
layer of the opposite host. As data passes upward through each layer, it is decap-
sulated, and the relevant layer receives data that it will understand on its own [1].

No layer can read data outside of its layer. In other words, layer data other than 
its peer layer is meaningless for that layer. At each layer, protocols specific to that 
layer are executed. For example, when we want to access the Internet via a 
browser, the HTTP (Hypertext transfer protocol) is used at the application layer. 
Or, when we run an e-mail client, the SMTP (Simple Mail Transfer Protocol) pro-
vides mail transferring functions at the application layer.

In a layered system, the devices of a layer exchange data in a different form 
known as a protocol data unit (PDU). For example, when a user wants to browse 
a website on the computer, the remote server software first delivers the requested 

5
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data to the application layer. Each layer passed the information to its adjacent 
layer encapsulating its data.

During passing the data, each layer adds a header, footer, or both to the incom-
ing PDU from the upper layer, which routes and identifies the packet. This process 
is called encapsulation. Encapsulation combines the header (and footer) and data 
from the PDU for the next layer. The process continues until it reaches the lowest 
level layer (physical layer or network access layer), where data is transmitted to 
the receiving device. The receiving device reverses the process by de-encapsulating 
the data in each layer, with the header and footer information driving the opera-
tions. Then the application finally uses the data. The process continues until all 
data has been transmitted and received (Figure 5.2).

Although seven layers are discussed in the initial definitions, in today’s 
applications, a four-layer (TCP/IP) model consisting of an application, transport, 
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Internet, and link layers or a five-layer model comprising an application, trans-
port, network, data link, and physical layers come to the fore. However, to give the 
reader more detailed information, the seven-layer structure covering other mod-
els will be explained.

5.2  Application Layer

It is the top layer of the OSI model. Manipulation of data (information) in various 
ways is done in this layer, which allows the user or software to access the network. 
User applications such as email client (e.g. Outlook), web browser (e.g. Chrome) 
and directory services (e.g. DNS) run in this layer.

The application layer contains various protocols commonly needed by users. 
One of the widely used application protocols is HTTP, which is the basis of the 
World Wide Web. When a web page is requested via a browser, the unified resource 
locater (URL) address of the requested page is sent to the server using HTTP.  
The relevant server also opens this page to the user (Figure 5.3).

Other application protocols used are File Transfer Protocol (FTP), Trivial File 
Transfer Protocol (TFTP), SMTP, Teletype Network Protocol (TELNET), Domain 
Name System (DNS), etc. In terms of functional classification, we can say that 
four different services are provided in the application layer [2]:

●● Mail services: This layer provides the base for sending, receiving, and stor-
ing e-mail.

●● Network virtual terminal: This allows the user to connect to a remote site. 
The application creates terminal emulation software for a terminal on the 

7 H

H

H

TCP

IP

MAC

Data

Data

Data

Data Datagram

Packet

Frame

Bit

TCP+Data

FCSIP+TCP+Data

..........0101100101...........

H

H

H

TCP

IP

MAC

Data

Data

Data

Data

TCP+Data

FCSIP+TCP+Data

..........0101100101...........

6

5

4

3

2

1

7

6

5

4

3

2

1

Figure 5.2  Data flow of the OSI model.



5  Seven Layers of ISO/OSI44

remote host. In this way, the user computer communicates with the remote host 
through the emulator. The remote host thinks it is communicating with its orig-
inal terminal.

●● Directory services: This layer provides access to global information about 
different services.

●● File transfer, access, and management (FTAM): It is a standard mecha-
nism for accessing and managing files. Users can access and manage files on the 
remote computer. They can also receive files from a remote computer.

5.3  Presentation Layer

The primary purpose of this layer is to take care of the syntax and semantics of the 
information exchanged between two mutual terminal systems. The presentation 
layer takes care of sending the data in such a way that the receiver can understand 
the information (data) and use the data. Languages (syntax) may differ in these 
two terminals. Under this condition, the presentation layer plays the role of trans-
lator. The data structures to be exchanged can be defined abstractly to enable com-
puters with different data representations to communicate. The presentation layer 
manages these conceptual data structures and allows higher-level data structures 
to be defined and exchanged.

Application layer
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Application layer
servers

Applications

FTP SMTP Web

802521

TCP layer ports

FTP TELNET Music
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55423211027 1028 7070

TCP layer portsTCP layer ports

OutlookIE

adc.com Server
IP:205.58.25.10

xyz.com Server
IP:175.83.52.13

End user
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To:205.58.25.10 port 80: from 155.45.50.25 port 1027

To:175.83.52.13 port 554: from 155.45.50.25 port 7070

To:155.45.20.25 port 1028: from 205.58.25.10 port 25

Figure 5.3  Application layer services.
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The presentation layer has three main functions:

●● Translation: Before being transmitted, information in the form of characters 
and numbers must be changed to bit streams. The presentation layer is respon-
sible for the interoperability between encoding methods as different computers 
use different encoding methods. It translates data between the formats required 
by the network and the format of the computer.

●● Encryption: It performs encryption at the transmitter and decryption at the 
receiver.

●● Compression: It performs data compression to reduce the bandwidth con-
sumed by the data to be transmitted. The primary role of data compression is to 
reduce the number of bits to transmit audio, video, text, etc. It is essential in 
multimedia (JPEG, MP3, etc.) transmission.

5.4  Session Layer

The session layer controls the dialogs (connections) between computers. It estab-
lishes, manages, maintains, and terminates local and remote application connec-
tions. Layer 5 software also handles authentication and authorization functions. It 
verifies that the data has also been delivered. The session layer is often explicitly 
implemented in applications that use remote procedure calls.

The session layer manages and synchronizes the conversation between two 
different applications. At the session layer, data streams are flagged and synchro-
nized properly so that messages are not prematurely truncated and data loss is 
avoided.

Functions of the session layer are:

●● Dialog control: This function allows the two systems to communicate in half 
or full duplex.

●● Token management: This function prevents two parties from simultaneously 
attempting the same critical transaction.

●● Synchronization: This function allows a process to add control points to the 
data stream, which are considered synchronization points. For example, if a 
system sends an 800-page file, it is recommended to add checkpoints after every 
50 pages. This mechanism ensures that the 50-page unit is successfully received 
and validated. For example, if there is a crash on page 110, there is no need to 
resubmit the first 100 pages.

5.5  Transport Layer

The transport layer provides the functions and means to transfer data streams 
from a source to a destination host over one or more networks while maintaining 
quality of service (QoS) functions and ensuring complete data delivery. 
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The integrity of the data can be guaranteed by error correction and similar func-
tions. It can also provide an open flow control function [3].

The primary function of the transport layer is to accept the data from the upper 
layer, divide it into smaller units, transfer these data units to the network layer, 
and ensure that all the pieces of the data reach the other end correctly. Also, all 
these processes must be done efficiently and in a way that isolates the upper layers 
from inevitable changes in hardware technology.

The transport layer also determines what kind of service is provided to the ses-
sion layer and ultimately to network users. The most popular transport connec-
tion is the error-free point-to-point channel connection, which delivers messages 
or arranges bytes in the order they were sent.

The transport layer is an actual end-to-end layer from source to destination. In 
other words, a program on the source machine continues to talk to a similar pro-
gram on the target machine, using message headers and control messages. In this 
sense, the transport layer is connection oriented.

The functions of the transport layer are given as follows:

●● Service point addressing: The transport Layer header contains the service 
point address, which is the port address. This layer forwards each packet to the 
appropriate process on the opposite computer.

●● Segmentation and reassembling: A message is divided into sections; each 
piece contains a sequence number that enables this layer to reassemble the mes-
sage. The message is correctly reassembled on arrival at the destination, and 
packets lost in transmission are re-requested.

●● Connection control: There are two connection types. In a connectionless con-
nection (for example, UDP), each segment is treated as an independent packet 
and sent to the network. It does not matter whether the packet reaches the des-
tination or not. In the connection-oriented transport layer, a connection is made 
with the transport layer on the target machine before the package is delivered. 
After this connection, the packets are sent to the target machine.

●● Flow control: End-to-end flow control is executed.
●● Error control: The function checks that the entire message is transmitted to 

the receiving transport layer without error. Error correction is carried out 
through retransmission.

5.6  Network Layer

The network layer performs packet routing through logical addressing and switch-
ing functions. A network has many nodes connected. Each of these nodes has a 
logical address (Internet protocol [IP]). When a node wants to forward a message 
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to another node or nodes, the packets are delivered to their destination via one or 
more routers using the addresses of the source and destination nodes. It also splits 
outgoing messages into packets and combines incoming packets into messages for 
upper layers.

The network layer functions include converting logical addresses (IP) to physi-
cal addresses, routing packets over routers and gateways, performing flow/
sequence control, error control, and converting large packets into smaller packets. 
There are three different IP definitions on a host connected to a switch device in a 
local network. The first is the host address; the second is the subnet mask used to 
determine the local network to which this host is connected and the gateway 
address (router) required to deliver packets produced for destinations, not in its 
network.

Communication between two hosts in the same local network is straightfor-
ward. When a host sends packets to another host, it checks whether that host is on 
the same local network. The packet communication is continued through the 
switch device if it is in its network. However, if the other host is on a different 
network, it delivers its packets to the router device. The router has two interfaces. 
One is connected to the local network, while the other is to the wide area network. 
The router maintains a routing table in which it is recorded which networks are to 
be accessed via which interfaces.

IP running at this layer is a connectionless protocol. In other words, the sender 
does not care whether the packet reaches across or not. This function is performed 
by transmission control protocol (TCP) in the transport layer. Therefore, TCP is a 
connection-oriented protocol (Figure 5.4).

To external network
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Local IP connection

Wireless router

Wireless device

Wireless device

Wireless device

Wireless device

Internet

Figure 5.4  IP routing.
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5.7  Data Link Layer

The data link layer performs the most reliable node-to-node transmission of data. 
It creates frames from packets received from the network layer and gives them to 
the physical layer. It also synchronizes the information transmitted over the data 
and performs error checking.

The data link layer is generally divided into two sublayers – the media access 
control (MAC) layer and the logical link control (LLC) layer. The MAC layer con-
trols how devices on a network access media and permission to transmit data. The 
LLC layer is responsible for defining and encapsulating network layer protocols 
and controls error checking and frame synchronization.

Its primary functions are given as follows:

●● Framing: Frames are bitstreams from the network layer. These bits are divided 
into manageable data units.

●● Physical addressing: The data link layer adds a MAC header to the frame. 
These addresses, which we call MAC (or physical) addresses, are hardware 
addresses uniquely found in every device that can connect with other devices. 
Even if the IP address of a device varies according to the network, it is con-
nected. The MAC address is unique and does not change. The first 24 bits 
(3 octets) of the MAC address, which consists of 48 bits and 5 octets, indicate 
the manufacturer. In comparison, the second 24 bits show information such as 
hardware model, year, and place of manufacture. While the IP address is visible 
to all users, the device’s MAC address is only visible to users connected to the 
same network. Even if the hosts’ communication starts with IP addresses, it is 
continued locally via MAC addresses with IP-MAC mappings (Figure 5.5).

Considering the IP (layer 3) and MAC (layer 2) addressing mechanisms, we can 
say that the routers operate in the OSI layer 3. And it switches packets to other 
routers on the network (Figure 5.6).

●● Flow control: A flow control mechanism is provided to prevent a fast transmis-
sion from activating a slow receiver by buffering the extra bit. This avoids traffic 
jams on the receiver side.

From MAC address of host
to MAC address of Router 1

Host Router 1 Router 2
Server

From MAC address of Router1
to MAC address of Router 2

From MAC address of Router 2
to MAC address of server

From IP address of host
to IP address of server

Figure 5.5  MAC address communication.
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●● Error control: Error checking is achieved by adding a trailer to the end of the 
frame. Frames are also prevented from being duplicated using this mechanism.

●● Access control: The protocols of this layer determine which devices have con-
trol over the link at any given time when two or more devices are connected to 
the same link.

5.8  Physical Layer

The physical layer defines the electrical and physical characteristics of the data 
link. For example, the layout of the connector’s pins, the operating voltages of an 
electrical cable, fiber optic cable characteristics, and the frequency of wireless 
devices are specified in this layer. It is responsible for transmitting and receiving 
unstructured raw data on a physical medium. Bit rate control is done at the physi-
cal layer. It is the low-level layer of network equipment and never deals with pro-
tocols or other upper-layer elements. It deals with baseband and broadband 
transmission.

The functions of the physical layer are given as follows:

●● Representation of bits: The data in this layer consists of a bit stream. Bits 
must be encoded into signals for transmission. It defines the encoding type, i.e. 
how the 0’s and 1’s are changed depending on the signal.

IP:192.168.3.26
MAC:01-00-5E-A8-F3-B2

IP:192.168.3.27
MAC:34-F3-9A-70-9E-E5

IP:192.168.3.28
MAC:00-FF-A0-C8-FE-C7

IP:192.168.3.25
MAC:00-1A-3F-F1-4C-C6

00-FF-A0-C8-FE-C7 00-1A-3F-F1-4C-C6

Ethernet frame

192.168.3.28 192.168.3.25 User data Trailer

Figure 5.6  IP vs. MAC addresses.
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●● Data rate: This function defines the transmission rate, which is bits per second.
●● Synchronization: It deals with the synchronization of the transmitter and 

receiver. The sender and receiver are synchronized at the bit level.
●● Interface: The physical layer defines the transmission interface between 

devices and the transmission medium.
●● Line configuration: This layer connects devices to the environment with 

point-to-point and multipoint configurations.
●● Topologies: Devices are connected using Mesh, Star, Ring, and Bus topologies.
●● Transmission modes: It defines the direction of transmission between two 

devices, which is unidirectional, half duplex, or full duplex.
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6.1  Introduction

This section explains first-generation wireless communication systems and 
cellular communication paradigms. The first milestone in the evolution journey 
to 6G is the cellular communication system using frequency reuse. Therefore, for 
advanced wireless cellular networks to be understandable, the reader must master 
cellular communication. Cellular communication systems have been developed to 
overcome the constraints imposed by the limited frequency source. These systems, 
established by using the same frequencies on cells that are not adjacent to each 
other, were an essential step for wireless communication systems.

6.2  A Brief History of Wireless Communication

We can say that the first step in wireless communication was taken with the dis-
covery of infrared. In 1800, Sir William Herschel decided to experiment with sun-
light. In this experiment, Sir Herschel observed rainbow colors by passing sunlight 
through a prism. He then positioned a thermometer under each color of light. In 
addition, he set a different thermometer at a point just beyond the red light. He 
saw that the thermometer outside the light spectrum reached the highest tem-
perature in his experiment. Thus, Sir William Herschel discovered infrared light.

A year after this discovery, Johann Wilhelm Ritter, inspired by Herschel’s 
discovery, discovered ultraviolet light. In 1867, James Clerk Maxwell predicted 
that there should be light with wavelengths even longer than infrared light. 
In  1887, Heinrich Hertz demonstrated the existence of waves that Maxwell 
predicted by generating radio waves in his laboratory. Thus, the door of commu-
nication on electromagnetic waves was opened.

6

Cellular Communication and 1G Systems
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In 1901, Guglielmo Marconi successfully transmitted the first radio signal to 
America over the Atlantic Ocean. It was believed that radio signals could not 
travel more than 200 miles. Again, Marconi sent the world’s first radio signal from 
England to Australia in 1918.

Nikola Tesla, working on radio signals simultaneously with Marconi, invented 
and patented a radio-controlled robot boat in 1898.

As a result of all these efforts, the era of wireless communication started. As will 
be seen in the following chapters, this development process, which began with the 
first cellular wireless network established in the 1940s, continues today with the 
support of the developments in multiplexing and modulation techniques.

6.3  Cellular Communication

One of the most important revolutionary developments in data transmission and 
communication has been the development of cellular networks. With the devel-
opment of cellular communication, mobile communication has also become 
possible. With frequency reuse, the most efficient use of the limited spectrum in 
communication is ensured.

Wireless communication systems used before cellular communication infra-
structures served an area with a radius of 80 km, offering approximately 25 chan-
nels. The most practical way to increase the communication capacity in such an 
infrastructure would be to design smaller, low-power systems. Thus, it will be pos-
sible to use many transceivers [1].

At the heart of a cellular network is the placement of multiple, low-power 
(100 W or less) transmitters and receivers in the middle of what are called cells. 
This way, communication infrastructure is created by dividing large areas into 
smaller segments called cells using a transmitter with a low coverage area. The 
structure in the middle of each cell consisting of transmitter, receiver, and control 
units is called a base station. While different frequencies are used in neighboring 
cells to avoid interference and signal degradation, the same carriers can be used in 
non-adjacent cells (frequency reusing). In this way, maximum utilization is 
achieved in the frequency domain (Figure 6.1).

In the structure described earlier, a mobile communication service provider has 
to provide services such as locating the mobile device, tracking the caller, dynamic 
channel allocation for each call, and continuing the communication without los-
ing the connection of the devices circulating between the cells (roaming).

It is possible to establish a communication infrastructure consisting of hun-
dreds of cells with frequency reuse in cellular communication. Figure 6.2 shows 
the cell structure for frequency reusing models 4, 7, and 19, respectively [1].
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Beginning in the late 1970s, cellular telephone or cellular communication usage 
began. The first application established in Tokyo by the Japanese is the most criti-
cal component that forms the infrastructure of xG systems today [2].

Cell widths are optimized by evaluating the population of the geographic area 
and the call traffic. The radius of a typical cell ranges from 1.5 to 20 km. The cell 
radius also expands in rural areas where call traffic and population are less dense. 
Cells are divided into subcells where call traffic is too much to handle. Because of 
the constraint in frequency bands, the same frequencies can be used repeatedly 
between non-adjacent cells.

The features of cellular communication systems are summarized as follows [3]:

●● High utilization capacity in the limited frequency spectrum.
●● Reusing the radio channels in different cells again.
●● Effective distribution and use of a certain number of channels among the 

number of users more than the number of channels.
●● Direct communication between mobile device and base station (no direct 

communication between mobile devices).
●● Each cellular base station is located in small geographic areas called cells, using 

a set of radio channels.
●● Different frequency groups are used in neighboring cells.
●● Ensuring the use of channel groups in different cells by limiting the coverage 

area to cells.
●● Interference and noise levels are kept within tolerable limits.
●● Frequency recovery and frequency planning.
●● Wireless cellular network organizations.

6.4  1G Systems

A system with a public-switched telephone network (PSTN) interface, which was 
used in the 1940s, can be taken as the first cellular phone. The system in each city 
used a single and very powerful high-tower transmitter to enable wireless commu-
nication with a range of 50 km. The structure, which initially worked in one way 
(push and talk/half duplex) with 120 kHz FM modulation, turned into two way 
and automatic calls in the 60s. Over time, the FM band was reduced to 30 kHz 
with the developments in radio frequency (RF) filters and noise-sensitive ampli-
fiers. This radio communication system used until the beginning of the 1980s was 
insufficient in terms of spectrum and geographically unusable everywhere. This 
noncellular mobile system can be considered a “0G” system. It can be said that 
communication generations started with 0G systems.

In line with research and development in the 50s and 60s, companies such as 
AT&T, Motorola, NTT in Japan, and Ericsson in Europe developed various 
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cellular mobile systems in the 70s. All these systems were analog-operated FM 
systems. For the first time, the Advanced Mobile Phone System (AMPS) using 
30 kHz channels on frequency division multiple access (FDMA) was designed and 
commissioned in North America in 1983. This infrastructure is known as the first 
analog cellular mobile system. These analog cellular mobile systems were called 
1G (first-generation) wireless communication systems. In addition to the AMPS 
system, Total Access Communication System (TACS), Nordic Mobile Telephone 
(NMT), Narrowband Advanced Mobile Phone (NAMPS), Japanese Mobile 
Cellular System (MCS), CNET, and MATS-E systems are first-generation analog 
mobile communication systems. Figure  6.3 shows the evolution from the first 
generation (1G) to the present [4].

1G systems operating in the ISM 800 MHz band are designed to provide voice 
and circuit-switched low-speed (9.6 kbps) data services [5]. 1G systems are inef-
fective due to poor voice quality, massive mobile devices, low calling times, and 
low battery life (Figure 6.4).
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Figure 6.3  Development of communication systems.
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1G analog system features are summarized as follows:

●● AMPS
–– Analog FM modulation, frequency division duplexing (FDD) communica-

tion, FDMA-based multiple access
–– Channel bandwidth up to 10 kHz

●● NMT
–– Analog FM modulation, FDD communication, FDMA-based multiple access
–– 12.5 kHz or 25 kHz bands
–– Roaming in European countries

●● TACS
–– Variant of the Japan development
–– Analog FM modulation, FDD communication, FDMA-based multiple access
–– 30 kHz channel bandwidth
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7.1  Introduction

We have mentioned that first-generation cellular networks (for example, Advanced 
Mobile Phone System [AMPS]) offered poor sound quality. Second-generation 
(2G) cellular communication networks provided higher signal quality, data rates, 
and digital service capacity than 1G. The second-generation wireless network 
technology, commonly known as global system for mobile communication (GSM) 
and called 2G, has been standardized by the third-generation partnership project 
(3GPP). In this section, besides explaining the 2G specifications, the differences 
with 1G will also be given.

7.2  1G and 2G Comparisons

The comparison between 1G and 2G is given as follows [1]:

●● Digital traffic channels: We can say that the main difference between 1G and 
2G is that 2G is built from digital systems, although 1G is entirely analog. First-
generation systems are built to support audio channels using frequency modu-
lation. In 1G, digital traffic is seen only as digital data conversion to analog form 
via modems. 2G works on digital traffic channels. In 2G, voice traffic is encoded 
into digital form before transmission. Of course, user traffic (data or digitized 
voice) must be converted to analog form for communication between the mobile 
terminal and the base station. This process is given in Figure 7.1.

●● Encryption: Since user and control data are transmitted in digital form in 
second-generation systems, encryption is relatively easy to prevent eavesdrop-
ping. In 1G systems, user traffic is sent and received openly to eavesdropping, 

7

2G Systems
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while encryption is performed in 2G systems. This way, the security vulnerabil-
ity in 1G systems was also eliminated.

●● Error detection and correction: Since 2G systems are digital, error detection 
and correction mechanisms have also become applicable. Thus, higher quality 
audio transmission compared to 1G systems is achieved.

●● Channel access: Each cell supported several users in the first-generation sys-
tems. Since multiplexing techniques were not used in these systems, a channel 
could only be allocated to one user at any time. With 2G systems, a multichan-
nel structure per cell has been established using time division multiple access 
(TDMA) or code division multiple access (CDMA). So each channel can be 
dynamically allocated among users (Table 7.1).

While the IS-136 and IS-95 in the table became the widespread standard in the 
United States, GSM was accepted in Europe.

A

A

D

D

Analog data
(voice)

Analog data
(voice)

Digital data

Demodulator

Digital dataTransmission medium

Transmission medium
Modulator

Analog to digital convertor
(ADC)

Digital to analog convertor
(DAC)
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Table 7.1  Comparison of mMIMO, LOS MIMO, and OAM for fixed wireless link.

GSM, DCS-1900 IS-54/IS-136, PDC CDMA One, IS-95

Uplink 
frequencies 
(MHz)

890–915 (EU)
1850–1910 (US PCS)

800, 1500 (JP)
1850–1910 (US PCS)

824–849 
(US Cellular)
1850–1910 
(US PCS)

Downlink 
frequencies 
(MHz)

935–980 (EU)
1930–1990 (US PCS)

824–849 (US Cellular)
1930–1990 (US PCS)
800, 1500 (JP)

869–894 
(US Cellular)
1930–1990 
(US PCS)

Duplexing FDD FDD FDD

Multiple access TDMA TDMA CDMA
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7.3  2G Architecture

The 2G architecture and details will be explained using Figure 7.2. The main com-
ponents of the system include the base station subsystem, the mobile switching 
center (MSC), and the data communication network.

The abbreviations in the figure are:

●● AuC: Authentication center
●● EIR: Equipment identity register
●● HLR: Home location register
●● ME: Mobile equipment
●● PSTN: Public-switched telephone network
●● SIM: Subscriber identity
●● VLR: Visitor location register

If we explain the structure in Figure  7.2, the device called Mobile Equipment 
(ME) is the user terminal (mobile phone). This device consists of a radio trans-
ceiver, digital signal processor, and subscriber identity module (SIM card). The 
SIM card is a smart card that can be removed from the device and provided to the 
user by the operator. Subscriber number, operator network information to which 
the user will be connected, encryption keys, and other customer-specific details 
are kept on the SIM card [2].

Base Station Subsystem (BSS)

●● Base transceiver station (BTS): BTS is the basic structure that defines a cell. 
It consists of a radio antenna, radio transceiver, and connection subcomponents 

GSM, DCS-1900 IS-54/IS-136, PDC CDMA One, IS-95

Modulation GMSK DQPSK BPSK

Carrier 
separation

200 kHz 30 kHz (IS-136)
(25 kHz for PDC)

1.25 MHz

Channel data 
rate

260.833 kbps 48.6 kbps (IS-136)
(25 kHz for PDC)

1.2288 Mchips/s

Voice channels 
per carrier

8 3 64

Speech coding RPE-LTP at 13 kbps VSELP at 7.95 kbps CELP at 13 kbps
EVRC at 8 kbps

Year 1990 1991 1993

Table 7.1  (Continued)
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to the base station controller structure. In a GSM system, a cell diameter varies 
between 100 m and 35 km, depending on user density and environmental factors.

●● Base station controller (BSC): BSC is used to control one or more BTS struc-
tures. The BSC is responsible for preserving radio frequencies, roaming the user 
between cells under the same BSS, and the “paging.” If we briefly explain the 
“paging” process, it determines the location of the mobile device (subscriber) 
before the call is established. The process takes place one-to-one between the 
base station and the mobile device. Again with paging, the mobile device is noti-
fied of an incoming call.

●● Network subsystem (NSS): NSS is responsible for wireless wide area network 
(WWAN) operations such as central switching, databases required for subscrib-
ers, and mobility management. As we mentioned, the mobile device roaming 
between BTSs is organized by BSSs, and NSS controls the roaming process 
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subsystem (BSS)
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Mobile switching
center
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communication
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maintenance

center

VLR

AuC EIR HLR

Figure 7.2  2G network architecture.
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between BSSs. Besides roaming, NSS is responsible for user authentication, 
authorization, and activity monitoring (accounting) functions. At the heart of 
the network subsystem, there is the MSC. MSC (in a sense, the switchboard) 
uses four different databases to provide user connections, which we will give 
next. MSC’s gateway will enable communication with conventional telephone 
systems on 2G wireless networks.

●● Home location register (HLR): HLR is the database where the mobile 
device’s location information is kept. When the mobile user changes a cell, the 
location information in the HLR is also updated. Also, HLR plays a vital role in 
sending short message service (SMS). Before the message is sent to the intended 
recipient, the HLR is scanned to find which MSC the recipient used last. If the 
target MSC reports that the mobile device is out of range or turned off, a flag is 
set to indicate a message waiting on the HLR for the relevant user. For example, 
let us take a user traveling to another city in a car. As the user’s location 
changes, their location continues to be updated via the MSC to which they are 
currently connected. HLR works integrated with Gateway Mobile Switching 
Center (GMSC), visitor location register (VLR), and authentication center 
(AuC) structures.

●● Visitor location register (VLR): Records are kept in the VLR similar to those 
found in the HLR. The VLR also maintains the international mobile subscriber 
identity (IMSI) number and mobile subscriber integrated services digital net-
work number (MSISDN) information. The main difference between data held in 
HLR and VLR is that the data in the VLR frequently changes, while the data in 
the HLR is more persistent. When a subscriber enters a different MSC domain, 
the relevant record is updated in the VLR, and a notification is automatically 
sent to the HLR. VLR is also responsible for monitoring the subscriber’s 
location in the VLR jurisdiction, whether it has access to a particular service, 
allocating roaming numbers against incoming calls, deleting inactive user 
information, and recording the information received from the HLR.

	   Let us give an example of the interaction between HLR and VLR. Incoming 
calls toward the primary center are directed to the user according to the location 
information recorded in the VLR. The user’s HLR record has information about 
the VLR where it was last recorded. Thus, for an incoming call, the VLR is used 
to initiate the call.

●● Authentication center (AuC): Authentication and encryption key informa-
tion of all subscribers registered in both HLR and VLR are kept in the AuC 
database. This center also controls access to user information while the sub-
scriber performs the necessary verification processes while registering in a net-
work. We have mentioned in the previous sections that GSM transmission can 
be encrypted because it is digital. The transmission between the base station 
and the user is encrypted with the A5 stream encryption algorithm.
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●● Equipment identity register (EIR): Each mobile phone has an identification 
number stored in the EIR. This number distinguishes one mobile device from 
the others. Pirated, stolen, or under mobile surveillance devices are registered 
in the EIR. Using the mobile device can be prevented using the International 
Mobile Equipment Identity (IMEI) number over the EIR. The EIR has lists 
labeled white, gray, and black. In the white list, the IMEI numbers of the devices 
that will enter the network and have no harm in using them are recorded. In the 
gray list, the information of the devices under observation is kept. Finally, 
the identity information of the mobile device that is blocked from entering the 
wireless network (for example, with a theft report) is also kept in a black list. 
It should be noted that even if it is on the black list, 112 emergency calls can be 
made over a device. EIR lists of registered operators are kept centrally on the 
central EIR (central EIR [CEIR]) established in Ireland. This way, the use of a 
stolen or illegal mobile device anywhere in the world, through any operator, is 
prevented.

●● Gateway mobile switching center (GMSC): Calls from outside to mobile 
network users or from mobile network users to outside of the mobile network 
(for example, PSTN) are routed through this gateway.

7.4  Detailed Infrastructure and 2.5G

The detailed infrastructure of 2G is given in Figure 7.3. As can be seen, there are 
two main components: BSS and NSS. The core network operations are performed 
on the NSS, while wireless access systems are installed on the BSS.
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Figure 7.3  GSM infrastructure.
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We can consider the wireless network technology known as 2.5G as a step 
between 2G and 3G. With the standard, also known as GPRS (General Packet 
Radio Service), data transmission rates, which were 28 kbps before, increased 
from 56 to 115 kbps. With the activation of the GPRS service, two new nodes have 
been added under NSS: Serving GPRS Support Node (SGSN) and Gateway GPRS 
Support Node (GGSN). With this part of NSS, the way for IP-based communica-
tion has been opened. With the creation of the package core, new elements such 
as IP routers, Domain Name System (DNS), and firewall were added to the sys-
tem. With the introduction of Edge technology, the GSM radio access network has 
also become known as GERAN (GSM EDGE Radio Access Network) [3].

Concepts in architecture are explained as follows (Figure 7.4):

●● PCU: The packet control unit directs the data traffic to the GPRS network.
●● PLMN: Public land mobile network (in telecommunication, a public land 

mobile network is a combination of wireless communication services offered by 
a specific operator in a particular country).

●● GMSC: Gateway Mobile Switching Center.
●● Um: Air interface between GSM mobile station and GSM base station.
●● A-bis Interface: Interface between BTS and BSS. A-bis interface allows control 

of the radio equipment and radio frequency allocation in BTS.
●● A interface: Interface between Signaling System Num.7 (SS7) held by BSC 

and MSC.
●● Gn interface: Interface between SGSN-GGSN.
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Figure 7.4  Evolution of GPRS network.



7  2G Systems64

Subsequently, EDGE (enhanced data rates for GSM evolution) technology, 
defined as a GSM standard by 3GPP, was used. With EDGE technology, also 
known as 2.75G, GPRS service speeds have been increased to three times 
(384 kbps). Of course, with GPRS and EDGE technologies, the WAP (Wireless 
Application Protocol) application, which can be considered the ancestor of today’s 
mobile web applications, has been developed. We can say that the packet-based 
communication brought by GPRS is the first step for mobile Internet.

Finally, the innovations brought by 2G compared to 1G are summarized as 
follows:

●● Digital encryption of data and audio signals
●● High voice quality
●● Simultaneous services to more users
●● A more efficient spectrum
●● Smaller and cheaper phones
●● Roaming support
●● Messaging support
●● Audio, video, and video transmission (GPRS and EDGE) with MMS (multime-

dia messaging service)
●● Mobile devices become lighter and smaller in size with decreasing power 

consumption

Although 4G and beyond systems are being used today, some operators state that 
they will continue to support 2G until 2025.
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8.1  Introduction

Universal Mobile Telecommunications Standard (UMTS) systems were developed 
by International Mobile Telecommunication-2000 (IMT-2000). The specifications 
determined by International Telecommunication Union (ITU) are defined as 
third-generation mobile communication (3G). As it will be remembered, 2G sys-
tems are known as Global System for Mobile Communications (GSM), while 
UMTS has come into use as a 3G wireless communication standard. The IMT-2000 
project implemented high-speed data transmission, IP-based services, global 
roaming, and multimedia services. Third-generation partnership project (3GPP) 
is responsible for developing GSM, UMTS, LTE, and 5G wireless networking 
standards. The 3GPP forum determines the specifications of these systems, the 
main framework of which is defined by the ITU through releases. For example, 
3GPP has set all specifications of UMTS systems with Release 99.

8.2  2G and 3G Comparison

Although voice communication constitutes the most critical part of GSM systems, 
data services have emerged as an essential determinant in wireless networks and 
GPRS. The convergence of voice and high-speed data services into a single service 
was the driving force in the definition of UMTS. UMTS should be seen as a revo-
lutionary transformation rather than an evolution on GSM. Although UMTS uses 
GSM components as core network components, the UMTS radio access network 
(UTRAN) incorporates new developments [1] (Table 8.1).

Compared to GSM, the most crucial innovation in UMTS has been redesigning 
the UMTS terrestrial radio access network (UTRAN). In addition, the time and 

8
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frequency multiplexing and access (TDMA, FDMA) methods used in 2G have 
been replaced by the Wideband Code Division Multiple Access (WCDMA) method 
in 3G. This way, downlink speeds of 384 kbps per user have been achieved. These 
speed values change according to the circulation of the mobile device (for exam-
ple, in a vehicle). A 384 kbps speed is given for 120 km/h speed. In picocells, 
the download speed can go up to 2 Mbps for 10 km/h. These speeds are provided 
in the UMTS 1900–2025 MHz band.

Until 3GPP release 4, GSM and UMTS circuit-switched voice calls were 
processed over E1  circuits with 64 kbps bandwidth. The concept of the bearer 
independent core network (BICN) was introduced in release 4. This version has 
replaced the circuit-switched 64 kbps time slots with Internet protocol (IP) and 
packet-switched communication methods. With the transition to the packet-
switched system, mobile switching center (MSC) is divided into two components: 
MSC-server and media gateway (MGW) (Figure 8.1).

Table 8.1  Comparison of GSM and UMTS.

2G (GSM) 3G (UMTS)

Access method TDMA/FDMA WCDMA

Maximum downlink 10–156 kbps 384 kbps

Maximum uplink 10–150 kbps 128 kbps

Multiple access TDMA TDMA

Bandwidth 200 kHz 5 MHz

Modulation 200 kHz 30 kHz (IS-136)
(25 kHz for PDC)

Channel data rate OMSK QPSK

Core network Circuit switched Circuit/packet switched

LTE
Rel. 8

LTE-advanced
Rel. 10

1G
<10 Kbps

AMPS IS-95 CDMA2000
1×

1XEV-DO
Rel. 0

1XEV-DO
Rel. A

1XEV-DO
Rel. B

9.6–64 Kbps 64–144 Kbps 384 Kbps–2 Mbps 384 Kbps–20 Mbps <100 Mbps >100 Mbps

2G 2.5G 3G Evolved 3G 3.9G 4G

GSM WCDMA WCDMA
HSUPA

WCDMA
HSDPA

WCDMA
HSPA+

Figure 8.1  Evolution from 1G to 4G.
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With 3GPP Release 4, UMTS radio access standards have been determined, and 
UMTS systems have reached the speeds stated before. Release 5 introduced the 
high-speed downlink packet access (HSDPA) standard. With HSDPA, the down-
link capacity has been increased to the range of 1.8–14.4 Mbps. The mentioned 
speeds have been achieved by implementing adaptive modulation and coding, 
hybrid automatic repeat request (hybrid ARQ), and fast scheduling with 
HSDPA. This development is known as UMTS HSDPA, 3.5G, or evolved 3G.

With Release 6, high-speed packet access plus (HSPA+) technology was 
defined, increasing the uplink speed to 5.76 Mbps. Similar to the speed increase 
in the downlink channel in release 5, this development was also realized in 
the uplink channel (high-speed uplink packet access [HSUPA]). We can evaluate 
HSDPA and HSUPA technologies under a single heading high-speed packet 
access (HSPA).

Although speed improvements were achieved in the downlink and uplink 
channels with releases 5 and 6, power consumption was still the weakest point in 
these improvements. In standby situations with no data transfer, power consump-
tion continued due to the signal sent to the base station (keep the link established) 
so the link would not be broken. The Continuous Packet Connectivity (CPC) 
recommended power consumption has been reduced with release 7. Again, with 
release 7, many antennas can be used simultaneously via multiple input multiple 
output (MIMO), which will gain an important place in 4G and beyond systems. 
Additionally, 64-QAM (6 bits/symbol) provides more efficient spectrum use.

8.3  3G Architecture

In the journey to 4G, to summarize, 3.5G HSDPA, 3.75G HSUPA, 3.8 HSPA+, 
2.85G HSPA+/MIMO, and 3.9G LTE (long-term evolution) generation communi-
cation specifications have been defined. EV-DO (Evolution Data Optimized) is a 
development used on CDMA-based 3G systems for high-speed Internet access via 
mobile devices. EV-DO is a protocol that integrates with HSPA technology. It 
aimed to develop broadband Internet access over 3G rather than voice transmis-
sion (Figure 8.2).

While MSC-Server performs call control (CC) and mobility management (MM) 
functions, MGW performs the function of directly managing user traffic. MGW 
also transforms user data generated by different transmission methods (for exam-
ple, conversion from circuit switching to packet switching-transcoding function). 
Thanks to this method, we can say that the circuit and packet switching systems 
have converged. Thus the operating and management costs of the operators are 
significantly reduced compared to the operational costs of the circuit-switched 
systems [2].
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Although the essential components were taken from GSM while UTRAN was 
being designed, some changes were made in the terminology. The structures 
called base transceiver station (BTS) and base station controller (BSC) in 2G 
entered the literature as Node-B and Radio Network Controller (RNC), respec-
tively. In addition, mobile devices are called mobile stations (MSs), while these 
devices are called user equipment (UE).

The functions in the architecture developed with UMTS are summarized as 
follows:

●● Public Land Mobile Network (PLMN): Wireless network communication 
services offered by other operators.

●● Charging Gateway (CG): It determines user fees by using call detail record 
(CDR) data. Pricing (usage) information is pulled from SGSN and GGSN 
servers.

●● Border Gateway (BG): The structure runs the comprehensive area network 
routing function called Border Gateway Protocol (BGP) and security protocols 
such as IPSec.
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Figure 8.2  UMTS conceptual architecture.
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●● Service Control Points (SCP): The intelligent network (IN) telephone system 
defines the geographical number to which the call will be made.

●● Service Creation Environment (SCE): Function that defines all properties of 
all services running on IN.

●● Gateway Mobile Switching Center (GMSC): It works as an “intermediary” 
between internal and external networks.

●● Service GPRS Support Node (SGSN): Mobility management, session 
management, billing, and communication with other parts of the network.

●● Gateway GPRS Support Node (GGSN): A complex router that manages all 
operations between the external packet-switched network and the system’s 
internal packet switching network.
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9.1  Introduction

International Mobile Telecommunications-Advanced (IMT-Advanced) Standard, 
developed in line with the requirements published by International 
Telecommunication Union Radiocommunication Sector (ITU-R), is known as 4G 
and 4.5G with its use in the field. Entirely packet-based network applications and 
4G systems based on mobile broadband will be explained in a little more detail to 
understand 5G better and beyond systems due to the differentiation in both user 
and network planes. Figure  9.1 shows the evolution from Third-Generation 
Partnership Project (3GPP) Release 8 to Release 16.

4G technology has been built on the convergence of wired and wireless systems 
and has been implemented to provide mobile multimedia services everywhere. 
Working entirely on Internet protocol (IP), the system offers connection speeds of 
100 Mbps in high mobility and 1 Gbps in low mobility or fixed connection. At all 
these speeds, it also provides end-to-end quality of service (QoS) requirements. 
Services such as IP telephony, ultra-broadband internet access, game services, and 
high-definition TV (HDTV) are the services provided to users [1] (Table 9.1).

With 4.5G, developed after 4G, higher download speeds have been achieved 
with effective spectrum usage (spectral efficiency). 7–12 Mbps download speed in 
4G increased to 14–21 Mbps with 4.5G. In addition to this download speed, signifi-
cant improvements have been made in latency times, which is a critical parame-
ter, especially in real-time applications. The latency of 12 milliseconds (ms) in 4G 
has been improved by more than 50% and reduced to 5 ms with 4.5G. With the 
4.9G standard, which was subsequently developed, the delay time reached 2 ms 
and speeds over 1 Gbps. With these delay times and rates, machine-to-machine 
(M2M) connection, Internet of Things (IoT), and virtual and augmented reality 
applications have been developed and used  [2]. Figure  9.2 shows licensed 4G 
spectrums of selected sample operators from Asia, Europe, and North America.

9
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9.2  Toward 4G

We have mentioned in the previous sections that the first-generation (1G/NMT, 
AMPS, TACS) and second-generation (2G/GSM, IS-136, PDC, IS-95) communica-
tion systems are utterly voice centered. With the third-generation (3G/WCDMA, 
HSPA, cdma2000, TD-SCDMA) communication systems, which we can consider 
as a transition between voice and mobile broadband, users are now acquainted 
with data-based communication (Table 9.2).

After the broadband Internet came into our lives with 3G systems, the 
increasing need for data-based systems accelerated the transition to packet 
switching (IP-based) systems. In fact, with high-speed packet access (HSPA) 
versions, also known as 3.5G, the movement toward forming a networked soci-
ety has begun, with speeds at the level of megabits. As the following sections 
explain, this transition has reached maturity with 5G and beyond systems 
(Figure  9.3). Following are the releases and features provided by the 3GPP 
organization [3]:

●● Release 8 (2008): It is the first version in which long-term evolution (LTE) was 
defined, and improvements have been made to form the basis for later versions.

●● Release 9 (2009): Femtocell concept, self-organizing network (SON), evolved 
multimedia broadcast and multicast service (eMBMS), and new spectrum 
bands (800 MHz, 1500 MHz).

●● Release 10 (2011): LTE Advanced, Carrier Aggregation (CA), enhanced 
multi-antenna downlink communications, improvements in MBMS services, 
enhancement on SON, relay for LTE, new bandwidth intervals.

2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

LTE
MBMS

2xCA
Relays
MBMS
DL8x8 Relays

CoMP
CA
MBMS

CA
UL8x8
MTC
MBMS
CoMP
256QAM
MU-MIMO
D2D
DC

UL64QAM
LAA
MTC
D2D
LWA

Release 8

Release 9

Release 10

Release 11

Release 12

LAA
MTC
1024QAM
CA
NB-loT
V2xRelease 13

Release 14

Release 15

Release 16

5G phase 2

5G phase 1

LTE-advanced Pro

LTE-advanced

[3GPP.org]

Figure 9.1  3GPP version road map.



Table 9.1  4G specifications.

Mobile-IoT family LTE-M NB-IoT

Technology 
generation

4G
LTE 3GPP 
Rel.8

4G
LTE 3GPP Rel.8 
Power Saving 
Mode (PSM)
LTE-Advanced 
3GPP Rel. 12

4.5G
LTE Advanced 
Pro
3GPP Rel. 13

4.5G
LTE Advanced 
Pro
3GPP Rel. 13

Device category Cat. A Cot 1 Cat M1 Cat. NB1

Typical use Mainstream 
smartphone

Mid-data 
volume IoT

Low-mid-data 
volume IoT

Low-data 
volume IoT

Max. coupling 
loss (dB)

144 144 156 164

Peak data rate 
downlink

150 Mbps 10 Mbps 1 Mbps 170 kbps

Peak data rate 
uplink

50 Mbps 5 Mbps 1 Mbps 250 kbps

Voice support —

Used frequency 
bandwidth

Carrier 
bandwidth 
1.4–20 MHz

Carrier 
bandwidth 
1.4–20 MHz

1.08 Mbps 
(1.4 MHz carrier 
bandwidth)

180 kHz 
(200 kHz 
carrier 
bandwidth)

Usable 
frequency 
spectrum

LTE carrier LTE carrier In-band in LTE 
carrier

In-band, quard 
band, 
standalone

Modem 
complexity

100% 80% 20% 15%

Modem battery 
life

<1 year >10 years (with 
PSM)

>10 years >10 years

Spectrum
bandwidth
(MHz)

300

250

200

150

100

50

0
Operator A Operator B Operator C Operator D Operator E Operator F

3.5 GHz (band 42), TDD
3.5 GHz (band 22)
2.6 GHz (band 69), SDL
2.6 GHz (band 38), TDD
2.6 GHz (band 7)
2.5 GHz (band 41), TDD
2.3 GHz (band 40), TDD
2100 MHz (band 66)
2100 MHz (band 1)
1900 MHz (band 39), TDD
1900 MHz (band 25)
1900 MHz (band 2)
1800 MHz (band 3)
1500 MHz (band 32), SDL
1500 MHz (band 21)
900 MHz (band 8)
850 MHz (band 26)
850 MHz (band 5)
800 MHz (band 20)
800 MHz (band 19)
700 MHz (band 28)
700 MHz (band 13)
450 MHz (band 31)

Figure 9.2  4G spectrum.
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●● Release 12–13 (2015): LTE Advanced Pro, LTE on unlicensed bands, enhance-
ments over CA, machine-type communication (MTC), beamforming and whole 
dimension multiple input-multiple output (MIMO), single-cell point to multi-
point (SC-PTM).

1G

GSM, IS-136, PDC, IS-95

WCDMA/HSPA,

CDMA2000, TD-SCDMA

2G

LTE

Internet of
things

3G

4G

5G

Mobile
broadband

Voice
centric

NMT, AMPS, TACS

Figure 9.3  Evolution from voice to networked society.

Table 9.2  4G evolution from 1G to 4G.

1G 2G 2.5G 3G 4G

Year 1984 1991 1999 2002 2012

Services 
given

Analog  
voice

Digital  
voice

High capacity 
data packets

High capacity, 
broadband

Fully IP 
based

Data rate 1.9 kbps 14.4 kbps 384 kbps 2 Mbps 200 Mbps

Multiplexing 
method

FDMA TDMA, 
CDMA

TDMA, CDMA CDMA OFDMA, 
SC-FDMA

Core 
network

PSTN PSTN PSTN, packet 
network

Packet 
network

IP backbone
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Despite the additions such as HSPA, the 3GPP organization has announced the 
LTE structure with the release of eight instead of Universal Mobile 
Telecommunication Standard (UMTS) systems that have difficulties meeting the 
increasing user needs. With this new structure, the core network architecture 
used in 3G has also been changed to a large extent. This new structure, enhanced 
packet core (EPC), provides data rates, capacity, spectrum usage, and flexible 
installation opportunities [4].

With this system, which was used commercially in 2009, speeds of up to 
300 Mbps were achieved. Concepts such as developments in antenna technolo-
gies, multi-site coordination, and machine communication started to become 
widespread rapidly.

There are two initiatives for 4G standardization: LTE developed by 3GPP and 
WiMAX (worldwide interoperability for microwave access) recommended by IEEE 
802.16 committee. Both developments have a lot in common regarding performance 
and technology use. From 2008 to 2009, WiMAX has been used for fixed broadband 
wireless access, while LTE has become a universal standard for 4G wireless systems.

We said that LTE had become a standard in 4G wireless communication. For 
this reason, the following sections will focus on LTE architecture and technolo-
gies. Mastery of these technologies and architecture will also play an essential role 
in understanding the 5G and 6G architectures, which will be explained in the fol-
lowing sections.

The main change in the transition from 3G to 4G is roughly given in Figure 9.4. 
As can be seen, a new radio access architecture has emerged with the advanced 
packet core (evolved packet core), IP Multimedia Subsystem (IMS), home sub-
scriber server (HSS), and evolved Node B (eNB) structure due to being full IP 
based. Additionally, 3G UTRAN (UMTS terrestrial radio access network) have 
evolved into E-UTRAN (evolved-UMTS terrestrial radio access network) 
with 4G.

9.3  Services and Servers

With 4G/LTE, significant changes have been made in the evolved packet core 
(EPC) layer, where the core components are located, and in the radio access layer 
(E-UTRAN). If we briefly explain the structures in the EPC layer [5]:

●● Mobility Management Entity (MME): We can define the MME as a user 
radio access network control point. It is responsible for setting up/closing the 
mobile device carrier line and controlling user mobility. It organizes user 
authentication (with HSS), S-GW selection for the user, application of roaming 
restrictions, and mobility between LTE and GSM/UMTS access networks. 
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When the user moves from one cell to another (handover), the MME performs 
the necessary monitoring and organization (via paging) (Figure 9.5).

●● Serving Gateway (S-GW): The primary function of the serving gateway is to 
forward user data packets and send them to the next service. In addition, 
it  manages user roaming between GSM/UMTS and 4G networks. In other 
words, the S-GW acts as an interconnection point between the radio side and 
the EPC. The forwarding of a data packet from one eNodeB2 to another eNo-
deB is also handled by the S-GW. Finally, S-GW is responsible for packet buff-
ering and transmission level marking functions in uplink and downlink 
channels.

●● PDN-Public Data Network-Gateway (PGW): PDN gateway acts as a connec-
tion point between mobile devices and external IP networks (e.g. the Internet). 
To access multiple PDNs, the UE connects to multiple PGWs simultaneously. 
It  also performs policy enforcement, charging support, packet filtering, legal 
eavesdropping, and packet monitoring.

●● Policy and Charging Rules Functions (PCRF): Provides QoS information to 
PGW. This information includes pricing rules, flow control, and traffic prioriti-
zation details.

●● Home Subscriber Server (HSS): Stores customer profile information and 
forwards user authorization information to MME. This server also keeps the 
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Figure 9.4  3G core and 4G core.
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PDN information that the user can connect to. HSS also maintains the MME 
information to which the user is added and registered. HSS works with the 
authentication center (AuC) that holds the user authentication and security key 
information. HSS also implements support functions for mobility management, 
call, login/setup, user authentication, and access authorization.

9.4  Architectural Structure and Novel Concepts

Since 4G has completely IP-based packet-switched communication, some changes 
and innovations have been made both in the core network and in the servers 
where the services running on this network are provided. These applications had 
to be developed both for communication between backward systems (2G/3G) and 
for continuing communication with circuit-switched systems that are still operat-
ing. This section will describe these improvements.
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9.4.1  Architectural Structure

The 4G architecture with detailed connection drawings is given next. Protocols 
operating on each line (e.g. SIP) and interfaces between components are again 
expressed in the Figure 9.6 [6].

The topics considered while developing the 4G architecture are given as follows:

●● Lean network design.
●● Packet-switched IP core network.
●● Minimum number of interface and network components.
●● Packet-switched environment suitable for each level of service quality (speech, 

streaming, real-time, non-real-time, and background traffic).
●● High performance, low signal degradation even at 120 km/h speeds. This value 

has been increased to 500 km/h with LTE Advanced.
●● Radio resource management (end-to-end QoS, load balancing/sharing, policy 

management/enforcement for different access technologies).
●● Integration with GSM and UMTS networks.
●● Flexible spectrum distribution by geographical regions.
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●● Broadcast and multicast services for emergencies.
●● Scalable bandwidth from 1.4 to 20 MHz.
●● Aggregation of all bands up to 100 MHz.
●● Using both FDD and TDD.
●● Low cost, high spectrum efficiency, reuse of existing reserved spectrum ranges, flat 

network architecture for fewer network components, base stations with lower 
power consumption and smaller size, self-configuration, and self-optimization.

9.4.2  IP Multimedia Subsystem (IMS)

Especially in the past 30 years, there have been revolutionary developments in 
wired and wireless communication systems. Wireless cellular communication 
systems, which started with voice-based 1G systems, also offered some data 
services with 2G and continued to develop with high-speed data services and 
multimedia applications with 3G and 4G. Until the third generation, wireless 
communication, voice, and Integrated Services Digital Network (ISDN) networks 
have taken place with their dominant usage areas in practice. With the widespread 
use of Asymmetric Digital Subscriber Line (ADSL) running on fixed telephone 
lines in Internet access, users started to use chat, messaging, online gaming, and 
voice over IP (VoIP) real-time applications intensively. Users now have always-on 
and always-connected devices in their hands and homes [7].

Developments in wired and wireless communication devices and changes in 
communication structures have brought many application and communication 
structure variations. An orchestration mechanism was needed so that different 
applications such as multiple network types, multimedia applications, and fixed 
and wireless device communication could work together (we can call it conver-
gence in a way). IMS is a system that has reached its maturity with 4G even though 
it started with 3G as a structure to control and organize this convergence.

The IMS architecture is designed according to the next-generation networks 
(NGN) principles based on the session initiation protocol (SIP) for session control. 
The IMS specifications define functions to manage all multimedia session con-
trols on top of the UMTS architecture. In this sense, IMS is a structure for converg-
ing data and voice in fixed and mobile networks. IMS is a structure that runs on 
many packet-based technologies (GPRS, ADSL, WLAN, cable, WiMAX, and EPS) 
for real-time operation of all these together [7]. It is not limited to IMS voice trans-
mission but also manages group management, push-to-talk service, messaging, 
conference, and IMS multimedia telephony applications (Figure 9.7).

In summary, we can say that IMS is the critical structure for the convergence of 
device, network, and service perspectives in fixed and mobile communications.

IMS has been designed in a layered structure for simplicity in communication 
between users or between users and content providers and to gather the standard 
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functions of multiple applications at a certain point. From the bottom up, these 
layers are the transport, session, and control and the application layer at the top. 
Another layer, which we will call the access and user endpoint layer (endpoint 
and access layer), is considered at the same level as the transmission layer  [8] 
(Figure 9.8).

●● Transport and endpoint layer: In this layer, incoming data in different for-
mats (analog, digital, and broadband) are combined into real-time transport 
protocol (RTP) and SIP formats over media gateways and signaling gateways. 
Media processing servers such as notification/announcement, in-band signal-
ing, and conferencing are also located in this layer. In terms of its functions, we 
can consider it as a network access layer. This layer also abstracts the access 
layer and network resources such as fixed lines and packet-switched radio. 
All systems running on this layer are IP based.

●● Session and control layer: As the name implies, this layer is responsible for 
authentication, routing, and orchestration of distribution traffic between the 
transmission and application layers. We can say that most of the traffic here 
consists of SIP protocol traffic related to VoIP. In addition to forwarding SIP 
messages to the appropriate services, this layer acts as an interface between 
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the application layer and other layers. For example, in the pay-per-download 
service that provides video purchasing services to users, functions such as bill-
ing services, communication, and the requested QoS level also pass through 
this layer.

	   The main component of this layer is the call session control function (CSCF), 
which enables interaction between application servers, media servers, and 
HSS. Media resource function (MRF), which provides features such as 
announcement, tone, and conference call for voice over LTE (VoLTE); WiFi 
calls and fixed VoIP solutions; IP address assignment; activity tracking; QoS 
functions; content transfer; and policy can be counted as the functions of 
this layer.

●● Application service layer: The layer where the actual services are run. 
Primary services such as multi-application services (Application Servers), tele-
phone application services (Telephony Application Server [TAS]), IP Multimedia 
Services Switching Function (IM-SSF), and Open Service Access Gateway 
(OSA-GW) are located in this layer. To put it briefly, it functions as a bridge 
between IM-SSF 800 services and local number portability, TAS IP Centrex 
service, and OSA-GW phone services and back office applications (messaging, 
calling, etc.) (Figure 9.9).
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Thanks to the layered structure described so far, the convergence has been 
achieved in devices, networks, services, and applications. With the convergence 
of mobile or fixed devices, smartphones, tablets, computers, or television sets 
have become manageable by the network.

With network convergence, wireless access networks, public-switched tele-
phone network (PSTN), and broadband fixed networks have become services that 
can be managed from the perspective of IMS. Convergence of network services 
includes all necessary network functions to enable subscriber-level applications. 
Accessing user profiles, authentication and billing, location services, and creating 
media control services through open and standards-based Application 
Programming Interfaces (APIs) are also considered within the scope of network 
convergence.

Finally, converged IMS applications can be hosted anywhere on the service pro-
vider network or domain. Thus, users in different networks and other devices can 
be accessed transparently using the advantages of standard network services.

9.5  Voice over LTE (VoLTE)

In the IMS section, we described the evolution of the radio access network from 
GERAN (2G)/UTRAN (3G) to LTE. With this change, an essential milestone in 
the transition from voice-based to data-based communication, voice has also 
switched to packet-based communication. We have explained that IMS systems 
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have been developed for both the management and orchestration of these IP 
packet-based systems and the transparent communication environment between 
hybrid systems (e.g. Plain Old Telephone System [POTS] and LTE). Thus, the 
voice core network was transferred to IP multimedia systems, and with IMS, 
both voice and data traffic began to be provided in the packet-switched core 
network. IMS-based VoLTE solutions have been adopted as the most popular 
VoIP solutions. VoLTE has found a usage area with LTE Advanced Pro, also 
known as 4.5G.

IP multimedia sessions on the IMS support IP multimedia applications. 
Therefore, VoLTE solutions will replace systems using legacy circuit switching 
techniques. With this gradual transition, the IP core network has received 
high-definition video and voice services and high-speed Internet service  [9] 
(Figure 9.10).

While connecting to LTE, the VoLTE client (user device) gets an IP address from 
the P-CSCF (Proxy Call Session Control Function) server. The P-CSCF server is 
the entry point for IMS signaling and connects to the VoLTE device (user equip-
ment [UE]) via SIP. The P-CSCF is also responsible for handling security protocols 
between it and the UE.
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P-CSCF is usually part of the Access Session Border Controller (A-SBC) system. 
A-SBC is responsible for connecting two or more IP networks (IPv4 and IPv6, NAT 
traversal, etc.). It implements security features such as prevention of denial of service 
(DoS), distributed denial of service (DDoS) attacks, topology hiding, and encryption. 
It provides communication with access networks (e.g. LTE) and is responsible for 
QoS. It also manages media services and provides transcoding as needed [10].

As mentioned in the IMS section, the IMS kernel does not hold or process any 
voice or SMS service information. These services are operated by application 
servers. The application server used for audio and video telephony is called 
TAS. TAS is responsible for all services such as address normalization, call 
forwarding, blocking, and all.

VoLTE subscribers perform multimedia session parameters mutually over the 
SIP protocol. With SIP signaling, resources are allocated over the IMS network for 
a secure and desired QoS level. The VoLTE call time between two different opera-
tors is shown in Figure 9.11. VoLTE calls have been introduced with 4.5G.

9.6  Mobile IP

Voice and video call infrastructures have been transformed to work entirely on 
IP-based packet networks in 4G and next-generation communication systems, 
starting from 3G. In classical usage, devices connected to any network are included 
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in the communication domain by giving a fixed IP. With this IP address and 
subnet mask, the device’s identity and the network where the device is located are 
determined. In this way, packet (datagram) communication is carried out.

Suppose a mobile device is assigned an IP. When the mobile device switches 
from its cell to another network, its current IP address will not be recognized in 
the network where it is logged into. In other words, its data will no longer be 
routable in the network it passes through, and the network connection will be 
broken. In this case, the mobile device will have to be reconfigured by the network 
IP address pool in which it is located, which means an extra configuration load.

To overcome these situations, a mobile IP configuration has been developed. In 
the mobile IP configuration, two different IP addresses (given by the network) are 
defined for the mobile device: a fixed home address (home address) and an IP 
address called the “care-of address.” The so-called care-of address is renewed 
(changed) with each gateway. Mobile IP keeps the same home address of a device 
unchanged and works without losing connection to the Internet or related 
network. The network changes the care-of address at each new mobile device 
location. Figure 9.12 shows the mobile IP topology [11].

Mobile IP provides forwarding of IP datagrams to mobile nodes. The mobile 
node’s home address always identifies the mobile node, regardless of the current 
port to the Internet or an organization’s network. While away from home, the 
temporary address associates the mobile node with the home address, providing 
information about the mobile node’s current port to the Internet or an organiza-
tion’s network. Mobile IP uses a registration mechanism to register the temporary 
address with a home agent.
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Figure 9.12  Mobile IP topology.
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The home agent creates a new IP header containing the temporary address of 
the mobile node as the destination IP address and forwards the datagrams from the 
home network to the temporary address. This new header then encapsulates 
the original IP datagram, causing the mobile node’s home address not to affect the 
encapsulated datagram’s routing until it reaches the temporary address. This type 
of encapsulation is also called tunneling. After getting the temporary address, 
each datagram is de-encapsulated and delivered to the mobile node.

Three different functional innovations have come here with mobile IP.

●● Mobile Node (MN): Router that changes port from one network to another
●● Home Agent (HA): Router that captures packets destined for the mobile 

device and forwards them via the care-of address. The home agent also keeps 
the current location information of the mobile device.

●● Foreign Agent (FA): Router on the other network to which the mobile device 
is logged in. When the mobile device is registered to the new network, it provides 
the necessary routing services.

Let us explain the issue with an example. The mobile IP home address identifies 
the mobile device regardless of the Internet or company network point to which 
the device is currently connected. When the device leaves the home network, the 
care-of address is associated with the home address of the mobile device. The 
home agent creates a new IP header with the care-of address as the destination 
address of the mobile device and forwards the packets from the home network to 
the care-of address.

As can be seen in Figure 9.13, when the mobile device enters another network, 
a tunnel is created between the home agent and the foreign agent, ensuring 
uninterrupted communication.
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9.7  Multiple Access Techniques

This section will explain the access interactions and techniques between the base 
station (eNodeB) and the mobile user device (UE). Frequency division duplexing-
time division duplexing (FDD-TDD) distributed orthogonal frequency division 
multiple access (OFDMA)-based access is provided in the downlink channel, 
while single carrier-frequency division multiple access (SC-FDMA)-based access 
is provided in the uplink channel. The reasons for the development of both 
methods are given in the following section.

9.7.1  OFDM Access

LTE uses orthogonal frequency division multiplexing (OFDM) method in multi-
ple access. OFDM is also known as multicarrier modulation. It is similar in 
principle to frequency division multiplexing, but in OFDM, many subcarriers are 
assigned to a single data source.

We will refer to the OFDM multiplexing method, which we explained in the 
previous sections, especially in orthogonality, from a conceptual point of view. We 
will explain how the properties data stream is assigned to subcarriers and its 
advantages. Let us say we have a data stream at R bps. Let our bandwidth be Nfb 
and our center frequency f0. Let us assume that all the bandwidth is used in this 
data stream, with each bit time being 1/R. Alternatively, let us separate the data 
stream from serial to parallel converter into N substreams (these subchannels are 
created with 15 kHz gaps). In this case, each subdata stream will be at an R/N bps 
rate, and let us transmit each one with a different subcarrier (f b adjacent subcarri-
ers). In this case, the bit duration will be N/R (significantly longer), and mecha-
nisms will be obtained to overcome multipath attenuation [12].

As can be seen in Figure 9.14, the OFDM scheme distributes data over multiple 
carriers using advanced digital signal processing techniques. There is an orthogo-
nal relationship between the subcarriers. Although the carrier frequencies seem 
to overlap, discrimination can be made at the frequency at which a subcarrier 
peaks since the other carriers are at zero value.

Since information is carried by different subcarriers (QPSK, 16QAM, and 
64QAM can be used as modulation here), losses due to signal fading affect only 
the information held on that subcarrier, not the entire information signal. If the 
data stream is protected with forwarding error-correcting code, losses due to 
fading can be easily tolerated. Moreover, OFDM also overcomes intersymbol 
interference (ISI), which has excellent effects, especially at high data rates, in an 
environment where the signal is scattered in multiple ways (reflection, scattering, 
etc.). While practicing OFDM, this is achieved by inverse fast Fourier transform 
(IFFT) and cyclic prefix (CP) operations.
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Mobile radio communication is vulnerable to losses due to frequency fading, 
distance-related attenuation, interaction with other cells, and interference from 
user devices. A channel-dependent scheduling mechanism has been developed to 
prevent all these negativities in LTE technology. In this method, time and fre-
quency resources are dynamically shared among users. This way, resource needs 
that can change quickly in packet-based communication are met dynamically.

Depending on the channel state, the scheduler allocates time-frequency 
resources to users. Timing decisions are made every 1 ms at the 180 kHz frequency 
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Figure 9.14  OFDMA conceptual schema.
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domain granularity. The scheduler performs resource allocation by looking at the 
Channel State Information (CSI) received from the user device (Figure 9.15).

OFDM multiple access methods can be categorized as OFDM-FDMA, OFDM-
TDMA, OFDM-CDMA, and OFDM-SDMA. In practice, mixtures of these tech-
niques are used as an access mechanism [13]. While WiMAX uses OFDM on both 
channels, LTE uses OFDM on the downlink channel and SC-FDMA on the uplink. 
In the following section, SC-FDMA technology will be discussed.

9.7.2  Single Carrier-FDMA

The peak-to-average power ratio (PAPR) of a signal’s waveform is an important 
metric. The smaller this value, the more efficiently the signal works the power 
amplifier. This means that the battery life is extended on the user’s side. Although 
the PAPR value on the base station side is not a critical parameter (due to lack of 
stations in number, being fed by fixed power lines, etc.), it is an essential param-
eter for mobile devices in terms of complexity and power consumption.

Due to the high PAPR values, one of the critical problems of the OFDM system, 
analog-to-digital converter (ADC) and digital-to-analog converter (DAC) struc-
tures, becomes more complicated. An OFDM signal has a high PAPR value 
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Figure 9.15  Channel-dependent timing in time and frequency domains.
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because it consists of independently modulated subcarriers. SC-FDMA is used in 
the LTE uplink (the channel from the device to the eNodeB) to avoid the negative 
aspects of device complexity and power consumption on the user device.

Although the term single carrier is used here, multi-carrier is used. The specific 
point here is that all subcarriers in the uplink channel are modulated with the 
same data (Figure 9.16). Thus, a reliable and flexible connection is established 
under all conditions.

9.8  Multiple Input-Multiple Output (MIMO) Antenna 
Systems and SDM Access

Multiple antenna systems, which can be applied at the transmitter and the 
receiver, are used for spatial multiplexing of the radio channel in wireless com-
munication. The space division multiplexing (SDM) process mentioned in the 
previous sections is carried out with such advanced antenna systems. With this 
technology, SDM is also used with multiplexing in time and frequency domains. 
This way, it aims to increase coverage, capacity, and end user throughput [14].

Directed sector antennas have been used for a long time since the first analog 
wireless communication systems were installed. These antennas were installed as 
antenna columns in the early days to expand the coverage area. In addition to these 
antenna systems, which are still used today, especially with the introduction of LTE 
technology into our lives with 4G, dynamic bandwidth, and high-efficiency radio 
communication with directional beamforming features have become available.
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Figure 9.16  OFDMA and SC-FDMA.



9.8  ­Multiple  Input-­Multiple  Output  (MIMO) Antenna   Systems  and SDM Acces  91

Since parallel data transmission is possible with the antenna arrays used in both 
the receiver and the transmitter, the data transmission rate is increased roughly by 
the number of antennas (Figure 9.17).

The quality of a wireless channel is expressed by three parameters: transmission 
rate, transmission distance (coverage), and reliability. The reliability parameter 
should be considered the lossless transmission of the transmitted information (or 
packet) to the other party. While the transmission distance can be increased by 
reducing the transmission rate, the transmission reliability can be increased 
by reducing both the speed and the distance. In addition, these three parameters 
can be increased simultaneously with the introduction of MIMO systems.

With SDMA access used in MIMO, the same bandwidth can be given to multiple 
users in different geographical locations. The advantages achieved with SDMA 
are given as follows [15]:

●● Distance expansion: With the help of antenna arrays, signals can be transmit-
ted over longer distances by beaming on individual antenna systems. Cell 
numbers covering a geographic area can be significantly reduced in an SDMA 
system. For example, a 10-element array provides a gain of 10, doubling the cell 
radius and thus quadrupling the coverage.

●● Multipath mitigation: During transmission, electromagnetic waves can reach 
the target receivers in many ways due to physical reasons, reflection, scattering, 
etc., along the way. This causes losses, and therefore speed drops to tolerate the 

By using two antennas per base
station and mobile station, throughput
is approximately doubled

Figure 9.17  MIMO performance.
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failures. SDMA systems utilizing MIMO architecture significantly reduce the 
adverse effects of multipath propagation.

●● Capacity increase: With a limited increase in system complexity, SDMA can 
be integrated into already running multiple access systems, providing a signifi-
cant capacity increase. For example, with the application of SDMA to the 
traditional TDMA system, two or more users can use the same time slot. Thus, 
the system capacity can be doubled or more.

●● Interference suppression: Interference with other systems and user interac-
tions can be significantly reduced with SDMA. This is done using the unique 
and user-specific channel impulse responses (CIR – the value that defines the 
period properties of a channel) of the desired user [16].

●● Compatibility: SDMA is compatible with most existing modulation schemes, car-
rier frequencies, and other specifications. Additionally, SDMA can be implemented 
using different array geometries and antenna types than MIMO (Figure 9.18).

As seen in the figure, users with a single antenna can communicate simultane-
ously with a base station with an array of antennas. As seen here, a mobile device 
with an antenna array will thus have a much higher bandwidth transmission 
medium. The MIMO channel representation is given in Figure 9.19 [17].

9.9  Voice over WiFi (VoWiFi)

With the LTE technology starting to use the 5 GHz bands, LTE/WiFi aggregation has 
also been implemented. We can say that the structure where smartphones can 
exchange data from both the cellular network and the WiFi network is 
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Figure 9.18  Communication of single antenna devices with the MIMO base station.
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simultaneously suitable for installing small cells. With VoWiFi, apart from the 
operator network, speech and other multimedia services can be accessed via this 
interface when there is a WiFi connection. From this point of view, we can say that 
VoWiFi and IMS services have been expanded to new access using existing infrastruc-
ture (Figure 9.20).

Today, VoWiFi is being developed as an integral part of VoIP development. 
VoWiFi advantages are given as follows [18]:

●● WiFi is a long-lasting ecosystem: Today, smartphones in the hands of nearly 
all users consume almost all of their data over WiFi connections. Considering 
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the ease of installation of WiFi hotspots, we can say that the use of VoWiFi will 
become widespread and long lasting.

●● It is a complementary structure for LTE services: Integrating the VoWiFi 
infrastructure into the existing system has also become more accessible with 
installing IMS. VoLTE and VoWiFi can work together on EPC. The voice service 
availability outside the VoLTE coverage area is a significant advantage.

●● New business potentials: It also solves the access problems that may occur 
indoors by extending the VoWiFi, LTE, or 2G/3G coverage area. Since the calls 
will be local, roaming costs will also decrease.

●● New service opportunities: Mobile operators require WiFi services, unlike 
cable-connected OTT (over-the-top) devices (e.g. IPTV). With VoWiFi, the 
services of OTT clients are now given to smartphones.

In addition to the advantages mentioned earlier, VoWiFi technology may have 
problems in providing QoS levels:

●● WiFi operates on unlicensed frequencies; therefore, a particular bandwidth 
cannot be allocated and carries a high risk of electromagnetic interference.

●● As the number of users using the WiFi hotspot increases, network congestion 
and low-speed broadband connection occur.

●● 3GPP can be an unmanageable voice service by network operators, as WiFi 
access to the operator’s voice core network can be accomplished through the 
Internet Service Provider (ISP’s) network.

Decreases in voice quality may occur due to packet losses, jitter (delays in delays), 
or end-to-end latency due to the aforementioned reasons. QoS architecture in 
WiFi access is based on packet prioritization. In VoLTE, on the other hand, QoS 
levels are made through resource reservations. VoWiFi needs additional IP 
Differentiated Service Code Point (DSCP) markings in the transmission layer.

References

	1	 Sauter, M. (2017). From GSM to LTE-Advanced Pro and 5G. Wiley.
	2	 Curwen, P. and Whalley, J. (2021). Understanding 5G Mobile Networks: 

A Multidisciplinary Primer. Emerald Group Publishing.
	3	 3GPP (2022). Portal > Home. 3GPP. https://portal.3gpp.org/ (accessed 

15 February 2023).
	4	 Dahlman, E., Parkvall, S., and Skold, J. (2016). 4G, LTE-Advanced Pro and the Road 

to 5G. Academic Press.
	5	 Condoluci, M. and Mahmoodi, T. (2018). Softwarization and virtualization in 

5G mobile networks: benefits, trends and challenges. Computer Networks 146: 65–64.



﻿  ­Reference 95

	6	 GL (2022). Enhances end-to-end wireless network LAB solutions. GL 
Communications. https://www.gl.com/newsletter/enhanced-end-to-end-wireless-
network-lab-solutions.html (accessed 15 February 2023).

	7	 Poikselkä, M. and Mayer, G. (2013). The IMS. Wiley.
	8	 Akram R. (2022). IP Multimedia Subsystem (IMS) overview. Rauf’s Knowledge 

Portal. https://raufakram.wordpress.com/2013/12/10/ip-multimedia-subsystem-
ims-overview/ (accessed 15 February 2023).

	9	 Elnashar, A. and El-saidny, M.A. (2018). Practical Guide to LTE-A, VoLTE and 
IoT. Wiley.

	10	 Real Time Communication (2022). VoLTE in IMS. Real Time Communication. 
https://realtimecommunication.wordpress.com/2015/03/06/volte-in-ims/ 
(accessed 15 February 2023).

	11	 DOCS (2022). Overview of mobile IP. Mobile IP Administration Guide. Oracle 
Inc. https://docs.oracle.com/cd/E19455-01/806-7600/6jgfbep0v/index.html 
(accessed 15 February 2023).

	12	 Beard, C., Stallings, W., and Tahiliani, M.P. (2015). Wireless Communication 
Networks and Systems, Global Edition. Pearson.

	13	 Rohling, H. (2011). OFDM. Springer Science & Business Media.
	14	 Asplund, H., Astely, D., von Butovitsch, P. et al. (ed.) (2020). Advanced antenna 

system in network deployments. In: Advanced Antenna Systems for 5G Network 
Deployments, 639–676. Academic.

	15	 Cooper, M. and Goldburg, M. (1996). Intelligent Antennas: Spatial Division 
Multiple Access. Annual Review of Communications, 1996.

	16	 Coll, F.J. (2014). Channel characterization and wireless communication 
performance in industrial environments. Doctoral dissertation. KTH Royal 
Institute of Technology.

	17	 Sibille, A., Oestges, C., and Zanella, A. (2010). MIMO. Academic Press.
	18	 Elnashar, A. and El-saidny, M.A. (2018). Practical Guide to LTE-A, VoLTE and 

IoT. Wiley.

https://www.gl.com/newsletter/enhanced-end-to-end-wireless-network-lab-solutions.html
https://docs.oracle.com/cd/E19455-01/806-7600/6jgfbep0v/index.html
https://www.gl.com/newsletter/enhanced-end-to-end-wireless-network-lab-solutions.html
https://raufakram.wordpress.com/2013/12/10/ip-multimedia-subsystem-ims-overview/
https://raufakram.wordpress.com/2013/12/10/ip-multimedia-subsystem-ims-overview/
https://realtimecommunication.wordpress.com/2015/03/06/volte-in-ims/




97

Evolution of Wireless Communication Ecosystems, First Edition. Suat Seçgin.
© 2023 The Institute of Electrical and Electronics Engineers, Inc.  
Published 2023 by John Wiley & Sons, Inc.

10.1  Introduction

Significantly, the rapid increase in mobile data traffic based on video streams, the 
increasing number of connections due to multiple devices of each user, the con-
nection need of billions of devices due to IoT applications, and the need for effi-
cient energy management due to this intense connection and traffic, the reduction 
of mobile operators’ operating costs and headlines such as new revenue opportu-
nities for operators due to developing applications have been the main driving 
force in the transition to 5G.

We are witnessing that the amount of traffic in mobile networks progresses 
exponentially. Between 2010 and 2020, this traffic increased 1000 times [1]. We 
can say that this data “hunger” is mainly due to the widespread use of smart-
phones and the increase in multimedia applications running on these phones. In 
addition to ultra-high-definition mobile TV, the transition to 5G communication 
systems has become a growing need over time due to the increasing use of many 
3D applications (Figure 10.1).

Let us explain the “5G Flower” 5G key business indicators put forward by 
Chinese Mobile and accepted by the ITU [2] (Figure 10.2):

Petals (six performance indicators of 5G):

●● 100× (0.1–1 Gbps) user speed compared to 4G
●● Much higher connection density (1 million/km2)
●● Reduced interface latency (one-fifth of 4G-1 ms)
●● 4× accelerated mobility of 4G (500+ km/h)
●● About 20 times the peak rate of 4G (10–20 Gbps)
●● High flow density (10–100 Tbps/km2)

10

5G Systems
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Figure 10.1  Evolution to 5G.
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Green leaves (three separate productivity indicators):

●● Energy efficiency
●● Cost efficiency
●● Spectrum efficiency

International Telecommunication Union (ITU) has defined International Mobile 
Telecommunication 2000 (IMT-2000) for 3G requirements, IMT-Advanced stand-
ard for 4G, and IMT 2020 for 5G requirements. ITU Radio Communication Sector 
(ITU-R) has foreseen three basic usage scenarios in the ITU-R M.2083 document 
published for IMT-2020 and beyond systems: enhanced mobile broadband 
(eMBB), massive machine-type communication (mMTC), and ultrareliable and 
low-latency communications (uRLLC). These scenarios and corresponding appli-
cations are given in Figure 10.3 [3].

●● Enhanced Mobile Broadband (eMBB): Dealing with significantly increasing 
data rates, supporting hotspot scenarios that will provide high user density and 
very high traffic capacity, and providing high mobility opportunities and unin-
terrupted coverage.

●● Massive Machine-Type Communication (mMTC): Connecting large 
numbers of devices to IoT systems that require low power and low data rates.

●● Ultrareliable and Low-Latency Communication (uRLLC): Provides secu-
rity and mission-critical applications infrastructure (Figure 10.4).
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AR
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Ultra-reliable and low
latency communications

Industry
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Figure 10.3  IMT-2020 use cases.
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A vast communication ecosystem will be established in our world with 5G, which 
will provide infrastructure for autonomous vehicles, smart cities/buildings, 
virtual/augmented reality, and similar applications, where almost all devices are 
designed to meet the needs and requirements we have explained so far are 
connected (Figure 10.5) [5].
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type communications

Ultrareliable
and low-latency
communications

Connection density Latency

High importance

Medium

Low

Figure 10.4  5G network capacity [4].
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Figure 10.5  5G ecosystem.
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10.2  5G Cell Structure

Due to the increasing number of users and the increasing data traffic of these 
users, a “small cell” structure has been developed for high-bandwidth usage and 
error-free handoff in densely populated places such as shopping centers, sports 
centers, airports, train stations, with fifth-generation wireless communication 
systems. Small cells are low-power, short-range wireless transmission systems 
that cover small geographic areas. A small cell is a small base station that divides 
a cell site/area into much smaller segments [6]. The cell structure, starting from 
the globe to the femtocell structure, is given in Figure 10.6.

The concept of small cell is used as a collective term encompassing picocell, 
microcell, and femtocell structures. These structures are briefly described as follows:

●● Femtocell: They are small base stations that extend the mobile network for 
home users. Femtocell is a good solution when the signals from the operator are 
weak. We can use the term home base station for these structures. Femtocell 
network connections are made via Digital Subscriber Line (DSL), fiber, or cable 
Internet (Figure 10.7).

●● Picocell: Another category of small cells, picocells, is a solution developed for 
enterprise applications with extended network coverage and high data transfer 
capacity (throughput). The connection scheme is similar to the femtocell.

●● Microcell: It is a cell structure designed to serve more users than femtocell and 
picocell. Thanks to their high transmission power, they have wider cell diame-
ters, and with these aspects, they provide a suitable infrastructure for smart 
cities, intelligent transportation, etc., applications (Table 10.1).

As for the answer to the question of why 5G has such a complex cell infrastruc-
ture, we can say that this infrastructure should be established for three scenarios 
for 5G, which we mentioned in the previous section. The need for connection 

Femtocell in a
building

Microcell
Macrocell

Picocell

Local

Urban

Suburban

Global

Figure 10.6  5G cell structure.
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speed up to gigabits (eMBB), IoT applications and the network connection of 
billions of devices (mMTC), and finally, the reliable and low-latency (urLLC) net-
work environments required by applications such as autonomous vehicles, smart 
cities, virtual reality, and augmented reality is the motivation points in the design 
of these cells [7] (Figure 10.8).

10.3  Topology

The access layer of a 5G wireless transmission system is given in the Figure 10.9. 
As can be seen, all hybrid access systems are first taken from the front haul, then 
collected in the middle layer, and delivered to the core 5G network via the 
Multiprotocol Label Switching (MPLS) network.

Cloud

RAN

RAN

RAN

RAN

Macrocell
Internet

Picocell

Femtocell

Femtocell network equipment

Mobile
operator

Femto BS

Figure 10.7  5G cell structure (different view).

Table 10.1  4G metrics of cells.

Cell type Output power (W) Cell radius (km) Number of users Location

Femtocell 0.001–0.25 0.10–0.1 1–30 Indoor

Picocell 0.25–1 0.1–0.2 30–100 Indoor/Outdoor

Microcell 1–10 0.2–2 1000–2000 Indoor/Outdoor

Macrocell 10–50 8–30 >2000 Outdoor
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The most crucial change in 5G access networks has been the removal of the 
Radio Network Controller (RNC) layer to minimize latency and the connection of 
base stations directly to the core network via baseband units.

Compared to 4G, there have been revolutionary changes in architecture, platform, 
function, protocol, and other areas in the 5G core network to meet the network 
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Figure 10.8  5G hybrid network.
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customization, service, high capacity, high performance, and low-cost headings that 
came with 5G (Figure 10.10). We can examine these changes from four aspects [8]:

●● IT based: Evolution toward cloud computing-based developments, functional 
software, computing, and data parsing features. Switching from previous net-
work devices to cloud networking function.

●● Internet based: Transition from a fixed rigid network connection structure 
among network devices to dynamically configurable flexible networks. Service-
based structure and new core network protocol architecture based on 
http/2.0 Internet protocol.

●● Minimal based: Minimal design for data forwarding/routing and user access.
●● Service based: 5G network design is for vertical industries. At the center of its 

technology lies the realization of Network as a Service (NaaS). Through net-
work slicing, edge computing, low-latency connection, etc., the transformation 
of the network from universal service to personalized and customized service 
has been realized.

Services

Core
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Radio network

End
devices

Orchestration
Capability
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Management

Session MobilityAccess

Policy control Authentication Registration

User data

Figure 10.10  5G layered structure.
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The architecture will be examined from two different perspectives:

●● Service-based architecture: The 5G core network has evolved from a closed 
box to a service-based network and opened to the edges. On the other hand, 
service-based architecture provides flexible orchestration, parsing, openness, 
etc. It has unique advantages over traditional network architecture, such that it 
is an essential tool to rapidly meet the needs of vertical industries in the 5G era. 
The service-based architecture breaks up complex “single network elements” 
into modular services to improve network agility. This means that each network 
function consists of many services. On the other hand, such an architecture pro-
vides an agile network structure with small service modules shaped according 
to needs.

●● Software-based architecture: What we can call a software-based architec-
ture, or software-defined network (SDN), means the separation of software 
running on the network and algorithms running on the network control plane. 
In other words, the control plane where the network management is provided 
and the user plane where the user data flows are separated. With SDN, it is 
ensured that the network devices are managed by software-based control or 
application programming interfaces (APIs), regardless of the manufacturer. 
SDN can create and control a virtual network or traditional hardware via soft-
ware. Network virtualization allows organizations to segment different virtual 
networks within a single physical network or connects devices in various physi-
cal networks to create a single virtual network. Thus, the functions of SDN, 
routing, and control of data packets through a central server are fulfilled. With 
this approach, high-speed and flexible network device management, customiz-
able network infrastructure, and a strong level of security are achieved. This 
way, hardware-based traditional network management has evolved into 
software-based network management.

●● Network function virtualization (NFV): We can define network function 
virtualization (NFV) as separating software and hardware layers of communi-
cation networks. We can transparently manage functions such as routing, fire-
wall, and load balancing through virtual servers created by dividing a network 
device’s hardware and software functions over an available server and virtual-
ization technology.

The 5G network has the capability of integrated/converged management of the 
entire network and the whole region (Figure 10.11). The complete lifecycle man-
agement of the network is carried out flexibly. In addition, network connections 
and routing operations between and within data centers are flexibly configured. 
Thanks to the innovations described, internally open and developed architecture 
and customer-oriented services can be established quickly.
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10.4  Millimeter Wave

Signals in the 30 and 3000 GHz frequency range are called millimeter Wave 
(mmWave). mmWave requires more transmit power and is weak to attenuation 
caused by the atmosphere and physical barriers. It uses a massive MIMO tech-
nique to deal with this limitation (Figure 10.12).

Because mmWave bands are at high frequencies, they provide huge bandwidths 
(hence high speeds). As can be seen from the Figure 10.13, many technologies 
(GPS, WiFi, 3G, 4G, WiMax, L-band satellite, S and C bands, etc.) operate in the 
1–6 GHz band. However, the 30–300 GHz frequency band is used much less. In 
this sense, it can be considered a new field. For this reason, 24–100 GHz is sug-
gested as the frequency range for 5G.
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Figure 10.11  5G ecosystem.
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Although it requires attenuation and high power, mmWave has advantages 
such as being in a new and less used band, high-frequency waves having much 
more data carrying capacity than low-frequency waves, and supporting massive 
MIMO antenna structures. In the Figure 10.13, mmWave application and usage 
areas visualized by ETSI are given.
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Figure 10.12  mmWave spectrum.
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Figure 10.13  mmWave applications.
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The mmWave communication scenarios introduced with 5G are given as 
follows:

●● Residential and indoor layering: In this scenario, the 60 GHz frequency band 
is used to connect devices in a building to the wireless ecosystem. The 60 GHz 
frequency is used because the distance to the access point is small, and there are 
few obstacles. The connection of the access point located on the top of the 
building to the base station is provided with a frequency of 4 GHz (Figure 10.14).

●● Device-to-device communication: One of the 5G usage scenarios is device-
to-device communication. The devices directly exchange data with each other 
with the orchestration of the microcell base station. 4 GHz links provide the 
connection to the core backhaul (Figure 10.15).
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Figure 10.14  Residential and indoor 5G layering.
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Figure 10.15  Forms of the device-to-device communication.
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●● Dense small cells: Cell structures operating at 30 GHz frequency are managed 
with a standard base station structure in a hierarchical control order. Starting 
from the femtocell, there is a hierarchical structure reaching the global cell 
structure at the macro level (Figure 10.16).

●● Device density: Millions of devices can be connected per square kilometer, as 
the frequency in a wide range is flexible. While 60 GHz is used in small indoor 
cells, the range from 4 to 30 GHz is used in microcells with intensive IoT-based 
connections. Depending on the type of access and the need, the frequency 
bands used also change (Figure 10.17).

●● Dual connectivity: While the mobile device connected to the system it 
receives control commands over the macro cell, and can perform data com-
munication over the small cell base station. Synchronization establishes an 
inter-site transport link between the anchor and the small cell eNodeB 
(Figure 10.18).

●● Massive MIMO base station: To realize the dense connection scenarios we 
have described, base stations with tens of antenna series are installed in macro 
cell centers. This structure will be further developed with 6G, and holographic 
MIMO applications will be used in spatial division multiplexing techniques 
(Figure 10.19).
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Figure 10.16  Dense small-cell mmWave.
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Figure 10.18  Dual connectivity.
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The holistic view of the 5G ecosystem, which consists of the subcomponents 
described so far, is given in Figure 10.20. It is hierarchically positioned in mmWave 
frequency bands with all related systems. The structures described so far are 
connected to the next generation core backhauls and form the 5G communication 
ecosystem covering the world.

10.5  Network Slicing

We have mentioned in the previous sections that 5G wireless communication net-
works are built on the provision of three services: massive machine-type commu-
nication (mMTC), ultrareliable low-latency communication (uRLLC), and eMBB 
(Figure 10.21).

Wireless communication infrastructures are evolving toward an ecosystem 
where humans and machines are always connected and interact with multiple 
devices simultaneously. To provide this densely connected infrastructure, next-
generation wireless networks must be flexible, scalable, and capable of combining 
various architectures and standards. In addition, these network infrastructures 
are expected to provide suitable solutions for different traffic types and heteroge-
neous network types with basic requirements such as efficiency, several con-
nected devices, latency, and reliability [9].

While using high-density devices that communicate with each other with 
mMTC, features such as high battery life and low cost must be considered. URLLC 
should provide ultrareliability as well as low latency. eMBB, on the other hand, 
should support high data rates and coverage. There is a need to redesign the wire-
less communication architecture (different from 4G) to offer these three services 
effectively to the users [10] (Figure 10.22).
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Figure 10.19  Massive MIMO with beamforming.
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With eMBB, uRLLC, and mMTC, services such as eHealth, augmented reality, 
virtual reality, intelligent transportation systems, smart cities, smart buildings, and 
mobile games have become available to users. Network slicing refers to an approach 
and architecture that offers an infrastructure solution for all these needs. The con-
cept of network slicing is based on the principle of creating multiple subnets to 
implement these different services. In other words, different slices (subnets) are 
designed for eMBB, uRLLC, and mMTC. Virtual network architectures are 
designed with SDNs, and NFV methods to form the basis of network slicing. 
Separate dynamic bandwidth virtual wireless networks are created for each service.

Depending on the application scenarios, layers (slices) are created with network 
slicing. While mobile broadband works in one slice, device-to-device communica-
tion works in another. Of course, different frequencies are used in each slice for 
both end device access and core network access. Thus, the 5G wireless ecosystem 
is designed as a flexible, robust, scalable, and manageable system [9].

This technology provides an optimized resource allocation and network topol-
ogy for each situation, providing a wireless infrastructure at a certain service level 
agreement (SLA). In summary, network slicing converts some network infrastruc-
tures into virtual subnets. Thus, network resources are reserved according to basic 
customer needs. In addition to network virtualization, industry-based virtualiza-
tion with network slicing can also be set up in line with customer requests.

10.6  Massive MIMO and Beamforming

We have mentioned in the previous sections that the millimeter wave (mmWave) 
structure has started to be used with the fifth-generation systems. As known, 
mmWave is much more sensitive to attenuation than waves used in previous gen-
eration communication systems. In other words, since the loss will increase as the 
frequency increases, mmWave waves transmitted to the atmosphere with the 
same power become much weaker than the waves with lower frequency. For this 
reason, mmWave cellular frequencies are lower than 4G cell diameters. To pre-
vent this transmission loss, the receivers and transmitters used in 5G systems use 
antenna arrays working simultaneously (Figure 10.23).

We have mentioned the details of MIMO technologies in Chapter 9. In this sec-
tion, the focus will be on beamforming along with the use of massive MIMO. While 
two or four antenna structures are used in 4G systems, tens or even hundreds of 
antenna arrays are used with massive MIMO. The most significant advantage of 
the MIMO structure over conventional systems is that it doubles the wireless con-
nection capacity (up to 50 times). In other words, as the number of antennas in the 
receiver and transmitter increases, the signal paths (beam numbers) to be transmit-
ted, data rate, and link reliability also increase. Compared to 4G and earlier systems 
with massive MIMO, 5G systems are more resistant to interference and jamming.
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Spectral efficiency is also increased by using frequency backup with beamform-
ing created with MIMO. Here we also see a terminal-based space division multi-
plexing application. Since existing mobile networks (4G and earlier) use a single 
“beam” for all users in the cell, performance bottlenecks may occur in dense user 
areas. With massive MIMO and beamforming, communication processes are 
executed more intelligently and effectively, providing stable speed and latency 
values [11] (Figure 10.24).

Massive MIMO is seen as an essential milestone for 5G technologies. With mas-
sive MIMO serving multiuser and multidevice environments simultaneously, 
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Figure 10.23  Massive MIMO and beamforming.
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high data rates and stable performance metrics are provided in dense user envi-
ronments. With this feature, 5G offers an excellent ecosystem, especially for IoT 
applications [12].

10.7  Carrier Aggregation (CA) and Dual 
Connectivity (DC)

Carrier aggregation (CA) allows for scalable expansion of the adequate bandwidth 
available to users through simultaneous use of radio resources across multiple 
carriers. These carriers can be aggregated from the same or different bands to 
maximize interoperability and utilization of the scarce radio spectrum or frag-
mented spectrum available to operators [13]. In other words, CA can be defined as 
combining two or more carriers into a single data channel to increase the data 
capacity of the wireless network. By using the existing spectrum, uplink and 
downlink capabilities can be improved with the CA application.

With CA used in 5G new radio (NR) systems, multiconnection functions with 
asymmetric upload and download infrastructure are performed. Thus, a user can 
be given a high bandwidth of up to 700 MHz in the mmWave spectrum. At lower 
(for example, 7 GHz) frequencies, by combining 4 × 100 MHz channels, a 400 MHz 
channel can be created. Considering that a maximum of 20 MHz channel is allo-
cated to each user in 4G, the importance of the speeds achieved with 5G CA will 
be better understood.

As can be seen in Figure 10.25, 5 component carriers are supported with 4G 
LTE-Advanced Pro, while 16 contiguous and nonadjacent carriers can be com-
bined with 5G NR CA. This way, 5G can combine a spectrum up to 1 GHz [7].

An example CA application is given in Figure 10.26.

5G NR carrier aggregation

Each CC = maximum 20 Mhz bandwidth

LTE carrier aggregation (LTE advanced pro supports up to 5 CCs)

EUTRA NR dual connectivity (En-DC)

LTE carrier aggregation

CC1 CC2 CC3 CC4 CC5

CC1 CC2 CC3 CC4 CC5 CC6 CC7

Figure 10.25  LTE and 5G NR carrier aggregation.
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This is achieved by combining (CA) two or more carriers. With 5G NR DC, it is a 
method applied especially in nonstandalone (NSA) 5G networks. While 5G supported 
mobile devices using mmWave frequencies for increased data capacity, it uses 4G 
infrastructure for voice transmission. It is a structure developed to access 5G advan-
tages in networks where pure 5G infrastructure is unavailable. Standalone (SA) 5G 
NR uses end-to-end mmWave and sub-GHz frequencies. In SA 5G mode, the existing 
4G/LTE infrastructure is not used, and thus, the infrastructure for eMBB, uRLLC, and 
mMTC services, which are the cornerstones of 5G, is established (Figure 10.27).
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DC allows a mobile device to transmit and receive data on two cell groups and 
multiple component carriers via the main eNodeB (Master Node) and secondary 
eNodeB (Secondary Node).
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11.1  Introduction

With the completion of 5G standards with version 15 of the 3GPP organization in 
2018, the focus in this area started to shift to the sixth-generation (6G) wireless 
communication. In July 2018, the ITU Telecommunication (ITU-T) standardiza-
tion sector established the ITU-T Focus Group Technologies for Network 2030 (FG 
NET-2030) working group. FG NET-2030 group started working on network 
requirements for 2030 and beyond [1]. As a result, the vision of the 6G wireless 
communication began to be drawn. In the first step, it was envisaged that 6G 
(unlike conventional wireless networks) would be a human-centric structure 
rather than a machine, application, or data center structure [2].

In Chapter 10, we mentioned that 5G systems fit into three pillars: ultrareliable 
low-latency communication (uRLLC), enhanced mobile broadband (eMBB), and 
massive machine-type communication (mMTC). Among these specific areas, sub-
areas such as eMBB and end user device energy consumption, MIMO improve-
ments, Quality of Experience (QoE), multicast and broadcast services, coverage 
and high mobility, uRLLC and IoT, location services, RAN slicing and cross reality 
(XR), and finally with mMTC, subareas such as low-dimensional data transfer, 
high-volume devices, and M2M communication are addressed [3].

The journey from 1G to 6G in Figure 11.1 and 5G–6G technical specifications in 
Table 11.1 are given comparatively [4].

In 4G and 5G systems, bands between 6 and 300 GHz were used in satellite com-
munication, radio astronomy, remote sensing, radar, and similar applications. The 
developments in antenna technologies in recent years have put forward the idea 
that the spectrum containing these high frequencies can also be used for mobile 
communication. The availability of this frequency band, called the millimeter 

11
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wave (mmWave) with 1–10 mm (30–300 GHz), has provided hundreds of times 
the bandwidth compared to 6 GHz [5].

As it is known, mobile data traffic has been increasing exponentially for 
more  than 10 years. This trend seems to continue as IoT devices enter supply 
chains, healthcare applications, transportation, and vehicle communication  [6] 
(Figure 11.2).

According to ITU’s estimations, 38.6 billion devices by 2025 and 50 billion 
devices by 2030 will be connected to the network with IoT. Three different 
scenarios can be put forward to meet such intense data traffic [4]:

●● Developing better signal processing techniques for higher spectral efficiency of 
the channel

●● Overcondensation of cellular networks
●● Using additional spectrum
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Figure 11.1  Evolution to 6G.

Table 11.1  Comparison of 5G and 6G.

Parameters 5G 6G

Downlink 20 Gbps >1 Tbps

Uplink 10 Gbps 1 Tbps

Traffic capacity 10 Mbps/m2 1–10 Gbps/m2

Latency 1 ms 10–100 μs

Reliability Up to 99.999% Up to 99.99999%

Mobility Up to 500 km/h Up to 1000 km/h

Connectivity density 106 devices/km2 107 devices/km2

Security and privacy Medium Very high
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Applications for the first item have already been developed for 5G. In the second 
item, the intensification of cellular networks brings the problem of interference. 
mmWave frequencies provide nearly 100 times the spectrum compared to 6 GHz 
and below frequencies. As delay-sensitive applications (eHealth, space surgery, 
autonomous vehicles, augmented reality, etc.) come into our lives, the required 
bandwidth is also increasing. For example, extended reality needs Tbps speed. As 
such, 6G and terahertz bands have been on the agenda.

Conceptually, the 6G network is designed to expand the human experience in 
the physical, biological, and digital worlds while enabling a new-generation 
industrial operation environment beyond Industry 4.0  in performance dimen-
sions such as positioning, sensing, ultrareliability, and energy [7]. Essential topics 
and comparative transitions from 5G to 6G are given in Figure 11.3.

This technical transformation journey, starting from 1G to 6G, will increase the 
integration of the physical world (all connected devices, wearable devices, etc.) 
with the cyber world in 6G. All kinds of information (Big Data) that will be 
produced by everything connected to the network (Internet of Everything [IoE]) 
will be compiled and collected using artificial intelligence (AI) techniques and 
transferred to the servers in the cyber world. Future estimation and knowledge 
discovery/knowledge discovery methods will be applied when transforming the 

Figure 11.2  6G ecosystem. Source: Adapted from [6].
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data collected on these servers into value. The results will be practical guidance 
tools in the actions that will take place in the physical world. The applications, 
trends, and technologies driving 6G, which we can express as the 6G vision, are 
summarized as follows [8] (Figure 11.4).

The 6G wireless ecosystem will be a system that will contain many topics, from 
quantum communication to blockchain technologies. It is essential to manage 
this complex structure hierarchically to arrange the subheadings. These titles that 
will create the 6G taxonomy are key enablers, use cases, machine learning (ML) 
techniques, networking methods, and supplementary technologies. This taxon-
omy is given in Figure 11.5 [9].

This section will explain the infrastructure, applications, and services included 
in the 6G vision, although there is no clear standardization yet.

11.2  Network

6G provides an infrastructure that allows access to all geographic locations, from 
terahertz communication bands to visible light communication, from 3D network 
support to satellite communication infrastructure. Although 6G is a system built 
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Figure 11.3  5G vs. 6G infographic.
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on 5G, it offers new visions regarding communication and application. In sum-
mary, the essential requirements for the 6G architecture include network pro-
grammability, deployment flexibility, simplicity, efficiency, reliability, robustness, 
and automation. 6G potential and applications are summarized in Tables  11.2 
and 11.3 [4].

The high data rate, small antenna size, and focused beam scenarios above 
100 GHz frequencies are being investigated. It can be a transmission medium for 
visible light communication backhaul connections. More dynamic links will be 
provided with multispectrum flexibility.

By the way, it should be stated that 6G offers a four-layer network structure. 6G 
and submarine network structures have been added to the space, atmosphere, and 
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6G Taxonomy
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Figure 11.5  6G taxonomy.

Table 11.2  6G potential and challenges in terms of frequencies above 100 GHz.

Novel wireless paradigms and frequencies above 100 GHz

Enabling 
technology Potential Challenges Use cases

Terahertz High data rate, small 
antenna size, focused 
beams

Circuit design, 
propagation loss

Pervasive connectivity, 
Industry 4.0, 
teleportation

VLC Low-cost hardware, 
limited interference, 
unlicensed spectrum

Limited coverage, 
need for RF uplink

Pervasive connectivity, 
eHealth

Full duplex Relaying and 
simultaneous TX/RX

Interference 
management and 
scheduling

Pervasive connectivity, 
Industry 4.0

Out-of-band 
channel 
estimation

Flexible 
multispectrum 
communications

Need for reliable 
frequency mapping

Pervasive connectivity, 
teleporting

Sensing and 
localization

Novel services and 
context-based control

Efficient multiplexing 
of communication 
and localization

eHealth, unmanned 
mobility, Industry 4.0
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surface network layers supported in the 5G infrastructure. These concepts are 
explained as follows [1]:

1)	 Space-­network tier: This network layer supports applications for space travel 
and wireless coverage via satellites, as well as orbital or space Internet services. 
Laser communication is being considered for long-range intersatellite 
connectivity in space. For integration into the terrestrial communication net-
work, using mmWave for high-capacity satellite-to-satellite connectivity is 
another potential solution. Three main topics need to be resolved in this inte-
gration study: high propagation delays, Doppler effects from high-speed mov-
ing satellites, and path losses in mmWave transmission [10].

2)	 Air-­network tier: This layer operates in the low-frequency, microwave, and 
mmWave bands, providing a flexible and reliable connection. Thus, applica-
tions such as supporting dense user areas with flying base stations (BSs), main-
taining communication with drone BSs during a disaster, or providing a 
communication environment to geographically tricky points can be developed.

3)	 Terrestrial-­network tier: Similar to 5G, this network layer provides the 
central infrastructure and wireless coverage for most human activities. 

Table 11.3  6G potential and challenges in terms of network architecture.

Multidimensional network architectures

Enabling 
technology Potential Challenges Use cases

Multiconnectivity 
and cell-less 
architecture

Seamless mobility 
and integration of 
different kinds of  
links

Scheduling, need 
for network design

Pervasive connectivity, 
unmanned mobility, 
teleporting, eHealth

3D Network 
architecture

Ubiquitous 3D 
coverage, seamless 
service

Modeling, topology 
optimization, and 
energy efficiency

Pervasive connectivity, 
eHealth, unmanned 
mobility

Disaggregation 
and virtualization

Lower costs for 
operators for 
massively dense 
deployments

High performance 
for PHY and MAC 
processing

Pervasive connectivity, 
teleporting, Industry 4.0, 
unmanned mobility

Advanced 
access-backhaul 
integration

Flexible deployment 
options, outdoor-to-
indoor relaying

Scalability, 
scheduling, and 
interference

Pervasive connectivity, 
eHealth

Energy harvesting 
and low-power 
operations

Energy-efficient 
network operations, 
resiliency

Need to integrate 
energy source 
characteristics in 
protocols

Pervasive connectivity, 
eHealth
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Ultrahigh capacity backhaul (wireless backbone) infrastructures are offered 
by supporting low-frequency, microwave, mmWave, and THz bands. 
Although wireless backbone solutions remain attractive, fiber-optic remains 
essential for 6G [11].

4)	 Underwater network tier: This layer will provide coverage and Internet 
services for offshore and deep-sea activities for military or commercial applica-
tions. Since water has different propagation properties, it is planned to use 
acoustic and laser communication to provide high-speed data transmission for 
bidirectional underwater communication [12].

Figure 11.6 illustrates the four-layer 6G network and the interaction between 
these networks.

11.3  Terahertz Communication

The frequency range from 100 GHz to 3 THz is the potential bandwidth for next-
generation wireless network communication. This frequency interval is called 
terahertz region. This spectrum’s frequency range of 100–300 GHz is called 

Space
network

Air network

Underwater/Sea network

Ground
network

V2X

D2D

RAN cloud

Big data
NFV
SDN
Slice operator

Edge
computing

Figure 11.6  Four-layer 6G architecture.
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sub-THz or sub-mmWave. Short-wavelength frequencies in the mmWave and 
THz range are used in dense spatial multiplexing and wireless backbone 
communications. Since the range from 100 GHz to 3 THz enables high gain and 
shallow dimensional antenna design, a secure communication environment is 
provided.

Local wireless networks and cellular structures obtained with mmWave and 
THz will be essential in developing applications such as computer communica-
tion, autonomous vehicles, robotic control, holographic gaming, and high-speed 
wireless data distribution for data centers, with superfast download speeds. 
These applications can be grouped under the main headings of wireless cogni-
tion, sensing, imaging, wireless communication, and positioning/THz 
navigation [13].

Especially in critical applications (virtual and augmented reality, ultra-HD 
video conferencing, 3D games, brain-machine interfaces, etc.), constraints such as 
throughput, reliability, and latency are also significant in addition to speed. Speed 
and bandwidth have become one of the most critical topics in wireless transmis-
sion infrastructures due to the vast increases in data requirement and usage 
required for these and similar applications. For this reason, it is planned to over-
come these limitations by using the terahertz band for 6G systems. Existing and 
unlicensed bands at these frequencies are the solution for the high data rates that 
will come with 6G (Figure 11.7).

As for the usage classes, for example, mmWave frequencies can be used in 
backhaul connections of outdoor BSs instead of fiber-optic (FO) connections, 
especially in ultradense user areas. This way, more advantageous installation and 
maintenance can be made and save on building and rental operations. Wired data 
centers can be made entirely wireless by beamforming in pen widths. As for the 
THz band, in addition to providing tens of GHz bands, it allows for a low-
interference transmission environment and thousands of submillimeter antenna 
integration due to its high-transmission frequencies [14].
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Figure 11.7  Frequency spectrum.
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11.4  Visible Light Communication

Usually, when it comes to wireless communication, many people think of tech-
nologies and systems that use radio frequencies. This spectrum communicated 
with electromagnetic waveforms goes up to 3 THz. From a usage perspective, 
speed limits, capacitance, and serious interference problems arise at low fre-
quencies. At high frequencies, however, we encounter space propagation losses, 
the need for Line of Sight, and hardware prices. In this case, other parts of the 
electromagnetic spectrum (e.g. optical frequency ranges) are considered as a 
solution (Figure 11.8).

Optical frequency ranges can be divided into ultraviolet, visible, and infrared 
light. Working in such high-frequency ranges provides almost unlimited band-
widths. Therefore, frequencies in this range will be used for high-speed applica-
tions and services shortly. The advantages of optical wireless communication 
(OWC) compared to traditional RF (radio frequency) wireless communication is 
as follows [15]:

●● Extremely high bandwidths.
●● The advantage of not paying license fees for operators of unregulated 

bandwidths.
●● Very high degree of secure communication: The optical beams used for trans-

mission are primarily narrow and confined to a particular area. Therefore, it is 
difficult to disconnect communication and difficult to intervene.

●● It is resistant to electromagnetic interference/distortion.
●● OWC systems do not experience multipath fading.
●● Since no electromagnetic radiation is experienced in OWC systems, systems do 

not harm health.
●● OWC can be easily used in restricted RF usages, such as airplanes and hospitals.

Figure 11.9 shows the structure showing the optical wireless connection between 
the BSs and the core network. With this structure, despite the adverse geographical 
conditions, speeds of up to 200 Gbps can be reached with a security level of 99.9%. 
Thanks to its easy installation (only one receiver and transmitter) feature, it can be 

Data Optic Tx Optic Rx

Background
light

Optical wireless
link Photo dedector Output

Figure 11.8  Optical communication diagram.
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used as a quick solution to replace operator infrastructures that have become unus-
able due to disasters. The application, which appears as Light Fidelity (LiFi) in 
local use, is seen as an alternative to WiFi communication in environments such as 
offices. A typical LiFi application is given in Figure 11.10 [16].

Core
network

Remote antenna
unit

Backhaul

Access

Remote radio
head

Figure 11.9  OWC for mobile backhaul.

Macro/micro cell

LiFI

LiFI

WiFi/femto cell

Figure 11.10  LiFi.
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Despite all these positive aspects, transmission losses due to adverse weather 
conditions in OWC, atmospheric turbulence losses, transceiver adjustment diffi-
culties due to long distance and narrow beams, attenuation caused by ambient 
light, and any material that will enter between the transceiver could be encoun-
tered that will cause interruptions in communication.

To overcome these negative situations, various studies are carried out by scien-
tists. For example, for the ambient light problem, the researchers used far-infrared 
light with a wavelength of 10 μm [17]. And solutions such as dual-laser differen-
tial signaling schemes are being worked out to improve OWC system performance 
when background noise is dominant [18].

In addition to the applications described earlier, OWC is also used in 
satellite-to-satellite, satellite-to-ground, and Moon-Earth communications, 
especially in ultralong distance space communications [19]. The most impor-
tant reason for using light (laser) for such applications is that antenna sizes 
are much smaller than RF systems (due to very low wavelength). The linear 
propagation property of light is one of the other important reasons for keeping 
OWC. As an example application in space-space communication, we can show 
the Moon-Earth communication carried out by NASA in 2013. With this appli-
cation, data transmission between the Earth and the Moon was realized at a 
speed of 622 Mbps at a distance of 384 600 km. Typical optical network archi-
tecture is given in Figure 11.11 [20].

Core
network

Edge
network

Access
network

Core node
Edge node End node

Figure 11.11  The architecture of a typical optical network.
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11.5  Satellite Integration

With 5G wireless communication networks, the connection and speed require-
ments for very high-density IoT devices are increasing daily. Therefore, access 
support to terrestrial and satellite networks is a critical issue. Even though a ubiq-
uitous communication network infrastructure will be established with 5G, there 
are significant problems in terms of investment cost in including mountains, seas, 
and uninhabited areas, which we can describe as terminal units, into the coverage 
area with the existing BS logic. At this point, satellite networks are an essential 
solution point with their ability to provide a global coverage area. Especially with 
the integration of terrestrial networks with satellite networks, next-generation 
communication will reach every point globally.

When it comes to satellite communications, there are many parameters to 
consider. First, a satellite link covers much longer distances than a terrestrial 
link. To tolerate the path loss caused by this distance, ground terminals must be 
equipped with high-power transmitters and sensitive receivers. Second, overlap-
ping signals are highly prone to intersatellite signal interference due to the beam 
spacing of neighboring satellites. In addition, the cost of broadband service via 
satellites is very high. Therefore, satellite communication within 6G systems is 
one of the critical areas of interest [21].

The satellite communication infrastructure, which will be integrated with 5G 
systems until 2025, is also an essential component for 6G in establishing 3D net-
works. In satellite communication, band capacities will increase from 100 Gbps to 
Tbps speeds with hundreds of beam spots and back-use of very high frequencies. 
In addition, improvements in satellite payload technology through optimized 
designs and new materials will increase the payload power from 20 to 
30 kW. Techniques such as adaptive beam hoping and shaping and interference 
management will be used to improve connectivity and flexibility to varying traffic 
demands and patterns. With the optical links between satellite-to-satellite and 
satellite-to-ground, essential steps will be taken to integrate satellites in different 
orbits into the 3D wireless network [22]. As a result of the integration of these air-
based networks with terrestrial networks, the data speed and coverage required by 
unmanned aerial vehicles (UAVs) can be established [23, 24].

Example architecture of this integrated satellite, ground, and maritime wireless 
communication network is given in Figure 11.12. As can be seen from the figure, 
the satellite network consists of satellites in various orbits. The network to be 
established in the air will be formed by aircraft, UAVs, balloons and similar vehi-
cles, terrestrial network ground cellular mobile networks, satellite ground sta-
tions, and mobile satellite terminals. Finally, the submarine network will be built 
from underwater BSs, sensors, and other components [25].
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11.6  Cloud Radio Access Network

A centralized or cloud radio access network (C-RAN) has been proposed as a new 
cloud computing architecture to support 5G and B5G (beyond 5G) systems. While 
C-RAN supports 2G, 3G, and 4G infrastructures, it also meets 5G requirements. 
C-RAN retrospectively has subcomponents such as central processing, collabora-
tive radio, and a real-time radio network. This structure will also be available for 
6G systems [26].

In traditional systems, the radio access network consisted of structures that 
offer wireless access to users called BSs or NodeB (NB). BSs are designed as struc-
tures that provide communication between users’ mobile phones and the core 
network. After a mobile device is connected to the nearest BS, the BS transmits 
voice, data, and video traffic to the core network of the respective operator. The BS 
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Figure 11.12  Satellite-integrated network.
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consists of two subcomponents: the baseband unit (BBU) and the remote radio 
unit/remote radio head (RRU/RRH). When the BS receives a signal from the 
mobile device, the RRU receives these signals from the antenna, converts them to 
analog radio frequency, and transmits them to the BBU. BBU handles digital sig-
nal processing, while RRU handles analog signal processing. The combination of 
these structures on the cell side is called the distributed radio access network 
(D-RAN) architecture (Figure 11.13).

In D-RAN architecture, all BS structures are located in cell towers. The RRU is 
situated at the top of the tower at the base of the antennas, while the BBUs are installed 
in equipment rooms located at a different location from the tower (Figure 11.14).

The BS is subdivided into the C-RAN architecture. BBUs are combined in a 
central office. So digital signal processing can be centralized while the RRU 
remains adjacent to the cell antennas (Figure 11.15).

With this structure, the one-to-one connection structure between RRU and 
BBU has been eliminated. Thus, baseband calculations with high processing loads 
have been virtualized, and a more manageable network infrastructure has been 
created for the operator. Another benefit of concentrating BBUs in the same place 
is the effective use of information resources and the reduced maintenance costs 
for operators (Figure 11.16).
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Figure 11.13  6G cloud RAN concept.
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With virtualization technologies, while logical isolation of resources is realized, 
on the other hand, the sharing of physical resources in a dynamic and scalable 
manner is facilitated. On C-RAN, these operations are performed in the BBU 
pool, including network virtualization, networking, computing, and storage. 
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Figure 11.14  D-RAN concept.
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Each BBU is a virtual node, and communication between these BBUs takes place 
through virtual connections. In the pool, a machine’s shared CPU, memory, and 
network resources are orchestrated across multiple BBUs. Thanks to this struc-
ture, delay times are also reduced.

Centralization of BBUs also provides benefits such as edge point resource virtu-
alization and a more straightforward service setup. On the central side, advanced 
technologies are used to operate processes that require high processing power. 
There are also advantages, such as shared processing power and radio sharing 
with BBU pooling.

In traditional networks, BBUs were installed in remote locations from central 
offices, on the top of buildings, or in towers. In such an installation, mainte-
nance and installation costs increase. As BBUs get closer to the main office, 
they can potentially be deployed in more secure data centers. This improves 
data security while facilitating resource allocation for computationally costly 
operations. By sharing multiple BBUs, besides lower power consumption, a 
higher amount of resources can be accessed when needed. By concentrating 
resources at a central point, communication and user services become available 
in the edge network, not in the network center. By bringing these services 
closer to the user, faster services can be established for the users through edge 
computing. Collecting user traffic on edge is an application that also relieves 
backbone traffic. This topic will be discussed in detail in the mobile edge com-
puting (MEC) section.

11.7  Holographic MIMO Surfaces

Due to the proliferation of intelligent wireless devices, the widespread use of the 
Internet of Things, the use of AR/VR applications, etc., in recent years, users’ 
demands for low latency, higher service quality, and low prices have been increas-
ing with increasing momentum as well as high bandwidth. With the increase in 
the number of users per unit area, the limited spectrum of resources still used has 
become insufficient to meet these demands [27].

Flexible solutions have been put forward for this bottleneck mentioned by tech-
niques such as mmWave, multiple orthogonal multiplexing methods, and massive 
MIMO. At this point, solution proposals and standards have already begun to be 
determined beyond 5G communication systems. These potential solutions focus 
on nonorthogonal multiple access, OWC, hybrid optical/radio solutions, alterna-
tive waveforms, low-cost massive MIMO systems, terahertz communication, and 
new antenna technologies. Although 6G systems are perceived as an extension of 
5G systems, new user requirements, the emergence of entirely new application/
usage areas, and new network trends have led to recent paradigm searches for 
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communication infrastructures after 2030, especially in the physical layer  [28]. 
The solution proposals for these searches mainly focus on transceivers (for 
example, massive MIMO and mmWave), antenna arrays with beamforming fea-
tures, the use of cognitive spectrum, and adaptive modulation techniques. At this 
point, the idea that the propagation environment can be transformed into 
“programmable” environments with the help of new materials has begun to 
dominate [29]. It is thought that all parts of the device hardware of the future 6G 
wireless communication systems can be reconfigured with software to adapt to 
the changes in the wireless environment with intelligent methods [30].

Today’s wireless transmission channel models are almost managed by stochastic 
processes rather than software-controlled deterministic methods. Following recent 
advances in the fabrication of programmable meta-materials, reconfigurable intelli-
gent surfaces (RISs) offer solutions for 6G networks that have the potential to fulfill 
this challenging vision [31, 32]. Recently, with the development of RISs and radio 
systems, it has become possible to control at least some of the wireless communication 
channels with deterministic methods. Although it is known that reflection and scat-
tering parameters show uncontrollable stochastic behavior by nature, managing or 
optimizing these parameters (at least some of them) within a system will improve 
many adverse conditions seen in wireless communication [33].

The reflective surface is a planar aperture synthesized using subwavelength 
elements (or unit cells). Such a surface can be used to modulate incident waves to 
the desired wavefront due to reflection. Due to subwavelength unit cell samplings, 
reflective surfaces can be considered a distinct form of metasurfaces synthesized 
using a set of metamaterial unit cell elements  [34]. Although these structures 
have been studied in the field of applied electromagnetics, their use in wireless 
communication networks is still in the interest of researchers. With the recent 
implementation of 5G technology and upcoming 6G networks, reflective surfaces 
can significantly reduce the hardware layer’s cost and complexity while increas-
ing overall energy efficiency [33].

RISs are considered crucial concepts for intelligent radio systems. These sur-
faces can be considered thin sheets (surfaces) that operate almost passively and at 
a low cost. We used the phrase nearly passive because external stimuli are used to 
manipulate the electromagnetic waves coming into it. The following properties of 
these surfaces can be listed:

●● RIS elements can perform independent reconstructions (for example, phase 
shifts) on incident electromagnetic waves. They can adapt their responses in 
real-time.

●● RIS surfaces are passive working surfaces produced from low-cost and low-
power electronic elements without radio frequency chains.
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●● RIS plates are easily positionable surfaces such as walls, ceilings, and building 
facades (Figure 11.17).

In the Figure 11.17a a 48-element based reflector array is given. Each element is 
a conventional antenna connected to a phase shifter. Additionally, in Figure 11.17b 
a four-element meta-surface-based RIS is given such that each element/slab is a 
dynamic meta-surface containing many tightly packed metaatoms, and an 
optional semi-continuous phase gradient can be applied.

In general, the rate of speed that can be achieved in practice in a wireless con-
nection is limited by the modulation order and the number of spatial streams. The 
current channel realization determines both parameters. The modulation order is 
adapted according to the perceived power level of the signal at the receiver, which 
is a result of the channel gain. To keep the error rates low and to avoid retransmis-
sion, the user at the cell edge is forced to use low-order modulation, which means 
that the user connects to the wireless network at a low speed. On the other hand, 
the number of spatial streams is determined based on the channel’s available 
eigenmode numbers. A direct view link may have high channel gain but will 
likely operate at low speeds because of the spatially sparse-ranked channel. RISs 
can be used in these scenarios to change channel realization and significantly 
improve overall system performance [33].

The visual figure describing outdoor HMIMOS applications is given in 
Figure 11.18.

The working principle of the indoor HMIMOS application is drawn in 
Figure 11.19.
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Figure 11.17  RIS: (a) A 48-element reflector array-based RIS. (b) A four-element 
metasurface-based RIS.
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Holographic surfaces, also called software-defined surfaces, are divided into 
two categories according to their power consumption and two types according to 
their hardware structures [35].

Active
HMIMOS

Figure 11.18  Outdoor HMIMOS use cases.

Figure 11.19  Indoor HMIMOS use case.
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●● Classification by power consumption:
–– Active HMIMOS: Surfaces in this class can be used as receivers, transmit-

ters, or reflectors. HMIMOS structures in this class are also called large intel-
ligent surfaces (LIS). A practical application of active HMMO is achieved 
tightly by integrating an infinite number of small antenna elements. This 
structure can transmit and receive communication signals across the entire 
surface, taking advantage of the hologram principle [36, 37]. Another appli-
cation of active HMIMOS consists of discrete photonic antenna arrays inte-
grating active optical-electric detectors, transducers, and modulators to 
transmit, receive, and convert optical or RF signals.

–– Passive HMIMOS: Passive HMIMOS is also known as RIS. RIS acts as a passive 
metal mirror or “wave collector” and can be programmed to change an impact-
ing electromagnetic field in a customizable way. Compared to active HMIMOSs, 
they consist of low-cost passive elements that do not need a power supply. From 
the point of view of energy consumption, we can say that passive HMIMOS 
structures shape the waves falling on them and direct these waves without any 
signal processing or amplification. In addition, these intelligent pads can operate 
in a full duplex mode without increasing noise levels and causing any obvious 
self-interference. Another essential advantage of passive MIMOS is that they can 
be installed on building surfaces, rooms, factory roofs, laptop bags, and even 
clothes due to their low cost and low energy requirements [31].

●● Classification by hardware structure:
–– Adjacent HMIMOS: In an adjacent HMIMOS, an almost uncountable 

infinite number of elements are integrated into a finite surface area to form a 
spatially continuous transceiver aperture. Since continuous aperture takes 
advantage of the integrated infinite number of antennas with the asymptotic 
limit of massive MIMO, its potential advantages are to achieve higher spatial 
resolution and enable the generation and detection of EM waves with arbi-
trary spatial frequency components without unwanted side lobes [37].

–– Discrete HMIMOS: Discrete HMIMOS usually consist of many discrete 
unit cells made of low-power, software-adjustable metamaterials. It can elec-
tronically alter the EM properties of unit cells in more than one way. These 
range from electronic components to liquid crystals, microelectromechanical 
systems, electromechanical switches, and other reconfigurable metamateri-
als. This structure differs significantly from the traditional MIMO antenna 
array. The arrangement of a discrete surface is based on discrete “meta-
atoms” with electronically steerable reflection properties [38].

Figure 11.20 shows the scenario of serving with the help of RIS when the line of 
sight (LoS) path is blocked by a BS. Figure 11.21 shows the hardware structure of 
the user device and BS operating in this system [39].
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11.8  Massive Cell-Free MIMO

Fifth-generation wireless communication systems, which will offer users intense 
connectivity, ultrareliability, and low latency, have started to be installed in 
various countries beginning in 2019. This innovative technology can provide 
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Figure 11.20  LoS RIS operation.
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high-density beamforming and spatial multiplexing, high spectral efficiency, 
efficient energy use, and link reliability with multimass MIMO antenna technol-
ogy centrally positioned on the BSs. Despite all these innovations, the 5G wireless 
communication infrastructure is lacking in providing better coverage, and a uni-
form performance graph in this wide coverage area due to the exponentially 
increasing data need and traffic sizes. The main reason is that mMIMO systems 
cannot provide an effective solution for the performance drops experienced by 
users prone to electromagnetic interference between cells and interference 
occured located at the cell edge ends [40].

Distributed antenna systems (DAS) are recommended as a solution to this 
low-performance system experienced by users at the edge of the cell. With this 
solution, the macro-level diversification of MIMO systems to cover dead spots in 
the cell has been studied [41] (Figure 11.22).

On the other hand, network MIMO and coordinated multipoint (CoMP) are 
proposed to reduce cell-to-cell interference by adding cooperation between neigh-
boring access points (APs) [42]. This solution divides APs into discrete collabora-
tion clusters to facilitate data sharing (Figure 11.23). However, intercluster signal 
interference remains a critical issue as it cannot be removed from the cellular 
structure. Therefore, as long as the cellular structure paradigm remains in prac-
tice, there is no method to prevent intercellular interference.

Figure 11.22  Traditional cell-free mMIMO infrastructure.
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By combining the advantages of mMIMO, DAS, and network MIMO technolo-
gies, cell-free mMIMO technology is proposed, with no cell or cell boundaries [43]. 
Due to its inherent advantages, cell-independent mMIMO is a vital and critical 
technology for 6G systems. It is expected to bring significant gains such as high 
throughput, ultralow latency, ultrahigh reliability, high energy efficiency, and uni-
form coverage everywhere [44].

The basic idea of cell-free mMIMO technology is to install multiple distributed 
APs connected to a central processing unit (CPU) to serve all users over a wide 
area. Specifically, each AP is to serve all users via time division multiplexing 
(TDM) or frequency division multiplexing (FDM). Compared to conventional 
mMIMO technology, cell-free networks offer smoother connectivity for all users, 
thanks to the macrodiversity gained from distributed antennas. In addition, since 
there is no cell concept, there are no in-cell border effects.

However, the assumption that each AP serves all users does not make the sys-
tem scalable. It has the disadvantage of high power consumption for decoding 
and increased resource consumption for computation, especially for users with 
low signal-to-noise-to-noise ratios (SINR) [45].

In a nutshell [44]:

●● Cell-independent mMIMO technology was developed based on MIMO technol-
ogy. With this technology, many APs are used to provide users with many 
degrees of freedom, high multiplexing, and array gains. These gains can be 

Virtual cluster

Virtual cluster

Access point

Figure 11.23  Scalable cell-free mMIMO system.
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achieved with simple signal processing techniques due to MIMO technology’s 
favorable propagation and channel-tightening properties. The point to note 
here is that even if we do have channel tightening in cell-independent MIMO, it 
is potentially at a lower level compared to side-by-side MIMO.

●● In cell-independent MIMO, service antennas (APs) are distributed over the 
entire network, thereby achieving macrodiversity gains. As a result, a quality 
network connection with cell-independent MIMO and, accordingly, good ser-
vices can be provided to all users in the network. Unlike a colocated MIMO 
structure, where the BS is equipped with giant antennas, cell-independent 
MIMO is expected to consist of low-cost, low-power components and simple 
signal processing APs.

11.9  Mobile Cloud Computing (MCC)–Mobile Edge 
Computing (MEC)

It is planned to integrate mobile cloud computing (MCC) and mobile devices into 
an integrated structure and develop capacities such as information processing 
power and storage. This way the user experience is improved by using cloud com-
puting and related services of information processing power and storage-sensitive 
user applications. The MCC architecture is given in Figure 11.24. As can be seen 
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Figure 11.24  MCC and MEC architecture.
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in the figure, mobile devices connect to web servers via the nearest BS. Web ser-
vices work like an application programming interface (API) between mobile 
devices and the cloud and distribute cloud applications to mobile devices. In the 
current architecture, mobile devices access cloud services via BSs or WiFi APs in 
the mobile network. MCC enables resource-limited mobile devices to run latency-
insensitive but compute-intensive applications [46].

However, the inherent limitation of MCC is the long distances between mobile 
devices and the cloud. Due to these distances, long execution delays can occur, 
and the time constraints of delay-critical applications cannot be satisfied. There 
are significant differences between MEC and MCC systems regarding computing 
power and storage. MEC integrates cloud computing into the mobile network to 
deliver computing power and storage capacity to edge end users. The differences 
between MEC and MCC are summarized in Table 11.4:

The topics given in the table are explained as follows:

●● Physical server: Physical servers are deployed in large-scale data centers in the 
MCC structure. Data center buildings are large and unique buildings. MCC 
servers have high information processing and storage capacities and are set up 
as server farms. They have extra protection such as security and redundancy. 
However, MEC servers are located in smaller buildings where wireless routers, 
BSs, or gateways are located. MEC servers have limited processing power and 
storage capacities.

●● Transmission distance: The distance between users and MCC servers can 
vary from one kilometer to thousands of kilometers. On the other hand, the 
distance between the end user and the MEC server varies from tens of meters to 
hundreds of meters.

Table 11.4  MCC vs. MEC.

MCC MEC

Physical server High computing and storage 
capabilities, located in 
large-scale data centers

Limited capabilities, colocated 
with base stations and gateways

Transmission 
distance

Usually far from users, from 
kilometers to thousands of 
kilometers

Quiet dose to users, from tens to 
hundreds of meters

System 
architecture

Sophisticated configuration, 
highly centralized

Simple configuration, densely 
distributed

Application 
characteristics

Delay-tolerant, 
computation-intensive, 
e.g. Facebook, Twitter

Latency-sensitive, computation-
intensive, e.g. autonomous driving, 
online gaming
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●● System architecture: MCC systems are built and operated by colossal infor-
mation technology companies such as Google and Amazon. The architectures 
of MCC systems are often very complex and highly centralized. 
Telecommunication companies, businesses, and communities usually install 
servers in MEC systems. These servers are widely distributed over the network 
and have simple configurations. MEC systems are hierarchically controlled, 
either centrally or distributed.

●● Application characteristics: Applications in MCC systems generally tolerate 
a certain degree of latency but require large amounts of computational 
resources. Therefore, calculation data can be transmitted from end users to 
MCC servers for computing. Examples of typical MCC applications are online 
social networks such as Facebook and Twitter. On the other hand, MEC applica-
tions are sensitive to latency and calculations in cases such as autonomous driv-
ing, image recognition, and online games. The computing processes of MEC 
applications are run at the network edge to mitigate the long delays between the 
end user and the cloud (Figure 11.25).

Due to its different distribution architectures, MEC’s performance is more criti-
cal than MCC in terms of latency, energy consumption, context-aware computing, 
security, and privacy. Today, the term multiaccess edge computing (MAEC) is also 
used for MEC. It is an architecture defined by European Telecommunications 
Standards Institute (ETSI) (Figure 11.26).
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Figure 11.25  MEC application.
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By shifting the computing power of 5G and beyond systems, especially to the 
points close to the end user, the improvements in latency will also enable the 
development of latency-sensitive applications. The implementation of revolution-
ary applications in the 5G and 6G ecosystems will be realized mainly with MEC 
systems. MEC has many advantages over traditional cloud computing [47]. To give 
a real-life example, a study showed that the response time decreased from 900 to 
169 ms with the migration of the face recognition application from the cloud 
to the edge [48]. This improvement was not only limited to response time but up 
to 30–40% improvements were observed in power consumption (Figure 11.27).

IoT devices are connected to the cloud system via wired/wireless environments. 
This connection architecture is given in Figure 11.28. The data received through 
the sensors are delivered to the cloud center via the core Internet to process the 
information. Due to delays, data transmission means a crash for real-time applica-
tions such as health monitoring, autonomous vehicles, production systems/
assembly lines, and video surveillance. As we mentioned above, the concept of 
edge computing has emerged with the idea of extending computing, communication/ 
networking, and control functions to extreme points. After edge computing, Fog, 
Mist, and Dew concepts have also been put into practice [49]. In terms of latency, 
it can be said that the cloud has the highest latency and power consumption, 
while dew computing has the lowest latency and power consumption.

The IoT structure running on the cloud system described in Figure  11.28 is 
given in Figure 11.29.

Edge runs on the wireless network’s micro-/pico-/femtocell structure. This 
multilayer communication network overlays the layered cell structure using the 
shared spectrum. In edge applications like the IoT, data traffic flows in predictable 
patterns [50]. Therefore, dynamic channel allocation can be done by looking at 
historical data traffic. This way, it is possible to allocate the available channels to 
the users optimally [51]. It is natural to use cognitive radio technology to increase 
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spectrum utilization. To facilitate cognition, broadband spectrum detection needs 
to be time-optimized. Thus, optimal cellular, cognitive radio network (femto-/
picocell) design is inevitable (Figure 11.30).

11.10  ML, AI, and Blockchain Usage in 6G

6G will use AI as an integrated part with the ability to optimize various wireless 
network problems. Typically, mathematical optimization techniques are used to 
optimize wireless network problems. We can use convex optimization schemes, 
matching theory, game theory, heuristics, and brute force algorithms to solve 

Data and operation

Cloud Core Middle edge
Extreme edge

WAN
Fog servers

Fog servers Fog servers Fog servers

Mist computing

Dew computing

Figure 11.28  Cloud hierarchy.
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these mathematical optimization problems. However, all these solution 
approaches may not yield the desired results due to the high complexity that 
significantly reduces the system capacity. On the other hand, ML can optimize 
various complex mathematical problems, including problems that cannot be 
modeled using mathematical equations [9–52].

6G offers a broad-scale, multilayered, high-complexity, dynamic, and heterogene-
ous network infrastructure. In addition, 6G networks must meet the requirements of 
a seamless connection environment and quality of service (QoS) of a massive number 
of connected devices, as well as processing vast volumes of datasets generated by 
millions of physical devices. At this point, since performance optimization, knowl-
edge discovery, sophisticated learning, structure organization, and complex decision-
making will need to be executed intelligently, AI techniques with strong analysis 
ability, learning ability, optimization ability, and intelligent recognition ability come 
into play in 6G networks. AI-powered 6G networks can be divided into four main 
layers: intelligent detection layer, data mining and analytics layer, intelligent control 
layer, and intelligent application layer [11] (Figure 11.31).

This section will explain the usage areas of ML and AI techniques in 6G systems.

11.10.1  Machine Learning

The applications of today’s wireless communication technologies also give us 
clues for the applications to be developed shortly. Holographic telepresence, 
eHealth, continuous and widespread connection in intelligent environments, 
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Figure 11.30  Multilayer wireless communication network.
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virtual and augmented reality applications, three-dimensional unmanned vehicles, 
and intense robotic applications are just a few. The development of more intelli-
gent IoT devices increases this need even more. The need for a more efficient, 
flexible, and robust wireless communication infrastructure is growing daily for 
applications that continue this development. This is where the 6G vision comes 
into play. The 6G infrastructure offers solution points for each of these needs.

The size of the data produced by the devices that will be connected at all times 
and everywhere has started to reach incredible levels. From the beginning, text-
based data exchange has now turned into a gigantic echo system that includes 
image and voice. This change simultaneously forms information stacks that carry 
knowledge, experience, and past-future knowledge. ML seems to be an essential 
solution at the point this continuous evolution will reach.

The increasing complexity of both core network devices and terminal devices 
and the complexity of the modulation and multiplexing techniques used led to a 
search for new approaches to physical components (channels, antenna patterns, 
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data traffic, mobility, interference, scattering, etc.) and model-based mathematical 
methods. For example, in systems beyond 5G, network slicing, multiple service 
classes, and signal interference became a nonstationary and non-Gaussian struc-
ture. Similarly, low latency requirements require multilayered, highly structured 
network architecture. These challenges have led researchers to data-based solu-
tions as well as model-based solutions. This is because data-based approaches are 
based on optimum learning rather than very complex models, and optimizing 
wireless communication channels requires computational time and cumbersome 
mathematical solutions [53].

Of course, questions about ML-based algorithms processing high volumes of 
data, where ML agents’ learning and training processes will be (mobile device, 
cloud, or edge cloud), and how they will be orchestrated (distributed, centralized, 
or hybrid) are important challenges. It is important whether the results obtained 
while performing all processes will be energy efficient.

In wireless communications, the amount of training data (the dataset needed 
to train the algorithm) is still far from being compared to the vast datasets used 
by major industry players for core deep learning applications such as computer 
vision and speech recognition. Due to the multidimensional dataset require-
ment, deep learning models require massive training datasets to achieve sig-
nificant performance gains compared to simpler models. Another limiting 
factor is network diversity due to the coexistence of different mobile network 
operators. Even if standardized dataset formats ensure interoperability, net-
work application management functions can differ significantly from other 
operators. Also, due to business-oriented policies, operators may keep the data 
obtained confidential. These factors can conclude deep learning alone will not 
be the optimal solution for all data analysis tasks in 6G networks. Instead, vari-
ous application and platform-dependent models will be required to enable cog-
nitive decision-making even on resource-constrained platforms such as 
ultralow-power microcontrollers [54].

ML application roles in the multilayered structures are given in Figure 11.32. 
ML algorithms must be set up and trained at different network layers. The man-
agement layer, core, radio BSs, and mobile devices constitute these layers [52].

Since ML algorithms are not in the book’s scope, they will not be explained 
separately, but which algorithms are used will be briefly mentioned.

Artificial neural networks (ANNs) are mainly used to solve the problems seen 
in wireless networks. If we explain in terms of general usage, multilayer percep-
trons (MLPs) are a basic ANN model used in many learning tasks. Convolutional 
neural networks (CNNs) are another ANN algorithm that reduces data input size 
and is mainly used in image recognition applications. Recurrent neural networks 
(RNNs) are the most suitable algorithm for learning topics that require sequential 
modeling. Auto-coding-based deep learning models used in dimension reduction 



11  6G Systems152

and generative adversarial networks (GANs) are used to generate samples similar 
to the dataset.

Some areas where deep learning algorithms can be used for wireless communi-
cation networks are given as follows:

●● Physical layer: Electromagnetic interference detection, uplink/downlink reci-
procity on FDD, channel estimation, channel coding, synchronization, location 
services, signal beaming for smart antenna systems, and physical layer optimi-
zation are performed in this layer.

●● MAC (Medium Access Control) layer: Orientation and mobility prediction 
in virtual reality (VR) networks, predictive resource allocation in machine-type 
communication, predictive power management, and asymmetric traffic match-
ing are the responsibility of this layer.

●● Security: Detection of legal and illegal traffic, classification of network traffic 
data, spectrum sharing, and secure routing sharing.

●● Application layer: Network performance management organization, ML-
supported UAV control, and appropriate state data transfers for vehicle net-
works are performed in this layer.

11.10.2  Blockchain

In recent years, blockchain and (as it is generically known) distributed ledger 
technology has gained momentum and been adopted by the industry and research 
communities worldwide. Technically, we can think of blockchain as an 
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ever-growing list that keeps growing lists of technology transaction records. If we 
count the technologies that blockchain technology has added to our lives [55]:

●● Evolving the central security structure to a distributed system by eliminating 
the need for mechanisms that require centrally trusted third parties and 
intermediaries.

●● Transparency through anonymity.
●● Unable to deny the changes made to the system with technology or the center 

that took the action.
●● Immutability and tamper resistance of distributed ledger content.
●● Preventing all systems due to single-point failure (for example, flexibility and 

resistance to attacks such as DoS or DDoS).
●● Comparatively less transaction delay and transaction fee.

For the reasons listed here, blockchain technology will be an inevitable technol-
ogy for establishing security in next-generation networks [56].

Usage areas of blockchain technology on 6G (also 5G) are given as follows:

●● Smart resource management: Network resource management and shar-
ing will be one of the most critical milestones for 6G. Spectrum sharing, 
orchestration, and decentralized computing should be considered in this 
area [57].

●● Privacy protection: Privacy is one of the essential topics in terms of security. 
Blockchain technologies are recommended for the confidentiality of data being 
transmitted or stored, especially in substantial data stacks [58].

●● Authentication, authorization, and accounting  – AAA: The authentica-
tion process checks whether the user is defined on the system. The authoriza-
tion control performs the user’s authorization level passing through the 
authentication step (which operations will be allowed). In the first two steps, 
the transactions conducted by the user logging into the system should be 
recorded. This job is called accounting.
  Since 6G networks have large-scale connectivity with heterogeneous and 
fragmented network elements, AAA functions need to be built in a much 
stronger structure for these decentralized systems to ensure service continuity 
[58]. For example, (group) key management and access control mechanisms 
can be installed on blockchain platforms for better scalability (especially for 
resource-constrained endpoints) and transparency. The network’s security, 
surveillance, and management can be implemented through distributed 
ledger technology. The distributed ledger is a viable technology in this field as 
it remains an immutable and transparent log for each event that can be used 
to audit events.

●● Integrity: Since integrity is an essential concept in large volumes of data that 
will emerge with following generation calculations, blockchain technology will 
also be applied in this area.
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●● Availability: Continuing the availability of the service provided in the case of 
any attack is an essential topic regarding network metrics. There are proposed 
blockchain studies against DDoS attacks [59].

●● Accountability: These records can be stored with blockchain technology to 
ensure that the list of transactions performed by the user on the system cannot 
be changed.

●● Scalability: The scalability limitations of centralized systems will be overcome 
with blockchain and smart contracts to enable large-scale connectivity in 
the future.

Applications and services where blockchain technology is used on 6G (also 5G) 
are given as follows:

●● Industrial applications beyond Industry 4.0: Holographic communication 
can be used for industrial use cases such as remote maintenance or dense con-
nectivity of industrial production equipment. Such forms of connectivity 
require reliable decentralized architectures. Blockchain can provide these capa-
bilities when integrated into these applications or use cases [60].

●● Seamless environmental monitoring and protection: Blockchain technol-
ogy can also be used in decentralized and collaborative environmental sensing 
applications that can be realized globally with 6G. These capabilities, provided 
by a blockchain, can serve use cases such as smart cities or transportation and 
environmental protection for the green economy.

●● Smart health apps: Smart healthcare in 6G will need to go further to address 
the built-in problems in 5G networks. With blockchain technology’s further and 
omnipresent integration into future networks, existing healthcare systems can 
be further enhanced, and decentralized infrastructures’ security and privacy 
performance can be improved.

●● Service level agreement  – SLA: 6G wireless networks (similar to 5G net-
works) are virtualized and sliced but built into a much larger scale network 
architecture. These networks are set up to serve a broad spectrum of usage sce-
narios that require different levels of service level agreements. As such, SLA 
management emerges as an essential system requirement. Blockchain technol-
ogy provides a decentralized and secure SLA management platform in a situa-
tion that requires these complex settings.

●● Spectrum sharing: Capacity expansion and spectrum variability (change from 
MHz to THz) for 6G access networks are not manageable by centralized man-
agement structures and uncoordinated sharing schemes. Blockchain and smart 
contracts can be used as a solution for spectrum sharing with collaboration and 
transparency features [61].

●● Extreme edge: For 6G networks to provide extremely poor communication 
and dynamic network usage, it needs to support many primary services from 
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cloud systems to edge networks. Reliable coordination and transparent 
resource accounting can be achieved with blockchains in these systems [62]. 
The usage areas and paradigms of ML in 6G systems were explained in the 
previous sections. As described, ML can be used in autonomous management 
and service classification areas and in addressing reconfigurability needs in 
next-generation systems. These data-driven learning and quantum-assisted 
computing methods have a significant potential for realizing service-based and 
fully intelligent 6G wireless communication systems. In this context, signifi-
cant increases are expected in human-machine connectivity, network nodes, 
and data traffic [63, 64].

11.11  Quantum Computing in Future Wireless Networks

So, how will quantum calculations take place in these revolutionary changes and 
developments expected in the near future? In this section, we will try to answer 
this question. Quantum technology uses features of quantum mechanics, such as 
the interaction of molecules, atoms, and even photons and electrons, to create 
devices and systems such as ultraprecise clocks, medical imaging, and quantum 
computers. However, the full potential of quantum computing (QC) remains to be 
explored, as research on this topic is still in its infancy. The Quantum Internet is 
designed as an infrastructure to connect quantum computers, simulators, and 
sensors through quantum networks and securely distribute information and 
resources around the world [65].

In seeking to meet the rapidly increasing demands of fast, reliable, secure, intel-
ligent, and green communication, the need for the high computational capability 
of systems has also grown rapidly. The natural parallelism offered by the funda-
mental concepts of quantum mechanics and the prospects set by the latest QC 
technology has a definite potential to outperform conventional computing sys-
tems  [66]. This immense power of QC derives from fundamental QC concepts 
such as quantum superpositions, quantum entanglement, or the cloning 
theorem [67].

In applications that require high computational capacities, such as power field 
access supported by sequential interference cancellation, optimal routing of data 
packets in a multipass network, load balancing, channel estimation decoding, and 
multiuser transmission, QC is seen as a potential solution with its inherent paral-
lel computing capability [65]. This similar computing power comes from the prin-
ciples of quantum physics, quantum bit (qubit), entanglement, and superposition 
concepts.

In classical computers, only one of the 2n states can be encoded with n “bits” of 
1s and 0s at a given time. However, all these 2n states, which we talk about with 
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n “qubits,” can be encoded simultaneously in quantum computers. This magic 
comes from the qubit’s superpositions (being 0 and 1 simultaneously!). In classi-
cal binary base mathematics, a bit is either 1 or 0 at a given time. In other words, 
a bit can only be in one of two states at a given time. At any given time, when you 
look at the state of a bit, it doesn’t change a bit if you assume there is nothing to 
change that bit’s state. In the quantum case, however, the notation changes 
slightly. When we read information from the qubit through a process called 
“measurement,” the qubit always goes into a state. However, when calculating 
with the qubit before measurement, it is possible to move it to an infinite number 
of other states and change from one to the other (Figure 11.33).

We can then read this as a bit value of 0 or 1. We represent all states that the 
qubit can be in as points on the unit sphere |0> at the north pole and |1> at the 
south pole. Notice that all points on the sphere are equal to quantum states. 
Mathematically, a qubit always takes a value from one of the “superpositions” 
whose state is 0 or 1 or in between. In other words, superposition refers to all 
states except 0 or 1. If a bit is not in one of the poles, we are talking about a non-
trivial superposition. Moving to super usually means moving the state to a point 
above the equator [68].

This enormous speed and parallelism are why quantum principles want to be 
used in communication. It is inevitable to use quantum physics principles for 
complex algorithms that require high processing power and speed and for the vast 
datasets that these algorithms process. These quantum mechanics concepts can 
generate intuitive statistical data patterns that classical computers cannot pro-
duce effectively [69].

Classical ML methods also produce data with the same characters to determine 
statistical data characteristics on a given dataset. Classical ML algorithms deal 

0 |0⟩ → 0

1

Classical bit Quantum bit

|1⟩ → 1

Figure 11.33  Classical bit and a 
quantum bit (qubit).
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with the manipulation and classification of large datasets in large vector forms. 
Here the polynomial time required for computation is proportional to the data 
size. On the other hand, QC has excellent potential to properly manipulate such 
large-size data vectors in large tensor product spaces. In addition, with the combi-
nation of QC and classical ML features, the production and determination of sta-
tistical data patterns that cannot be performed effectively with classical computer 
and classical ML methods can be performed effectively. With this combination, 
the concept of quantum machine learning (QML) has been introduced into 
our lives.

Quantum principles can be used in many areas, from terrestrial communica-
tions to satellite and maritime communications. The most debated issue in this 
regard is whether quantum communication can be used in optical fiber commu-
nication based on classical electromagnetic fields and affected by undesired 
waves. Also, the noise ratio of quantum mechanical origin can be limited by the 
performances of photodetectors. To address all these issues, optical communica-
tion can be designed under a quantum mechanical framework [70].

One of the most promising issues with quantum communication is security. 
Infinitely secure communication environments can be realized with the quantum 
key distribution (QKD) protocol, in which any third parties cannot obtain security 
keys due to quantum mechanics principles being used. The Quantum Internet, 
which is about the communication of qubits from one computer to another, is 
considered a potential infrastructure of the near future [71]. Another important 
application of quantum communication is transferring a particular quantum state 
to another place with quantum devices using classical bits instead of quantum 
bits. The quantum entanglement principle is used for this application [72].

The opportunities that QC will bring to 6G are summarized as follows [73]:

●● Quantum-­Assisted Radio Access Networks (qRAN): Both QC and quan-
tum communication can be leveraged to improve RAN efficiency and security. 
For example, radio resource allocation and cell planning can be realized using 
quantum searching algorithms, providing higher energy and spectrum effi-
ciency  [74]. In addition, in open RAN (O-RAN) applications, high-security 
environments can be realized thanks to quantum communication.

●● Quantum Space Information Networks (qSIN): Thousands of altitude 
satellites (LEO, MEO, and GEO) are installed in Earth orbit to realize the 3D 
wireless networks we mentioned about satellite integration with 6G. Space 
information networks (SINs) in this mesh can often be interconnected by free-
space optical links and a powerful satellite hosting a quantum computer. Thus, 
quantum communication can be established between two satellite nodes, and 
satellite-ground communication can be realized using free-space optical chan-
nels as quantum channels. In addition, powerful satellite nodes with quantum 
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computers can provide QC services to other satellites and ground stations. On 
the other hand, a satellite node can be used as a trusted node or quantum 
repeater to assist and enhance quantum communications, such as satellite-
based QKD [75] (Figure 11.34).

●● Quantum-­Assisted Edge Networks (qEdge): With 6G, an increasing number 
of edge nodes are expected to be installed to provide general edge computing 
services. With such a distributed structure, security, task offloading, and edge 
resource allocation also arise. Using QC to establish secure quantum communi-
cation between nodes and to find the optimum solution for edge resource alloca-
tion and task offloading are recommended solutions for these problems [73].

●● Quantum-­Assisted Data Center (qDC): In modern data centers, optical fiber 
and free-space optic connections are established between racks to increase data 
rates and avoid interference. These optical links can also be used as quantum 
channels. As a result, quantum communication and quantum encryption can 
be used to improve inter-rack security [76]. QC can also be used to solve the 
optimal data flow and energy consumption management problems for data 
centers.

●● Quantum-­Assisted Blockchain (qChain): Blockchain, or distributed ledger 
technology, elegantly combines several mechanisms (for example, distributed 
consensus protocols, distributed database, cryptography, and hashing) to real-
ize a decentralized system with multiple advantages such as transparency and 
immutability. Blockchain technology can be used in many applications, such as 
decentralized authentication and distributed wireless resource sharing between 
parties that do not trust each other. However, blockchain technology also 
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inherits potential issues such as security attacks from malicious nodes, slow 
transaction speed due to consensus protocols, and privacy breaches due to 
transparent data contained in blocks. These problems can be mitigated or 
resolved using quantum information technologies (QIT) called qChain [77].

●● Quantum-­Assisted Wireless Artificial Intelligence (qWAI): The 6G sys-
tem will be more intelligent and autonomous thanks to the availability of big 
data from ubiquitous devices and network nodes and the application of AI algo-
rithms such as deep learning, deep reinforcement learning, unified learning, 
and transfer learning [78]. Here, QIT will be helpful in the features of QC, such 
as security and optimization (Figure 11.35).

11.12  5G Concepts in 6G (eMBB, uRLLC, and mMTC)

We mentioned that 5G communication systems have three focal points: eMBB, 
uRLLC, and mMTC. 6G systems will come with developing these three concepts 
and additional components. These topics are reviewed as follows [79]:

●● Enhanced Mobile Broadband Plus (eMBB-­Plus): It is an enhanced version 
of eMBB in 5G. It offers much higher requirements and standards than 
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eMBB. eMBB-Plus promises a higher capacity for extensive data transmission 
and processing and mobile network optimization in terms of interference and 
handover. With eMBB-Plus, necessary security, confidentiality, and privacy 
standards will be defined.

●● Big Communications (BigCom): Offering high-speed and good communica-
tion infrastructure in user-dense regions, 5G has relatively neglected these ser-
vices in remote and low-density areas. 6G promises to provide an infrastructure 
that will eliminate this distinction. However, in terms of being feasible, it offers 
a better balance of providing resources for both regions rather than equally 
good infrastructure. At least with BigCom, all users are guaranteed coverage 
areas with acceptable speeds [80].

●● Secure Ultrareliable Low-­Latency Communications (SURLLC): 
SURLLC, defined in 6G, is an enhancement with much higher reliability 
(more than 99.999999999%) based on 5G URLLC and mMTC. In addition to 
security, there have also been improvements in quality control, process 
improvement, and latency (latency less than 0.1 ms)  [81]. In the 6G era, 
SURLLC will mainly be used in industrial and military communication 
fields such as robots, high-precision machine tools, and propulsion vehicles. 
In addition, vehicle communications in 6G can also greatly benefit 
from SURLLC.

●● Three-­Dimensional Integrated Communications (3D-­InteCom): 
3D-InteCom in 6G emphasizes that network analysis, planning, and optimi-
zation should be increased from two dimensions to three dimensions, thus 
taking into account the number of communication nodes. UAVs and under-
water communications are examples of this three-dimensional scenario. In 
both structures, three-dimensional analysis, planning, and optimization can 
be carried out. Accordingly, the analytical framework created for two-
dimensional wireless communication arising from stochastic geometry and 
graph theory needs to be updated in the 6G era [82]. Considering the number 
of nodes also enables the implementation of height beamforming with 
full-size MIMO architectures, providing another aspect for network 
optimization [83].

●● Unconventional Data Communications (UCDC): UCDC is probably the 
most open-ended application scenario in 6G communication. Currently, the 
definition and regulation of UCDC still await further research, but it is empha-
sized that it should at least cover holographic, tactile, and human-connected 
communications.

In light of the explanations given here, the comparison between 5G and 6G is 
shown in Figure 11.36.
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11.13  6G Use Cases

Up to this section, the evolution from 5G to 6G and the 6G concepts that will 
emerge with this evolution have been explained in detail. This section will give 
the services offered to the users with the 6G infrastructure. These service and 
usage scenarios are summarized in Figure 11.37 as application areas [9].

Before explaining each title, it is helpful to summarize the content and applica-
tion developments throughout communication generations. This journey, starting 
from 1G communication and extending to 6G, which applications have entered 
and will enter our lives, is summarized in Figure 11.38. In light of this summary, 
6G application scenarios will be explained in detail in the subtitles.

11.13.1  Virtual, Augmented, and Mixed Reality

Virtual reality (VR) services are simulated experiences that will allow the user to 
experience a virtual and immersive environment from a first-person perspective. 
VR technology can potentially enable geographically separated people to commu-
nicate effectively in groups. They can make eye contact and manipulate common 
virtual objects. It will require the real-time movement of extremely high-resolution 
electromagnetic signals to geographically distant locations to convey various 
thoughts and emotions. Extended reality (XR) with high-definition imaging and 
4K/8K high-resolution, entertainment services (including video games and 3D 
cameras), education and training, meetings with physical and social experience, 
workplace communication, etc., will be used appropriately in innovative applica-
tions [84]. These new applications will likely fill the existing 5G spectrum requiring 
data rates over 1 Tbps. Additionally, real-time user interaction in an immersive 
environment will require minimal latency and ultrahigh reliability (Figure 11.39).
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11.13.2  Rural Areas/Depopulated Areas

Approximately, 50% of the global population lives in rural areas and villages. 67% 
of the world’s population has a mobile subscription, but 3.7 million do not have 
an Internet connection, and most live in remote and rural areas [85]. As such, 
people in these regions cannot benefit from many advantages (education, health, 
online shopping, etc.) brought by high technology. The importance of these 
advantages has become more evident in the worldwide COVID-19 epidemic in 
2020. Wireless connections in rural areas are expected to have significant eco-
nomic implications.

At this point, connection scenarios with 6G have started to be produced for 
regions where a relatively radical solution was not proposed in previous genera-
tions  [86]. From a commercial point of view, an important marketing segment 
will also join the digital economy.
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Of course, using the frequency spectrum is the first step in connecting remote 
and rural areas to the wireless communication ecosystem. These areas are planned 
to be included in the coverage area with advanced spectrum sharing and co-use 
schemes [87] (Figure 11.40).

11.13.3  Nonterrestrial Communication

Disconnection during natural disasters causes significant damage to human life, 
property, and business. Nonterrestrial communication (NTC) will also be explored 
to support ubiquitous coverage and large-capacity global connectivity with 6G 
technology. To overcome the coverage limitations of 5G, 6G technology efforts 
focus on exploring nonterrestrial networks (NTNs) to support global, ubiquitous, 
and continuous connectivity (Figure 11.41).

NTN can assist in dynamically offloading traffic from terrestrial components 
and reaching unserved areas. Therefore, nonterrestrial stations such as UAVs, 
high-altitude platform stations (HAPSs), drones, and satellites are likely to 
complement terrestrial networks. This will provide many benefits, such as cost-
effective coverage in congested areas, support for high-speed mobility, and high-
throughput services. It can be considered that NTNs support applications 
including meteorology, surveillance, broadcast information, remote sensing, and 

Macro
BS

Satellite mesh
network

LEO

LEO-based
small cells

Figure 11.40  6G connection in depopulated areas.



eMBB in depopulated
and disaster areas

M
ul

tic
on

ne
ct

iv
ity

 fo
r

se
rv

ic
e 

co
nt

in
ui

ty

S
er

vi
ce

 b
oo

st
in

g 
fo

r

us
er

s 
in

 c
ro

w
de

d 
ar

ea
s

D
is

tr
ib

ut
ed

 c
om

pu
ta

tio
n

an
d 

co
nt

en
t b

ro
ad

ca
st

in
g

5G/6G mobile
edge cloudRelaying

Backhauling

Figure 11.41  Integration of terrestrial and nonterrestrial networks.



11  6G Systems166

navigation. It can supplement terrestrial towers, serving as an alternative route in 
case the terrestrial tower is out of service. Similarly, NTC can assist in delivering 
alert and entertainment content to large static and mobile audiences. Long-
distance and intersatellite transmission can be achieved with laser 
communication [88].

11.13.4  Underwater Wireless Communications Systems

The underwater communications medium is crucial for providing worldwide con-
nectivity as it covers most of the Earth’s surface. Underwater networks will be 
used to provide connectivity as well as to observe and monitor various ocean and 
deep sea activities. Unlike land, water exhibits different propagation properties. 
Thus, bidirectional underwater communication requires more underwater hubs 
and also needs to use acoustic and laser communications to realize high-speed 
data transmission. Underwater networks establish the connection between under-
water BSs and communication nodes of submarines, sensors, divers, etc. In addi-
tion, this underwater communication network can also be coordinated with 
terrestrial networks [89] (Figure 11.42).

11.13.5  Super Smart Society

The 6G technology of the future will contribute to creating a smart city environ-
ment. This environment is expected to have tight connectivity requirements 
connecting millions of applications, including utilities (electricity, water, and 
waste management), smart transportation, smart grid, residential environment, 
telemedicine, shopping with guaranteed security, etc. Smart devices’ seamless and 
ubiquitous connectivity will significantly improve people’s quality of life.

Smart homes are an essential part of the intelligent lifestyle. In the beginning, 
the concept of the smart home mainly progressed through the development of 
electricity meters and smart devices. Still, this trend is being renewed because it 
facilitates close integration between IoT and home appliances, enabling connec-
tivity anytime, anywhere. Naturally, this requires high data rates and extremely 
high security of users’ data. The 6G system envisions meeting this stringent data 
rate, latency, and security requirements by providing the necessary infrastructure 
at home and fully integrating devices with AI for autonomous decision-
making [90] (Figure 11.43).

11.13.6  Holographic Telepresence

With the ongoing developments in technology, people have become highly 
dependent on the innovations supported by technology. One such innovation is 
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holographic telepresence, which allows people or objects in different positions to 
appear directly in front of another person. It can potentially bring about a tremen-
dous change in how we communicate and is slowly becoming a part of main-
stream communication systems. Some interesting applications of telepresence 
include enhancing the experience of watching movies and television, playing 
games, controlling robots, remote surgery, etc. People’s tendency to connect 
remotely may experience a shift from a traditional video conference to a virtual 
face-to-face meeting, thus reducing the need for travel for work. A three-
dimensional image combined with stereo sound is required to capture the physi-
cal entity. The three-dimensional holographic display would require a massive 
data rate of about 4.32 Tbps over the ultrareliable communication network.
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Figure 11.42  RF/optical/acoustic hybrid underwater wireless communication systems.
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Similarly, latency requirements will be in the order of submilliseconds, which 
helps synchronize many viewing angles. This will create severe communication 
restrictions on the existing 5G network. The conceptual scheme of holographic 
communication is given in Figure 11.44 [91].
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Figure 11.43  6G business ecosystem.
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11.14  Comparison of 5G and 6G Network Architectures

5G and 6G systems have been explained in detail up to this section. To facilitate 
understanding, the sources of both generations are given in Figure 11.45. As can 
be seen from the figure, 5G layers have evolved into intelligent structures by inte-
grating technologies such as AI, ML, blockchain, and QC [92].

With this intelligent structure, the changes seen in the network will be man-
aged flexibly by predicting techniques and transmission infrastructures that will 
provide maximum benefit to users with intelligent traffic management. The back-
bone traffic has been alleviated with the dew and fog computing infrastructures 
installed at the edge points. With 6G, there will be no area that is not covered 
worldwide. Again, with 6G, wireless communication systems will become a kind 
of cyber organism. This massive change in the wireless network structure seems 
to change business and social life.
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12.1  Introduction

The Internet of Things (IoT) or the Internet of Everything (IoE) can be defined 
as connecting all possible objects to the network to collect and share data. The 
vision of this ecosystem, which we call IoT or IoE, is to analyze the vast data 
generated from these terminals by connecting ubiquitous electronic devices to the 
network/Internet, thereby developing intelligent applications for the advance-
ment of society.

If we look at its historical development, Kevin Ashton used the phrase Internet 
of Things in 1999, although it took many years for the technology to catch up with 
the vision. In 1999, Auto-ID labs and MIT started developing Electronic Product 
Code (EPC) and using Radio Frequency Identification (RFID) to identify objects 
on the network. From 2003 to 2004, with the development of projects that serve 
the idea of the IoT, such as Cooltown, Internet, and Disappearing Computer 
Initiative, the concept of IoT began to appear in books for the first time. RFID was 
established and widely deployed by the US Department of Defense. When a report 
was first published by the International Telecommunication Union (ITU) in 2005, 
IoT entered a new level. In 2008, a well-known group of companies such as Cisco, 
Intel, SAP, and more than 50 company members came together to form the IPSO 
Alliance, promoting the use of Internet Protocol (IP) in something called “smart 
object” communication and enabling the concept of IoT. In 2008–2009, the IoT 
was invented, or in other words, we can say it was “BORN” by the hand of the 
Cisco Internet Business Solutions Group (IBSG). Figure 12.1 shows the number of 
connected devices that will reach gigantic dimensions [1].

Imagine a world where almost anything you can think of is online and commu-
nicating with other things and people to enable new services that improve our 
lives. From self-driving drones that deliver your grocery orders to sensors that 
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monitor your health in your clothes, the world as you know it is poised to undergo 
a significant technological shift.

12.2  IoT Vision

This system, where devices are connected to the network by going one step ahead 
of M2M communication, is known as the Internet of Things (IoT). Tighter inte-
gration between the physical world and computers is achieved when objects and 
machines can be remotely sensed and controlled over a network. This allows for 
efficiency, accuracy, and automation improvements in addition to enabling 
advanced applications  [2]. This intelligent connection system will have many 
effects on business and social life. At the last point, we can say that the world will 
be “digitized” with the interconnection of people, processes, data, and objects 
over IoT (Figure 12.2).

IoE is expected to meet three basic expectations to realize this imagined digital 
world. Three expectations of IoE [3] (Figure 12.3):

●● Scalability: Scalability means building a scalable network for IoE to cover 
anywhere and anything flexibly. In this sense, IoE can meet various communi-
cation requirements for different geographic scenarios, including urban, rural, 
underwater, terrestrial, air, and space. To achieve this goal, scalable IoE 
networking requires broad coverage, massive reach, and ubiquitous connectiv-
ity. In this connection, mobile cellular network (MCN), wireless local area 
network, wireless sensor network (WSN), satellite network, and mobile ad hoc 
network (MAHN) infrastructures are utilized.
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●● Intelligence: This step aims to obtain the meaningful information using the 
techniques such as artificial intelligence data mining, etc. from the vast data 
produced by IoT devices. Intelligent decision systems are created using this 
information. From this point of view, it can be thought that there will be a global 
computing ecosystem with distributed databases and storage areas and big data 
algorithms running at the top. Descriptive, diagnostic, predictive, and prescrip-
tive analyzes can be made through big data processing algorithms. From the 
point of view of the IoT cloud structure, intelligence can be divided into three 
parts: local, edge, and cloud intelligence.

●● Diversity: It means supporting different applications. The diversity here can be 
categorized as geographic, stereoscopic, business, and technology diversity. 
Sometimes IoT and M2M communication are concepts that are confused with 
each other. Although they are similar technologies, there are essential differences 
between them.
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●● Machine to Machine (M2M): Machine-to-machine communication, as the 
name suggests, is a concept that refers to the direct communication of an auton-
omous device with another autonomous device. What is meant by the idea of 
autonomy here is that a node creates information with another node and trans-
mits it between each other without human intervention. The form of communi-
cation is left open to the application. Indeed, it has been beneficial in that M2M 
devices do not use inherent services or topologies for communication, leaving 
these applications to typical Internet devices that are regularly used for cloud 
services and storage. In addition, the M2M system can work on non-IP-based 
channels such as serial ports or custom protocol communication.

●● IoT: IoT systems may be incorporated with some M2M nodes, such as Bluetooth 
mesh non-IP-based communication. However, data is aggregated in an edge 
router or gateway in IoT. An edge device such as a router or gateway serves as 
an entry point to the Internet. Alternatively, some sensors with high computa-
tional capacity can be connected directly to the cloud network and the Internet. 
In other words, the ability to connect to the Internet fabric defines the 
IoT. It allows the data produced by sensors to provide an Internet connection 
for edge processors and intelligent devices to be processed on cloud-based sys-
tems. Without this capacity and opportunity, we would still stay in the M2M 
World [4] (Figure 12.4).

●● Internet of Everything (IoE): The IoE brings people, processes, data, and 
things together to make networked connections more relevant and valuable 
than ever. It transforms knowledge into actions that create new capabilities, 
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richer experiences, and unprecedented economic opportunities for businesses, 
individuals, and countries. In other words, IoE can be defined as IoT’s extended 
version or new phase. Every component in the IoE loop is interrelated, creating 
a closed loop that starts with people and ends with people.

12.3  Architecture and Communication Model

The architecture that will provide communication between IoT and machines 
(machine-to-machine communication [M2M]) can be examined at four levels: 
The “sensing” layer, where the connections of sensors and end devices are pro-
vided (data is collected at this layer), the network layer where data transmission is 
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operations. Mostly IP-based
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in one. Artificial intelligence, big data,
and analysis services

Figure 12.4  M2M, IoT, and IoE.
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made, gateways and various network technologies are used, the data processing 
layer (Edge IT processing) where data is processed, process information is com-
piled, and the application layer (data center and cloud applications) with intelli-
gent applications and management consoles at the top (Figure 12.5).

In Figure 12.6, the interaction block diagram of the actors in the IoT infrastruc-
ture is given. As you can see, nodes at the “edge” point, which we can describe as 
data collectors, send the data they collect to the cloud over gateways. Higher-level 
structures and applications are also connected to the cloud, performing data pro-
cessing and monitoring functions [5].

Gateways located at the critical connection point in this structure are software 
or physical device. Gateways are a translator for the cloud and controllers, 
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sensors, and intelligent devices. Its most important function (which we will 
explain in the following sections) is to translate different protocols into each other. 
An IoT gateway software or device is called an intelligent gateway or handle tier. 
However, quality and reliability become the system’s most critical components 
when the network has hundreds or thousands. The protocols translated here are 
low-profile protocols with limited bandwidth, battery power, speed, and the 
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ability to transfer data to the cloud. The cloud gateway facilitates data compression 
and secure communication [6] (Figure 12.7).

We can functionally examine the physical structures and four-stage IoT 
architecture described above with a seven-layer reference model (IoT World 
Forum). The IoT reference model places no constraints on the scope or location of 
its components. Current IoT models offer abstraction levels incompatible with the 
physical and logical network structure and do not capture the necessary granular-
ity of the various network architectures and protocols in use [7] (Figure 12.8).

The layers are described below [8];

●● Physical devices and controllers: The IoT reference model starts at the bot-
tom layer with physical devices and controls that control different devices. 
These nodes are objects within the IoT fabric and refer to endpoint devices that 
exchange data. These devices have a wide variety and do not require regulation 
on their location, size, form factors, and beginnings. These devices can carry out 
the analog-to-digital conversion, data generation, interrogation, and control 
over the Internet when necessary.
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Figure 12.7  IoT gateway.
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●● Connectivity: Connectivity is the most basic function for the next stage and 
provides a reliable and timely transmission environment. The IoT reference 
model provides the necessary definitions for the communication and pro-
cessing performed by existing networks. The IoT reference model does not 
need to create another network based on existing networks. As first-stage 
devices increase, their interaction with second-stage connectivity equipment 
may change. Without attention to detail, the first-stage devices interact with 
the second-stage connection equipment and communicate over the IoT sys-
tem. This level covers transmission between devices and the network. In 
summary, this layer performs functions such as communication with and 
between level 1 devices, reliable delivery across the networks, imple
mentation of various protocols, switching/routing, translation between 
protocols, security at the network level, and intelligent networking analysis 
(Figure 12.9).

●● Edge computing: The miniature data processing function on the sensor nodes 
and gateway is performed by edge computing. The functions of the third stage 
result from the need to transform the network data streams into information 
suitable for storage and higher stage processing in the fourth stage [9]. The third 
phase activities focus on high-volume data analysis and transformation. Since 
data is usually sent to second-stage network equipment by devices in miniature 
units, third-stage processing is performed on a packet basis.
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Figure 12.8  IoT world forum reference model.
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  Level 3 processes work on a package-by-package basis. Processing is limited 
here because it works on data units, not sessions or transactions. Evaluation of 
data units, formatting (reformatting of data for a higher level of consistency 
processing), expanding/decoding (processing encrypted data with additional 
context, distillation/reduction (data effect, network effect, etc.) functions such 
as reducing and summarizing data to minimize traffic and higher-level process-
ing systems, and assessment (determining whether the data represents a thresh-
old or alarm) are carried out in this stage. In this process, operations such as 
redirecting the data to additional destinations are also performed. Figure 12.9 
shows a connectivity and data element analysis.

●● Data accumulation: The data sent by the sensor nodes over the Internet via 
gateways are kept in a database on the cloud. Transmission media in the system 
are responsible for transporting data securely [10]. However, several computa-
tional activities may take place in the second phase, such as protocol translation 
or application of network security policy. In the third stage, computational 
tasks such as packet inspection can be performed. Computing methods that are 
as close as possible to the edge of the IoT system can be given as an example of 
fog computing. In the fourth stage, event-based data is converted into query-
based processes. This phase bridges the gaps between the nonreal-time 

Intermediate nodes

Edge router/Gateway

Edge
computing

Devices

Connectivity

API

API

Device APIs

Various protocols

Protocol plug-ins

Data center
IoT data consumer

IoT services

IoT services

Data interpreter
reference

Converting various industrial
equipment protocols to

industry standards

Security mgr Semantic
Monitoring

Semantic
Monitoring

Tranformation

Data interpreter
reference

Registration

Security mgr
Registration

Figure 12.9  Level 2 and level 3 interaction.



12.3  ­Architecture  and Communication  Mode 187

application world and the real-time networking world. Before level 4, data flows 
over the network, and data organization is determined by the device that pro-
duces the data. The data in motion up to the fourth level goes into “at-rest” state 
on the data memory or a disk with the fourth level (Figure 12.10).

	   At this stage, it is checked whether the data is of interest to higher levels. 
When necessary, data is served in line with the needs of higher levels. If data 
is persistent, it is given whether it should be kept on a nonvolatile disk or 
stored in memory for short-term use. The type of storage needed depends on 
the persistence requirement for a file system, big data system, or relational 
database. It is checked whether the data is organized according to the 
required storage type. In the final stage, data from some non-IoT sources is 
combined and recomputed. In stage 4, data is captured and put “at rest” state. 
Thus, the data is now available for applications operating on a nonreal-time 
basis. In other words, event-based data processing is converted to query-
based data processing.

●● Collaboration and processes: The seventh and top layer of the IoT reference 
model. Human interaction and participation are the most neglected parts of IoT 
application scenarios [11]. People use apps and app-related data for their spe-
cific needs. Frequently, multiple people use the same app for different purposes. 
In this case, the objective is people’s ability to do their job better than the appli-
cation itself. Applications at level 6 must give business people the correct data 
at the right time and take the right action. But frequently, axion requires more 
than one people. People use the traditional Internet to communicate and gather. 
In this sense, communication and collaboration often require multiple steps. 
And this process is often used in multiple applications. This is why level 7 
represents a higher level than a single application.
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●● Data abstraction: The primary purpose of the data abstraction stage is to 
extract the necessary and meaningful ones from all the collected data. IoT 
systems need to scale at the enterprise or even global level. To fulfill all these 
functions, many storage systems should be available for data coming from the 
IoT devices and the data collected from traditional corporate applications such 
as HRMS, CRM, and ERP [12].

Level 5 focuses on rendering data and storage so that simple and performance-
enhanced applications can be developed. Since multiple devices generate the 
data, there may be a difference between the original and the stored data. The 
reasons for this are listed as follows:

–– There may be too much data to put in one place.
–– Moving data to a database can consume a lot of power. Therefore, the retrieval 

process should be separated from the data generation process. This is done by 
online transaction processing (OLTP) of databases and data warehouses.

–– Devices are geographically separated, and processing is locally optimized.
–– Levels 3 and 4 might distinguish raw data from data representing events of a 

continuous stream. The data storage for streaming data can be significant in 
a data management system like Hadoop. The event data storage can be a rela-
tional database with a faster query time (RDMS).

	 For the reasons described here, the data abstraction level must handle many 
different things. Reconcile multiple data in various formats from other sources, 
ensure consistency of data semantics across sources, confirm that data is com-
patible for higher-level applications, consolidate data into a single domain (with 
ETL, ELT, or replication), or access multiple data through data virtualization. It 
is also necessary to index, normalize, or denormalize the data to ensure data 
protection, protect it with appropriate authentication and authorization, and 
finally provide fast application access.

●● Application: Responding to data by controlling actuators in analytical and sensor 
nodes is one of the primary applications of IoT architecture. The sixth layer is the 
application layer, where information interpretation takes place. The software in this 
layer interacts with layer 5 and other data. Therefore, it does not need to operate at 
network speed. The IoT reference model we have provided does not strictly define 
applications. Applications may vary according to vertical markets, nature of device 
data, and business requirements. Some apps monitor device data while others 
collect device and nondevice data. Some apps focus on device controls. Monitor and 
control applications describe various application models, servers, hypervisors, mul-
tithreading, multitenancy, programming patterns, and software stacks.

Implementation complexity can vary. Applications can be mission-critical 
applications such as specialized industry solutions or generalized ERP, mobile 
applications that handle simple interactions, business intelligence applications, 
analytical applications for decision support systems, or system management/
control center applications.
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13.1  Introduction

Wireless personal area networks (WPANs) are short-range networks formed by 
interconnected devices with humans at the center. The methods to exchange 
information with end-node devices such as sensors and actuators create WPAN 
communication. WPAN connectivity is becoming increasingly common in com-
mercial, industrial, or consumer Internet of Things (IoT) connections. Connections 
between endpoints and Internet or enterprise networks are divided into IP-based 
and non-IP-based. Connection types are divided into four topics: device-to-device, 
device-to-cloud, device-to-gateway, and back-end data-sharing models [1].

●● Device-­to-­device communication model: In M2M communication, the 
device-to-device communication model symbolizes paired devices without any 
proxy. In this connection type, devices connect and communicate directly with 
each other. To communicate directly, devices use Bluetooth, ZigBee, etc., proto-
cols. This communication model follows a one-to-one communication protocol 
to exchange information to achieve its respective functions. Home-based IoT 
devices such as light bulb switches, door locks, washing machines, microwave 
ovens, refrigerators, and air conditioners often use device-to-device communica-
tion via tiny data packets and low data rates. One main disadvantage of device-
to-device communication is that they must deploy/select similar category devices 
because device-to-device statement protocols are well-suited (Figure 13.1).

●● Device-­to-­cloud communication model: In the device-to-cloud communi-
cation model, IoT devices are directly connected to the cloud service provider, 
which monitors data interchange and imposes restrictions on message traffic. 
This model uses existing wired or wireless connections to create a connection 
between devices with the Internet network protocol connected to the cloud 
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service at the endpoint. Here, the device and cloud service must originate from 
the same manufacturer (Figure 13.2).

●● Device-­to-­gateway communication model: In this model, an IoT/M2M 
device is connected to the cloud via an application layer gateway (ALG). The 
application software runs on a local gateway and acts as an intermediary between 
the device and the cloud. This application software also provides security-related 
functions while transmitting data. For example, smartphones have become gate-
way devices that run applications to communicate with another device and dis-
tribute data to the cloud service. Home-based automation applications using 
hub devices are device-to-gateway type models. Here, hubs act as a gateway 
between independent IoT devices alongside the cloud service (Figure 13.3).

●● Back-­end data sharing model: This communication model facilitates the 
importing, exporting, and evaluating smart/small device records from a cloud 
service. These models allow the merging and later examination of records or 
data generated by the individual IoT device. This type of communication model 
allows data portability as needed [2] (Figure 13.4).
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In this section, non-IP-based WPAN technologies, each of which has a specific 
usage area, will be explained.

13.2  802.15 Standards

Many of the technologies described in this section are based on the IEEE 802.15 
standard specifications. The 802.15 group was initially established to set wearable 
device standards. However, their work has focused on high data rate protocols, 
meter-to-kilometer ranges, and specialty communications [3] (Figure 13.5).

The details of the protocol, standards, and specifications are given as follows:
802.15: Wireless personal area network definitions

●● 802.15.1: Original foundation of the Bluetooth PAN
●● 802.15.2: Coexistence specifications for WPAN and WLAN for Bluetooth
●● 802.15.3: High data rate (55 Mbps+) on WPAN for multimedia

–– 802.15.3a: High-speed PHY enhancements
–– 802.15.3b: High-speed MAC enhancements
–– 802.15.3c: High-Speed (>1 Gbps) using mm-wave (millimeter wave) technology

●● 802.15.4: Low data rate, simple, simple design, multiyear battery life specifica-
tions (Zigbee)

–– 802.15.4-­2011: Rollup (specifications a–c) includes UWB, China, and Japan  
PHYs

–– 802.15.4-­2015: Rollup (specifications (d–p) include RFID support, medical-
band PHY, low energy (LE), TV white spaces, and rail communications
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Figure 13.5  802.15 protocols.
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–– 802.15.4r (on hold): Ranging protocol
–– 802.15.4s: Spectrum Resource Utilization (SRU)
–– 802.15.t: High rate PHY of 2 Mbps

●● 802.15.5: Mesh networking
●● 802.15.6: Body area networking for medical and entertainment
●● 802.15.7: Visible light communications using structured lighting

–– 802.15.7a: Extends range to UV and near-IR, changed name to optical wireless
●● 802.15.8: Peer Aware Communications (PAC) infrastructure-less peer-to-peer 

(P2P) at 10 kbps to 55 Mbps
●● 802.15.9: Key Management Protocol (KMP), management standard for critical 

security
●● 802.15.10: Layer 2  mesh routing, recommend mesh routing for 802.15.4, 

multi-PAN
●● 802.15.12: Specifically, a comparison of the most well-known non-IP-base 

WPAN technologies is given in Table 13.1.

13.3  Radio Frequency Identification

Radio Frequency Identification (RFID) is one of the latest technologies developed 
for IoT and M2M. In this technology, small reading devices read the message, a 
radio device, and frequency transponders known as RF tags. This tag is vital because 
it contains the programmed information that enables the RFID to read the signals. 
There are two different tag systems in RFID, one known as the active reader tag and 
the other passive reader tag. An active tag’s most important feature is that it operates 
at a higher frequency than a passive tag. An RFID system in IoT is used primarily in 
healthcare applications, agriculture, and national security systems [4].

A typical RFID system consists of three main components shown in Figure 13.6: 
RFID tags, a reader, and an application system [5]. RFID uses electromagnetic 
fields to track and identify tags attached to objects. RFID tags are known as tran-
sponders (transmitter/responder) attached to objects for counting and identifica-
tion purposes. Tags can be active or passive. Active tags are partially or fully 
battery-powered tags that can communicate with other tags. Active tags can initi-
ate their dialogs with tag readers. Passive tags can harvest energy from a nearby 
RFID reader that emits interrogating radio waves. Active tags have a local power 
source (such as a battery) and can operate hundreds of meters from the RFID 
reader. Tags mainly consist of a helical antenna and a microchip, which is the 
primary purpose of data storage. The reader is called a transceiver (transmitter/
receiver), which consists of a radio frequency interface (RFI) module and a con-
trol unit. Its main functions are to activate tags, configure the communication 
order with the tag, and transfer data between the application software and the 



Table 13.1  Comparison of IoT connection technologies [10].

Technology RFID NFC BLE ZigBee 6LoWPAN LoRa SigFox NB- IoT MIOTY

Range 1–5 m 1–10 cm 1–10 m 75–100 m 100 m 2–15 km 3–50 km 10–15 km 15–20 km

Bandwidth 2–26 MHz 14 kHz 1–2 MHz 2 MHz 3 MHz <500 kHz 100 Hz 180 kHz 200 kHz

Band 125–134.2 kHz
13.56–
433 MHz
860–960 MHz

13.56 MHz 2.4 GHz 868 MHz
915 MHz
2.4 GHz

2.4 GHz
Sub 1 GHz

868 MHz
915 MHz
Sub 1 GHz

915–928 MHz
Sub 1 GHz

700 MHz
800 MHz
900 MHz

133–966 MHz

Data rate 4–640 kbps 100–424 kbps 1 Mbps 250 kbps 250 kbps 50 kbps (FSK) >100 bps 200 kbps Sub 1 kbps

Latency 1–10 ms 100 ms 6 ms ~15 ms 2–6 ms 1–10 ms 10–30 ms 40 ms to 10 s 10 ms to 10 s

Modulation OOK, FSK, 
PSK

ASK DQPSK/DPSK O- QPSK QPSK/BPSK FSK GFSK/DBPSK BPSK, QPSK BPSK, MSK

Battery lifetime Battery free Battery free 1–5 days 1–5 years 1–2 years <10 years <10 years >10 years Up to 20 years

Application Materials 
management 
attendee 
tracking

Payment, 
ticketing

IoT device 
authentication 
localization

Smart home 
healthcare

Smart city 
infrastructure

Air pollution 
monitoring 
fire detection

Smart meter, 
pet tracking

Street 
lightning, 
agriculture

Dense IoT 
network 
scenarios

Advantages High speed 
and 
convenience 
very low cost

Convenient 
to use

Support by 
most 
smartphones

Highly reliable, 
scalable

Massive 
connection 
without 
complex routing

High immune 
to interference, 
adaptive data 
rate

High reliability 
low device 
complexity

Better coverage 
range and 
coverage

Low packet 
error rate, high 
energy 
efficiency

Limitation Bring security 
and privacy 
concerns

Limited to 
data rates

Limited range 
and battery life

Short range, 
communication 
security issues

Limited range 
and data rates

Longer 
latency, not 
acknowledges 
all packets

Multiple 
transmissions 
suffer from 
interference

No hand- off 
support, low 
interference 
immunity lacks 
in ACK

Low data rates

Standard body ISO/IEC ISO/IEC Bluetooth SIG ZigBee Alliance IETF LoRa Alliance Sigfox 3GPP MIOTY 
Alliance
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tags. An application system is a data processing system that can be an application 
or a database, depending on the application. The application software initiates all 
reader and tag activities. RFID provides a fast, flexible, and reliable way to detect, 
track, and control various items electronically (Figure 13.7).

RFID systems use radio transmissions to energize an RFID tag, while the tag 
sends a unique identification code to a data acquisition reader connected to an 
information management system. The data collected from the tag can then be sent 
directly to a host or stored in a portable reader and then uploaded to the host. 
RFID technology has many advantages. The RFID tag and reader do not need a 
line of sight for the system to work, and an RFID reader can scan multiple tags 
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Figure 13.6  RFID system architecture.
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simultaneously. Unlike barcodes, RFID tags can store more information. It can 
follow the commands/directions of the reader and transmit its location along with 
its ID to the reader. RFID technology is inherently versatile. Therefore, smaller 
and larger RFID devices are available depending on the application. Unlike 
barcodes, tags can be read only as well as read/write.

However, RFID technology also has disadvantages. Active RFID is expensive 
due to the use of batteries. RFID’s privacy and security issues are associated 
because they can be easily read and intercepted. RFID devices need programming, 
which takes time. External electromagnetic interference may limit the remote 
reading of RFID tags. Passive tags have a limited range of around 3 m.

RFID finds its market in many different areas such as inventory management, 
personnel and asset tracking, controlling access to restricted areas, supply chain 
management, and fraud prevention. The adoption of RFID promotes the innova-
tion and development of IoT, widespread in households, offices, warehouses, 
parks, and many other places.

13.4  Near-Field Communication

Near-field communication (NFC) is a network technology based on short-distance 
transmission to facilitate data transmission from one device to another. The data 
transmission principles in NFC are similar to those of RFID. The point to note 
here is that NFC uses detailed two-way communication. NFC is widely used in 
industrial applications, cell phones, and online payment systems. The key fea-
tures of NFC are smooth connection and user-friendly control. P2P network 
topology can be used in NFC [6] (Figure 13.8).

13.5  Infrared Data Association

Infrared data is a standard defined by the Infrared Data Association (IrDA) 
Consortium. It specifies the wireless data stream via infrared radiation. IrDA’s 
initial specifications supported data rates of up to 115.2 kbps. The specification 
describes the IrDA protocol stack. Stack has layers such as serial infrared (SIR), 
infrared link access protocol (IrLAP), and infrared link management protocol 
(IrLMP) places device. IrDA range is around 2 m. A point-to-point line-of-sight 
connection is established between two IrDA devices. This technology uses light 
wavelengths from 850 to 900 nm for transmission. IrDA devices communicate 
using infrared light-emitting diodes (LEDs).

IrDA does not provide link-level security. Since there is no authorization and 
authentication, the transmitted information is sent without encryption. However, 
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although security is not defined, it is considered a relatively secure technology. 
IrDA PDAs have many uses, such as mobile phones, printers, cameras, and laptop 
computers. Point-to-point data transmission has advantages such as direct sight 
communication, security, low power consumption, and low cost, as well as disad-
vantages such as the necessity of direct sight and the capacity to connect to a 
single device simultaneously.

13.6  Bluetooth

Ericsson originally designed Bluetooth technology in 1994 to replace cables and 
cords of computer peripherals with RF connections. Subsequently, Intel and 
Nokia also joined the initiative for the wireless connection of cell phones to 
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Figure 13.9  The evolution of Bluetooth.

computers. In 1998, the version of Bluetooth 1.0 was put into use. In 2005, version 
2.0  was approved, and the number of Bluetooth Special Interest Group (SIG) 
members exceeded 4000. In 2007, Bluetooth SIG developed ultralow-power 
Bluetooth. The development, also known as Bluetooth low energy (BLE), has led 
to the production of Bluetooth devices that can run on coin cell batteries. In 2010, 
the Bluetooth 4.0 specification was approved.

With the ratification of Bluetooth 5.0 in 2016, the Bluetooth SIG predicted that 
13 billion devices would use Bluetooth connectivity by 2021. Up to 50 Mbps speed 
at a distance of 240 m with Bluetooth 5.0 can be achieved [7] (Figure 13.9).

Bluetooth has been widely used in IoT and M2M deployments for some time 
now. Beacons, wireless sensors, asset tracking systems, remote controls, health 
monitors, and alarm systems are Bluetooth devices used in LE mode.

Bluetooth works in two modes, classic and LE [8]:

●● Bluetooth classic: Bluetooth classic radio is also called Bluetooth basic rate/
enhanced data rate (BR/EDR). Bluetooth classic is a low-power radio technol-
ogy in the 2.4 GHz industrial, scientific, and medical (ISM) band that delivers 
data streams in over 79 channels. Bluetooth Classic is mainly used for wireless 
audio streaming to support point-to-point device communication. It has become 
the standard radio protocol behind wireless speakers, headphones, and in-car 
entertainment systems. The Bluetooth classic radio also enables data transfer 
applications, including mobile printing.

●● Bluetooth low energy (BLE): The BLE radio is designed for low power usage. 
By transmitting data over 40 channels in the 2.4 GHz license-free ISM frequency 
band, the Bluetooth LE radio gives developers tremendous flexibility to create 
products that meet the unique connectivity requirements of their markets. 
Bluetooth LE supports multiple communication topologies, expanding to point-
to-point and finally mesh, enabling Bluetooth technology to support the crea-
tion of reliable, large-scale device networks. Although initially known for its 
device communication capabilities, Bluetooth LE is now widely used as a device 
positioning technology to meet the growing demand for high-precision indoor 
location services. Initially supporting simple presence and proximity features, 
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Bluetooth LE now supports Bluetooth® orientation and soon highly accurate 
distance measurement.

Whether Bluetooth basic rate (BR) or Bluetooth LE, nodes can work as advertisers 
or scanners according to this definition. Advertiser devices transmit advertised 
packets. Devices running in scanner mode are devices that receive advertiser 
packets with no intention of connecting. Finally, initiator devices are devices that 
try to establish a connection. Several Bluetooth events are happening in a 
Bluetooth WPAN.

●● Advertising: Advertising is initiated by a device to match a message in the 
advertising packet or broadcast to scanning devices to alert them of the pres-
ence of a device that wants to forward.

●● Connecting: This event involves pairing a device with a host.
●● Periodic advertising (PA): PA (for Bluetooth 5) allows an advertiser to adver-

tise periodically over 37 nonprimary channels with channel hopping between 
7.5 ms and 81.91875 s.

●● Extended advertising (EA): EA (for Bluetooth 5) allows extended protocol 
data units (PDUs) to support advertise chaining and large PDU payloads as well 
as new use cases involving audio or other multimedia.

A device must be compatible with the subset of Bluetooth profiles (often called 
services or functions) required to use the desired services. A Bluetooth profile is a 
feature related to one aspect of Bluetooth-based wireless communication between 
devices. It sits above the Bluetooth core specification and (optionally) additional 
protocols. While a profile may use certain features of the core specification, specific 
versions of profiles rarely link to particular versions of the kernel specification, 
making them independent. For example, hands-free profile (HFP) 1.5 applications 
use Bluetooth 2.0 and 1.2 core features. These profiles are listed as follows [9]:

●● Advanced audio distribution profile (A2DP)
●● Attribute profile (ATT)
●● Audio/Video remote control profile (AVRCP)
●● Basic imaging profile (BIP)
●● Basic printing profile (BPP)
●● Common ISDN access profile (CIP)
●● Cordless telephony profile (CTP)
●● Device ID profile (DIP)
●● Dial-up networking profile (DUN)
●● Fax profile (FAX)
●● File transfer profile (FTP)
●● Generic audio/video distribution profile (GAVDP)
●● Generic access profile (GAP)
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●● Generic attribute profile (GATT)
●● Generic object exchange profile (GOEP)
●● Hard copy cable replacement profile (HCRP)
●● Health device profile (HDP)
●● Hands-free profile (HFP)
●● Human interface device (HID) profile
●● Headset profile (HSP)
●● iPod accessory protocol (iAP)
●● Intercom profile (ICP)
●● LAN access profile (LAP)
●● Mesh profile (MESH)
●● Message access profile (MAP)
●● OBject EXchange (OBEX)
●● Object push profile (OPP)
●● Personal area networking profile (PAN)
●● Phone book access profile (PBAP, PBA)
●● Proximity profile (PXP)
●● Serial port profile (SPP)
●● Service discovery application profile (SDAP)
●● SIM access profile (SAP, SIM, rSAP)
●● Discontinued systems
●● Synchronization profile (SYNCH)
●● Synchronization mark-up language profile (SyncML)
●● Video distribution profile (VDP)
●● Wireless application protocol bearer (WAPB)

13.7  Zigbee

ZigBee is a low-cost, low-data-rate, and short-range wireless ad hoc networking 
standard that includes a set of communication protocols. ZigBee is developed by 
the ZigBee Alliance based on the IEEE 802.15.4 reference stack model and 
operates in the 2.4 GHz- and 868/915 MHz-frequency bands [10] (Figure 13.10).

ZigBee has many advantages in terms of low data rate, low power consumption, 
low complexity, high security, and support for different network topologies. Since 
it generally works in the 2.4 GHz band, its operating distance is between 750 and 
100 m due to the difficulty of passing through obstacles such as walls. Although 
operating at 250 kbps, ZigBee provides small area monitors, security, discovery, 
profiling, and similar services for industrial control, home automatic control, and 
where sensor network-based applications are deployed [11]. For example, ZigBee 
can be used in building energy consumption monitoring systems due to its low 
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cost, device sparsity, low energy (LE) consumption, and self-organization features. 
End devices with different sensors are used to monitor temperature, humidity, 
voltage, etc. End devices can also collect data from water, gas, and electricity 
meters. These data collected from various end devices will be sent to the upper 
computer. The particular system will establish the policy to achieve energy 
consumption monitoring, temperature control, and energy-saving operation 
management [10] (Figure 13.11).

ZigBee system structure consists of three main components: ZigBee coordina-
tor, router, and end device. Each ZigBee network has a coordinator working 
between the network and ZigBee. This coordinator is a hub that receives and 
stores important information in transmitting data operations. On the other hand, 
we can say that the coordinator is a particular router. In addition to the router’s 
capabilities, a coordinator is responsible for creating the network. It must select 
the appropriate channel, PAN ID, and extended network address. It is also respon-
sible for choosing the security mode of the network.

On the other hand, the ZigBee router (ZR) acts as an intermediate between this 
information hub and end devices. End devices, on the other hand, have limited 
communication access to save useful power, energy, or the battery itself. In this 
sense, we can say that the most crucial advantage of ZigBee is power saving. Power 
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Figure 13.11  ZigBee network.

savings are at high levels due to low data rates and small coverage areas. In addi-
tion, using a lightweight protocol stack requires much lower software support 
than others. It also has a self-healing feature due to its mesh topologies. Since 
ZigBee devices go into sleep mode at leisure, they have a battery life that lasts for 
months. These three components are connected to the star, tree, and mesh 
network topology infrastructure.

To better understand the working principle, it is necessary to know the ZigBee 
5 layer.

●● Physical layer (1): This layer performs the modulation task and demodulates 
various transmitted and received signals. Depending on locality, different 
frequencies, data rates, and channels can be used in this layer.

●● MAC layer (2): The function of this layer is to provide reliable data transfer 
communication by accessing different networks with carrier sense multiple 
access (CSMA) and collision avoidance (CA).

●● Network layer (3): This layer accompanies all network-related operations 
such as connection, network disconnection, routing, and various device 
configurations between the router and different end devices.

●● Application support sublayer (4): This layer is responsible for interfering 
with ZigBee devices with different object application devices to communicate 
through the network layer. It is also responsible for matching peripherals to 
their services, applications, and needs.
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●● Application framework (5): Nonspecific message is a construct characterized 
by the developer, critical value matching is used to get properties inside applica-
tion objects. ZDO provides an interface between application elements and the 
APS layer in ZigBee gadgets. It is responsible for distinguishing, initializing, 
and restricting different gadgets to the system.

In ZigBee technology, data transmission is carried out in two different modes: 
Beacon mode and non-beacon mode. In beacon mode, coordinators and routers 
consume a lot of power as they constantly monitor changes in flowing data. In 
this mode, routers and coordinators do not go into sleep mode because they can 
exchange signals to communicate or respond to the node anytime. However, over-
all power usage is low as most devices are hidden in the system for long periods, 
even though they require more power supplies.

On the contrary, in beacon mode, the router and coordinators go into sleep 
mode without data transmission. A cyclical process uses counters that periodi-
cally turn routers on and off to transmit data to multiple nodes within a network. 
These networks work for appropriate time slots, i.e. when correspondence 
requires results at lower duty cycles and more extended battery usage [12].

The functions of the three critical components of a ZigBee network are 
summarized as follows [3]:

●● ZigBee controller (ZC): It is a high-capacity device that initiates and creates 
network functions. Each ZigBee network has a single ZC that acts as the 802.15.4 
2003 PAN coordinator. After the network is formed, the ZC can act as a ZR. It 
can provide a logical network address and allow nodes to join or leave the 
network.

●● ZigBee router (ZR): This component is optional but does handle some mesh 
network hoping and routing coordination. Simultaneously, a PAN can fulfill the 
coordinator role and associate with the ZC. A ZR takes its messages through 
multihop routing and allows logical address assignment and nodes to join or 
leave the network.

●● ZigBee and device (ZED): This is usually a simple end device such as a light 
switch or thermostat. Coordinators have functions that are capable of commu-
nicating. It does not have routing logic. Therefore, any message reaching the 
ZED and not targeting that device is relayed. Theoretically, a ZigBee network 
could contain 65 536 ZEDs (Figure 13.12).

Lastly, two unique addresses are used per ZigBee node. One of them is the 64-bit 
long address assigned to the device by the manufacturer and is immutable (the 
first 24-bit organizational unique identifier and the remaining 40-bit areas are the 
OEM-managed address). The other is a 16-bit short address that is the same as 
the 802.15.4 PAN ID.
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13.8  Z-Wave

Z-Wave is another mesh PAN technology introduced by a Danish company in 
2001 to be used in health, ventilation, and air conditioning (HVAC) and light con-
trol, operating at 900 MHz (may vary depending on the country). The main work 
area is home automation. Companies such as SmartThings, Honeywell, Belkin, 
Bosch, Carrier, ADT, and LG are members of the Z-Wave Alliance.

It operates at speeds of 100, 40, and 9.6 kbps, depending on the Z-Wave propa-
gation band. It has a high wavelength because it operates at a low frequency. In 
this way, it can penetrate through obstacles such as walls. Thus, it provides a 
more reliable and fast communication topology between X-Wave devices 
(Figure 13.13).

Z-Wave provides a source-routed mesh network topology consisting of sensors 
(end devices) and home automation with a primary node called a hub or 
controls  [13]. All Z-Wave networks are identified by the primary controller’s 
network ID. Z-Wave devices, called secondary nodes, are identified with their 
node IDs. Primary controllers assign Network IDs to network end devices. 
Network IDs of all devices in a particular network are the same. As such, devices 
on different networks (with different network IDs) cannot communicate with 
each other.

●● Controller device: This top-level device provides a routing table for the mesh 
network and has responsibilities such as including and removing end devices 
from the network. There are two types of controllers: primary controller and 
secondary controller.

●● Slave device/node: They are end devices that respond to the commands they 
receive. These devices cannot communicate with neighboring end devices 
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Figure 13.13  Z-Wave architecture.
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Figure 13.14  Z-Wave topology.

unless specified with a command. They can store routing information but 
cannot perform computation or update the routing table. Typically, they act as 
repeaters in the mesh network.

Due to the mesh network topology, the primary controller can send a message to 
the target Z-Wave device in remote locations by routing the signal through inter-
mediate devices by finding the shortest possible path. This signal transfer process 
is often referred to as signal hopping. If devices within the path are busy, they will 
route signals through other available paths (Figure 13.14).

Z-Wave features are summarized as follows:

●● Compared to Wi-Fi, Z-Wave uses much lower power and offers three to five 
years of battery life.

●● Low interference and high-penetration capacity as it operates at 900 MHz.
●● Interoperability with backward compatibility.
●● High security in 100 kbps with AES128.
●● Access to a wide range of household products such as lighting, thermostats, 

security sensors, and locks.
●● A range of up to 100 m.
●● Since it works at different frequencies, it does not interfere with the signals 

emitted by WiFi or any household device.
●● Up to 232 devices can be defined in a Network ID.
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13.9  Power Line Communication

Power line communication (PLC) involves using existing electrical wiring to carry 
data and is a long-established method. Power grids have been using this technol-
ogy for many years to send or receive a limited amount of data to the existing 
power grid. The PLC uses already existing infrastructure in every home and indus-
trial facility, eliminating the unnecessary expense and the hassle of installing 
new cables to achieve high signal penetration. In this way, it allows the use of 
plug-and-play-type PLC-enabled systems.

Home and industry automation is an essential part of modern life, helping 
control and monitor a wide variety of home and industry devices such as air con-
ditioning, refrigeration, or lighting systems. In addition to the functionality and 
comfort these systems provide, they also help increase the energy efficiency of 
appliances and other electrical appliances. The rapid development of communi-
cation technologies has accelerated the integration of automation systems into 
cyber-physical networks and enabled these systems to be managed remotely. On 
the other hand, more measures have emerged to ensure security and privacy. PLC 
provides a wide range of communication frequencies and systems. These systems 
are divided into two: Narrowband PLC is mainly used in automation. On the other 
hand, broadband PLC allows for home network applications. Many PLC-based 
home and industrial automation solutions are now available [14] (Figure 13.15).

The figure shows that the power line connects appliances, sensors, and control-
lers. Light, heat, and smoke sensors are installed from all house parts and transmit 
the signals to the control unit through communication interfaces such as Ethernet 
and RS232. The task of the control unit, as in other home automation systems, is 
to record the data, determine the command required for automation, and transmit 
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Figure 13.15  PLC application.
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these commands to the actuator and regulators. Sensors, control units, devices, 
and actuators are interconnected via a communication channel with power lines 
available in the case of PLC [15].
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14.1  Introduction

Flexible and scalable wireless local networks can be quickly established using IP-
based wireless connectivity in the local area. This section explains IP-based wire-
less personal area networks and wireless local area network technologies used in 
machine-to-machine communication and IoT.

14.2  HaLow WiFi (Low-Power WiFi)

Low-power Wi-Fi is a standard that corresponds to the IEEE 802.11ah standard, 
which emerged with the amendment of the IEEE 802.11-2007 wireless network 
standard. It is also called Wi-Fi HaLow by the Wi-Fi Alliance. Wi-Fi HaLow is 
expected to find wide use in industrial, retail, agricultural, and smart city environ-
ments and power-efficient applications such as smart homes, connected cars, and 
digital healthcare [1].

WiFi HaLow benefits and features are given as follows:

Features:

●● Sub-1 GHz spectrum operation
●● Narrowband OFDM channels
●● Several device power-saving modes
●● Native IP support
●● Latest Wi-Fi security (IPv6 and WPA)

Benefits:

●● Long range: approximately 1 km
●● Penetration through walls and other obstacles

14

IP-Based WPAN and WLAN
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●● Supports coin cell battery devices for months or years
●● No need for proprietary hubs or gateways.

In Figure 14.1, the place of WiFi Halow among the Wi-Fi generations is given.
WiFi HaLow’s ability to penetrate walls and other barriers is a crucial advan-

tage. 802.11ah can solve many problems associated with deploying large-footprint 
WiFi networks by allowing many devices, providing power-saving services, and 
allowing long distances to the AP. A typical 802.11ah AP can be related to 8000 
devices within a 1 km. This makes WiFi HaLow an ideal solution for installing 
high-concentration sensors and other devices such as street light controllers and 
smart parking meters. The 802.11ah standard also includes new PHY and MAC 
layers that group devices into traffic indicator maps to host small units (such as 
sensors) and M2M communications [2] (Figure 14.2).

14.3  ISA 100.11a Wireless

ISA 100.11a is a wireless networking protocol developed by the International 
Society of Automation (ISA). Its official full definition is “Wireless Systems for 
Industrial Automation: Process Control and Related Applications.” ISA 100 is an 
industrial wireless network standard that addresses all the features a factory may 
need, such as process control, personnel and asset tracking, and identification 
convergence of networks [3].

ISA 100 is designed to address a key header: security, reliable wireless commu-
nication, good power management, multifunctional, multispeed monitoring, 
open, scalable, global usability, control ready, multiprotocol, and quality of ser-
vice. In addition, it includes three different service classes: safety (emergency 
action), control (closed loop, supervisory control, and open-loop control), and 
monitoring (alerting, logging, and downloading/uploading).

60 GHz

2.4 and 5 GHz

2.4 and 5 GHz

For extremely high-definition or
virtual-reality applications

6 GHz

5 GHz

Sub-1 GHz

160 MHz channels enable
next-level user experiences

Great for daily use and functionality,
supporting multiple users

Best for long-range, low-power
connectivity, penetreation through walls

High capacity and speed for
most advanced applications

Good coverage for every day, light
bandwidth connectivity needs

WiGig

Wi-Fi 6E

Wi-Fi 6

Wi-Fi 5

Wi-Fi 4

Wi-Fi HaLow

Figure 14.1  WiFi HaLow.
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ISA 100 runs on the other five tiers of the ISO/OSI model, excluding the presen-
tation and session tiers [4]. The ISA-100 wireless stack for these layers is given in 
Table 14.1.

As can be seen from Table 14.1, ISA 100 uses the IEEE 802.15.4 standard at the 
physical layer. There are 27 channels in total, numbered from 0 to 26 in this physi-
cal layer. The ISA 100 uses the 2.4 Ghz frequency band (almost unlicensed 

802.11ah AP

Smart
home

Smart city
provider

Smart city

Smart home
provider

IoT access
network peovider

ON

Internet

Relay AP

Figure 14.2  IEEE 802.11ah network model.

Table 14.1  ISA-­100 on ISO/OSI.

ISO/OSI layer ISA 100 wireless functionality

Application Object-­oriented, pub/sub, client/server, native/non-­native, tunneling

Presentation

Session

Transport Connectionless, optional security (symmetric/asymmetric)

Network 6LoWPAN, graph/source/superframe routing, fragmentation

Data link CSMA/CA, TSMP, channel hoping (slotted, frequency), black listing

Physical IEEE 802.15.4 (2.4 GHz)
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worldwide). When we look at the network layer, we see that the ISA 100 wireless 
communication standard also supports the IPv6 protocol. This way, the Internet 
traffic is supported and compatible with the industrial Internet and provides an 
infrastructure solution for industry 4.0. ISA wireless networking architecture is 
given in Figure 14.3 [5].

ISA 100 defines wireless devices in two main classes: field and backbone 
devices and system and security management devices. The system administrator 
is responsible for network resource management and communication, while the 
security administrator implements the security design based on the adopted 
security policy. The field devices class can support wireless devices with or with-
out routing capability. For example, a mobile, handheld device such as a smart-
phone may be classified as a field device without routing capability. The decisive 
purpose of such a device in the network is to associate with a routing device and 
transmit essential data or monitor and analyze network traffic. The roaming of 
mobile devices is outside the scope of ISA100 Wireless. Backbone devices in the 
network are supplied with high energy and constantly powered, while field 
devices typically have limited battery capacity. The system administrator acts as 
the global network clock and manages time and time synchronization informa-
tion. It is assumed that ISA100 Wireless implements a time-division multiple 
access (TDMA) network topology targeting relevant Industry 4.0 applications, 
resulting in a strongly centralized and relatively stable deployment. Although 
the standard can support the star topology, the network topology is preferred as 
it offers excellent reliability and a greater capacity for external interference 
management. ISA100 Wireless centralized data management (via system man-
ager) performs dynamic topological changes in response to faults based on 
selected routing mechanisms and predetermined time-synchronized message 
scheduling [3].

Routers

I/O devices

Backbone router
Industrial 
backbone
network

Security
manager

System
manager Edge

gateway

Internet

Figure 14.3  ISA 100 wireless network architecture.
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14.4  Wireless Highway Addressable Remote 
Transducer Protocol (HART)

It is an industrial wireless sensor structure used in the industrial IoT segment. The 
classification of industrial wireless sensor networks (IWSNs) is given hereunder 
[6] (Figure 14.4).

Based on the Highway Addressable Remote Transducer (HART) Protocol, 
WirelessHART has a wide range of applications as it is a suitable solution for 
industrial requirements. With its latest version in 2016 by the International 
Electrotechnical Commission, HART has the following updated features:

●● Wireless mesh networking
●● Time synchronization and stamping
●● Security encryption and decryption
●● Enhanced burst mode messaging
●● Pipes for high-speed file transfer

The WirelessHART communication protocol uses five of the seven layers of the 
OSI model, excluding presentation and session. These five layers are physical, 
data-link, network, transport, and application layers. The central network man-
ager handles routing, communication scheduling, and corresponding signal 
generation.

WLAN, Bluetooth, Zigbee, and IPv6 have not been widely accepted for use in the 
industry due to the limits in their controlling capacities. Therefore, the most used 
wireless standards in the industry are WirelessHART and ISA100  Wireless [7]. 
WirelessHART network infrastructure is given in Figure 14.5.

IEEE 802.11x IEEE 802.11x

ISA 100.11aWirelessHARTZigBeeWiFi WIA-PA

Home automation
Industrial

automation
Wireless local area

network

Industrial protocol

Application level

Technology

Industrial wireless sensor networks

Figure 14.4  Classification of IWSNs.
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The essential elements of the WirelessHART network control system (WHNCS) 
are given as follows:

●● Field device: It is a device connected to an industrial process plant.
●● Wireless handheld: Used for diagnostics, device configuration, and calibra-

tion from a remote location.
●● Gateways: Acts as a bridging device to connect host applications and field 

devices.
●● Network manager: It is responsible for configuring, programming, routing 

the network, and managing communication.
●● Security manager: It is responsible for managing and allocating security 

encryption keys and monitoring authorized devices connected to the network.

14.5  Wireless Networks for Industrial 
Automation-Process Automation (WIA-PA)

Wireless networks for industrial automation-process automation (WIA-PA) is a 
wireless communication network protocol validated with practical application 
and suitable for complex industrial environments. The advantages of WIA-PA, 
such as flexible TDMA, frequency (FHSS frequency hopping mechanism), and 
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Figure 14.5  WirelessHART network structure (single backbone-­multiple access points).
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space (hybrid network topology consisting of mesh and star structure), make it a 
relatively simple and effective protocol. Thanks to this simplicity, it has a structure 
that does not require complex installation. Below is a comparison of IWSN stand-
ards mentioned in the book [8] (Table 14.2).

The WIA-PA standard is one of the three (WIA-PA, WirelessHART, or ISA 
100.11a) that implements the beacon-enabled mode of the IEEE 802.15 standard. 
This structure allows WIA-PA to interoperate with other wireless sensor networks 
[9]. WirelessHART and ISA 100.11a adopt centralized resource management, 
which simplifies the implementation of global optimization but makes it difficult 
to manage large-scale networks. WIA-PA is based on a hierarchical framework 
and supports a hybrid (star and mesh infrastructure) centrally distributed 
management. Due to this high-scalability feature of WIA-PA compared to 
WirelessHART and ISA 100.11a, it is much more suitable for large-scale IWSNs. 
Therefore, this standard is used in steel mills and oil fields.

As can be seen from the Figure 14.6, the field is divided into clusters through 
the heads (routers) located in the cluster centers [10]. These clusters connect 
through field devices and handheld devices. Cluster heads are connected to a 
wireless mesh network structure. This structure connects to other networks 
(Internet, Intranet, etc.) with gateway devices at the top. The dynamic scalability 
feature is realized by adding/removing clusters from the system when necessary.

Table 14.2  Comparison of industrial WSN standards.

Zigbee WirelessHART ISA 100.11a WIA-PA

Data security High Very high Very high Very high

Scalability Medium High High High

Power usage Low Low Low Low

Data rate 20–250 kbps

Topology Star/Mesh/Tree Star/Mesh Hybrid

Data 
reliability

Low Very high Very high Very high

Routing 
capability

Limited Full Full/Limited Limited

Channel 
hoping

No Yes Yes Yes

Frequency 
channels

27 (all bands) 15 (2.4 GHz) 16 (2.4 GHz) 16 (2.4 GHz)

Manager 
architecture

Centralized/
Distributed

Centralized Centralized Centralized/
Distributed
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The big picture showing the long-distance use of industrial wireless networks 
created with WLA-PA, WirelessHART, ISA 100.11a, and Zigbee standards and its 
place in the IoT system is given in the Figure 14.7 [11].

14.6  6LoWPAN

6LoWPAN is an acronym for IPv6 over low-power WPANs. The main reason for 
its development is to make IP networking available for powerful and space-
constrained devices that do not require high bandwidth. This protocol can be used 
with 802.15.4 and WLAN communications such as Bluetooth, sub-1 GHz RF pro-
tocols, and a power line controller (PLC). The most basic feature of 6LoWPAN is 
that even the simplest sensors can be given IP addresses. These small sensors can 
operate as a network component over 3G/4G/LTE/WiFi/Ethernet routers. 
Another advantage is that it allows 2128 or 3.4 × 1038 unique addressing because 
it uses IPv6. Thus, it will be possible to connect billions of IoT devices to the net-
work [12] (Figure 14.8).

Field device Handheld device Routing device Gateway device Redundant Gateway
Redundant routing

device

Security manager

Network manager

Host computer

Cluster

Figure 14.6  The standard topology of WIA-­PA IWSNs.
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Because it works with IPv6, 6LoWPAN works in the OSI model’s network layer 
(layer 3). A 6LoWPAN mesh network has three types of nodes:

●● Router nodes: These nodes queue data from one 6LoWPAN network node to 
another. Routers can also communicate in WAN and Internet direction.

●● Host nodes: Host nodes in a mesh network are endpoints that cannot route 
data in the network and only consume or generate data. Host nodes are allowed 
to be in a sleep state and wake up occasionally to generate data or retrieve data 
cached by their host router.

●● Edge routers: As can be seen, these gateways and mesh controllers are usually 
located at the WAN edge. It is administered under a 6LoWPAN mesh edge router.

In cases where the wireless network does not need an Internet connection 
(ad-hoc 6LoWPAN), the network can be managed with router nodes without an 
edge router. When IPv6 addressing is not required, this practice is rarely carried 
out. In the ad-hoc WPAN application, the router performs the node’s unique local 
unicast address generation and neighbor discovery (ND) registration functions. In 
Figure 14.9, the OSI layers and the protocols used by 6LoWPAN are given.

6LoWPAN advantages:

●● Robust, scalable, and self-healing mesh network structure.
●● Long-range communication capable of detecting signals below the noise level.

Internet

Data center

Z-Wave

WIA-PA ZigBee

Devices in the industrial fields

WirelessHART

ISA 100.11a

Wireless long distance
(WiLD) network

Figure 14.7  Integration of industrial WSN.
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Figure 14.8  6LoWPAN architecture.
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Figure 14.9  6LoWPAN stack.
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●● Very long battery life due to low power consumption and reduced transmission 
(short-time pulses).

●● Wide network structures with the usage of millions of devices.
●● Low-cost and secure communication for IoT.
●● Transparent integration is possible due to the capacity of one-to-many and 

many-to-many routing.
●● Direct access to cloud platforms as it uses IPv6.

In addition to all these advantages, it has disadvantages such as less secure 
communication compared to Zigbee, less immunity to interference com-
pared to WiFi or Bluetooth devices, and short-distance support when mesh 
topology is not used. A comparison of narrowband IoT applications is given 
in Table 14.3.

Table 14.3  Comparison of narrow-­band IoT standards.

Sig Fox LoRaWAN 6LoWPAN

Frequency 902 MHz (US)
868 MHz (EU)

902–928 MHz (NA)
863–870 or 434 MHz (EU)
779–787 MHz (CH)

2.4 GHz (Wordwide)
902–929 MHz (NA)
868–868.6 MHz (Eu)

Channel 360 with 40 
reserved

80 (902–928 MHz)
10 (779–787 and 
863–870) MHz

16 (2.4 GHz)
10 (915 MHz)
1 (868.3 MHz)

Bandwidth 10 Hz to 
1.2 kHz

125 and 500 kHz (in 
915 MHz)
125 and 250 kHz (in 868 
and 780 MHz)

5 MHz (2.4 GHz)
2 MHz (915 MHz)
600 kHz (868.3 MHz)

Range 10–50 km 5–15 km 10–100 m

Data rate 980 bps to 
21.9 kbps

100–600 bps 250/40/20 kbps

Payload 0–12 bytes 19–250 bytes 6 bytes (header)
127 bytes (data ­
unit)

Channel 
coding

Ultra narrow 
band coding

Chirp spread spectrum 
(CSS)

Direct sequence 
spread spectrum 
(DSSS)

Security No encryption 
mechanism

NwkSKey (128 bits-­for 
data integrity)
AppSKey (128 bits-­for 
data confidentiality)

Handled at link layer 
that includes secure 
and non-­secure mode
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14.7  WPAN with IP Thread

Thread is a new networking protocol developed for IoT based on IPv6. Its primary 
use case is home connectivity and home automation. Based on the IEEE 802.15.4 
protocol and 6LoWPAN, Thread has standard features with Zigbee and other 
802.15.4 variants. But there is an essential difference between them: thread can be 
addressed with IP protocol. Thread networks operate in a low-power mesh net-
working topology.

Thread networks are straightforward to install, use, and automatically reuse 
when a device is added or removed. The network can heal itself in the event of a 
failure. Thread provides an infrastructure that connects hundreds or even thou-
sands of products reliably and securely end-to-end (device to device, device to 
mobile, device to cloud).

Thread uses the proven, open standards of the Internet to build an IPv6-based 
network. As a result, Thread devices integrate seamlessly with more extensive IP 
networks and do not need dedicated gateways or translators. This reduces infra-
structure investment and complexity, eliminates potential points of failure, and 
reduces maintenance burdens. Thread also securely connects devices to the cloud, 
making it easy to control IoT products and systems from personal or administra-
tive devices such as mobile phones and tablets.

Thread’s IP basis is independent of the application layer. It offers product 
manufacturers the flexibility to choose one (or more) application layer(s) for 
their use case to connect devices over multiple networks. With the growing 
demand for interoperability and coexistence, Thread’s cross-industry member-
ship reveals networking technologies underpin IP as a convergence point for the 
IoT industry. For example, a single application layer, such as a smart home 
standard developed by any manufacturer, can work with devices connected via 
both Thread and WiFi. This enables device manufacturers to choose the correct 
network technologies for their applications while creating a seamless network 
of interoperable products.

With Thread, developers can bring their apps, devices, systems, and services to 
market faster because they use the same rich set of tools available on the Internet. 
Moreover, the application layer and cloud services in Thread devices can change 
over time as Thread is independent of the application layer. Because Thread is IP-
based, it can enable interoperability across various connected devices while provid-
ing a direct connection to manufacturers, their products, and their users. In 
addition, all communication can be performed securely using Advanced Encryption 
Standard (AES) as it is IPv6 compatible [13]. All nodes connected to the Thread 
network can be included in a fully encrypted and authenticated mesh network.

Based on the IEEE 802.15.4-2006 standard, Thread uses specifications that 
define MAC and physical addresses. It operates in the 2.4 GHz band with a speed 
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of 250 kbps. Regarding topology, Thread communicates with other devices over a 
border router (a WiFi modem at home). The rest of the communication is based 
on 802.15.4, and a self-healing mesh is formed.

The devices in the topology are explained as follows:

●● Border router: It works as a gateway. This device connects the thread network 
to the rest of your home network. It works like a kind of hub. All thread-based 
devices have a Bluetooth chipset as a backup. More than one border router can 
be used to ensure redundancy and failover in a network. It can act as a home 
network’s border router for WiFi signals (Figure 14.10).

●● Lead device: The lead device manages the registration of assigned router IDs. 
The lead also controls requests for Router Eligible End Devices (REED) to be 
promoted to the router. A lead device can act as a router and have device-end 
children. The protocol for assigning router addresses is called Constrained 
Application Protocol (CoAP). State information managed by a lead device can 
also be stored in other thread routers. This allows self-healing and failover in 
case of loss of lead device connection.

●● Thread routers: These routers manage the routing services of the mesh net-
work and do not go to a sleep state unless they are downgraded to REEDs 
(Figure 14.11).

Border router

Thread leader

Figure 14.10  General architecture of IP thread.
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●● Router-eligible end devices (REEDs): These are a network’s endpoints or 
leaf nodes. They are not responsible for routing unless they are promoted as a 
router. Therefore, they do not relay messages or join devices to the network.

●● End devices: Some endpoints cannot become routers. REEDs can be sub-
scribed to in two states: full thread devices (FTDs) and minimal thread 
devices (MTDs).

–– An FTD device is a device that is always open, subscribes to the multicast 
addresses of all routers, and maintains IPv6 address mapping. There are three 
types of FTDs: Router, REED, and FED. It operates as an FTD router (parent) 
or an end device (child).

–– A MED device does not subscribe to all routers to multicast address and for-
ward all messages to its parents. There are two types of devices: Minimal end 
device (MED) and sleepy end device (SED). MEDs are transceivers that always 
operate in one mode and do not need to poll all messages from parents. SEDs 
usually are disabled. SEDs sometimes wake up to poll messages from their 
parent. An MTD can only operate as an end device (child) (Figure 14.12).

●● Partitions: A thread can consist of network partitions. This occurs when a 
group of Thread devices cannot communicate with another group of Thread 
devices. Each partition logically works as a separate Thread network with its 
Leader, router ID assignments, and network data (with the same security 
credentials for all devices) (Figure 14.13).

Parent router

Child node (end device)

Figure 14.11  Parent-­child structure.
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15.1  Introduction

A low-power wide-area network (LPWAN) is a wireless telecommunication 
wide-area network that allows low-bitrate long-range communication between 
connected objects such as battery-powered sensors.

At one end of the spectrum are cellular standards (3G, 4G), which offer a good 
range and reasonable data rates but consume a lot of power. On the other hand, 
short-range technologies such as Wi-Fi and Bluetooth consume less energy but 
are limited in range. LPWAN bridges the gap between requesting a more pro-
longed interval at lower power to send small amounts of data. The choice of which 
LPWAN technology should be used for applications is decided by looking at 
parameters such as reliability, security, network capacity, battery life, mobility 
support, public vs. private network, proprietary vs. standard, operating frequency, 
data rates, and variable payload size. The taxonomy of distance-based wireless 
communication technologies is given in Figure 15.1.

Four technologies account for over 96% of the globally installed base of LPWAN-
enabled active devices: narrowband (NB)-IoT, long-range (LoRa), long-term 
evolution for machines (LTE-M), and Sigfox. NB-IoT leads with 47% of the globally 
installed base, followed by LoRa with 36%. In 2019, the share of these technolo-
gies was 94% of the market. In 2021, the share was increased by further two 
percentage points [1, 2].

15.2  General Architecture

LPWAN technologies used under the title of IoT can be examined in two catego-
ries: low throughput and cellular.

15

Low-Power Wide-Area Networks
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The end-to-end LPWAN architecture is given in Figure 15.2 [3].
Comparisons between LPWAN technologies are given in Table 15.1 [4].

15.3  EC-GSM-IoT

Extended coverage GSM IoT (EC-GSM-IoT) is a low-power wide-area-based 
standard released with the 3GPP Release 13 specification. EC-GSM-IoT is a high-
capacity, long-range, low-energy, and low-complexity cellular system based on 
eGPRS (enhanced General Packet Radio Service)-based technology designed for 
IoT communication. Optimizations made in EC-GSM-IoT, which should be made 
to existing GSM networks, can be made as a software upgrade, thus providing 

Wireless communication
technologies 

Medium distanceLong distance

Cellular
(2G/3G/4G/5G) LPWAN

Non-3GPP

Weightless LoRA Sigfox NB-IoT LTE-M EC-GSM

3GPP

WiFi Zigbee RFID Bluetooth UWB

Short distance

Figure 15.1  Wireless communication technologies (based on distance).
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Figure 15.2  LPWAN general architecture.



Table 15.1  Comparison between LPWAN technologies.

LoRa/LoRaWAN Sigfox NB- loT LTE- M RPMA Weightless- P Symphony link

Origin France France USA (Global) USA (Global) USA UK US

Proprietary 
or open

P/O Net:P, Devices:O O O P O P

Cellular No No Yes Yes No No No

Spectrum Unlicensed Unlicensed Licensed Licensed Unlicensed Unlicensed Unlicensed

Range (km) Urban: 2–5
Rural: 15

U: 3–10
R: 30–50

U: 1–5
R: 10–15

U: 2–5 U: 1–3
R: 25–50

U: 2 U: 2–5
R: 15

Uplink/
downlink

50 kbps/50 kbps 300 bps/— 250 kbps/250 kbps 1 Mbps/1 Mbps 634 kbps/156 kbps 100 kbps/100 kbps 100 kbps/100 kbps

Power 
consumption

High Low Low High Medium Low Medium

Security Medium Medium High High High High High

Availability 
of devices

Medium High Medium Low Medium Low Medium

Price Medium Low Medium High High Low Medium

Application 
areas

Precision farming 
manufacturing 
automation pipeline 
monitoring

Predictive 
maintenance 
capacity planning 
demand 
forecasting

Electric metering 
manufacturing 
automation retail 
PoS

Tracking objects 
wearables energy 
management 
utility metering, 
city infrastructure

Digital oilfield 
connected cities 
usage based 
insurance 
agriculture

Smart grid 
healthcare 
automotive smart 
cities asset tracking

Industrial control 
system lighting 
control alarm 
systems

Supporting 
companies

IBM, Semtech,  
Cisco, HP, Orange, 
Kerling, Actility

STMicroelectronic, 
Texas Instruments, 
Atmel, Silicon labs

Huawei, Ericsson, 
Qualcom, 
Vodafone

Verizon, AT&T, 
Nokia
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coverage and accelerating time to market. Up to 10 years of battery life can support 
various use cases.

EC-GSM-IoT network trials began with the first commercial launches planned 
for 2017. Supported by all major mobile equipment, chipset, and module manu-
facturers, EC-GSM-IoT networks will coexist with 2G, 3G, and 4G mobile 
networks. In addition, it will benefit from all security and privacy features such as 
user identity privacy, entity authentication, confidentiality, data integrity, and 
mobile equipment identification.

The features of EC-GSM technology are given as follows:

●● Same frequency ranges as GSM network, 850–900 MHz, and 1800–1900 MHz
●● Same architecture as GSM infrastructure
●● TDMA/FDMA access type
●● Gaussian Minimum Shift Keying (GMSK), 8PSK modulation types
●● 200-kHz bandwidth per channel
●● 70 kbps for GMSK, 240 kbps for 8PSK peak data rates (downlink/uplink)
●● Coverage: 164 dB with 33 dBm power class, 154 dB with 23 dBm power class
●● HD, FDD duplexing
●● Power-saving mode PSM, ext. I-DRX (discontinuous reception) (Table 15.2)

15.4  Random Phase Multiple Access

RPMA is a built and designed wireless network technology for IoT and M2M 
communication. This LPWAN technology operates in the unlicensed, 2.4 GHz 
industrial, scientific, and medical (ISM) band. Since it works in the 2.4 GHz band, 
it can be applied anywhere in the world. The technology offers low power 
consumption, an independent broadcast channel for fast firmware updates, an 
excellent on-premises range, and AES 128-bit security encryption for various IoT 
applications. The technology was developed by the company Ingenu [4].

RPMA technology provides 31 kbps download, and 15.6 kbps upload speeds. 
Similar to NB-IoT, but with a maximum loss of connection (MCL) of 167 dB, its 
signals reach deep into buildings and underground. This technology is ideal for 
IoT/M2M applications because its low power requirements allow devices using 
this technology to operate for 10+ years on a single charge. This is ideal for devices 
that need to be placed in remote locations or hard-to-reach areas that are not con-
nected to the mains. Ingenu is the creator of Machine Network™, a wireless net-
work designed specifically for machine-to-machine (M2M) and Internet of Things 
(IoT) applications. This network uses Ingenu’s proprietary LPWAN’s random 
phase multiple access (RPMA) technology. RPMA technology can also be rolled 
out as a private network and is ideal for regions where the rollout of 3GPP LPWA 
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technologies is delayed, cellular coverage is often poor, or users want complete 
control over their network deployments [5] (Figure 15.3).

15.5  DASH7

DASH7 stands for Developers Alliance for Standards Harmonization of ISO 
18000-7. DASH7 Alliance (D7A) is an open-source active radio frequency identifi-
cation (RFID) standard for the wireless sensor and actuator network (WSAN) pro-
tocol. The D7A complies with the ISO/IEC 18000-7 standard. ISO/IEC 18000-7 is 
a license-free 433, 868, and 915 MHz ISM band open source standard for wireless 
communication. For security, it uses AES 128 shared key encryption. The stand-
ard provides a longer propagation distance and better penetration. It provides a 
distance of up to 2 km, low latency and multiyear battery life, and connection to 
mobile objects.

Table 15.2  Comparison of EC-GSM, Sigfox, and LoRa.

EC-GSM Sigfox LoRa

Standard 3GPP R.13 Private, ETSIGS LTN 
001, 002, 003 (Low 
throughput networks)

Open, LoRa WAN 
Specification V1.O

Spectrum Licensed like GSM 
850-900 MHz 
1800–1900 MHz

Unlicensed,
868 MHz (EU)
915 MHz (US)

Unlicensed
902–928 MHz (US)
863–870 MHz (EU)
779–787 MHz (CH)

Channel 
bandwidth

200 kHz 100 kHz 7.8–500 kHz

System bandwidth 1.4 MHz 100 kHz 125 kHz

Peak data rate DL: 74 kbps
UL: 74 kbps

DL: 600 bps
UL: 100 bps

180 bps to 37.5 kbps

Max. number of 
message per day

Unlimited Device: 140, BTS.50K BTS.50K

Device peak Tx 
power

26 dBm 14 dBm 14 dBm

Maximum 
coupling loss 
(MCL)

164 dB DL: 147 dB, UL: 156 dB DL: 168 and 
132 dB
UL: 156 dB

Device power 
consumption

Low Low Low to medium
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D7A is a BLAST (bursty, light, asynchronous, stealth, and transitive) network 
technology [6]. These features are described as follows:

●● Bursty: Short and irregular data transmission
●● Light: Small packet size limited to 256 bytes
●● Asynchronous: Command-based asynchronous communication. There is no 

periodic synchronization.
●● Stealth: End device communication is done with a preapproved gateway. 

Periodic beacons are not required.
●● Transitive: End devices can seamlessly move between different GW coverages.

D7AP architecture is similar to LoRa architecture. As shown in Figure  15.4, 
topology consists of end devices and gateways that allow connecting applications 
from the cloud. Here, end devices are simple devices consisting of sensors and 
actuators with a transceiver. End devices send the information they collect to gate-
ways asynchronously. The devices have low power consumption, mostly in sleep-
ing mode. These devices, which we say are simple, do not have all the D7AP 
features and will periodically wake up for possible packets and messages and 
switch to listening mode.

Asset tracking

Personel tracking

Oil and pipeline
monitöring

Agricultural
monitoring

Smart buildings

RPMA
Machine network

Smart metering

Figure 15.3  RPMA machine network.
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A subcontroller device is similar to an end device and relays packets between an 
end device and the gateway. Unlike the end device, all D7AP features are defined 
on the subcontroller device. A gateway device also has all D7AP features and 
always operates in receiving mode unless it is in transmit mode. The gateway 
device is also called the DASH7 coordinator. It forwards the packets from the end 
devices to the IP network or another DASH7 network.

A network server installed on the cloud aggregates the incoming data, removes 
the duplicate data when necessary, and forwards it to the nearest gateway for 
downlink. The customer cloud is the structure where the end devices’ applica-
tions are run, updated, or configured.

15.6  Long-Term Evolution for Machines

Long-term evolution (LTE) machine-type communication (MTC), briefly called 
LTE-M, is an LPWAN technology standard introduced by 3GPP in release 13. LTE 
Cat M1 has also enhanced machine-type communication (eMTC). LTE-M is a 5G 
technology that offers simplified device complexity, massive connection density, 
low power consumption, low latency, and extended coverage. It is mainly devel-
oped to fulfill cellular IoT device goals such as low device cost, in-depth coverage, 
longer battery life, higher cell capacity, etc. LTE-M can be defined as “in-band” 
within the standard LTE carrier or used as a standalone in a dedicated spectrum.

Despite the generational implementations to meet the increasing bandwidth 
need, most new IoT connections do not require the maximum speed and through-
put of 4G or 5G. Based on this interpretation, LTE-M was developed. LTE-M is the 
preferred solution for alarm systems, asset trackers, digital city controllers, weara-
bles, and industrial sensors.

DASH7 WSN

RFID

RFID
RFID

IP

Network servers Customer cloud

Application
servers

Figure 15.4  DASH7 topology.
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LTE has taken network efficiency and simplicity to a new level with 
Cat.M. In  other words, LTE-M supports simple devices transmitting low data 
volumes over long periods. It also combines the advantages of low power con-
sumption (long battery life), low latency (more use cases), and better penetration 
of radio waves (enhanced indoor coverage) (Figure 15.5).

15.7  Narrowband IoT

Similar to LTE-M, NB-IoT or LTE Cat. NB is a wireless communication standard 
for different IoT applications and is considered within LPWANs. The essential 
feature is that it provides small data, low bandwidth, and long battery life. NB-IoT 
is an NB radio technology used for M2M and IoT devices and applications that 
require low power usage for this extended battery life at a relatively low cost in an 
extended coverage area [7] (Table 15.3).

In line with the explanations above, we can say that CAT M (LTE-M) and NB-
IoT (LTE Cat. NB) do not compete; on the contrary, both are different wireless 
technologies.

15.8  Massive IoT

We know that billions of devices will be connected with the spread of IoT tech-
nologies. The increased number of devices also causes high increases in data traf-
fic. A natural consequence of this situation is the highly crowded spectrum. Due 

Non-LTE-M interfaceLTE-M interface

Internet

LTE-M deviceLTE-MCHNon
LTE-MCH

Not-LTE-M
device

Management and
application

PDN gateway

LTE/LTE-M
Network

M2M gateway

Figure 15.5  LTE-M architecture for M2M communication.
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to the billions of devices connected to the wireless network, there is more signifi-
cant data loss in the network due to interference problems.

The limits seen in LPWAN technologies are given below [8];

●● Low resistance to interference results in high packet error rates and information 
loss in noisy environments

●● Coexistence problems with other radio networks cause the entire network 
infrastructure to become unstable, reducing the scope of applications and qual-
ity of service.

●● High power consumption due to inefficient or repetitive data transmission 
causes low battery life.

●● Due to long broadcast times, data packets are vulnerable to jamming attacks 
and can be tampered with.

●● Limited availability for mobile apps reduces app spectrum.
●● Proprietary solutions hinder IoT device interoperability and lock investment.

Mioty is a software-based LPWAN protocol developed to overcome current and 
future wireless connectivity limitations. With best-in-class reliability and scalabil-
ity, mioty is designed for massive industrial and commercial IoT deployments.

The main breakthrough behind mioty technology is the Telegram Split Multiple 
Access (TSMA) method. As defined by the European Telecommunications 
Standards Institute (ETSI TS 103 357), Telegram Partition divides the data pack-
ets to be carried in the data stream into small subpackets at the sensor level 
(Figure 15.6).

Table 15.3  LTE Cat.M1 and LTE Cat. NB.

LTE Cat. Ml (LTE CAT.M) LTE Cat. NB (NB-IoT)

System 
bandwidth

1.4 MHz CAT M1
5 MHz CAT M2

180/200 kHz

Peak UL/DL 1 Mbps/1 Mbps CAT M1
7 Mbps/4 Mbps CAT M2

63 kbps/27 kbps CAT NB1
158 kbps/124 kbps CAT NB2

Coverage/
Penetration

20/23 dBm 20/23 dBm+ 14 dBm CAT NB2

Latency 10 ms to 4 s 1.4–10 s

Mobility Connected mobility with some 
limitations (inter freq. handover)

Limited, changing cell without 
handover

Voice Restricted voice for simple user case No voice, data only

Battery life Extended with PSM or eDRX Extended with PSM or eDRX

Antenna Single antenna Single antenna

Application FOTA capable Incr. FOTA only
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These subpackets are then transmitted over different frequencies and times. 
An  algorithm in the base station permanently scans the spectrum for mioty 
subpackets and reassembles them into a complete message. Due to advanced 
forward error correction (FEC), the receiver only needs 50% of the radio bursts to 
reconstruct the information. This reduces the effect of corrupted or lost bursts 
from collisions and increases resistance to interference.

The gains obtained with this approach are listed as follows:

●● Unmatched reliability: Mioty’s patented telegram splitting technology pro-
vides the most robust connectivity solution on the market. Even in a crowded 
spectrum, it reduces noise and the lowest packet error rates.

●● Maximum efficiency: The protocol combined with battery-saving times 
enables the implementation of smaller batteries. With a power consumption of 
17.8 μWh per message (endpoint, 868 MHz), Mioty makes a reality for 20+ years 
of battery life.

●● Unrivalled scalability: Mioty works without interference via other networks 
or transmissions, enabling over one million devices per network and up to 
1.5 million messages daily.

Frequency

Frequency

Traditional LPWANS

(Data is lost)

(Data is retained)

Data

Time

Time

TS
subpacket

Interferer

Telegram splitting

Interferer

Figure 15.6  Telegram splitting.
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●● Best choice for mobility: Unrivaled accuracy and reliability allow mioty 
nodes and base stations to operate at full performance at speeds up to 120 km/h.

●● Future proof: Unlike today’s current proprietary solutions, Mioty complies 
with the new ETSI Standard and is compatible with most hardware variants. 
This ensures that your network investments are not locked in and can scale and 
adjust to changing needs.

●● Flexible: Software-based mioty networks have a low barrier to entry as the 
technology is compatible with most existing platforms. Each network can be 
private or public, fully customizable, and requires no frequency licensing.

Due to the features mentioned here, moiety can be an efficient solution for indus-
trial IoT, smart cities/buildings, and agriculture applications.

15.9  IoTivity

The Open Connectivity Foundation (OCF) is an industry group and standards 
organization that aims to develop standards and certifications for IoT devices. 
IoTivity is an open-source reference implementation of the OCF standard specifi-
cation but is not strictly limited to these requirements. It works as middleware 
and aims to provide seamless device-to-cloud and device-to-device connectivity. 
The software framework is licensed under the Apache license version 2.0. IoTivity 
is an open-source reference implementation of the OCF Secure IP Device 
Framework [9] (Figure 15.7).

It can run on multiple platforms, including IoTivity and connectivity technolo-
gies like Wi-Fi, Ethernet, BLE, NFC, and more. It works on various operating 
systems such as Linux, Android, Arduino, and Tizen [10]. The IoTivity framework 
runs as middleware across all operating systems and connectivity platforms and 
has some basic building blocks. Figure  15.8 shows that the discovery block 
supports multiple mechanisms to discover devices and resources near and far. The 
data transmission block supports information exchange and control based on a 
messaging and flow model. The data management block supports collecting, stor-
ing, and analyzing data from various sources. The CRUDN (create, read, update, 
delete, and notify) block supports a simple request/response mechanism with 
creating, reading, updating, deleting, and notifying commands.

The common resource model block defines real-world entities as data models 
and sources. The device management block supports device configuration, provi-
sioning, and diagnosis. IoTivity’s messaging block is based on the resource-based 
RESTful architecture model. So it presents everything (sensors or devices) as 
resources and uses the CRUDN model to manipulate resources using IETF 
CoAP. ID and addressing block supports OCF IDs and addressing for OCF entities 
such as devices, clients, servers, and resources [11].



15  Low-Power Wide-Area Networks238

15.10  LoRa and LoRaWAN

LoRa (long range) is an emerging technology for long-range communication oper-
ating in an unlicensed band below 1 GHz. LoRaWAN defines the communication 
protocol and system architecture, while LoRa defines the physical layer. LoRa 
Technology offers attractive features for IoT applications, including long-range, 
energy-efficient, and secure data transmission. The technology can be used by 
public, private, or hybrid networks and provides a more extended communication 
range than cellular networks. The bandwidth is built to provide data rates from 
0.3 to 50 kbps, which is not much compared to IEEE 802.11 but sufficient for most 
applications in automation and data collection. It also maximizes the battery life 
for mobile or autonomous terminals. The concept is affordable for IoT applica-
tions due to reduced implementation costs, especially in long-range conditions.

To fully describe the LoRaWAN protocol and ensure interoperability between 
devices and networks, the LoRa Alliance develops and maintains documentation 
to explain the technical implementation, including MAC layer commands, frame 
content, classes, data rates, security, and flexible network frequency manage-
ment [12] (Figure 15.9).

Google Cloud
IoT Core

Google Cloud
Data Store

MQTT MQTTHTTP HTTP HTTP

IoTivity Server IoTivity Client
IoTivity IoTivity

IoTivity

Android Things Android Things

MQTT Client

Hardware: Raspberry Pi 3 Model B Hardware: Raspberry Pi 3 Model B

Sensor

Azure IoT Hub
Storage Account

Amazon Web
Service IoT

Amazon Web Service
Mobile Hub

Figure 15.7  IoTivity structure.
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The LoRaWAN network architecture is deployed in a star topology where 
gateways forward messages between edge devices and a central network server. 
Gateways connect to the network server via standard IP connections and act as a 
transparent bridge, simply converting RF packets to IP packets and vice versa. 
Wireless communication takes advantage of the long-range capabilities of the 
LoRa physical layer, allowing a single-hop connection between the end device and 
one or more gateways. All modes are capable of bidirectional communication. 
There is support for multicast-addressing groups for efficient spectrum use during 
tasks such as firmware over-the-air (FOTA) upgrades or other bulk delivery 
messages (Figure 15.10).
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Cloud connectivity
(OCF Cloud support)

Healthcare

Figure 15.8  IoTivity device stack and modules.
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Many legacy wireless systems use frequency shift keying (FSK) modulation at the 
physical layer because it is a very efficient modulation to achieve low power. LoRa 
is based on chirp spread spectrum modulation, which retains the same low power 
characteristics as FSK modulation, but significantly increases the communication 
range. Chirp spread spectrum has been used in military and space communications 
for decades due to achievable long communication samples and robustness against 
interference. LoRa was the first low-cost application for commercial use.

In the LoRaWAN™ network, nodes are not associated with a particular gateway. 
Instead, data transmitted by a node is typically received by multiple gateways. 
Each gateway will forward the received packet from the end node to the 
cloud-based network server via a backhaul (cellular, Ethernet, satellite, or Wi-Fi). 

AES secured payload

TCP/IP SSL

Gateway

Network server

LoRa RF layer Backhaul Secure payload

Application server

TCP/IP SSL

Figure 15.9  LoRaWAN architecture.
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Figure 15.10  LoRa protocol stack.
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Gateways manage the network intelligence and complexity and filter out extra 
packets, perform security checks, schedule notifications through the optimum 
gateway, perform adaptive data rates, etc. No gateway-to-gateway transition is 
required if a node is mobile or moving; this is a critical feature for enabling 
asset-tracking applications.

LoRa has advantages in IoT applications. LoRa uses the ISM 868/915 MHz 
bands available worldwide. It has a broad coverage of about 5 km in urban areas 
and 15 km in suburbs. It consumes less power, and therefore, the batteries last 
longer. A single LoRa Gateway appliance is designed to take care of thousands of 
edge devices or nodes, easy to deploy thanks to its simple architecture. LoRa uses 
the adaptive data rate technique to change the output data rate of end devices. 
This helps to maximize battery life as well as the overall capacity of the LoRaWAN 
network.

However, LoRa also has its drawbacks. LoRaWAN network size is limited by a 
parameter called the duty cycle. The duty cycle is the percentage of time in which 
the channel can be busy. This parameter is restricted for regulatory reasons as the 
critical limiting factor for traffic in the LoRaWAN network. LoRaWAN supports 
limited-size data packets and has longer latency. Therefore, it is not an ideal can-
didate for real-time applications that require lower latency and limited jitter 
requirements.

In summary, the use of LoRa is strongly influenced by the characteristics of the 
environment in which the technology is applied. The type of IoT application 
should pay attention to these issues. Using LoRa in open areas such as rural areas 
has advantages in energy consumption, wide range, and flexibility in network 
development. However, for applications that require specific requirements, such 
as the amount of data exchanged in a given period, the network configuration 
must be considered primarily for indoor applications. LoRa network cannot trans-
mit a large amount of data for a broader range of regions. LoRa technology is 
affected by obstacles such as tall buildings and trees, resulting in increased packet 
loss levels in the area. The use of GPS in the LoRa module has not been reliable, 
especially for real-time location-tracking software applications.

15.11  Sigfox

Sigfox was introduced by a French global network operator founded in 2009 and 
built wireless networks to connect low-power objects such as IoT sensors and 
smartwatches that need to be constantly on and emit tiny amounts of data. Sigfox 
wireless technology is based on low throughput network (LTN) and ultra-narrow 
band (UNB) concepts. In other words, it is an LPWAN technology that supports 
low data rate communication over greater distances [13] (Figure 15.11).
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All data on Sigfox is managed on the Sigfox backend network. All messages from 
Sigfox base stations reach the backend server via IP connection. In other words, a 
Sigfox backend cloud service is the final destination for a package. After verifying 
a client node’s authenticity and duplication, the backend stores the message and 
sends it to the client. If data needs to be forwarded to an endpoint node, the back-
end server selects a gateway with the best connection to the endpoint and forwards 
the message on the downlink channel. Since the packet ID already identifies the 
backend device, this preprovisioning will force the data to be sent to a destination.

The Sigfox cloud routes the data to the selected destination. The cloud service 
provides APIs through a pull model to integrate Sigfox cloud functions with a 
third-party platform. Devices can be registered via another cloud service. Sigfox 
also offers callbacks to other cloud services. This is the preferred method to 
retrieve data. The Sigfox protocol uses the proprietary non-IP protocol and con-
verges data as IP data to a Sigfox network backend.

Multiple gateways can receive messages from one node to ensure the data integ-
rity of the burn-and-forget communication model; all subsequent messages will 
be forwarded to the Sigfox backend, and duplicates will be removed. This adds a 
level of redundancy to data retrieval. Thus, a Sigfox endpoint node is designed to 
make it easy to install. No extra pairing or signaling is required (Figure 15.12).

Sigfox is a protocol with good long-range performance. However, sending a single 
packet takes a long time (6–12 seconds). Also, the 868 MHz band in Europe has a 
limit of 140 packets per day with a 12-byte payload due to ETSI regulations. 
Applications that are not recommended for using Sigfox are given as follows [14]:

●● Sigfox is not recommended for regular duty-cycle projects that require a frame 
sent every few minutes. Exceeding the 140-package-limit per day may result in 
additional charges or license revocation by Sigfox.
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Figure 15.11  Sigfox protocol stack.
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●● Sigfox is recommended for long-range device communication in cities where 
base stations are deployed.

●● Sigfox is not recommended for bidirectional communication. Although the pack-
age provides acknowledgments and callbacks, there is no actual data downlink.

●● Sigfox is not recommended for streaming. Transmission is not done in real-time 
as there is a minimal delay for packet arrival.

●● It is not recommended to use Sigfox for the transmission of large amounts of 
data. The maximum payload is 12 bytes. It also has a capacity of 100 bps uplink 
and 600 bps downlink throughput.

Besides the disadvantages described here, Sigfox has many advantages:

●● Easy to install thanks to devices that do not require complex setup and wireless 
technology

●● Sigfox’s radio modules generally cost less than other LPWAN technologies.
●● Sigfox works best for simple devices that rarely transmit small amounts of data 

slowly, which has the advantage of extending the battery life of the sensors.
●● Sigfox has a data transmission capacity range of approximately 10 km in urban 

and 40 km in rural areas.
●● Supports up to one million nodes per Sigfox base station.

Essentially, Sigfox significantly reduces the energy consumption and costs asso-
ciated with connected devices. The platform is ideal for low-power applications 
that send only small amounts of data infrequently over large distances.
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16.1  Introduction

IoT protocols are a crucial part of the IoT technology stack. Without them, the 
hardware becomes unusable as Internet of Things (IoT) protocols allow it to 
exchange data in a structured and meaningful way. We always think of commu-
nication when we talk about the IoT. The interaction between sensors, devices, 
gateways, servers, and user applications is the key feature of an IoT system. But 
what allows all these smart things to talk and interact are IoT protocols, which 
can be seen as the languages that IoT hardware uses to communicate [1] 
(Figure 16.1).

The natural question is why there is any protocol other than HTTP to move data 
over WAN? HTTP has provided essential services and capabilities for the Internet 
for over 20 years but is designed and configured for general-purpose computing in 
client/server models. IoT devices can be very constrained, remote, and bandwidth 
limited. Therefore, more efficient, secure, and scalable protocols are required to 
manage large numbers of devices in various network topologies such as mesh 
networks.

While many of these protocols are message-oriented middleware (MOM) 
implementations, there are also protocols implemented with the concept called 
representational state transfer (REST), which is an alternative to MOM 
implementation.

The main idea behind MOM is that communication between two devices is 
done via distributed message queues. A MOM delivers messages from one user-
space application to another. Some devices generate data to be added to the queue, 
while others consume data stored in the queue. Some implementations require a 
broker or an intermediary on the central service. In such a case, producers and 
consumers have a publish- and subscribe-type relationship with the broker. 

16
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AMQP, MQTT, and STOP are implementations of MOM. Others include CORBA 
and Java messaging services. A MOM application that uses queues can use them 
for flexibility in design. Data may remain in queues even if the server fails 
(Figure 16.2).
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16.1  Introductio 247

Alternatives to MOM implementations are RESTful implementations. In the 
RESTful model, a server has the state of a resource, but the state is not transmitted 
in a message from the client to the server. RESTful designs use HTTP methods 
such as GET, PUT, POST, and DELETE to place requests upon a resource’s univer-
sal resource identifier (URI). In this architecture, no broker or middle agent is 
required. Because it is based on the HTTP stack, it takes advantage of most of the 
services, such as HTTPS security. RESTful architectures are typical client-server 
architectures. Clients initiate access to resources with synchronous request-
response patterns. RESTful design is an architecture built on HTTP and uses 
HTTP paradigms for client-to-server communication. In addition, clients are 
responsible for errors even if the server fails (Figure 16.3).

From another perspective, IoT protocols and standards can be evaluated in two 
categories: IoT data protocols (presentation/application layers) and network pro-
tocols for IoT (datalink/physical layers).

IoT data protocols are used to connect low-power IoT devices. They provide 
communication with the hardware on the user side without needing an Internet 
connection. Connections in IoT data protocols and standards are carried out over 
a wired or cellular network. Protocols such as MQTT, CoAP, AMQP, DDS, and 
WebSocket are IoT data protocols.

IoT network protocols are used to connect devices to the network. This set of 
protocols is typically used over the Internet. Protocols such as WiFi, Bluetooth, 
ZigBee, Z-Wave, and LoRaWan that we describe in the book are IoT network pro-
tocols. In this section, IoT data protocols will be explained.

RPC system

Message 1 Message 1Product
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MOM system
RPC system

Messaging
provider

Figure 16.2  MOM system architecture.
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16.2  Message Queue Telemetry Transport Protocol

MQTT stands for Message Queuing Telemetry Transport. It is an extremely sim-
ple, lightweight, publish/subscribe messaging protocol for restricted devices and 
low-bandwidth, high-latency, or unreliable networks. The design principles seek 
to ensure reliability and some degree of delivery assurance while minimizing net-
work bandwidth and device resource requirements. These principles also make 
the protocol ideal for the emerging “machine-to-machine” (M2M) or “Internet of 
Things” world of connected devices and mobile applications where bandwidth 
and battery power are high [2].

For many years, client–server architecture has been the mainstay for data center 
services, while publish-subscribe models have emerged as an alternative for IoT use.

It has a working principle similar to TV broadcasting. A broadcaster broadcasts 
on a particular channel. The audience has to tune in to this channel to watch this 
broadcast. There is no direct connection between the broadcaster and the 
audience. The MQTT protocol also works on this logic. In MQTT, a publisher 
publishes a message on a topic. A subscriber has to subscribe to this topic to view 
this message. MQTT uses a central broker for this transaction [3] (Figure 16.4).

Here are the key points;

●● Clients do not have an address as in the email system (the subscriber in the TV 
example).
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Figure 16.3  RESTful architecture.
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●● Messages are sent to a broker (TV device in the TV example) on a topic (TV 
channels).

●● The responsibility of the MQTT broker is to filter the messages (separate chan-
nels) and distribute them to the end user.

●● A client receives these messages by subscribing to the channel on the same 
broker (selects the channel with the remote control).

●● There is no direct connection between the publisher and the subscriber.
●● All clients can publish (broadcast) or subscribe (receive).
●● MQTT brokers generally do not store messages (TVs do not record the broadcast).

The advantages of MQTT are given as follows:

●● Lightweight and efficient: MQTT clients are tiny and require minimal 
resources. So they can be used on small microcontrollers. MQTT message head-
ers are small to optimize network bandwidth.

●● Bidirectional communications: MQTT allows device-to-cloud and cloud-to-
device messaging. This will enable messages to be quickly passed to a group of 
objects.

●● Scale to millions of things: MQTT can scale up to millions of IoT device con-
nections (Figure 16.5).

●● Reliable message delivery: MQTT offers three levels of service quality: 0–At 
most once, 1–at least once, 2–exactly once.

●● Support for unreliable networks: Many IoT devices connect over unreliable 
cellular networks. MQTT’s support for persistent sessions reduces the time it 
takes to reconnect the client to the agent.

●● Security enabled: MQTT makes it easy to encrypt messages using TLS and 
authenticate clients using modern authentication protocols like OAuth.

Subscriber

Subscriber

Publisher

Broker

Message sent
to subscribers

Message
published

Figure 16.4  Publish–subscriber model.
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MQTT successfully separates publishers from consumers. As the broker is the 
governing body between publishers and consumers, there is no need to directly 
identify a publisher and a consumer based on physical aspects (such as the IP 
address). This is useful in IoT deployments where the physical identity is unknown 
or ubiquitous. MQTT and other pub/submodels do not change over time either. 
This means that a message published by a client can be read or reacted to by the 
subscriber at any time. A subscriber may be in a deficient power-/bandwidth-limited 
state (for example, in a Sigfox architecture) and respond to the message within min-
utes or hours. Due to the lack of physical and time relations, pub-/submodels scale 
very well to extreme capacity. Cloud-managed MQTT agents can typically receive 
millions of messages per hour and support tens of thousands of publishers.

MQTT is data format-independent. The payload can contain any data type. So 
publishers and subscribers must understand and accept the data format. It can 
transmit text messages, image data, audio data, encrypted data, binary data, JSON 
objects, or virtually any other structure in the payload. However, JSON text and 
binary data are the most common data payloads. The maximum packet size 
allowed in MQTT is 256 MB, which allows for an extremely large payload.

MQTT architecture details are given as follows:

●● There are no message queues in MQTT. Queuing messages is possible but not 
necessary and often not performed. MQTT is based on TCP. Reliable transfer of 
packets is guaranteed.

●● HTTP is symmetric (just like Telnet protocol) while MQTT is an asymmetric 
(just like FTP) protocol.
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Figure 16.5  MQTT example.
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●● MQTT can store a message in an agent indefinitely. A flag in standard message 
transmission controls this mode of operation.

●● MQTT defines an optional facility called last will and testament (LWT). LWT is 
a message that the client specifies during the connection phase.

●● Although MQTT is based on TCP, connections can still be lost, especially in the 
wireless sensor environment. A device may lose power, signal strength, or crash 
in the field, and a session goes into a half-open state. Here the server will believe 
the connection is still reliable and wait for data. To remedy this half-open situa-
tion, MQTT uses a keep-alive system. Using this system, the MQTT broker and 
client have the assurance that the connection is still valid even if there has been 
no transmission for a while.

Connections are confirmed by the agent using a connection acknowledgment 
message. MQTT is a command-response protocol. Each command is confirmed. 
You cannot be public or subscribe unless you have connected.

16.3  MQTT over WebSockets

We explained that MQTT is a lightweight publish/subscribe model and is very 
suitable for low-power sensors. WebSocket is a transport layer protocol. Because it 
works at this layer, WebSocket provides full-duplex communication channels over 
a single TCP connection between the client and server. The combination of MQTT 
and TCP protocols offers many possibilities in the IoT world. Displaying live sen-
sor data via an HTML page without refreshing or polling the Web Server is just 
one of them (Figure 16.6).

Most of the MQTT brokers currently support WebSocket communication. All 
needed here is a client-side code to be written on the client side. As can be seen in 
Figure 16.6, the data can be viewed and processed by connecting to a Web Server 
that receives MQTT data.

16.4  MQTT for Sensor Networks

Due to the many sensors in IoT sensor networks, these sensors work wirelessly. As 
we mentioned in the previous sections, these networks are designed with low-
power battery sensors working with limited processing power and storage, limited 
payload size, and not always on (sleeping) principles. MQTT-SN can be consid-
ered a version of MQTT and is based on publish/subscribe model like MQTT 
(Figure 16.7).
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Figure 16.6  MQTT over WebSockets.
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There are two main differences between MQTT-SN and MQTT: reduced mes-
sage payload and eliminating the need for persistent connection by using the UDP 
protocol.

MQTT-SN specifications are listed as follows:

●● The link message is split into three messages. Two of these are optional and 
used as request messages.

●● Short topic names are used instead of Topic IDs.
●● There are pre-defined topics.
●● Discovery process for clients to discover the Gateway
●● The request topic and messages can be changed during the session.
●● Offline keep alive procedure for sleeping clients

The MQTT-SN architecture has three components: MATT-SN client, MQTT-SN 
gateway, and MQTT-SN forwarder. There are two types of gateways: transparent 
and aggregating gateways.

The first message sent from an MQTT-SN client to a broker/gateway is the 
connection message, and this message is acknowledged with the CONNACK 
message. Once the connection is established, the client can subscribe and publish 
the message. Like in MQTT, a connection can be persistent or nonpersistent, as 
indicated in the clean session flag.

16.5  Constrained Application Protocol

Constrained Application Protocol (CoAP) is a protocol that makes it possible to 
provide RESTful Web Service functions to resource-constrained devices and, 
consequently, to integrate WSNs and smart objects with the Web. Using Web 
Services over IP-based wireless sensor networks (WSN) simplifies software 
reusability and reduces the complexity of application development. One of the 
most significant benefits of IP-based networking in Low-power and Lossy 
Networks (LLN) is that it allows using standard Web Service architectures 
without application gateways. As a result, the Web of Things (WoT) concept 
has emerged, integrating smart objects with the Internet and the Web. The 
advantage of WoT is that smart object applications can be built on the best 
REST architectures [4].

As stated in the chapter introduction, REST architectures allow applications to 
rely on loosely coupled services that can be shared and reused. In a REST archi-
tecture, a resource is an abstraction controlled by the server and defined by a 
universal resource locator (URL). Services parse resources. Therefore, resources 
can be represented arbitrarily via various formats such as XML or JSON. Resources 
are accessed and modified by an application protocol based on client/server 
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requests/responses. REST is not tied to any particular application protocol. 
However, most REST architectures today use the Hypertext Transfer Protocol 
(HTTP). HTTP manages resources via GET, POST, PUT, etc. [5] (Figure 16.8).

The application layer usually uses HTTP to provide Web Service, but HTTP has 
high computational complexity, low data rate, and high energy consumption. For 
this reason, IETF has developed several lightweight protocols such as CoAP, 
embedded binary HTTP (EBHTTP), and Lean Transport Protocol (LTP). 
Constrained Application Protocol (CoAP) is a proprietary Web transport protocol 
for use with constrained nodes and constrained (for example, low-power and 
lossy) networks. CoAP provides a request/response interaction model between 
application endpoints, supports built-in discovery of services and resources, and 
includes core Web concepts such as URIs and Internet media types. CoAP is 
designed to easily interface with HTTP for integration with the Web while meet-
ing specific requirements such as multicast support, low overhead, and simplicity 
for constrained environments [6].

CoAP specifications are given as follows [7]:

●● Constrained Web protocol fulfilling M2M requirements
●● Security binding to Datagram Transport Layer Security (DTLS)
●● Asynchronous message exchanges
●● Low header overhead and parsing complexity
●● URL and content-type support
●● Simple proxy and caching capabilities
●● UDP banding with optional reliability supporting unicast and multicast 
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Figure 16.8  CoAP architecture.
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●● A stateless HTTP mapping allows proxies to be built and provides access to 
CoAP resources via HTTPS. It also provides a uniform way for HTTP simple 
interfaces to be realized alternatively over CoAP.

It can be said that CoAP is a subset of HTTP functions designed considering the 
low processing power and energy constraints of small embedded devices such as 
sensors. In addition, various mechanisms and some newly modified operations 
have been added to make the protocol suitable for IoT and M2M applications. The 
first significant difference between CoAP and HTTP is the transport layer. It is based 
on the HTTP Transmission Control Protocol. However, TCP’s flow control mecha-
nism is unsuitable for LLNs, and its overhead is too high for shortlived transactions. 
In addition, TCP does not support multicast and is very sensitive to mobility.

On the other hand, CoAP is built on User Datagram Protocol (UDP). Therefore, 
it has both multicast support and low overhead. CoAP is designed as two layers 
over UDP, request/response and transaction. HTTP has 1451 bytes per transac-
tion, 1333 mW and a lifetime of 84 days compared to 154, 07.44, and 151 in CoAP, 
respectively.

A CoAP system consists of seven key actors [8]:

●● Endpoints: These are the sources and destinations of CoAP messages. The spe-
cific destination of an endpoint depends on the transport being used.

●● Proxies: Proxies are CoAP endpoints commissioned by CoAP clients to per-
form requests on their behalf. Reducing the network load, accessing sleeping 
nodes, and providing a layer of security are some of the roles of the proxy. 
Proxies can be explicitly selected by a client (forward proxying) or used as in situ 
servers (reverse proxying). Alternatively, a proxy can map from one CoAP 
request to another CoAP request or even cross-proxying. In common use, it is 
an edge router that proxies HTTP services from a CoAP network for cloud-
based Internet connections. It is a popular application for edge routers proxying 
from the CoAP network to HTTP services for cloud-based Internet connections. 
The proxy architecture is given in Figure 16.9.

●● Client: It is the starting point of a request and the destination of a response.
●● Server: The destination endpoint of the request and the starting node of the 

response.
●● Intermediary: A client that acts as both a server and a client against a source 

server. Proxy is a broker.
●● Origin servers: The server where a particular resource resides.
●● Observers: An observing client can register using a modified GET message. 

The observer then connects to a resource, and the server sends a notification to 
the observer if that resource’s state changes. Observers are unique in CoAP and 
allow a device to monitor changes in a particular resource. It is similar to the 
MQTT subscriber model, where a node will subscribe to an event.
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16.6  Embedded Binary HTTP

Embedded Binary HTTP (EBHTTP) is a space-efficient binary format and state-
less encoding of the standard HTTP/1.1 protocol. EBHTTP is designed for 
transporting small named data items such as sensor readings between resource-
constrained nodes. EBHTTP is a RESTful protocol running on the OSI applica-
tion layer.

The implementation features of the EBHTTP protocol are given as follows [9]:

●● EBHTTP hosts must support UDP as a protocol for transporting EBHTTP 
messages.

●● EBHTTP requests are forwarded from clients to servers over UDP, and HTTP 
responses are forwarded back to clients using the client’s UDP source port.

●● Multiple EBHTTP messages can be packed into a single UDP datagram, and 
EBHTTP servers must unpack these messages and treat them as separate 
requests. All lengths are specified inside the message, which makes this possi-
ble. EBHTTP message packaging allows more efficient network use by reducing 
the number of redundant UDP and IP headers used on constrained networks.

●● Multiple EBHTTP responses can also be packed into a single UDP message.  
EBHTTP clients should unpack these responses and treat them like those found 
in individual datagrams.

Internet
HTTP

CoAP proxy

CoAP

CoAP WSN

CoAP WSN

CoAP WSN

Figure 16.9  CoAP proxy.
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●● A single EBHTTP message should not span multiple UDP datagrams. EBHTTP 
does not support fragmentation. TCP should be used if EBHTTP needs to carry 
a message larger than a single datagram.

●● EBHTTP hosts may run on EBHTTP over TCP.
●● EBHTTP requests and responses must be packaged back-to-back (with no 

padding) into a TCP byte stream. Any requests and responses can be sent over a 
single TCP connection.

Publish/subscribe functionality can be implemented on EBHTTP using 
application-defined mesh formats. In addition, EBHTTP supports the HTTP-level 
publish/subscription mechanism defined in the General Event Notification 
Architecture (GENA) Internet draft. It supports the HTTP proxy as a proxy.

16.7  Lean Transport Protocol

The Lean Transport Protocol (LTP) allows transparent message exchange between 
resource-constrained devices and server or PC-type systems. It consumes only 
very little memory and CPU power and has small message sizes. To understand 
LTP, it is helpful to mention the concepts of the simple object access protocol 
(SOAP), Web Service description language (WSDL), and Web Service Addressing 
(WS-Addressing).

●● SOAP: It describes the message format of Web Service communications. 
Messages are usually serialized using XML and exchanged via HTTP. The SOAP 
standard explicitly allows different serialization technologies and transport pro-
tocols. It has SMTP, JMS (Java message service), TCP, and UDP specifications.

●● WSDL: It is an XML-based language that describes a Web Service’s method 
signatures, transport bindings, and endpoint addresses. Transport binding 
describes the signature sequence and layout of the message while specifying 
how the message is serialized and via which transport protocol the message 
will be exchanged. For the specification of message flow between the con-
sumer and the provider of a Web Service, WSDL defines four abstract mesh 
exchange patterns: “one-way,” “request/response,” “notification,” and “solicit/
response.”

●● WS-addressing: WS-addressing specifies addressing mechanisms for Web 
Service messages beyond simple URLs. Using WS-addressing, the addressing 
information is encoded within the SOAP message rather than part of the URL 
of the transport protocol. Thus, it provides a mechanism independent of a par-
ticular transport binding (such as HTTP) and additional features (such as the 
use of gateways). WS-addressing is mandatory if a transport protocol cannot 
address the Web Service endpoints (for example, TCP).
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LTP is not limited to exchanging messages between different types of networks, 
such as the Internet and RCNs (Network of Resource Constrained Devices) but 
can also be used within a single network. LTP provides transparent end-to-end 
message communication between Web Service endpoints in different types of net-
works. This is realized with “Platform-Independent Messaging” using “Platform-
Independent Addressing Schema.” So-called connectors on gateways adapt LTP to 
a particular underlying network. These gateways create self-contained subnets 
that perform internal end-to-end communication. The Platform-Independent 
Messaging layer defines a transparent end-to-end message exchange between 
endpoints in random subnets [10] (Figure 16.10).

16.8  Advanced Message Queuing Protocol

AMQP is a protocol designed as an open replacement for existing proprietary mes-
saging middleware. The most significant benefit of AMQP is that it is reliable and 
interoperable. As the name suggests, AMQP provides messaging, reliable queu-
ing, topic-based publish and subscribe messaging, flexible routing, transactions, 
and security. AMQP exchanges routes based on topic and headers.
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Internet
SOAP client

SOAP service

Response

SOAP server

Figure 16.10  Overview of simple object access protocol.
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The AMQP network protocol defines [11]:

●● A peer-to-peer protocol; commonly, in AMQP, one peer plays the role of a client 
application, and the other performs the role of trusted message routing and 
delivery service or agent.

●● Defines methods of forwarding failing connections to alternative services.
●● Enables peers to discover each other’s capabilities.
●● Provides comprehensive security mechanisms for seamless end-to-end 

confidentiality, including SSL and Kerberos.
●● It allows multiplexing of TCP/IP connections to enable multiple conversations 

over a TCP/IP connection. This mainly simplifies firewall management a lot.
●● Specifies how to address the message source with network peers and which 

messages are interesting.
●● Lifecycle of a message through fetching, processing, and acknowledgment: 

AMQP makes it very clear when responsibility for a message is transferred from 
one peer to another, thus increasing reliability.

●● If desired, it enhances the performance by prefetching the messages ready for 
the client to process across the network.

●● Defines the method of processing batches of messages within a transaction.
●● Lightweight applications have a mechanism that allows complete message 

transfer from logging in to logging out in a single network packet.
●● It provides skillful flow control that enables message consumers to slow down 

producers to a manageable pace. Thus, it allows different workloads to run par-
allel to varying speeds over a single connection.

●● It provides mechanisms to resume message transfers when connections are lost 
and re-established. This mechanism is handy in case of service failover or inter-
mittent connection.

●● Security is held with transport layer security (TLS) and simple authentication 
and security layer (SASL) protocols over TCP (Figure 16.11).

AMQP is a binary wire protocol designed for interoperability between different 
vendors. The adoption of AMQP has been strong whereas other protocols have 
failed. Companies like JP Morgan use it to process a billion messages a day. NASA 
uses Nebula for cloud computing. Google uses this for complex event handling. 
Here are a few additional AMQP examples:

●● It is used in India’s Aadhaar project, one of the world’s largest biometric data-
bases hosting 1.2 billion identities.

●● Used in the ocean observatories initiative, an architecture that collects 8 TB of 
data per day.

AMQP is all about queues. Sends transactional messages between servers. As a 
message-centric middleware, it can handle thousands of reliable queued 
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transactions. AMQP is focused on not losing messages. All communications from 
publishers to exchanges and queues to subscribers use TCP, which ensures relia-
ble P2P connectivity. Also, endpoints must acknowledge the acceptance of each 
message. The standard also describes an optional transaction mode with a proper 
multiphase commit sequence [12].

AMQP performs asynchronous transfer of messages regardless of the operating 
system, hardware, or programming language. It is advanced and optimized on a 
data frame with a buffering approach, improving server performance.

One or more virtual hosts with their namespaces, exchanges, and message 
queues reside on central servers. Producers and consumers subscribe to the 
Exchange service. The Exchange service receives messages from the publisher 
and forwards the data to an associated queue. This relationship is called “bind-
ing.” It can be bonded directly to one queue or multidirected multiple queues as in 
broadcast. Alternatively, binding can associate an exchange with a queue using a 
routing key. This situation is formally called a direct exchange. Another Exchange 
type is topic Exchange [18].

16.9  Data Distribution Service

Data distribution service (DDS) is a middleware protocol and API standard 
defined by the Object Management Group (OMG). DDS directly targets devices 
that use device data and distributes the data to other devices. Although interface 
support with IT infrastructure is supported, the primary purpose of DDS is to con-
nect devices to other devices. OMG Data distributor service (DDS) for real-time 
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Figure 16.11  AMQP architecture.
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systems is the first open international middleware standard that handles 
publish-subscribe communication for real-time and embedded systems. DDS pro-
vides a virtual global data space where applications can only share information by 
reading and writing data objects addressed via an application-defined name 
(Topic) and a key. DDS features fine and extensive control of QoS parameters, 
including reliability, bandwidth, delivery dates, and resource limits. DDS also sup-
ports the creation of native object models on top of the Public Data Field.

It includes many real systems devices, servers, mobile nodes, and more. There 
are different communication needs, but it is better and easier to use a single com-
munication paradigm whenever possible. System designers must determine 
which protocols meet the primary challenges of their intended application. Then, 
if possible, extending this primary choice to all aspects of the system is necessary. 
For example, cross-device data usage is a different use case than device data col-
lection. The requirements for turning a light switch (CoAP is the best choice in 
this case) differ from the protocol required to manage this power generation (best 
with DDS) and the necessary protocol to monitor transmission lines (best with 
MQTT). Or, the protocol to be chosen for communication power usage within the 
data center (the best choice in this case, AMQP) is different.

Overall, DDS is the most versatile of these protocols. DDS can manage small 
devices, connect large, high-performance sensor networks, and close time-critical 
control loops. It can also present and receive data from the cloud. DDS communi-
cation is peer-to-peer. Eliminating message brokers and servers simplifies setup, 
minimizes latency, maximizes scalability, increases reliability, and reduces cost 
and complexity. Using DDS requires building a data model and understanding 
data-centric principles. It is ideal for IoT applications that require a durable, reli-
able, and high-performance architecture [12].

High-level data-centric interfaces have replaced message-centric programming 
in DDS. The main goal of DDS is to share the correct data in the right place and at 
the right time, even between the time-decoupled publisher and the consumer. 
DDS creates a global data space by carefully replicating the relevant parts of the 
logically shared data space [13].

●● The correct data: Since not all data needs to be ubiquitous, middleware deliv-
ers only the data consumers need. This is accomplished by applying an interest-
based filter to content and data rates. Thus, DDS saves bandwidth and processing 
power while minimizing overall application complexity. As a data-centric solu-
tion, DDS can understand the schema of shared data. This allows filtering only 
needed applications on content, age, and lifecycles. For example, you can only 
send boiler temperatures above 300 (content filter) at a maximum of ten updates 
per second (rate). This effective approach can save up to 90% of data transmis-
sion overhead in many systems (Figure 16.12).
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●● The right place: DDS distributes and maintains data readily available. DDS 
publishers and subscribers dynamically discover the data types they want to 
share and related QoS (Quality of Service). After a successful match, DDS 
enforces the timely distribution according to QoS. It creates QoS-enforced logi-
cal channels for each data stream between each publisher-subscriber pair. 
A DDS subscriber can be assured that its peer publisher is alive and that any 
data produced will be delivered. This greatly simplifies application develop-
ment and error handling.

●● The right time: Real-time systems interact with the real world. Data must be 
available in time (a late right data is a failure). Data may differ in priority, reli-
ability, timing, and other nonfunctional properties. DDS balances the use of 
scarce resources to distribute data at the right time. DDS middleware uses logi-
cal QoS principles set by applications at runtime to balance efficiency and deter-
minism. The QoS contracts ensure these timing relationships. For example, if a 
subscriber needs to update every 10 ms and the matching publisher does not 
deliver, the system reports an error and activates corrective action. QoS policies 
cover many aspects, including urgency, importance, reliability, persistence, and 
vitality.

The primary technical concepts are also given as follows:

●● Relational data modeling: DDS addresses data like relational databases. It 
can manage data by using key fields and allow ad-hoc queries and filters on 
content and time. So applications can extract specific data as needed.
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●● Pub-sub messaging: DDS uses the publish/subscribe paradigm for dynamic 
discovery and primary management of data flows between related DDS entities, 
including publishers, subscribers, durability services, recording and playback 
services, and linked databases. Request-replay and other patterns are built on 
this powerful substrate.

●● Reliable multicast: The DDS standard wire protocol implements reliable mul-
ticast over plain UDP sockets, enabling systems to efficiently take advantage of 
modern network infrastructures.

●● Lifecycle awareness: Unlike message-oriented products, DDS offers open 
application support for information lifecycle awareness. For example, it detects, 
communicates, and informs applications about the first and last views of data 
(topic instance) updates. This makes it easy to respond to new and outdated 
information promptly.

●● Trigger patterns: DDS offers a variety of trigger patterns that keep track of 
updates on subscribed information. Examples include polling, callbacks (typi-
cal for GUIs), and WaitSets (“select” similar to Unix to provide complete appli-
cation control for prioritized handling of selective trigger events) (Figure 16.13).

16.10  Simple Text-Oriented Messaging Protocol

STOMP is a text-based, interoperable wire format protocol with MOM. This for-
mat allows clients to communicate with the message broker, enabling easy and 
pervasive messaging interoperability. This communication is independent of the 
languages, platforms, and agents used in the architecture. STOMP protocol pro-
vides a message header with a frame body and features like AMQP. It offers a 
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simple and lightweight connection with a wide variety of language bindings. 
Some transactional semantics are also provided by it. STOMP is a bidirectional 
protocol that additionally uses textual headers similar to HTTP.

Therefore, care should be taken when moving code between different brokers, 
as it is not easy. Like other broker-based protocols, STOMP does specify the 
publish-subscribe mechanism. Here, clients subscribe to topics, and the broker 
notifies the client when a message about that topic is sent. STOMP does not 
require the use of queues and topics. Instead, it uses “SEND” semantically with 
the string “destination.” The broker internally maps the “destination” string to the 
topic, queue, or exchange. Consumers also subscribe to these destinations. 
Different brokers may support various destinations as it is not mandatory in the 
specifications. So care should be taken when moving code between other brokers 
as it is not easy [14] (Figure 16.14).

STOMP has clients written in python (Stomp.py), TCL (tStomp), and Erlang 
(stomp.erl). A few servers, such as RabbitMQ (via a plugin), have native STOMP 
support, and some servers are designed in specific languages (Ruby, Perl, 
or OCaml).

16.11  Extensible Messaging and Presence Protocol

XMPP is a client/server architecture in which XMPP clients communicate with 
the XMPP server using TCP sockets. It can also work over HHTP using WebSocket 
implementation. It is an open protocol that streams XML elements for exchanging 
messages in real-time. In other words, it is an XML-based asynchronous protocol. 

SEND

Request channel

Broker channel

“/topic”

“/topic”

“/app”

Response channel

StompBrokerRelay
MessageHandler

Message
destination:/topic/a

STOMP
TCP

Message broker

SimpAnnotationMethod
MessageHandler

SEND
destination:/topic/a

....

Figure 16.14  STOMP protocol architecture.
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Because of its scalability, it is applied to long-distance messaging and includes 
human intervention. XMPP originated from XML.

The protocol is specified with different RFCs. For example, RFC2778 and 
RFC2770 define the presence and instant messaging model. RFC3920 defines 
XMPP core while RFC3921 defines XMPP instant messaging. XMPP addressing, 
scalability, federation, and security features make it ideal for IoT applications. It 
also uses the publish/subscribe mechanism for data sharing, similar to the MQTT 
protocol. The specifications for communication between XMPP client and server 
are given as follows [15]:

●● XMPP client to server (C2S) uses TCP port 5222 for communication.
●● Server to server (S2S) uses TCP port 5269 for communication.
●● Discovery and XML streams are used for S2S and C2S.
●● XMPP uses Transport Layer Security (TLS) and Simple Authentication and 

Security Layer (SASL) for security mechanisms.
●● Unlike the email mechanism, there are no intermediate servers for federation 

(Figure 16.15).

The federation specified here means the feature that two business domain users 
can talk to each other. As an example, we can give a connection from a thermostat 
to a Web server. This server can be easily accessed with a smartphone in the future.

XMPP can be used in instant messaging applications (Google Talk and 
WhatsApp), presence status, message delivery, conferencing, roster management, 
voice and video calls, online gaming, news websites, and VoIP applications.

XMPP client XMPP server

XMPP server

XMPP clientXMPP gateway

Other client

Internet
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Figure 16.15  XMPP architecture.
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Advantages of the XMPP Protocol:

●● Extensible: It can be customized according to individual user requirements.
●● Messaging: Short messages are used for fast communication between the user 

and the server.
●● Presence: It is reactive to the user’s presence and state.
●● Protocol: It is an open platform that is constantly evolving.
●● Secured: Uses TLS and SASL mechanisms for reliable end-to-end 

connectivity.
●● It provides a permanent connection.
●● It is decentralized in nature as there is no need for a central XMPP server.
●● It allows servers of different architectures to communicate.

Disadvantages of the XMPP Protocol:

●● It does not have the QoS mechanism used by the MQTT protocol.
●● Streaming XML has overhead due to text-based communication compared to 

binary-based communication.
●● XML content is moved asynchronously.
●● The server can be overloaded with presence and instant messaging.

16.12  Lightweight M2M

Lightweight M2M is an Open Mobile Alliance (OMA) protocol developed for 
machine-to-machine or IoT device management and service enablement. The 
LwM2M standard defines the application layer communication protocol between 
an LwM2M Server and an LwM2M Client on an IoT device [16] (Figure 16.16).

Unlike other IoT protocols in the market, the LwM2M architecture supports 
four logical interfaces that help standardize the way actual device management 
and telemetry are done [17]:

Device
management

M2M Device

Objects

LwM2M Client

✽ Bootstrapping
✽ Registration
✽ Objects/Resource access
✽ Reporter

✽ Efficient payload
✽ Coap protocol
✽ DTLS security
✽ 
UDP or SMS bearer

Interfaces

StackM2M Web
application

M2M Web
application

Figure 16.16  LwM2M architecture.
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●● Bootstrapping interface: This interface provides headless device manage-
ment. This means it is possible to configure a device to provide the correct 
service without needing preconfiguration at the factory. This significantly 
reduces cost and optimizes time-to-market for the product or service.

●● Client registration interface: This interface informs the server about the 
‘presence’ of the client and the supported functionality. It also allows over-the-
air-firmware and software updates.

●● Device management and service enablement interface: LwM2M allows 
the provider to access object instances and resources to change device settings 
and parameters.

●● Information reporting interface: Thanks to this publish/subscribe interac-
tion of this interface, the user can receive error reports from devices and send 
queries about device status when the service is not working correctly.

Apart from being a simple and efficient protocol for managing low-power 
devices, LwM2M also has several features that put it ahead of the protocol com-
petition. Unlike traditional M2M solutions, where a device often needs to main-
tain multiple technologies, protocols, and security services, the lightweight M2M 
model allows users to have a single technology stack at the device and applica-
tion levels. Moreover, LwM2M offers cross-vendor and cross-platform interoper-
ability, making it ideal for service providers who want to avoid vendor lock-in. It 
combines Datagram Transport Layer Security (DTLS), CoAP, Block, Observe, 
SenML LwM2M, and Resource Directory to create a device-server interface with 
a defined object structure. Combining all the above advantages, Lightweight 
M2M can provide an excellent time to market as it is available for instant 
distribution.

LwM2M has a well-defined data model, unlike many industry-proven protocols 
(like MQTT). The idea is straightforward: a tree with a maximum depth of 4, 
consisting of Objects (e.g. temperature sensor), Object Instances (sensor1, sen-
sor2, etc.), Sources (e.g. current temperature), and Source Instances (e.g. 10° and 
15°), respectively.

Finally, the Lightweight M2M protocol offers a well-defined device and data 
management model structure to enable several vendor-neutral features such as 
secure device boot, object or resource access, and device reporting.

To summarize, the Lightweight M2M protocol offers flexible, scalable, and 
vendor-independent device management with improved time to market, making 
it particularly suitable for low-power devices with limited processing and storage 
capabilities. With all this in mind, LwM2M is the best solution to consider for 
large, complex, and long-lived deployments involving cross-platform and cross-
standard IoT services.
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16.13  Health Device Profile Protocol (Continua HDP)

Bluetooth is used in many medical applications as a secure and reliable connec-
tion method. Typical implementations are based on the Bluetooth Serial Port 
Profile (SPP) and manufacturer-specific proprietary applications and protocols. 
Due to these manufacturer-specific applications, the functional performance of 
systems from different manufacturers is poor.

For these reasons, the Bluetooth Special Interest Group (SIG) established the 
Medical Device Working Group (MED WG). The primary purpose of this group is 
to create a profile that will ensure the interoperability of medical and collection 
devices from different manufacturers. As a result of these efforts, Multichannel 
Adaptation Protocol (MCAP) and Bluetooth Health Device Profile (HDP) were 
adopted in 2008. Application-level interoperability is provided by ISO/IEEE 
11073-20601 Personal Data Exchange Protocol and IEEE 11073-104xx device 
specifications.

HDP mainly aims to support various domestic or in-hospital applications. The 
most typical use cases are different portable sensors such as EKG transmitters, 
blood glucose meters, or blood pressure meters that transmit measurements in the 
hospital to a monitoring computer. In an in-home application, sensor measure-
ments can be sent to a gateway device that sends the information to remote serv-
ers for further processing [18] (Figure 16.17).

HDP advantages are listed as follows:

●● Medical, healthcare, and fitness applicability: HDP is a custom profile 
designed to allow interoperability between medical, health, and fitness apps 
from different vendors. This gives HDP a significant advantage over more gen-
eral profiles such as the SPP or others that only provide a base layer for specific 
protocols and data formats.

●● Wireless service discovery: HDP provides a standard wireless discovery 
method by which a device’s device type and supported application data type are 

Sensor
(HDP source)
(IEEE agent)

Gateway
(HDP sink)

(Optionally IEEE manager)
Computation enginer

(Optionally IEEE manager)

Internet

Figure 16.17  HDP structure.
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determined. This discovery is accomplished using the generic access profile 
(GAP) discovery procedures and the service discovery protocol (SDP).

●● Reliable connection-oriented behavior: HDP uses the connection-
oriented property of Bluetooth sublayers to provide more reliable behavior 
when a source is out of range or disconnected (accidentally or intention-
ally). This will allow both Source and Sink to understand that the connec-
tion has been broken and take appropriate actions. In addition, the reliable 
data channel detects and retransmits packets corrupted by radio link inter-
ference. The optional frame check sequence (FCS) for L2CAP is critical 
when working with high noise levels, such as near Wi-Fi or other ISM band 
devices.

●● Reliable control channel: HDP control channel uses enhanced retransmis-
sion mode for enhanced reliability desired for signal commands.

●● Support for flexible data channel configurations: HDP data channels allow 
independent design, providing flexibility to applications. Data channels config-
ured as “reliable” use enhanced retransmission mode, while data channels con-
figured as “streaming” use streaming mode. The use of FCS is optional for the 
data channels and mandatory for the control channel.

●● Application level interoperability: HDP, together with the ISO/IEEE 
11073-20601 optimized Exchange protocol, provides a structured approach to 
establishing control and data channels to exchange information between com-
municating health devices. As device specializations are added to ISO/IEEE 
11073-104XX and adopted by the MED WG, the Bluetooth Assigned Numbers 
document allows the addition of adopted specializations without updating 
HDP specifications.

●● Efficient reconnection mechanism: HDP allows devices to maintain the 
system state and eliminates unnecessary configuration steps after reconnection. 
This process will enable devices to disconnect when data is not being received 
or transmitted and reconnect as data becomes available. This method reduces 
the average power consumption.

●● High-resolution clock synchronization: HDP also defines an optional clock 
synchronization protocol (CSP) that allows precise timing synchronization 
(note: theoretically in the microsecond range) between health devices. This fea-
ture is for healthcare devices such as high-speed sensors that require close 
synchronization.

●● Optimized for devices with low resources: HDP has a small set of simple 
control commands, making it relatively inexpensive to implement. 
Depending on the device role and individual application requirements, it is 
also possible for devices to support an even smaller subset of available com-
mands. This is useful for product requirements that define limited code and 
memory space.
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16.14  Devices Profile for Web Services

Devices Profile for Web Services (DPWS) was developed to enable secure Web 
Service features on resource-constrained devices. DPWS was developed mainly by 
Microsoft and some printer device manufacturers. DPWS allows sending secure 
messages to and from Web Services, dynamically discovering a Web Service, defin-
ing a Web Service, subscribing to a Web Service, and receiving events from a Web 
Service.

The Web Service specifications on which DPWS is based are given as 
follows [19]:

●● WS-Addressing for advanced endpoint and message addressing
●● WS-Policy for policy exchange
●● WS-Security for managing security
●● WS-Discovery and SOAP-over-UDP for device discovery
●● WS-Transfer/WS-Metadata exchange for device and service description
●● WS-Eventing for managing subscriptions for event channels

In addition to these specifications, DPWS SOAP, WSDL, and XML-Schema 
W3Cs Web Services architecture are partially based on W3Cs Web 
Services [20].

The original architecture suggested by the standard is given in Figure 16.18. 
Proxy-based structure confirmed for more flexible connections is shown in 
Figure 16.19.
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Figure 16.18  Original DPWS.
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16.15  Protocol Comparisons

Until this section, protocols used in IoT and M2M systems have been explained. 
An appropriate protocol should be selected considering the cost/performance cri-
teria for the application. It is important to connect sensors and objects to identify 
the right applications and proper protocols for possible scenarios. Aspects of the 
application such as consumer/industrial, Web Service, IoT service, publish/
subscribe, request/response, and real-time/nonrealtime should be considered 
while making these choices. Comparisons of some of the protocols described in 
Table 16.1 are given [21].
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Figure 16.19  Proxy-extended DPWS.



Table 16.1  Comparison of IoT protocols.

Protocol Architecture Transport QoS Security Application areas Advantages Limitations

MQTT Asynchronous TCP Yes SSL Healthcare, energy and 
utilities, industry and 
irrigation, social 
networking, IoT based 
applications

Low overhead, delay and 
power consumption, high 
latency, better than CoAP in 
traffic management, higher 
throughput, optimal memory 
and CPU usage

Moderate bandwidth 
and battery usage 
compared to CoAP

CoAP Synchronous UDP Yes DTLS Live data communication, 
sensor networks, 
IoT- based applications

URI and content- type support, 
enhanced reliability, reduced 
latency, single parsing, 
multicasting, reduced 
bandwidth usage, good PDR

Packet loss due to TCP 
retransmissions, high 
cost, network robustness, 
application deployment 
gullibility

DDS Asynchronous TCP/
UDP

Yes SSL/
DTSL

M2M and IoT- based 
applications, air traffic 
and vehicle control 
systems, industrial 
automation systems

Excellent QoS control, 
configurable reliability, 
pervasive redundancy, 
multicasting

Limited scalability, 
resiliency in data 
delivery, network 
heterogeneity

EBHTTP Asynchronous UDP No SSL Applications involving 
transfer of smaller 
messages in constrained 
hypermedia information 
systems

Resource discovery due to 
RESTful design, extensibility 
of HTTP to suit highly 
constrained networks

No support for 
fragmentation, must 
follow HTTP caching 
behaviour



LTP Synchronous TCP/
UDP

Yes SSL Web Service message 
exchanges

Standard- compliant with 
Web Services, combines with 
microfiber to give SOAP 
messages, header 
compression, message 
fragmentation

High implementation 
and maintenance cost

XMPP Syn/Async TCP No SSL Voice and video calls, 
chatting and message 
exchange applications

Good to use if application is 
already built and running 
with XML

High power consumption 
due to complex 
computations, additional 
overhead, no QoS and 
suitable for M2M

AMQP Asynchronous TCP Yes SSL Application based on the 
control plane and 
server- based analysis 
functions

Can connect across 
technologies, organizations 
and time domains, store- and- 
forward strategy for good 
reliability

Not suitable for 
constrained real- time 
applications, no support 
for automation discovery
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17.1  Introduction

An operating system is a set of software that manages hardware resources running 
on the computer and provides standard services for various application software. It 
provides communication between application programs and computer hardware. 
Operating systems such as Microsoft Windows, MAC OS X, GNU /Linux, BeOS, 
Android and IOS are popular operating systems used on computers and smart-
phones. Operating systems can be installed not only on computers, video game 
consoles, mobile phones, and Web Servers but also in cars and even white goods.

Similarly, operating systems are installed on network devices to make network 
connections, manage protocols, and perform input and output operations. 
Operating systems should be evaluated not by the breadth of their functions but 
by their ability to program the hardware for a specific purpose.

The essential functions of an operating system are listed as follows:

●● Process management
●● Job Accounting
●● Memory management
●● Secondary storage management
●● File management
●● Device management
●● Security
●● Input/output management
●● Networking
●● Device management

This section explains the most popular operating systems running on IoT 
devices.

17

Popular Operating Systems of IoT
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17.2  OpenWSN

OpenWSN is a project created at the University of California, Berkeley, and 
extended at INRIA and the Open University of Catalonia (UOC), aiming to cre-
ate an open, standards-based, and open-source implementation of a completely 
constrained network protocol stack for wireless sensor networks and IoT. The 
root of OpenWSN can be identified as a deterministic MAC layer that imple-
ments the IEEE 802.15.4e TSCH based on the concept of Time Slotted Channel 
Hopping (TSCH).

Combined with IoT standards such as IEEE 802.15.4e, 6LoWPAN, RPL, and 
CoAP, it provides ultralow-power and highly reliable mesh networks that are fully 
integrated into the Internet [1]. OpenWSN has been ported to several commer-
cially available platforms, from legacy 16-bit microcontrollers to cutting-edge 
32-bit Cortex-M architectures. The OpenWSN project provides a free and open-
source implementation of a protocol stack. It provides debugging and integration 
tools to contribute to the overall goal of promoting the use of low-power wireless 
mesh networks [2] (Figure 17.1).
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Figure 17.1  Open WSN protocol stack and architecture.
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17.3  TinyOS

TinyOS is a free, open-source, BSD-licensed operating system designed for low-
power embedded distributed wireless devices used in sensor networks. It is 
designed to support the intensive simultaneous operations required by networked 
sensors with minimal hardware requirements. TinyOS was developed by the 
University of California, Berkeley, Intel Research, and Crossbow Technology. It is 
written in the programming language nesC (Network Embedded Systems C), a 
version of C optimized to support components and concurrency. It also supports 
component-based, event-driven programming of applications for TinyOS  [3] 
(Figure 17.2).

17.4  FreeRTOS

FreeRTOS is a real-time operating system (RTOS) kernel for embedded devices 
designed to be small and straightforward. It was ported to 35 microcontrollers and 
distributed under the GPL with one optional exception. The exception is keeping 
the kernel itself open source, allowing users’ proprietary code to remain closed 
source, thus facilitating the use of free RTOS in private applications.

It is mainly written in C to make the code readable and easy to port and main-
tain (although some compilation functionality has been added to support 
architecture-specific timer routines). It provides methods for multiple threads or 
tasks, mutexes, semaphores, and software schedulers (Figure 17.3).
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Figure 17.2  Tiny OS architecture.
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Features such as a tiny, power-saving kernel, more than 40 architectural sup-
port, modular libraries, and Amazon Web Service (AWS) integrations provide 
essential advantages to FreeRTOS.

17.5  TI-RTOS

TI-RTOS is a real-time operating system that enables faster development by 
eliminating the need for developers to write and maintain system software such 
as timers, protocol stacks, power management frameworks, and drivers. It is 
supplied with complete C source code and requires no upfront or runtime 
license fees. TI-RTOS is a small-footprint RTOS with additional middleware 
components, including a power manager, TCP/IP, USB stacks, FAT file system, 
and device drivers.

With proven robustness, a small footprint, and broad device support, the 
FreeRTOS core is trusted by leading companies worldwide as the de facto stand-
ard for microcontrollers and small microprocessors.

Specifically, it relies on a core layer with real-time core, link support, and power 
management. On top of that, several platform APIs allow the developer to build 
custom applications. The operating system connects to TCP/UDP/IP network, 
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standard BSD socket interface, and HTTP, TFTP, Telnet, and DNS and provides a 
large set of ready-to-use libraries based on significant application layer protocols 
such as DHCP [4] (Figure 17.4).

17.6  RIOT

RIOT is a free, open-source operating system developed by a grassroots commu-
nity scattered around the world, bringing together companies, academia, and 
hobbyists. RIOT supports most low-power IoT devices, microcontroller architec-
tures (32-bit, 16-bit, and 8-bit), and external devices. RIOT aims to implement all 
relevant open standards that support a connected, secure, durable, and privacy-
friendly Internet of Things (IoT).

RIOT supports DTLS transport layer security, IEEE 802.15.4 encryption, Secure 
Firmware Updates (SUIT), multiple cipher suites, and crypto-safe elements. RIOT 
is modular to adapt to application needs. We aim to support all common network 
technologies and Internet standards. RIOT is open to new developments and is 
often an early adapter in networking. Most of the software developed by the RIOT 
community is available under the terms of the GNU LGPLv2.1 published by the 
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Free Software Foundation. This provides an open Internet and allows building 
blocks under different licenses [5].

RIOT is a developer, resource, and IoT-friendly RTOS with the following features:

Developer-­Friendly Features:

●● Standard programming in C or C++
●● Standard tools: GCC, GDB, and Valgrind
●● Zero learning curve for embedded programming
●● Code mostly without hardware dependence
●● Code once, run on 8-bit (e.g. Arduino Mega 2560), 16-bit (e.g. MSP430), and 

32-bit platforms
●● Benefit from POSIX APIs
●● Develop under Linux, Mac OS, or Windows
●● Use the native port, and deploy it on the embedded device when running

Resource-­Friendly Features:

●● Robust runtime system
●● Modular for flexible code-footprint
●● Fosters energy-efficiency
●● Real-time capable of limiting interrupt latency (~50 clock cycles) and priority-

based scheduling
●● Multithreading with ultralow overhead (<25 bytes per thread)

IoT-­Friendly Features:

●● 6LoWPAN, IPv6, RPL, UDP, TCP, and QUIC
●● MQTT-SN, CoAP, and CBOR
●● BLE, LoRaWAN, 802.15.4, WLAN, and CAN
●● LwM2M client integration
●● Static and dynamic memory allocation
●● High-resolution and long-term timers
●● Tools and utilities (System shell, Crypto primitives, . . .)
●● Automated testing on various embedded hardware in the loop (Figure 17.5)

17.7  Contiki OS

Contiki is an operating system for networked, memory-constrained systems tar-
geting low-power wireless IoT devices. Its main features are [2]:

●● It is open source and is constantly being developed. Developers can work on 
custom applications and modify core operating system functions such as the 
TCP/IP stack and routing protocol, which are even less well-documented and 
less well-maintained than commercial operating systems.
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●● It provides a full TCP/IPv6 stack using 6LoWPAN for the header. It creates LR-
WPAN routes with RPL, the IPv6 routing protocol for compression and low-
power and lossy networks.

Contiki was created by Adam Dunkels in 2002 and is further developed by a 
world-class developer team by Texas Instruments, Atmel, Cisco, ENEA, ETH 
Zurich, Redwire, RWTH Aachen University, Oxford University, SAP, 
Sensinode, Swedish Computer Science Institute, ST Microelectronics, Zolertia, 
and others.

Contiki is designed to operate in classes of hardware devices severely con-
strained in memory, power, processing power, and communication bandwidth. 
For example, in terms of memory, Contiki only needs about 10 kB of RAM and 
30 kB of ROM, despite providing multitasking and a built-in TCP/IP stack. A typical 
Contiki system has kilobytes of memory, a milliwatt power budget, a processing 
speed measured in megahertz, and a communications bandwidth of hundreds of 
kilobits per second. This class includes embedded systems of various types and 
several legacy 8-bit computers (Figure 17.6).

Contiki provides three network mechanisms:

●● Provides TCP/IP stack for IPv4 networking.
●● Also provides the IPv6 stack, which enables IPv6 networking.
●● Rime stack capability, a set of proprietary lightweight networking protocols 

explicitly designed for low-power wireless networks.
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The rime stack is an alternative network stack intended for use when the over-
head of the IPv4 or IPv6 stacks is prohibitive. The Rime stack provides a set of 
communication principles for low-power wireless systems. The default basics are 
single-hop unicast, multitab unicast, network flooding, and unaddressed data  
collection. The principles can be used on their own or combined to create more 
complex protocols and mechanisms.

Contiki supports optional preemptive multithreading per process, interprocess 
communication using message-forwarding events, and an optional GUI subsys-
tem with direct graphics support for locally attached terminals or virtual display 
networked via virtual network computing or Telnet.

A complete installation of Contiki includes the following features:

●● Multitasking kernel
●● Optional per-application pre-emptive multithreading
●● Protothreads
●● TCP/IP networking, including IPv6
●● Windowing system and GUI
●● Networked remote display using virtual network computing
●● Web browser (claimed to be the world’s smallest)
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18.1  Introduction

The most critical issue in security is to use it at all levels, from the sensor to the 
communication system, from the router to the cloud. IoT security and privacy 
landscape should be created considering all of the IT and interconnection systems 
in the IoT ecosystem, which constitutes a large infrastructure starting from the 
most extreme sensor in the field to the cloud systems where the data is terminated 
and stored. As the system expands and its connectivity increases, many vulnerable 
points can occur. Security and privacy issues become significant as IoT enters 
critical facilities, our homes, our clothes, and our healthcare space.

To understand the importance of exploring security and privacy issues in the 
IoT space, it is necessary to look at the current state of IoT device deployments 
worldwide. A 2014 study by Hewlett-Packard [1] on commercialized IoT deploy-
ments found that 80% of such devices violate the privacy of personal information 
(e.g. name, date of birth, etc.). It was observed that 80% did not set passwords of 
sufficient complexity and length, 70% did not encrypt communication, and 60% 
had security vulnerabilities in their user interfaces [2].

Attacks on IoT devices are simple and easy to execute. Many events can be 
found that indicate the successful capture of smart things. The typical attack strat-
egy is to compromise a device in the IoT network and perform fraudulent actions 
against another connected object by imitating the real one.

18.2  Limitations in IoT End Devices

Cyber attackers can organize thousands of security attacks through intelligent 
appliances such as home-networking routers, connected multimedia centers, 
smart TVs, refrigerators, and ovens. For example, the alarm system can be turned 
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off by eavesdropping on the signals in a wireless security alarm system. Or, mag-
netic sensors used on the streets can be compromised by professional transmitters 
and antennas several miles away because only a few security protocols are 
used there.

The previous sections explained the elements of an IoT architecture in detail. 
The first important step before designing a security system is to have a good 
understanding of the infrastructure and architecture of the system. So, simply the 
layered architecture of an IoT system is given in Figure 18.1.

A secure system can be designed with a detailed analysis of the layers of this 
structure, the relationship between these layers, the connection types, and the 
device and software elements used as a whole.

There are some constraints and difficulties regarding a secure IoT system’s 
hardware, software, and network design [2].

Hardware-­based constraints:
●● Computation and energy constraints: IoT devices are primarily designed 

with low-clock CPUs with low power consumption. Therefore, running compu-
tationally expensive security algorithms on such low-power devices may not be 
possible. The situation will be better understood when you consider the hard-
ware capability of a heat sensor.

●● Memory constraint: In addition to working with low battery power, IoT end 
devices (sensors, actuators, etc.) have limited RAM and flash memory as memory. 
These devices use Real-Time Operating System (RTOS) or a lightweight version of 
a General-Purpose Operating System (GPOS). They also contain system-specific 
software on them. For these reasons, traditional security algorithms cannot be run 
on these devices, as they have insufficient memory for security schemes.

●● Tamper-­resistant packaging: IoT devices can be deployed in remote areas 
and left unattended. An attacker can make changes to IoT devices through 

Physical devices Connectivity

DATA in MOTION

The “things” in IoT
*Controllers

*Sensors
*Actuators

Communication
processing

Data accumilation
Data element analysis
Transections
Storage
Reporting
Analytics
Control

Application and data
abstraction:
Aggregation
Access
Storage Collaboration and

processes

DATA at REST

Edge (FOG) Cloud Users/Operators

Figure 18.1  IoT hierarchy.



18.3 Security   Requirement 287

device capture. They can extract cryptographic secrets, modify programs, or 
replace them with malicious nodes. Tamper-proof packaging is one way to pro-
tect against these attacks.

Software-­based constraint:
●● Embedded software constraints: Installing a dynamic security patch on 

IoT  devices and mitigating potential vulnerabilities is no easy task. Remote 
reprogramming may not be possible for IoT devices, as the operating system 
or protocol stack may not be capable of acquiring and integrating new code or 
libraries.

Network-­based constraints:
●● Mobility: Mobility is one of the highlights of IoT devices where devices join a 

close network without prior configuration. This mobility structure increases the 
need to develop mobility-resistant security algorithms for IoT devices.

●● Scalability: The number of IoT devices is increasing daily, and more and more 
devices are connecting to the global information network. Existing security 
schemes lack scalability; therefore, such schemes are not suitable for IoT 
devices.

●● Multiplicity of devices: The variety of IoT devices within the IoT network 
ranges from full-fledged PCs to low-end RFID tags. Therefore, finding a single 
security scheme that accommodates even the simplest devices is complex.

●● Multiplicity of communication medium: IoT devices connect to the local 
and public networks through various wireless connections. Therefore, it isn’t 
easy to find a comprehensive security protocol when considering both wired 
and wireless media features.

●● Multiprotocol networking: IoT devices can use a proprietary network proto-
col (e.g. non-IP protocol) for communication in nearby networks. It can also 
communicate with an IoT service provider over the IP network. These multi-
protocol communication features make traditional security schemes unsuitable 
for IoT devices.

●● Dynamic network topology: An IoT device can join or leave a network from 
anywhere at any time. The ability to add and remove temporal and spatial 
devices makes a network topology dynamic. The current security model for 
digital systems does not cope with sudden network topological changes. 
Therefore, such a model does not comply with the security of smart devices.

18.3  Security Requirements

There are several factors to consider when designing a security solution for IoT 
devices. The security requirements that IoT security schemes are expected to meet 
are given in Figure 18.2 [3].
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Information Security Requirements
●● Confidentiality: Confidentiality can ensure that data is only accessible to 

authorized users during the process and cannot be listened to or interfered with 
by unauthorized users. Confidentiality is an important security principle in IoT 
because many measuring devices (RFID, sensors, etc.) can be integrated into 
the IoT. It is, therefore, critical to ensure that data collected by a device does not 
provide secure information to neighboring devices  [4]. Advanced techniques 
must be developed to achieve great confidentiality, including secure key 
management mechanisms and others.

●● Privacy: Privacy can ensure that only the relevant user can control the data 
and that no other user can access or process the data. Unlike confidentiality, 
which aims to encrypt data without eavesdropping and interference by unau-
thorized users, privacy ensures that the user only has certain controls based on 
the data received and cannot extract other valuable information from the 
received data.

●● Trust: Trust can ensure that the security mentioned here and privacy goals are 
achieved during interactions between different objects, IoT layers, and applica-
tions. The objectives of trust in IoT can be divided into trust between devices 
and between devices and applications [1]. With trust, security and privacy can 
be enforced.

●● Data integrity: An adversary can alter data and compromise the integrity of an 
IoT system. Thus, integrity ensures that any received data is not modified 
during transmission. The data generated by IoT systems contain some secrets. 
This data is critical and should be protected from outsiders. In addition, this 
data should be kept confidential and stored for future use. Storage and other 
traditional centralized storage tools can be used and integrated with the IoT 
architecture. However, they suffer from inherent vulnerabilities. Also, due to 
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more devices having a central server model, multiple congestions, system 
scalability issues, and delayed responses can occur. In terms of data integrity, 
blockchain-based solutions can be developed to protect IoT data from deletion 
and pollution [5].

●● Information protection: The secrecy and confidentiality of live and stored 
information must be strictly protected. It means limiting information access 
and disclosure to authorized IoT nodes and preventing unauthorized access or 
disclosure. For example, an IoT network should not display sensor readings to 
its neighbors if configured not to do so.

●● Anonymity: Anonymity hides the source of the data. This security service 
helps with data security and privacy.

●● Nonrepudiation: Nonrepudiation is the assurance that one cannot deny 
something one has done. An IoT node cannot refuse to send a message it has 
already sent.

●● Freshness: It is necessary to ensure the freshness of each message. Freshness 
ensures that the data is very recent and no old messages are replayed.

Access-­level security requirements:
●● Authentication and identification: Authentication enables an IoT device 

to  authenticate the peer it is communicating with (e.g. the receiver verifies 
whether the received data is coming from the correct source). It also requires 
providing valid users access to IoT devices and networks for administrative 
tasks (remote reprogramming or controlling IoT devices and networks). 
Identification can ensure that unauthorized devices or applications cannot con-
nect to the IoT, authentication can ensure that data transmitted across networks 
is legitimate, and devices or applications requesting data are also fair.

●● Authorization: Only authorized devices and users can access network services 
or resources.

●● Access control: Access control ensures that an authenticated IoT node can 
only accesses what it is authorized to access.

Functional security requirements:
●● Exception handling: Exception handling verifies that an IoT network is alive 

and continues to serve even in abnormal situations (node breach, node destruc-
tion, faulty hardware, software failures, and displacement of environmental 
hazards). Thus, it guarantees robustness.

●● Availability: Availability ensures that IoT services can be made available to 
authorized parties when needed despite the denial of service (DoS) attacks. It 
also ensures that it can provide a minimum level of service in case of power cuts 
and malfunctions.

●● Resiliency: A security plan should protect against attacks if several intercon-
nected IoT devices are compromised.
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●● Self-­organization: An IoT device can fail or run out of energy. The remaining 
device or collaborating devices must be capable of being refactored to maintain 
a certain level of security.

18.4  Attack Types and Points

Attacks can be launched at IoT layers (physical devices and sensors, connectivity 
equipment, edge/fog points, cloud, application, and local and public networks). 
Attack types will be classified and explained as physical, network, software, and 
data attacks as given here [6] (Figure 18.3).

Physical attacks:
●● Tampering devices: In this attack, the attacker physically replaces the com-

promised node and can obtain sensitive information such as the encryption key. 
In other words, this type of attack is a type of physical attack where the attacker 
can manipulate the memory/computing, interact with the faulty device to gain 
additional information, and then attempt to break the security. IoT devices are 
attractive targets for the following reasons [7]:

–– They can be in private, remote, or unattended locations, so physical access is 
unlimited with no time constraints.

–– Some IoT devices may be small in size and therefore easily hidden in case 
of theft.

–– Most of such devices are technically limited. For example, limited processing 
capacity or power supply often means that security measures are similarly 
limited. This potentially facilitates the enforcement of a violation.

–– Due to the nature and location of a device, it is often clear that it can be used 
to attack a particular target when compromised.

–– When a device is compromised, it may be possible to compromise many simi-
lar devices more easily.

–– If multiple devices are compromised, a distributed DoS attack on another 
target may be possible.

–– Compromising an IoT device could give an attacker greater access to the IoT 
network.

–– Some devices can stay in a place for years. As technology advances, the secu-
rity level may be low on an older device made from technology that is out-
dated over time.

●● Malicious code injection: An attacker compromises a node by injecting it 
with malicious code that will allow it to physically access the IoT system; for 
example, imagine an attacker inserts a USB stick containing malware (i.e. virus) 
into the node. This means that the attacker can access the entire system.
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●● RF interference/jamming: In RF interference, a DoS attack can be performed 
on any RFID tag by generating and sending noise signals over the Radio 
Frequency signals that RFIDs use for communication. Noise signals can inter-
fere with RFID signals that interfere with communication, thus shutting down 
the service. A jamming attack is based on a wireless sensor network. By jam-
ming, the attacker can interfere with the radio frequencies of the wireless sen-
sor nodes, corrupting the signals and denying communication with the nodes. 
If the attacker manages to block the critical sensor nodes, they can successfully 
disrupt the IoT service.

●● Fake\Malicious node injection: In this attack type, the attacker can inject a 
malicious node between one or more nodes. It then forwards the wrong infor-
mation to other notes. An attacker can also use multiple nodes to perform mali-
cious node injections. This attack can control data flow and operations between 
IT and malicious nodes or connected links. The attacker places a fake node 
between two legitimate network nodes to control their data flow [8].

●● Sleep denial attack: Most sensor nodes in the IoT system are powered by 
replaceable batteries and are programmed to follow sleep routines to extend 
battery life. This attack keeps nodes awake, which consumes more power and 
causes nodes to shut down [9].

●● Side-­channel attack: Side-channel attack (SCA) takes advantage of informa-
tion leaks in the system. Leaks can be caused by timing, power, electromagnetic 
signals, sound, light, etc. These attacks can be used to extract sensitive informa-
tion from the device. They are most commonly used to target cryptographic 
devices. This type of attack is performed on the perception and application 
layers (Figure 18.4).

●● Permanent denial of service (PDoS): Phishing is a type of DoS attack in 
which an IoT device is wholly damaged through hardware sabotage. The attack 
is initiated by destroying the firmware or installing a corrupted BIOS using 
malware.

Network attacks:
●● Traffic analysis attack: Although people use encryption techniques to protect 

privacy, these technologies cannot provide privacy between the sender and the 
receiver due to their communication patterns (data format, message length, fre-
quency, and time of sending, which communicates between them, etc.). As a 
result, these communication patterns provide valuable information to hackers 
and form the basis of traffic analysis. Moreover, wireless LAN security is based 
on the 802.11 standards and uses wired equivalent privacy (WEP), Wi-Fi pro-
tected access (WPA), or 802.11 (WPA2). However, hackers can capture initiali-
zation vectors (IVs) by passive listening and try to crack WEP using these 
vectors. Hackers can register WPA’s and WPA2’s four-way handshakes and 
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organize dictionary attacks to discover passwords. Even if hackers cannot 
decrypt keys, they can monitor user data with the traffic analysis method [10] 
(Figure 18.5).

●● RFID spoofing: An attacker emulates an RFID signal to read and record a data 
transmission from an RFID tag. Then the attacker can send his data containing 
the original tag ID to make it appear valid so the attacker can pretend to be the 
source and gain full access to the system [11].
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●● RFID cloning: The attacker clones an RFID tag by copying the data from the 
victim’s RFID tag to another RFID tag. Although the two RFID tags have the 
same data, this method does not copy the original identity of the RFID. It makes 
it possible to distinguish between the original and the compromised, unlike in 
the event of an RFID fraud attack.

●● RFID unauthorized access: Due to the lack of proper authentication mecha-
nisms in most RFID systems, the tags are publicly accessible. This automati-
cally means that the attacker can read, modify or even delete the data on the 
RFID nodes [12].

●● Routing information attack: These are attacks in which the enemy can com-
plicate the network by misleading, changing, or replaying routing information. 
In these attacks, traffic can be dropped as much as allowed. Again, these attacks 
are direct attacks where the adversary can create routing loops by sending false 
error messages, shortening or widening the source paths, and even segmenting 
the network. (For example. Hello and Black Hole Attack) (Figure 18.6).

●● Selective forwarding: In this attack type, a malicious node can forward some 
messages to other nodes in the network, either selectively or by modifying them 
or dropping the message. Therefore, the information reaching the target is 
missing [13] (Figure 18.7).

●● Sinkhole attack: In a sinkhole attack, an attacker captures a node in the network 
and executes the attack using that node. The compromised node sends fake 
routing information to its neighbor nodes where it has the minimum distance 
from the base station and then drops the traffic. It can then manipulate data and 
also drop packets. Man-in-the-middle attacks are such types of attacks.
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●● Wormhole attack: There is a bridge/tunnel between these malicious nodes. 
These nodes, which will attack the others, capture the packets from one point 
and tunnel them to an arbitrary point, and the attacking node there scatter it. 
This results in early or delayed arrival or, in some cases, the packet not reaching 
the appropriate node. The routing algorithms that depend on the path length 
between the nodes are performed because of these wormhole nodes  [14] 
(Figure 18.8).

●● Sybil attack: This is a malicious attack that shatters the network model. In this 
scenario, a node or a device receives many IDs, i.e. another node’s ID from sev-
eral other nodes leading to redundancy in the routing protocol. This results in a 
loss of data integrity, security, and resource usage. While encryption methods 
prevent an external attack on nodes, there may be an internal attack. Sybil node 
S mimics the other node N. Neighboring nodes receive messages from the Sybil 
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node with the ID of other nodes. This creates misbehavior and corrupts 
the network [15].

Sybil attacks are divided into two depending on the attacks on the network: 
direct/indirect attacks and fabricated and stolen ID attacks. In a direct attack, the 
nodes act with the attack nodes directly. The interaction is carried out through 
the malicious node. Duplicate nodes in fabricated/stolen ID attacks are created 
using the unique IDs of the nodes. For example, a sensor node with an 8-bit ID 
creates a fake node with the same 8-bit ID. In other words, the Sybil attack is a 
massive, devastating attack against the sensor network where many real identi-
ties with fake identities are used to enter the network illegally. A Sybil attack 
means that a node is spoofing its identity to other nodes (Figure 18.9).

●● Man-­in-­the-­middle attack: Over the Internet, the attacker interrupts the 
communication between the two nodes. They obtain sensitive information by 
eavesdropping.

●● Replay attack: An attacker can intercept a signed packet and resend the packet 
to the destination multiple times, making the network busy and leading to a 
DoS attack (Figure 18.10).

●● Denial/Distributed denial of service (DoS/DDoS) attack: An attacker can 
perform DoS or distributed denial-of-service DDoS attacks on the affected IoT 
network through the application layer and infect all users on the network. DoS 
is a cyber attack in which the perpetrator attempts to make a machine or net-
work resource unavailable to its intended users by temporarily or indefinitely 
interrupting the services of a node connected to a network. A DDoS attack hap-
pens when multiple systems flood the bandwidth or resources of a targeted sys-
tem. A DDoS attack uses multiple unique IP addresses or machines, often from 
thousands of malware-infected hosts (Figure 18.11).
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Figure 18.9  Sybil attack with multiple ID.
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Software attacks:
●● Virus, worms, trojan horses, spyware, and adware: Through this malware, 

an attacker can infect the system to falsify data, steal information, or even initi-
ate DoS. These codes are spread by downloading files from the internet or via 
e-mail attachments. On the other hand, the worm can self-replicate without any 
human action and often locks up the network, causing the network resources to 
run out.

●● Malware: The attacker can access the system by injecting a malicious script. 
Data located on IoT devices can be infected by malware that can contaminate 
the cloud or data centers. As you can see, this attack works in the processing 
layer of the IoT system.
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Figure 18.10  Replay attack.

Attacker

Remote
control

link

Botnet
controller

Compromised
servers Legitimate

user Slow or
inaccessible
connection

Targer
server(s)

Flood traffic

Figure 18.11  DDoS attack.
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Data attacks:
●● Data inconsistency: It is the type of attack that occurs in the network and 

processing layers of the IoT system. Data inconsistency occurs when different 
and conflicting versions of the same information are found in many places. 
Attacks on data integrity that lead to inconsistency in data transferred or stored 
in a central database are called data inconsistency attacks.

●● Unauthorized access: This attack is also on the processing layer. If the correct 
authentication is not provided in RFID systems, the attacker can observe, 
modify, or remove the information in the nodes.

●● Data breach: It is a type of attack that occurs at the network layer. A data 
breach or memory leak refers to the unauthorized disclosure of personal, 
sensitive, or confidential data.
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19.1  Introduction

This section is thought to develop the vision of the IoT system by giving sample 
applications to the readers. Since each application is based on a basic IoT architec-
ture, it will also form the basis for other applications. The main differences 
between the applications are the access methods, the types of sensors used, the 
protocols, the data management system installed on the edge and cloud, and the 
various software tools.

19.2  Tactile Internet

The haptic Internet is a natural evolution of the Internet that went from a fixed 
and text-based Internet to the multimedia mobile Internet and later to the Internet 
of Things (IoT). The haptic Internet is for haptic communication over the net-
work. Using the tactile Internet, a doctor can perform a remote surgical operation 
on a remote patient by sensing the real-time visual, auditory, and tactile senses of 
the distant environment. These new possibilities will revolutionize the set of 
applications and services provided by the Internet to date. They will take 
next-generation systems to an unprecedented level of human-like communica-
tion. The haptic Internet will revolutionize and unify machine-to-machine and 
human-to-machine interactions [1].

Tactile Internet applications such as Telesurgery often require ultra-low latency, 
high reliability, and security to operate accurately and securely. The latency 
requirements of haptic Internet applications may vary depending on the 
application type and the dynamics of the environment. More specifically, the 

19
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latency requirements of Haptic Internet applications can range from <10 ms to 
tens of milliseconds, while the Haptic Internet targets an ultra-low end-to-end 
round-trip latency of 1 ms. This requires keeping haptic applications reasonably 
close to the endpoints of applications (for example, keeping the robotic surgery 
application relatively close to the console of the surgeon and the console of the 
robot performing the surgery) [2] (Figure 19.1).

5G networks were initially known as promising candidates to enable Tactile 
Internet. Although 5G can provide a peak data rate of up to 20 Gbps, it may fall 
short of meeting the stringent requirements of Haptic Internet for the following 
reasons. First, emerging immersive Haptic Internet applications are expected to 
require Tbps-level data rates. For example, we note that a typical VR headset 
requires a communication link of multiple Gbps. In 5G networks, this can only 
be accomplished via a cable connection to a PC, posing severe limitations on 
users’ mobility. These requirements may be even higher for Haptic Internet 
applications where there is a need to deliver multi-sensory content in 
real-time [3].

Second, it is clear that, like the previous generation of mobile networks, 5G is 
mainly driven by content and machine-centric design approaches to handle H2H 
and M2M traffic, respectively. In contrast, the Haptic Internet aims to realize 
human-machine interaction through Human to Machine Robot (H2M/R) com-
munication, which differs in many ways from traditional Human to Human 
(H2H) and Machine to Machine M2M traffic.

Two Tactile Internet application examples are given below [4];

●● Remote Robotic Surgery (Telesurgery): Remote robotic surgery will make 
surgery available anywhere, wherever surgeons and patients are. This will have 
many potential benefits for human society, including reducing the risks and 
delays associated with long-distance patient travel and providing surgery to 
patients living in underserved areas.

●● Autonomous Driving: Autonomous driving is another potential application 
that the Haptic Internet could realize. It is expected to reduce traffic congestion, 
accidents, and greenhouse gas emissions. In general, an autonomous driving 
system can be divided into three main subsystems: perception, planning, and 
control. The sensing subsystem is responsible for collecting information from 
sensors about location, speeds, road conditions, nearby vehicles, and the envi-
ronment and using this constantly updated information to create a dynamic 
environment model. The planning subsystem makes driving decisions based on 
this environment model and feedback from the control subsystem. The control 
subsystem then manipulates the vehicles according to their driving decisions – 
adjusting their speed, steering angle, acceleration, etc.
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Figure 19.1  Tactile Internet operation.
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19.3  Waste Management

Waste management is one of the most critical environmental issues to be dealt 
with, especially in crowded cities. It is an issue that needs to be managed 
efficiently due to the cost of service (waste transporter trucks going around the 
garbage cans) and the storage of collected garbage. Information and communica-
tion technologies should be supported to save money and provide maximum 
benefit (Figure 19.2).

19.4  Healthcare

In the IoT architecture described so far, the IoT conceptual architecture does not 
change, except for the variables sensed by the sensors in the perception layer (data 
collection layer). The critical issue in IoT systems is that the collected data is 
aggregated on the cloud and then securely delivered to the evaluators (for example, 
doctors) with various data analytics tools (Figure 19.3).

Patient examination, diagnosis, and treatment can be made remotely by 
processing real-time and offline data (blood pressure, fever, heart rate, etc.).

We can classify cloud-connected information systems in healthcare applica-
tions as health information exchange, collaboration solutions for physicians, 
clinical information systems, office productivity solutions, and electronic 
medical records (EMR) storage. Mobile, web, etc., applications can monitor 
these systems.

%90 30%

40% 80%

Unoptimized route

Figure 19.2  Waste management.
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19.5  Smart Agriculture and Smart Water Supply

As in all other IoT applications, we can explain the IoT infrastructure in agricul-
tural applications with a few basic architectures. At the extreme end, there are 
agriculture-specific reporting and feedback applications, starting with field sen-
sors/actuators and unmanned aerial/ground vehicles for data collection, local and 
backbone access at the midpoint, and finally on the data stored with the cloud.

Of these mentioned layers, the most extreme is the data collection layer, where 
environmental/plant data is collected via sensors or remote sensing devices such 
as UAVs. Data such as soil moisture, pest status, fertilization need, etc., are col-
lected and transmitted to the cloud via a gateway.

In the cloud layer, data is refined with data processing tools for reporting and 
operation feedback for the monitor and actuators. Necessary user and administra-
tive applications are superimposed on this refined data. The system works in a 
closed loop. Considering certain factors such as soil condition, fertilization pat-
tern, crop condition, weather and environmental conditions, and the like, the 
information obtained in the last step will be used for decision-making or creating 
area index maps for different purposes. This layer also provides data visualization 
and presentation services for user access (Figure 19.4).

Finally, the control and actions of agricultural operations such as cultivation, 
irrigation, fertilization, and harvesting are carried out at the top layer. Operations 
related to agricultural devices, machines, vehicles, an irrigation system based on 
decisions, or index maps created in the cloud in the final stage are performed. The 
Internet gateway will transmit the relevant control commands to the farming sys-
tems. Supported by GIS, these farming systems will fully process each atomic field 
so that optimum efficiency and productivity can be expected [5].

An irrigation system can be given as an example application. Information from 
sensors placed for end-point crop shade and air temperature measurements is 
transmitted to the gateway over a wireless sensor network (WSN). Wireless sensor 
network selection can be made by looking at the topics described in the previous 
sections. As ZigBee is seen as an alternative since it requires low bandwidth at 
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first glance, one of Lora or Sigfox technologies can be selected according to the 
width of the field and the measurement continuity requirement. It can determine 
irrigation times and amounts through the information obtained by various data 
analysis (machine learning, data science tools, etc.) methods of the data uploaded 
to the cloud via the network. Thus, we can reach the irrigation control system 
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through the terminals where we observe, monitor, and control the area, and start 
and stop irrigation (Figure 19.5).

Suppose these systems are installed in large areas. In that case, a dash/control 
board can be created by integrating the existing information with a geographic 
information system and measuring the fields’ humidity, temperature, and shade 
conditions. Below is an example control panel of this type application  [6] 
(Figure 19.6).

19.6  Web of Things (WoT)

To promote the development and dissemination of the IoT, applications are start-
ing to be built around the well-known Web model, which gives rise to the Web of 
Things (WoT). The Web-based approach has allowed the driving force of the wide 
spread of the Internet to be used in the field of IoT as well [7]. WoT applications 
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Irrigation control system
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Figure 19.5  Irrigation system.

Figure 19.6  Smart farming dash/control board example.
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rely on Web-oriented application layer protocols similar to HTTP, such as 
Constrained Application Protocol (CoAP), and generally, protocols conform to the 
REpresentational State Transfer (REST) architectural style.

Web of Things (WoT) enables interoperability between IoT platforms and appli-
cation domains. Overall, the purpose of WoT is to maintain and complement 
existing IoT standards and solutions. In general, the WoT architecture is designed 
to describe what exists rather than to specify what to implement. The architecture 
of the approach is given in Figure 19.7 [8].
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