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Preface

The mechanical properties of cells can be used to distinguish pathological from nor-
mal cells and tissues in many diseases, not only those where the relation between
mechanics and physiology of the disease is obvious, like infarcted heart tissue, but
also those where this relation is less obvious or still unknown, like cancer. This book
outlines the physics behind cell and tissue mechanics, describes the methods, which
can be used to determine the mechanical properties of single cells and tissues, and
presents various diseases, in which a mechanical fingerprint could be established.
Cell mechanics has the potential to serve as an assay, which could be widely used in
the future. This book aims to introduce this topic to researchers from backgrounds as
varied as biophysics, biomedical engineering, biotechnology, as well as graduate stu-
dents from biology to medicine to introduce this novel and exciting concept to the
community. In this book, we introduce to several aspects of cell biology, emphasizing
the importance of the cytoskeleton, the cell membrane and glycocalyx, and the extra-
cellular matrix. One chapter introduces the physics of continuum mechanics and its
application to cells, including viscoelastic measurements. Then, various methods for
measuring the mechanical properties of cells and tissues are discussed. Finally, evi-
dence on the mechanical fingerprint of diseases is presented, discussing the proper-
ties of pathological cells from cancer, muscular dystrophy to diabetes, to name just a
few here.

The first volume presents a comprehensive description of the basic concepts of
soft matter mechanics and of the nano- and microscale biomedical methods that
characterize the mechanical properties of cells and tissues.

The second volume is dedicated to discussing several biomedical applications
of the mechanical phenotyping of cells and tissues to specific disease models. The
topical chapters on mechanics in disease are preceded by chapters describing cell
and tissue structure and their relationship with the biomechanical properties, as
well as by describing dedicated sample preparation methods for the nano- and mi-
croscale mechanical measurements.

This book has been written for the primary benefit of young researchers but
also of senior scientists, involved in interdisciplinary studies at the boundary of
Physics, Biology and Medicine, and committed to transforming academic scientific
and technological knowledge into useful diagnostic tools in the clinic.

We like to thank all authors of the various chapters for their valuable contribu-
tions. We appreciate very much your efforts and your continuing support over the
time needed to create this work.
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M. Lekka, D. Navajas, A. Podestà, M. Radmacher

1 Introduction

Europe faces crucial health challenges due to demographic aging, an increase of
sedentary- and nutrition-linked problems and the emergence of infectious diseases.
The population of Europeans aged 65 and more is expected to double over the next
50 years, with the subsequent increase of chronic diseases, including age-related co-
morbidities, like neurodegenerative diseases and cancer. Early detection and diagno-
sis of diseases provide essential tools for a better quality of life for aged people by
allowing improved prognosis and personalized healthcare to optimize therapeutic
strategies.

Nanotechnology allows the manipulation and inspection of matter at the nanome-
ter scale with unprecedented sensitivity and spatial resolution, also providing new per-
spectives for the investigation of biological systems. The nanoscale investigation of
cells and tissues revealed that specific diseases have well-pronounced mechanical fin-
gerprints. For example, cancerous cells have shown to be typically significantly softer
than normal cells, while the extracellular matrix (ECM) of cancerous tissue is typically
stiffer than in normal cases. It is not surprising since anatomopathologists and histolo-
gists in the clinics are used to observe and often to sense directly by palpation, signifi-
cant mechanical changes occurring in diseased tissues and organs as a consequence
of the progression of the pathology.

Several nanoscale experimental techniques such as atomic force microscopy
(AFM), nanoindenters, magnetic or optical tweezers, super-resolution photonic mi-
croscopy, the use of micropatterns and micropillars, and microfluidics have allowed
to reliably probe the mechanical properties of cells and tissues within the research
conducted at the laboratory level. Quantitative cell and tissue (nano)mechanobiology
offer the possibility of adding to the growing list of molecular markers a new class of
markers based on physical properties, specifically on suitable elastic and viscoelastic
parameters (a short historical perspective on mechanobiology is presented at the end
of this section). Therefore, it is appropriate to say that a new paradigm arose – the use
of the mechanical fingerprint of cells and tissues to detect and diagnose diseases. Cru-
cial, for this purpose, is paving the road to bring nanomechanical tests to the clinic.

Among several approaches that have been developed, AFM presents some
unique advantages.

It combines topographical information with force mapping allowing to measure
adhesive and mechanical (rheological) properties of cells and tissues. In addition,
when using functionalized probes, specific molecular interactions can be probed with
high spatial and force resolution. On the other hand, it is fair to note that AFM is still
not popularized within the biology and medical community and is not yet included in
the toolbox of cell mechanobiologists. Despite the reported successes of AFM in the
study of biological systems and its potentialities, still to be fully developed in the

https://doi.org/10.1515/9783110640632-001

https://doi.org/10.1515/9783110640632-001


research milieu, the mechanical phenotyping of clinically relevant samples aimed at
producing diagnostic cues requires novel, clinic-oriented tools, featuring ease of use
and high throughput, which are still to be developed, although interesting products
are appearing on the market. At the same time, the standardization of procedures for
both preparation and mechanical testing of clinical samples must be implemented;
when framed into the clinical environment, these objectives represent far greater chal-
lenges compared to when they are pursued among different research laboratories, an
already complex task that has been only partially fulfilled to date.

Given that innovation in the health field proceeds through the development of ad-
vanced knowledge, novel methodologies and technologies, and their application to
human diseases in the places where diseases are confronted, the clinics, the tools to sup-
port this challenging strategy, are interdisciplinary and intersectoral research, coopera-
tion through networking, and effective communication and sharing of methodologies. A
recently funded EU project, Phys2BioMed,1 aims at accomplishing these tasks through
the interdisciplinary and cross-sectoral training of a team of early-stage researchers, tak-
ing advantage of a network of research institutions, companies, and hospitals.

This book is aimed at collecting and summarizing, to the primary benefit of young
researchers but also of senior scientists involved in interdisciplinary studies, the pres-
ent knowledge on the fundamental biomechanical markers of diseases, like cancer,
and on the experimental techniques that are used to characterize the mechanical prop-
erties of cells and tissues; we emphasized the application of these techniques to the
study of clinically relevant samples.

1.1 History of Biomechanical Investigations
of Cells and Tissues

Or The Long Route from Biomechanics via Mechanobiology to Mechanics
in Diseases

Biomechanics, that is, employing principles from mechanics to describe biological sys-
tems has a very long tradition. The possibly first, clear, and prominent example was
the physics behind blood circulation. Even the concept that blood circulates in the
first place was, a (then controversially discussed) consequence of the simple fact that
the heart is pumping more than 200 kg of blood per hour, raised by Harvey (1628). The
shear amount suggests that there has to be a circular network, which at that time was
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from the European Union’s Horizon 2020 research and Innovation program under the H2020-MSCA-
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not apparent, since the connection between the arterial and the venous system could
not be seen: capillaries are just too small to be detected by the naked eye and optical
microscopy was in its infancy then. This controversy could only be solved once optical
microscopy became available. This early example shows how important the connec-
tion between developing new concepts and the availability of appropriate techniques
is. Harvey can be considered as a disciple of Galileo, who is well known for his contri-
butions to astronomy, but actually started studying medicine (Fung 1993) or, as we
would call it nowadays, physiology. Other early examples of biomechanics are the
work of Young (1800), understanding the generation of sound, which relies strongly
on the elastic properties of the vocal cords, or understanding the function of the lung,
which is an interplay of the mechanical properties of lung tissue (most importantly its
very high extensibility and the hydrodynamics of airflow). Another more modern ex-
ample is the biomechanics of our locomotor system, that is, the functional interplay of
muscles, tendons, and the skeleton. This – rather macroscopic – application of me-
chanics in biology can be understood as applying the laws of mechanics, as a part of
physics, and the concepts from engineering (envisioning the heart as a pump with
valves, describing our locomotor system as a combination of forces and levers) to bet-
ter understand how biological systems work.

To get a better insight into how mechanical aspects of biological systems are
actually generated or created a more microscopic or even molecular understanding of
mechanics in biology is needed. This more modern interpretation of the theme, which
now is called mechanobiology, describes how active molecules (like the motor en-
zymes myosin or flagella in single-celled organisms) or structural molecules (like the
actin cytoskeleton or polymeric proteins in the ECM) organize themselves in cells or
tissues, generate forces, or are affected by external forces (deform) or even sense ex-
ternal forces (mechanosensation). These modern concepts require the availability of
microscopic and structural techniques to characterize tissues, cells, and macromole-
cules like polymers down to nanometer dimensions. It also requires tools to sense and
apply mechanical forces at increasingly smaller length and force scales.

Thus, the field profited and progressed from various techniques, which became
available to study mechanical properties of cells and tissues. To highlight this idea
(not giving a concise overview here), we just present key pioneering concepts here:
(1) micropipette aspiration (Hochmuth 2000), first developed by Hochmuth (1993)
to characterize red blood cells and later applied by Evans (1989) to measure the
membrane properties of granulocytes. This technique, which was the first to probe
viscoelastic properties of cells, and thus is conceptionally very important. However,
its applicability was limited since it could not apply to adherent cells and tissues.
(2) Scanning acoustic microscopy overcomes these limitations since it could probe
mechanical properties of three-dimensional samples of cells and tissues, as shown by
Bereiter-Hahn and his group (Kundu 1991). However, since the shear modulus has
been derived from the speed of sound, which mainly reflects the properties of water,
only affected to some degree by the polymeric network within and between cells, this
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technique has not found widespread applications. (3) Finally, the cell poker, devel-
oped by Eliot Elson (1988), allowed to locally probe the mechanical properties of cell
samples with a cylindrical millimeter-sized probe. This setup resembles the current
AFMs to a large extent, albeit being more macroscopic in scales. Elson also coined the
notion that the mechanical properties of cells reflect the state and composition of the
cytoskeletal network. From there, it was only a short step to the notion that mechani-
cal properties of cells and tissues reflect the state of cells and anything, which will
change the state of cells, including diseases, which always will affect the metabolisms
of cells, could also be detected by changes in the mechanical fingerprint of cells. This
final jump in our way how to think about cell mechanics was largely due to the avail-
ability of the AFM, which allowed for the first time to measure viscoelastic properties
of living cells at subcellular resolution without interfering with the function and activ-
ity of cells. So, it basically combines all features from our above three examples: AFM
allows to characterize viscoelastic properties of cells and tissues as micropipette suc-
tion does; it is a microscopy technique with even higher spatial resolution than the
scanning acoustic microscope; and it employs the direct interaction between a probe
in physical contact with the sample as the cell poker does.

The AFM has been invented in 1986 by Binnig et al. (1986) and could be under-
stood as a variant of the scanning tunneling microscope just shortly before being in-
vented by Binnig and Gerber. Initially, only serving the purpose to extend the use of
scanning probe techniques beyond electrically conducting samples, it was soon un-
derstood by Paul Hansma that this opens the route to visualize biological samples in
physiological conditions (Drake 1989). In a very early application (Weisenhorn 1993),
a height anomaly (due to compression) in soft samples was discovered, which was
soon understood and used to determine the elastic properties of living cells with a
high spatial resolution (Radmacher 1995). In 1996, in a short note, Goldmann et al.
(1996) demonstrated that viscoelastic properties of cells could be related to the pres-
ence of vinculin, a protein participating in the focal adhesions being the link between
a cell and the ECM. The vinculin-deficient cells were softer, which was attributed to
remodeling of the cell cytoskeleton. As a consequence of increasing knowledge on
the viscoelastic properties of cells and tissues (Alcaraz 2003), the idea of mechanics
in diseases evolved. The earliest implementation of this idea was the evidence that
cancer cells tend to be softer than normal cells by Lekka et al. (1999).

Most important is to envision cells as active matter, which not only react to ex-
ternal mechanical stimuli but also generate forces and stresses within cells and tis-
sues (Kasza et al. 2007). The modern – molecular-based – understanding of cellular
function and metabolisms, the knowledge on the complex molecular interactions in
active cellular polymeric networks (intracellularly the cytoskeleton and extracellu-
larly the ECM), the central role of this network in processes like migration and force
generation, but also in responding to external mechanical cues make it conceivable
that diseases, which could be most generally be defined as abnormalities in the metab-
olism of cells, will result in a specific mechanical fingerprint. Thus, mechanics could
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serve as an assay to define and determine the state of a cell, or even the state of a
disease, which generalizes Elliot Elson’s view that mechanics could serve to define
the state of the cytoskeleton. Usually, assays used for detecting diseases will be mo-
lecular-based and highly specific in detecting certain molecular markers of a particu-
lar disease. The specificity and the sensitivity of these molecular-based assays are a
clear advantage. However, these assays can only detect what they are aiming for. A
non-specific assay, like the mechanical fingerprint, has the advantage of an unbi-
ased, generally applicable test, which can give hints for diseases, which you were not
looking for in the first place. This new paradigm in designing a mechanical assay for
detecting diseases can and will add to our knowledge on diseases in general and may
hopefully also find its way from research to biomedical applications in the clinic in
the not so far future.

References

Alcaraz, J., L. Buscemi, M. Grabulosa, X. Trepat, B. Fabry, R. Farré and D. Navajas (2003).
“Microrheology of human lung epithelial cells measured by atomic force microscopy.”
Biophysical Journal 84: 2071–2079.

Binnig, G., C. F. Quate and C. Gerber (1986). “Atomic force microscope.” Physical Review Letters
56(9): 930–933.

Drake, B., C. B. Prater, A. L. Weisenhorn, S. A. C. Gould, T. R. Albrecht, C. F. Quate, D. S. Cannell,
H. G. Hansma and P. K. Hansma (1989). “Imaging crystals, polymers and biological processes
in water with AFM.” Science 243: 1586–1589.

Elson, E. L. (1988). “Cellular mechanics as an indicator of cytoskeletal structure and function.”
Annual Review of Biophysics and Biophysical Chemistry 17: 397–430.

Evans, E. and A. Yeung (1989). “Apparent viscosity and cortical tension of blood granulocytes
determined by micropipet aspiration.” Biophysical Journal 56(1): 151.

Fung, Y. C. (1993). Biomechanics – mechanical properties of living tissues. New York, Springer.
Goldmann, W. H. and R. M. Ezzell (1996). “Viscoelasticity in wild-type and vinculin-deficient (5.51)

Mouse F9 embryonic carcinoma cells examined by atomic force microscopy and rheology.”
Experimental Cell Research 266: 234–237.

Harvey, W. (1628). Exercitatio anatomica de motu cordis et sanguinis in animalibus. Founders of
experimental physiology. J. B. W. Blasius, K. Kramer. München.

Hochmuth, R. M. (1993). “Measuring the mechanical properties of individual human blood cells.”
Journal of Biomechanical Engineering 115: 515–519.

Hochmuth, R. M. (2000). “Micropipette aspiration of living cells.” Journal of Biomechanics 33(1):
15–22.

Kasza, K. E., A. C. Rowat, J. Liu, T. E. Angelini, C. P. Brangwynne, G. H. Koenderink and D. A. Weitz
(2007). “The cell as a material.” Current Opinion in Cell Biology 19: 101–107.

Kundu, T., J. Bereiter-Hahn and K. Hillmann (1991). “Measuring elastic properties of cells by
evaluation of scanning acoustic microscopy V(z) values using simplex algorithm.” Biophysical
Journal 59(5): 1194–1207.

1 Introduction 5



Lekka, M., P. Laidler, D. Gil, J. Lekki, Z. Stachura and A. Z. Hrynmiewicz (1999). “Elasticity of normal
and cancerous human bladder cells studied by scanning force microscopy.” European
Biophysics Journal: EBJ 28(4): 312–316.

Radmacher, M., M. Fritz and P. K. Hansma (1995). “Measuring the elastic properties of biological
materials with the atomic force microscope.” Biophysical Journal 68(2): A139.

Weisenhorn, A. L., M. Khorsandi, S. Kasas, V. Gotozos, M. R. Celio and H. J. Butt (1993).
“Deformation and height anomaly of soft surfaces studied with the AFM.” Nanotechnology 4:
106–113.

Young, T. (1800). “Outlines of experiments and inquiries respecting sound and light. By Thomas
Young, M. D. F. R. S. In a Letter to Edward Whitaker Gray, M. D. Sec. R. S.” Philosophical
Transactions of the Royal Society of London 90: 106–150.

6 M. Lekka, D. Navajas, A. Podestà, M. Radmacher



Soft Matter Mechanics





Daniel Navajas, Manfred Radmacher

2.1 Introduction to Viscoelasticity

2.1.1 Introduction

Mechanical properties of cells are a major determinant of critical cell functions includ-
ing motility, contraction, gene expression, division, and differentiation. Moreover,
cells sense and actively respond to the mechanical features of their microenvironment.
Therefore, precise knowledge of the mechanical properties of cells and tissues is
needed to understand their function in health and disease.

Elastic materials deform instantaneously in response to external forces and im-
mediately recover their initial shape when unloaded. Moreover, these materials
show time-independent mechanical behavior with no energy dissipation. On the
other hand, the application of a constant shear force to a fluid induces constant ve-
locity flow and energy dissipation. Although cell and tissue mechanics are usually
studied assuming that they are elastic materials, they exhibit many viscoelastic fea-
tures. Materials exhibiting both solid- and liquid-like features are known as visco-
elastic materials.

This chapter describes the general mechanical properties of linear viscoelastic
materials, common tests used to characterize their mechanical behavior, and sim-
ple models to interpret cell and tissue viscoelasticity.

2.1.2 Hookean Elastic Materials

When a normal force F is applied to a face of a linear elastic parallelepiped of area
A with relaxed length L0, it deforms to length L (Figure 2.1.1). The force per unit of
area is defined as normal stress, σ:

σ = F
A

(2:1:1)

Deformation can be characterized by the stretch ratio, λ:
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λ= L
Lo

(2:1:2)

or by the relative strain ε:

ε= Δ L
Lo

(2:1:3)

Material properties are described by constitutive equations defined as stress–strain re-
lationships. A Hookean elastic solid defines a material with a proportional stress–strain
relationship when subjected to uniaxial stretching as follows:

σ =Eε (2:1:4)

where the constant of proportionality E is Young’s modulus of the material.
When a Hookean elastic solid is subjected to shear stress, τ = F/A, the deforma-

tion is characterized by the angle α (Figure 2.1.1) with the constitutive equation:

τ=G tan α (2:1:5)

where G is the shear modulus of elasticity. Both elastic moduli, E and G, are related
as follows:

G= E
2 1+ νð Þ (2:1:6)

where υ is Poisson’s ratio, which is 0.5 in incompressible materials.

2.1.3 Newtonian Viscous Fluids

When a Newtonian viscous liquid is placed between a stationary plate and a parallel
plate subjected to shear stress, the velocity of the parallel layers of fluid increases
linearly with its distance to the stationary plate (Figure 2.1.1). Newtonian viscous
liquids obey the following constitutive equation:

Figure 2.1.1: Deformation of materials in response to force. Left: Hookean elastic solid under
normal force. Centre: Hookean elastic solid under shear force. Right: Newtonian viscous liquid.
F: force, A: area, L0: relaxed length, ΔL: length increase, τ: shear stress, v: velocity.
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τ= η
dv
dy

(2:1:7)

where η is the coefficient of viscosity.

2.1.4 Viscoelastic Materials

Hookean elastic solids and Newtonian viscous fluids are ideal materials. However,
most biological materials are viscoelastic, that is, they exhibit both solid- and fluid-
like features. In contrast with elastic solids, the stress–strain relationships of visco-
elastic materials depend on time. When a viscoelastic body is suddenly stretched,
and the strain is maintained constant afterward, the resulting stress decreases with
time. This behavior is called stress relaxation. If a constant force is suddenly ap-
plied, the strain increases with time, a behavior known as creep. Moreover, when a
viscoelastic material is subjected to cyclic strain, it exhibits a stress–strain hystere-
sis loop with different σ–ε plots during loading and unloading. The area within the
loop is the energy dissipated per cycle.

2.1.5 Spring–Dashpot Mechanical Models
of Viscoelastic Materials

The behavior of linear viscoelastic materials can be described by simple mechanical
models consisting of a combination of linear springs and dashpots (Figure 2.1.2).
The deformation of a linear spring follows Hooke’s law:

σ =Eε (2:1:8)

where ε is the strain of the spring and E is the spring constant. The strain rate of the
dashpot is proportional to the applied force:

σ = η _ε (2:1:9)

where η is dashpot viscosity. Note that for infinitely slow deformations, _ε → 0, and
the dashpot does not generate viscous force (σ → 0). By contrast, if the deformation
is applied infinitely fast, _ε →∞ and the dashpot behaves as a rigid element.

Figure 2.1.2 depicts creep and stress relaxation responses of commonly used
spring–dashpot viscoelastic models. The Maxwell model is defined as a spring ar-
ranged in series with a dashpot. A sudden application of a force step of amplitude
σ0 results in a continuous increase in spring strain (Fung, 1993):

2.1 Introduction to Viscoelasticity 11



ε tð Þ=σo
1
E
+ 1
η
t

� �
H tð Þ (2:1:10)

where H(t) is the Heaviside or unit step function, which is 0 for t < 0, 1/2 for t = 0 and
1 at t > 0. Note that a force step generates an immediate strain of the spring, σ0/E,
which is followed by creep of the dashpot with constant speed σ0/η.

On the other hand, a sudden application of a strain step of amplitude ε0 generates
a peak in stress (ε0E) followed by an exponential decay with time constant τ = η/E:

σ tð Þ= ε0Ee−t=τH tð Þ (2:1:11)

The Voight model is composed of a parallel combination of a spring and a dashpot.
Application of a force step results in an exponential increase in elongation with
time constant, τ = η/E, until reaching a constant deformation σ0/E:

ε tð Þ= σ0
E

1− e−t=τ
� �

H tð Þ (2:1:12)

The stress relaxation in response to an elongation step is

σ tð Þ= ε0ηδ tð Þ+ ε0EH tð Þ (2:1:13)

where δ(t) is the Dirac-delta or unit-impulse function. According to eq. (2.1.13), a
strain step induces an instantaneous sharp peak in force followed by a constant
stress, ε0E. In practice, however, the application of a sharp strain step is not possi-
ble, since the dashpot cannot be instantaneously stretched.

The standard linear solid is a three-element model consisting of a spring in par-
allel with a Maxwell body. The creep response of the standard linear solid to a force
step is

ε tð Þ= σ0

E0
1− 1−

τr
τc

� �
e−t=τc

� �
H tð Þ (2:1:14)

where τr is the relaxation time for a strain step defined as

τr =
η
E1

(2:1:15)

and τc is the retardation time for a stress step defined as

τc = τr 1+ E1

E0

� �
(2:1:16)

Note that τc > τr.
Application of a force step induces an immediate strain, σ0/(E0 + E1), followed by

an exponential strain increase with a retardation time τc up to σ0/E0. On the other
hand, the stress relaxation response to a strain step is
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σ tð Þ= ε0Eo 1− 1−
τc
τr

� �
e−t=τr

� �
H tð Þ (2:1:17)

Immediately after the application of the strain step, the instantaneous elastic modulus
of the standard linear solid is E0 + E1 inducing a sudden peak of stress of ε0(E0 + E1).
Then, the stress decays exponentially with a relaxation time, τr, to a value of E0ε0, E0
being the elastic modulus of the relaxed state.

2.1.6 Response to Sinusoidal Loading

When a linear viscoelastic material is subjected to sinusoidal strain:

ε tð Þ= εo sin ωtð Þ (2:1:18)

ω being the angular frequency and εo the amplitude (Figure 2.1.3), the induced stress is
also a sinusoidal function with the same frequency but out of phase with the stress:

Figure 2.1.2: Creep and stress relaxation in spring–dashpot models of viscoelastic materials. Left:
Commonly used models consisting of simple combinations of springs with elastic modulus, E, and
dashpots with viscosity, η. Centre: Strain (ε) in response to a stress step (σ). Right: Stress in
response to a strain step (stress relaxation). η: dashpot viscosity, E: spring constant.
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σ tð Þ= σo sin ωt +ϕð Þ (2:1:19)

where σo is the amplitude of the sinusoidal stress and ϕ is the phase shift between
stress and strain:

ϕ= 2πΔ t=T (2:1:20)

T being the period of the waveform. Therefore, the stress–strain plot is an elliptical
hysteresis loop (Lakes, 2009). The area inside the loop is the energy dissipated in
each cycle per unit volume of the material and is called damping energy ΔW:

ΔW =πσaεa sinϕ (2:1:21)

In an elastic material, ϕ = 0 and ΔW = 0. The stress–strain relationship can be char-
acterized in the frequency domain with the complex elastic modulus defined as

E✶ ωð Þ= σ ωð Þ
ε ωð Þ (2:1:22)

where σ(ω) and ε(ω) are Fourier transforms of stress and strain, respectively.
E✶(ω) is a complex number:

E✶ ωð Þ= E′ ωð Þ+ iE′′ ωð Þ (2:1:23)

where i is the imaginary unit i=
ffiffiffiffiffiffiffi
− 1

p
. The real part, E′(ω), is called elastic or stor-

age modulus, and the imaginary part, E′′(ω), is viscous or loss modulus. The ratio
between imaginary and real parts of E✶(ω):

Figure 2.1.3: Response of a linear viscoelastic solid to sinusoidal load. Left: Sinusoidal stress σ
with σ0 amplitude in response to a sinusoidal strain ε with ε0 amplitude. T is the period of the
oscillation. Δt is time shift. Right: Stress–strain elliptical loop. |E✶| and E’ are the modulus and real
part of the complex shear modulus E✶, respectively.
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tanϕ ωð Þ= E′′ ωð Þ
E′ ωð Þ (2:1:24)

is called loss tangent, mechanical damping, or hysteresivity and is a measure of the
internal friction of the material. The loss tangent is taken as an index of the degree of
solid- or liquid-like behavior. In a purely elastic material, E″(ω) = 0 and tan ϕ(ω) = 0.
On the other hand, in a purely viscous material, E′(ω) = 0 and tan ϕ(ω) =∞.

E✶(ω) can be measured with atomic force microscopy (AFM) by applying low am-
plitude sinusoidal oscillation around an operating indentation, δ0. Taking the first
two terms of the Taylor expansion of the tip–sample contact model and transforming
into the frequency domain, the complex elastic modulus for a pyramidal tip of semi-
included angle θ is (Rico et al., 2005)

E✶ ωð Þ=
ffiffiffi
2

p
1− υð Þ

δ0 tan θ
F ωð Þ
δ ωð Þ (2:1:25)

and for a spherical tip with a radius R

E✶ ωð Þ= 1− υ
4 Rδ0ð Þ1=2

F ωð Þ
δ ωð Þ (2:1:26)

E✶(ω) of a spring is frequency independent with E′(ω) = E and E″(ω) = 0. On the
other hand, a dashpot has E′(ω) = 0 and E″(ω) = ηω.

Since a Voight model is composed of a spring and dashpot arranged in parallel,
its complex elastic modulus is

E✶ ωð Þ=E + iηω (2:1:27)

The complex elastic modulus of a Maxwell model is

E✶ ωð Þ= Eτ2ω2 + iEτω
1+ τ2ω2 (2:1:28)

The standard linear solid has a complex elastic modulus:

E✶ ωð Þ=Eo +
E1τ2rω2 + iE1τrω

1+ τ2rω2 (2:1:29)

The loss tangent presents a peak at a characteristic frequency, ω0 = 1=
ffiffiffiffiffiffiffiffi
τrτc

p
(Figure 2.1.4). The loss modulus exhibits a peak slightly shifted to higher fre-
quencies. Both the storage modulus and the modulus of E✶(ω) (|E✶(ω)|) increase
from E0 when ω → 0 to E0 + E1 when ω → ∞ with the faster growth around ω0.

Viscoelastic behavior of materials can be also expressed in terms of the com-
plex shear modulus, G✶(ω), defined as the ratio between shear stress and angular
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deformation in the frequency domain. Transforming eq. (2.1.6) to the frequency do-
main G✶(ω) and E✶(ω) are related as

G✶ ωð Þ= E✶ ωð Þ
2 1+ υð Þ (2:1:30)

2.1.7 Power-Law Rheology

Spring–dashpot viscoelastic models assume that the material can be characterized
by discrete time constants or characteristic frequencies. However, oscillatory meas-
urements performed in cells and tissues over a wide frequency range revealed
scale-free behavior, with the storage and loss moduli increasing with frequency as
a weak power law of frequency (Fabry et al., 2001, Alcaraz et al., 2003, Luque et al.,
2013). This rheological behavior can be characterized by a frequency dependence of
the complex elastic modulus as

E✶ ωð Þ=A✶ iωð Þα (2:1:31)

where iα = cosðπα=2Þ+ i sin πα=2ð Þ. Thus, the storage and loss moduli increase with
frequency as a power law with the same exponent:

E′ ωð Þ=A cos πα=2ð Þ✶ωα (2:1:32)

E′′ ωð Þ=A sin πα=2ð Þ✶ωα (2:1:33)

where A is a scale factor for the storage and loss moduli. Equation (2.1.31) implies a
frequency-independent loss tangent and coupled with the power-law exponent as:

E′′ ωð Þ
E′ ωð Þ = tan

πα
2

(2:1:34)

Figure 2.1.4: Complex elastic modulus E✶(ω) of a standard linear solid. Solid blue line: elastic
modulus E′(ω). Solid red line: viscous modulus E″(ω). Dashed blue line: modulus of the complex
elastic modulus |E✶(ω)|. Dashed red line: loss tangent tan ϕ. ω0 is the characteristic frequency.
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The loss modulus of cells and tissues has been reported to exhibit a steeper
frequency dependence at high frequencies (Fabry et al., 2001, Alcaraz et al., 2003). A
Newtonian viscous term with apparent viscosity η could be added to eq. (2.1.31) to
account for the stronger frequency dependence of the loss modulus:

E✶ ωð Þ=A✶ iωð Þα + iηω (2:1:35)

Alternatively, cell and tissue rheology can be described over a broad frequency range
with a linear superposition of two power laws (Luque et al., 2013, Andreu et al., 2014):

E✶ ωð Þ=A✶ iωð Þα +B✶ iωð Þ3=4 (2:1:36)

Accordingly, the rheological behavior at low frequencies can be characterized as a
weak power law with exponent α consistent with a soft glassy regime. The steeper
frequency dependence of the loss modulus at high frequencies can be accounted
for by a power-law regime with an exponent of 3/4, suggesting an increasing contri-
bution of entropic elasticity.

Noteworthy, a power-law frequency behavior with exponent α (eq. (2.1.31)) cor-
responds in the time domain to a creep response with strain increasing over time as
a power law (Desprat et al., 2005):

ε tð Þ= ε0tα (2:1:37)

where ε0 is a scale factor. The corresponding stress relaxation response also follows
a power law with stress decaying with time as (Efremov et al., 2017)

σ tð Þ= σ0t−α (2:1:38)

σ0 being a scale factor for stress relaxation.

2.1.8 Discussion

Cell and tissue rheology are usually interpreted in terms of models consisting of a few
springs and dashpots (Darling et al., 2006, Rianna and Radmacher, 2017). These simple
models exhibit a single relaxation time constant and a single characteristic frequency.
Therefore, most of the change in creep and stress relaxation occurs over one decade of
time (Figure 2.1.2). Roughly speaking, the scales of experimental time and frequency
windows can be related as t = 1/ω. Thus, most of the change in the complex elastic
modulus is limited to one decade of frequency (Figure 2.1.4). Models with a single time
constant can fit creep and stress relaxation data recorded in an experimental time win-
dow expanding a time decade or oscillatory data recorded in a frequency band of a
frequency decade. The standard linear solid model can be generalized by includ-
ing additional Maxwell elements arranged in parallel, with a spring to account
for more time constants and characteristic frequencies (Moreno-Flores et al., 2010). It
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should be noted that identification of multiple time constants or characteristic fre-
quencies requires measurement over a wide time or frequency window. However,
complex elastic modulus measurements performed in cells and tissues with AFM and
magnetic tweezers over a broad frequency band of several decades revealed scale-
free power-law viscoelasticity corresponding to a continuous distribution of relaxa-
tion times (Fabry et al., 2001, Alcaraz et al., 2003, Luque et al., 2013, Rebelo et al.,
2014, Rother et al., 2014, Hecht et al., 2015, Rigato et al., 2017).

Creep and stress relaxation functions are defined as the response to an instan-
taneous change in stress and strain, respectively. Although small sharp changes in
strain have been applied to measure the stress relaxation response of cells (Yango
et al., 2016), a linear strain ramp followed by a constant level is usually employed
(Darling et al., 2006, Moreno-Flores et al., 2010, Hecht et al., 2015). As a result of
the deviation from the ideal strain step, the stress also deviates from the ideal re-
sponse. Therefore, linear strain loading allows us to accurately compute creep and
stress relaxation function only for times one decade longer than the loading rise
time. It should be also noted that a constant strain level after the ramp is not easily
maintained with conventional AFM devices. Stress relaxation during constant canti-
lever displacement progressively reduces cantilever deflection, which results in a
slight decrease in indentation. By contrast, a constant force level can be readily ob-
tained by operating the AFM in force control mode. Interestingly, complex elastic
modulus measured in the frequency domain as the ratio of stress–strain Fourier
transforms does not require pure sinusoidal oscillation. In fact, the complex elastic
modulus can be measured simultaneously over a broad bandwidth by applying an
oscillatory signal composed of several sinusoidal oscillations. However, it should
be noted that stress relaxation data at short times and complex elastic modulus
data at high frequencies measured with AFM must be corrected for the hydrody-
namic drag force in the cantilever (Alcaraz et al., 2002).

Cell and tissue rheology can be characterized in the time domain by measuring
creep or stress relaxation functions. The parameters of simple spring–dashpot models
can be estimated by fitting creep or stress relaxation recordings with the theoretical
function of the model. Alternatively, the rheological behavior can be characterized in
the frequency domain by applying sinusoidal stress or strain loading. In linear mate-
rials, time-domain response can be computed from the frequency-domain response
using Laplace analysis. Therefore, assuming linearity, creep, stress relaxation, and
sinusoidal loading assays can provide equivalent information of cell and tissue visco-
elasticity. Moreover, methods to compute viscoelastic parameters from conventional
force–displacement curves measured with AFM have been developed (Rebelo et al.,
2013, Efremov et al., 2017). However, cells and tissues are not pure linear materials
(Kollmannsberger and Fabry, 2011, Jorba et al., 2019). Assuming quasilinear mechan-
ics (Fung, 1993), nonlinear viscoelasticity can be readily characterized by superimpos-
ing small-amplitude strain and stress steps or sinusoidal oscillation at different levels
of a given operating strain or stress (Alcaraz et al., 2003). Additional assessment of
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nonlinearity can be obtained by measuring cell or tissue viscoelasticity under different
levels of global sample stretch (Kollmannsberger and Fabry, 2011, Jorba et al., 2019).
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2.2 Contact Mechanics

The study of the deformation between two bodies that are in contact, upon applica-
tion of force, can reveal relevant information about the mechanical properties of
the two objects and their composition. This problem, first considered by Heinrich
Hertz for two contacting spheres (Hertz, 1881, 1882), forms the basis of the mechani-
cal tests that employ suitable indenters, including those performed by the atomic
force microscopy (AFM) and commercial nanoindenters. To simplify the problem,
one of the bodies can be considered as a rigid nondeformable probe and the other
as an infinite half space, the sample, of which we want to study the elastic proper-
ties. The underlying formalism to determine the pressure, upon a given deforma-
tion, was generalized by Boussinesq, from which it takes its name: the Boussinesq’s
problem (Boussinesq, 1885, Love, 1939). The scientific field that studies the proper-
ties of materials through the force–deformation interaction between two bodies in
contact is commonly called contact mechanics (Johnson, 1985).

In a simple configuration, relevant to mechanical measurements using AFM or
nanoindenters, the approaching probe will apply a pressure on the sample, and due
to the repulsion of atoms, which is basically a consequence of the Pauli exclusion
principle, will cause its deformation. The ratio between the applied force and the de-
formation, or the applied stress and the resulting strain, is a quantitative description
of the mechanical properties of the sample. Traditionally, theoretical models from
contact mechanics are used to fit experimental data and obtain the mechanical prop-
erties of materials at macroscopic or mesoscopic scales.

Nowadays, the development of advanced techniques to manipulate rigid probes
of nanoscale dimensions, such as AFM, nanoindenters, and optical and magnetic
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tweezers, has opened a new door for the study of the mechanics of cells and tissues,
from the macroscale to the micro and nanoscale. Indeed, while traditional models
of contact mechanics were principally used to describe the macroscopic mechanical
properties of materials in mechanical engineering and material sciences, currently,
contact mechanics has been rediscovered as a powerful tool to investigate the local,
nanoscale mechanical properties of soft living materials such as cells and tissues,
making contact mechanics well known also in the field of biophysics and mecha-
nobiology (Radmacher et al., 1992).

In this chapter, we describe the most relevant contact models to analyze AFM
force–deformation measurements to determine the mechanics of soft matter, in-
cluding cells and tissues. We illustrate the different contact elastic and viscoelastic
models, specifying the most common tip geometries and sample configurations. We
provide a brief introduction to the theoretical tools required to obtain the described
models, but leave the full development by referring to the original texts.

2.2.1 Elasticity and AFM Force–Deformation
Measurements

Contact mechanics involves the determination of the pressure-deformation relation-
ship between two bodies in contact. In conventional AFM measurements, an external
force (F) is exerted by the rigid probe that is in contact with the sample, and a defor-
mation or indentation (δ) is induced due to the pressure on the sample’s surface.

A typical AFM measurement, therefore, is represented by a force-distance curve,
where the distance is the z position of the probe relative to the sample, as shown in
Figure 2.2.1.

When the probe is far away from the sample, the cantilever deflection, and thus
the force, is zero. After the point of contact between the probe and the sample, the
pressure of the probe starts to deform a soft sample and the force increases with the
sample indentation.

The contact region starts from the point of contact between the probe and the sam-
ple, and ends at the point of maximum force and maximum indentation of the sample.

The precise determination of the contact point allows the conversion of the
force–distance curve in a force–indentation curve that can be fitted with the ex-
pressions from contact mechanics models F(δ).

A typical force curve on a rigid material will be linear, where deflection and dis-
tance are identical. On a soft sample, like for example, a cell or a biological tissue, the
slope will be smaller than 1 and often nonlinear, depending on the probe geometry, as
a consequence of increasing contact area between the probe and the sample surface.
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Moreover, in biological samples and soft materials, in general, we can have en-
ergy dissipation or viscous effects, which will result in a difference, often termed
hysteresis, between the approach and the retract curve.

In soft materials, adhesion between the probe and the sample is often present,
which becomes visible as negative forces during retract.

Determining an analytical (or numerical) relation between the local stress and
strain distribution in the contact region is the common route to derive a relation
between the experimentally accessible force and indentation, allowing the deduc-
tion of the materials` properties. This interplay between the theoretical derivations
and experimental data is the essence of contact mechanics.

The elasticity of a material is its tendency to resist deformation when subjected
to an external force, combined with its ability to return to its original size and shape
when the force is removed. This property of the material can be described by the
Young’s modulus (E), which is related to the shear modulus (G) and the bulk modu-
lus (K), defined as the ratio between the stress (σ) and the strain (ε) in the uniaxial
compression: σ = Eε, as already explained in detail in Chapter 2.1. A material is de-
fined as elastic when its response to the application of an external force, in terms of
deformation and recovery, is instantaneous and there is no energy dissipated. In
the general theory of elasticity, the sample is solid and regarded as a continuous

Figure 2.2.1: Schematic typical AFM measurement (force–distance curve) on a soft material, for
example, a cell. In blue, the approach curve and, in black, the retract. In green is shown the
contact region, starting from the contact point between the probe and the soft sample, and
delimited by the point of maximum force and maximum indentation. The black and orange dashed
lines show the typical difference in slope for a rigid surface (orange) and a soft surface (black). In
violet, the adhesion effect on the retract curve; in gray, the hysteresis in the curve due to
dissipation of energy.
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material. Therefore, when the body is not deformed, it is in thermal equilibrium. Dur-
ing the deformation of the body, there is a change in the shape of the boundary sur-
face, the arrangement of the components of the solid is modified, and small internal
forces are generated because the system tends to return to the state of equilibrium.
These local forces are due to the repulsion of the molecules and components within
the body and are termed internal stresses. The total force applied on the body is identi-
cal to the continuous sum, the integral, over all internal stresses developed inside the
body upon deformation.

2.2.2 Contact Elastic Models

In this section we describe some of the most common contact elastic models, ac-
cording to the geometry of the contact. In the context of AFM, contact models have
been developed for those geometries that correspond to commercially available
probes. All models in this section assume that a nondeformable probe of known
geometry indents an infinite pure elastic, isotropic, linear half space of known
Young’s modulus E and Poisson’s ratio ν. The Poisson’s ratio is the amount of
transversal elongation divided by the amount of axial compression. When studying
cells and tissues, the sample is often assumed to be incompressible (a good ap-
proximation for most elastomers and gels, as well as for cells and tissues), which
leads to ν = 0.5.

2.2.2.1 The Hertz Model

The application of mechanics to contact problems first began with Heinrich Hertz
(1881), who, in his pioneering paper entitled “On the contact of elastic bodies,”
solved the problem of elastic contact between two spheres (two lenses). This model
can be extended to a sphere in contact with an infinite half space, which is a com-
mon configuration of AFM measurements.

Hertz’s approach was based on the following assumptions, which define Hert-
zian contact:
1) The surfaces are frictionless and perfectly smooth.
2) The surfaces are continuous.
3) The probe and sample are isotropic, axisymmetric, and show a linear elastic

response.
4) The strains are very small in comparison to any relevant dimension of the body.
5) The bodies are considered as infinite half-spaces.
6) The surfaces do not show adhesion.
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The assumption 1) allows us to state that only a normal pressure acts between the
parts in contact. When the assumption 2) is held, the area of contact is much
smaller than the characteristic dimensions of the contacting bodies, that is, the
area of contact between the two bodies is close to zero, which implies that the pres-
sures are finite. Indeed, even if the forces due to the repulsion of the atoms of the
two bodies in contact become very large locally, the integral of these forces through
an infinitely small area is always finite. According to the assumption 3), since the
two surfaces are isotropic and axisymmetric, their common normal is parallel to the
direction of the pressure that each body exerts on the other. Thus, the surface of
contact, and also the surface of pressure, lies on the tangent plane xy of the two
surfaces, and the normal is parallel to the z-direction. In this condition, the distance
of any point of either surface from the common tangent plane is in the neighbor-
hood of the point of contact, and can be described by a homogeneous quadratic
function of x and y. This last assumption is important, since a sphere can only be
described as a paraboloid of revolution for small deformations relative to the radius
of curvature. Assumption 4) allows us to apply the linear theory of elasticity. In-
deed, when the strains1 in a continuum body are smaller than the body dimensions,
the displacement gradient is smaller than 1, and the strain tensor can be linearized,
according to the infinitesimal strain theory (Slaughter, 2002); instead, if the strains
are comparable to the body dimensions, the finite strain theory or the plasticity the-
ory should be used. Assumption 5) assures that the influence of the boundaries of
the two bodies can be ignored. Finally, assumption 6) states that the contact is ad-
hesionless, which allows to exclude forces other than the elastic ones present inside
or outside the contact area.

The analysis presented further is based on the approach used by Dimitriadis
et al. (2002) following Landau and Lifshitz (1986), as will be seen to become useful
later on. In an analogy to AFM measurements, a spherical probe of radius R is as-
sumed to apply a total force F in the z direction to a half-space, making contact at
z = 0, as shown in Figure 2.2.2. The force is distributed over the contact circle of ra-
dius a centered at r = 0 (Figure 2.2.2), where r is the in-plane radial distance in the z-
plane. The axial deformation field uz can be obtained by integrating the product of
the displacement profile for a point-concentrated force, that is, the Green’s function
G and the pressure distribution Pz over the contact area A:

uz r, zð Þ=
ðð
A

Pz rsð ÞG sð ÞdA (2:2:1)

1 The strain, in general, is a tensor and it is defined as the change in an element of length when
the body is deformed, that is, the gradient of the displacement vector ∇u. The displacement u of a
point in a body due to the deformation is the distance between the coordinate of the point before
and after the deformation: u = xi′− xi; more details are described in Landau and Lifshitz (1986)).
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where the Green’s function is given by

G sð Þ=−
1+ ν
2πEs

z2

s2
+ 2 1− νð Þ

� �
(2:2:2)

The distribution of pressure applied by the sphere was obtained by Hertz as

Pz rsð Þ= p0
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 − r2s

q
(2:2:3)

where s= rj j= r2 + r2s − 2rrs cosϕ+ z2
	 
1=2

is the distance between the source rs,0,0ð Þ
and the observation point r,ϕ, zð Þ; being ϕ the azimuthal angle of the cylindrical
coordinates, and p0 = 2E πR= Þ 1 1− ν2

	 
� 
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If the deformation field in eq. (2.2.1) is assumed to conform with a paraboloid of

revolution

uz = δ−
1
2R

r2 (2:2:4)

the contact radius depends only on the indentation of the sample (δ) and the radius
of curvature of the probe, and can be written in terms of the applied force and the
mechanical parameters of the half-space,

a2 = δR= 3 1− ν2ð Þ
4E

FR
� �2=3

(2:2:5)

Equation (2.2.5) can be rearranged in terms of the normal applied force as a func-
tion of the deformation or indentation F(δ):

F = 4
3

E
1− ν2

ffiffiffi
R

p
δ
3
2 (2:2:6)

Thus, according to the Hertz model, the relation between force and indentation de-
pends only on the intrinsic properties of the material, the compressibility expressed

Figure 2.2.2: Schematic parabolic probe indenting an elastic infinite half space.
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by the Poisson’s ratio ν, the elasticity expressed by the Young’s modulus E, and on
the radius of curvature R.

The Hertz model can also be used, and was originally developed to describe the
contact between two elastic spheres (with respective radii R1 and R2, Poisson’s ratio
ν1 and ν2 and Young’s moduli E1 and E2) compressed by a force F, resulting in a con-
tact area of radius a, as shown in Figure 2.2.3. In that case, an effective Young’s
modulus Eeff takes into account the elastic properties of both bodies and can be de-
fined as follows:

1
Eeff

= 1− ν1 2

E1
+ 1− ν2 2

E2
(2:2:7)

The effective radius Reff is defined as follows:

1
Reff

= 1
R1

+ 1
R2

(2:2:8)

Assuming that one of the two bodies has infinite curvature radius R2 ! ∞, the
problem of the two spheres reduces to the problem of a half infinite elastic space,
as shown in Figure 2.2.3, and the only geometrical variable becomes the radius R of
the spherical probe. Moreover, if we consider the probe as infinitely rigid, E1 ≫ E2,
so E1 ! ∞, the solution will depend only on the Poisson’s ratio and the Young’s
modulus of the half infinite space.

The Hertz model is largely used to measure the mechanical properties of materials,
but to obtain reliable values of elasticity, it is important to carefully evaluate if the
assumptions described above are valid. The distribution of stresses transmitted inside
the deformed material depends on the area of contact between the rigid probe and the
sample. Indeed, the normal force is the result of the local pressure distributed over the
area of contact, which changes during the penetration of the probe inside the sample.
For that reason, the expression of the function F(δ) depends strictly on the geometry
of the problem, and in particular, on the shape of the probe. It is important to note
that the derivation of the Hertz model assumes that the indenter is a paraboloid of

Figure 2.2.3: Schematic drawing of the Hertz contact problem: the general case of two spheres in
contact and the particular case of a rigid spherical probe indenting an infinite half-space.
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revolution. Thus, its application to spheres and similar geometries is limited, in princi-
ple, to small indentations compared to the radius of curvature.

Since the publication of the Hertz solution for the spherical probe contact problem,
several models have been formulated to obtain a force–indentation relation for probes
of different geometries. Boussinesq derived a solution to the problem corresponding to
the case of a solid of revolution indenting a half space, whose axis is normal to the
original boundary of the space (Boussinesq, 1885). Thanks to the Boussinesq solution,
subsequently, it was possible to derivate the model for a flat-ended cylindrical probe
(Love, 1929) and a conical probe (Love, 1939). Sneddon (1965) formulated a general so-
lution for a probe of arbitrary profile, from which he derived, as particular cases, other
geometries, including a sphere not approximated by a paraboloid of revolution, which
presents the advantage of not being limited by the constraint δ≪ R.

Sneddon derived the general integrals required to calculate the indentation and
the applied force as a function of the shape profile function of the punch, as well as
the corresponding pressure distributions for different geometries.

For most of them, he showed that the force–indentation relationship can be
generally written as

F =CEeffδm (2:2:9)

where F is the normal applied force, C reflects the indenter geometry constants, Eeff

refers to the effective modulus of the body, δ is the indentation, and m is an expo-
nent that depends on how the area of contact changes during the indentation of the
probe, in turn depending on the shape profile function of the indenter. In the fol-
lowing, we provide a list of solutions derived by Sneddon for different geometries,
together with more recent contact problem solutions for geometries closer to the ac-
tual shapes of the available AFM probes used in experiments. A review of the differ-
ent models is provided in Table 2.2.1 and the force-indentation relationships for
different geometries and the corresponding curves are shown in Figure 2.2.4.

2.2.2.2 Paraboloid of Revolution

As solved by Hertz, the solution for a paraboloid of revolution of curvature 1/2 R is

F = 4
3

E
1− ν2ð Þ

ffiffiffi
R

p
δ3=2 (2:2:10)

This is the well-known Hertz model derived in (eq. 2.2.6). The contact radius is
a=

ffiffiffiffiffiffi
Rδ

p
, and the force–contact radius relation is

F = 4
3

E
1− ν2ð ÞRa3 (2:2:11)
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2.2.2.3 Flat-Ended Cylinder

The expression for a flat-ended cylinder of radius a is

F = 2a
E

1− ν2
δ (2:2:12)

Notice that unlike the model for the paraboloid of revolution (eq. (2.2.10)), the relation-
ship is linear, as the area of contact does not change with indentation (the contact radius
a is constant). Cylindrical punches are thus ideal to probe the nonlinearity of the sample.

2.2.2.4 Sphere

Sneddon provided the exact solution for a spherical probe of radius R in terms of
the radius of contact a (which is now different from

ffiffiffiffiffiffi
Rδ

p
)

F = Es

2 1− νs2ð Þ a2 +R2	 

ln

R+ a
R− a

� �
− 2Ra

� �
(2:2:13)

after correction for a typographical error (Heuberger et al., 1996), where the inden-
tation is a function of the radius of contact

δ= 1
2
a ln

R+ a
R− a

� �
(2:2:14)

The advantage of this solution compared to the Hertz model is that it is valid for
any applied indentation, provided a ≤ R. The disadvantage is that it requires numer-
ical computations (Chyasnavichyus et al., 2016) or approximations (Kontomaris and
Malamou, 2021a). The corrections for the case of large indentations, obtained by
Kontomaris and Malamou (2021) and Müller et al. (2019), are as follows:

ΩKontomaris = c1 +
X6
k = 2

3
2k

ckγk − 3=2 (2:2:15)

with coefficients:

c1 = 1:0100000

c2 =-0:0730300

c3 =-0:1357000

c4 =0:0359800

c5 =-0:0040240

c6 =0:0001653
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and

ΩMuller = 1−
1
10

γ−
1

840
γ2 −

1
15, 120 γ

3 + 1, 357
6, 652, 800 γ

4 (2:2:16)

where γ= δ=R is the ratio between the indentation and the radius of the probe, and
Ω γð Þ is the polynomial correction factor that can be multiplied for the Hertz equa-
tion (eq. (2.2.6)) in the case of large indentation in the following form:

F = FHertzΩ γ δ,Rð Þð Þ (2:2:17)

Even if the formulation of the two correction factors is different (the Müller correc-
tion is a fourth-order power law expansion, while the Kontomaris correction is not;
indeed, the second term is of power 1/2), the two corrections are equivalent, com-
pared to the Sneddon formula.

As expected, the spherical solution by Sneddon approximates the Hertz model
for small indentations (δ≪R). The general solution for an ellipsoid of revolution
was also derived in the Sneddon work.

2.2.2.5 Other Geometries

Sneddon provided the general exact solution for a punch with a shape profile de-
scribed by the polynomial z = ∑cnr

n. For more complex geometries, approximations
are often necessary. A general development that leads to some of the solutions de-
rived by the Sneddon approach was proposed by Barber and Billings to derive the
approximate solution for a punch of arbitrary shape, and they applied it to an n-
sided regular pyramid with semi-included angle θ (Barber and Billings, 1990). This
powerful approach is briefly described in the following and has been recently used
to derive more complex problems that will be listed later.

The pressure distribution P rð Þ for a probe of projected area A can be obtained
by knowing the expression of the work Fδ for a flat cylinder probe, using the
Betti–Rayleigh reciprocal theorem (Betti, 1872, Rayleigh, 1873), which relates the
two properties (Gavara and Chadwick, 2012).

Betti’s reciprocal theorem states that for a linear elastic material, for two displace-
ment systems at points A and B, due to the two respective forces F and F✶, the work
done by F applied in A through the relative deformation produced by F✶ in A is equal to
the work done by F✶ applied in B through the relative deformation produced by F in B:

FAd✶A = F✶
B dB (2:2:18)

In general, we can write the relative deformation as the integral over all strains of
all elements of the total surface d=

ð
S
uidS and the total force as F =

ð
S
Ti ds, thus

equation 2.2.18 becomes:
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ð
S

Tiu✶idS=
ð
S

T✶
iuidS (2:2:19)

where S is the surface of the projected area of the indenting punch, and Ti and T✶
i

are the normal internal stresses due to respectively the forces F and F✶, while ui
and u✶i are the corresponding displacements.

In our AFM problem, the force is applied just in the z-direction and the area
corresponds to the projected area of a probe of arbitrary shape. Accordingly, a
probe of flat-ended cylindrical shape can be considered in the point A (left part of
the equation 2.2.19) and an arbitrary probe shape in the point B (right part of the
equation 2.2.19), of which we want to obtain the force-indentation expression.

The force F and the corresponding displacements ui are valid only for a friction-
less contact, since we consider only the component of the stress tensor normal to
the surface. For the arbitrary probe shape, the surface displacements ui can be de-
scribed by the shape profile function of the probe f(x,y) or f(r,ϕ), while the stress T✶

is the pressure distribution P✶(r,ϕ). For the flat-endend cylindrical probe displace-
ment u✶i corresponding to the force F, are known (see equation 2.2.12) and the total
deformation is the uniform indentation δ✶ induced by F.

Accordingly, the equation 2.2.19 becomes:ðð
S
P r,ϕð Þδ✶ r dr dϕ=

ðð
S
P✶ r,ϕð Þf r,ϕð Þr dr dϕ

Since the indentation δ✶ is a constant, it can be taken outside of the integral:

F =
ðð

S
P r,ϕð Þ r dr dϕ= 1=δ✶

ðð
S
P✶ r,ϕð Þf r,ϕð Þr dr dϕ

This leads to the following form of the total force:

F =
ð
S

P✶ r,ϕð Þ f r,ϕð Þ
δ✶

rdrdϕ (2:2:20)

The analytical form of P✶(r,ϕ) is only known for an elliptical contact area and is
given by

P✶ r,ϕð Þ= E
π 1− ν2ð Þ

δ✶ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 − r2

p (2:2:21)

Thus, the pressure distribution can be approximated by that of a flat cylindrical
punch, with an area corresponding to the best ellipse approximation to the actual
contact area. The radius of contact is then determined by imposing that the deriva-
tive of the force over the contact radius is maximal ( ∂F ∂a= Þ=0ð ) (Shield, 1967).
More refined approaches for the flat punch pressure distribution are available in
the literature (Barber and Billings, 1990, Fabrikant, 1986).
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This approach is thus a valid approximation for an indenter of arbitrary shape,
provided the shape, the profile function is known. For example, in the case of a coni-
cal probe, the corresponding displacement under the punch is f r,ϕð Þ= uz = δ− rcotθ,
where r is the radial distance from the vertex. At this point, knowing that

Ð
dϕ= 2π,

the eq. (2.2.10) can be written as

F = 2
E

1− ν2

ða
0

δ− r cot θffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 − r2

p rdr = 2
E

1− ν2
δa−

π
4

a2 cot θ
� �

(2:2:22)

By imposing ∂F ∂a= Þ=0ð , we find the radius of contact a= 2 tan θð Þ π= Þδð , and eq.
(2.2.22) can be written as

F = 2 tan θ
π

E
1− ν2

δ2 (2:2:23)

In the case of a cone, the solution is exact, as the best ellipse approximation for the
flat punch is actually a circle of radius a.

2.2.2.6 Cone

The solution for a conical probe of semi-included angle θ, often called the Sneddon
model, as obtained in the previous section,

F = 2 tan θ
π

E
1− ν2

δ2 (2:2:24)

It is important to note that the semi-included angle θ is defined from the vertical
axis (z) to the face of the cone, and not from the plane tangent to the face, as some
other works do.2 In this case, the contact radius is given by a= 2 tan θð Þ π= Þδð .

2.2.2.7 n-Sided Regular Pyramid

The approach described above has been used originally by Barbers and Billing to provide
a solution for a regular n-sided pyramid of semi-included angle θ. The general solution is

F ≈
2 tan θ
n sin π

n

E
1− ν2

δ2 (2:2:25)

For n⟶∞, we recover the solution for a cone. For the common four-sided pyrami-
dal tip, often used in AFM, the expression is

 We opted for using semi-included angle, instead of semi-open, as it is more explicit the definition
we use here.
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F ≈
tan θffiffiffi

2
p E

1− ν2
δ2 (2:2:26)

This result is within 6% of the numerical solution provided by Bilodeau (1992). The
contact radius is given by a= δ tan θ=

ffiffiffi
2

p� �
.

2.2.2.8 Blunted Cone and Pyramid

While the above equations are satisfactory and provide good approximations to several
tip shapes and experimental conditions, the ideal geometry of a cone or a pyramid is
often not found in experimental AFM probes. In particular, for small indentations of
some tens of nanometers, the ideally sharp apex appears blunted. For this reason, sol-
utions for more realistic probe shape profiles have been proposed. We provide here the
general solution for an n-sided regular pyramid described above, but with a blunted
tip of radius Rc at the apex, as shown in figure (Figure 2.2.5). The solution was
found following the above described method using Betti’s reciprocal theorem and
the Rayleigh–Ritz approximation, which is shown in Table 2.2.1 (Rico et al., 2005).
As shown for the case of a sharp indenter, for n⟶∞, we recover the solution for a
blunted cone, which was proposed earlier by Briscoe et al. (1994). It is interesting
to comment on the original definition of the cap width, which considered the case
of a sphere that emerged tangential with the pyramid faces. The original work de-
fined this parameter as b=Rc cos θ. Nevertheless, to solve the problem, the actual

Figure 2.2.4: Force-indentation relationships for different probe geometries: a cylindrical indenter
(Sneddon model), a paraboloidal indenter (Hertz model), a conical indenter (Sneddon model), and
a pyramidal indenter (Barber and Billings model). The parameters used for the figures are:
E = 1,000 Pa, ν= 0.5, R = 700 nm, a = 500 nm, θ=45.
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integration was performed for a paraboloid of radius Rc. This introduced a slight
discontinuity in the numerical solutions for the contact radius. To avoid this dis-
continuity, the cap width is better defined by b=Rc tan θ= , i.e. by assuming a pa-
raboloid, and not a sphere, emerging tangential to the pyramidal faces. This new
definition does not invalidate the original approximation but makes the solution
self-consistent.

The emergence of new tip geometries becoming commercially available, such as
blunted cylinders or hemispheres, makes the use of the approximate methods pro-
posed above increasingly useful. Moreover, the complexity of the biological samples
often requires further corrections. In some cases, the Hertzian requirements are not
fulfilled on some systems or are too restrictive to describe the complex materials like
biological samples, among others. Several additional theoretical approaches have
been formulated to overcome the limitations of Hertzian mechanics in describing
more realistic systems, and the most relevant to describe the biological samples are
summarized in the following paragraphs.

Figure 2.2.5: Schematic drawing of the the blunted pyramidal probe model, where θ in the angle of
the pyramid, Rc the blunt tip radius of curvature, δ the indentation, b the point of transition
between the pyramidal and the parabolical shape, h and h✶ the characteristic height of the
blunted tip. Reproduced with permission from Rico et al. (2005).

Table 2.2.1: Principal force–indentation equations for different probe geometries.3

Probe geometry Force–indentation function, F(δ) Reference Limits of
validity

Paraboloid of
curvature / R
(radius R)

F = 4
ffiffiffi
R

p

3
E

1− ν2ð Þδ
3=2

Hertz () δ≪ R

 Fsphere has to be identified with Eq. 2.2.13 , Fcylinder has to be identified with Eq. 2.2.12 and Fcone
has to be identified with Eq. 2.2.24. and FHertz has to be identified with Eq. 2.2.20.
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Table 2.2.1 (continued)

Probe geometry Force–indentation function, F(δ) Reference Limits of
validity

Sphere
of radius R and
radius of
contact a

F = Es
2 1−ν2ð Þ a2 +R2	 


ln
R+a
R−a

� �
−2Ra

� �
δ= 1

2
a ln

R+a
R−a

� �
Sneddon () a ≤ R

Flat-ended
cylinder of
radius a

F = 2a
E

1− ν2
δ Love (),

Sneddon (),
Rico ()

δ≪ a

Cone of semi-
included angle θ

F = 2 tanθ
π

E
1− ν2

δ2 Love (),
Sneddon ()

δ≪ tanθ

Blunted n-sided
pyramidal
probe4 F ¼

4
ffiffi
R

p
3

E
1−ν2ð Þδ

3=2 a<b
spherical cap

f n;δ;a;bð Þ E
1�ν2ð Þ

a>b
blunted n�sidedregular

pyramid

8>>><>>>:
In the limit b !0: n-sided regular pyramid

F = 2tanθ
n sin π

n

	 
	 
 E
1− ν

δ2

δ= 2
n sin π

n

	 
 tanðθÞδ

Rico (),
Barber and
Billings ()

h*<δ≪1
Fsc ′ = Fp′
when
a= b

Needle
F = Fsphere δð Þ δ≤ δc

Fsphere δcð Þ+ Fcylinder δ− δcð Þ δ> δc

�
Garcia and
Garcia ()

δ≪ R
δ≪ a

Nanowire
F = Fcone δð Þ δ≤δc

Fcone δcð Þ+Fcylinder δ−δcð Þ δ>δc
�

Garcia and
Garcia (a)

δ≪ tanθ
δ≪ a

Sphere of radius
R and radius of
contact a
suitable also for
large
deformations

F = FHertzΩðγðδ;RÞÞ with
ΩKontomaris = c1 +

X6
k = 2

3
2k

ckγ
k − 3

2 or

ΩMüller =1−
1
2
γ−

1
840

γ2 −
1

15120
γ3

+ 1357
6652800

γ4

(Kontomaris and
Malamou,
a;
Müller et al.,
)

γ= δ=R

4 The function f n, δ, a, bð Þ= 2ðδa− n
π sin

π
n

	 

a2

2 tan θ
π
2 ---arcsin

b
a

	 

− a3

3Rc
+ a2 − b2ð Þ12ðnπ sin π

n

	 

b

2 tan θ + a2 − b2
3Rc

ÞÞ,
δ− a

tanθ
n
πsin

π
n

	 
 π
2−arcsin

b
a

	 

+ a
Rc

a2−b2ð Þ1=2−a
h i

=0 and b=Rc cos θ for an emerging sphere or b= Rc
tan θ for an

emerging paraboloid, h✶ = b2
2Rc

, the condition Fsc′ a=bð Þ= Fp′ is valid when there is a smooth transition

between spherical cap and pyramidal tip shape.
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2.2.3 Models Considering Finite Sample Thickness
(Bottom Effect)

One of the Hertzian model’s assumptions, as previously explained, is the infinite
sample thickness (assumption number 5). In the case of biological samples, such as
a thin lipid layer or a cell, this assumption does not always hold. Indeed, often in
experimental conditions, cells featuring thin sections are grown on rigid substrates.
In this case, when the indentation δ cannot be considered as being much smaller
than the sample thickness h, the stress distribution is influenced by the presence of
a stiffer substrate below the sample.5 To correct for this bottom effect, advanced
force–indentation relationships for different tip geometries and sample configura-
tions have been proposed.

2.2.3.1 Bottom Effect Correction for a Paraboloid

A solution was proposed by Dimitriadis et al. (2002) for this problem in 2002 for the
case of a spherical probe or, more formally, of a paraboloid of revolution. Before Di-
mitriadis’ model, other solutions for the bottom effect correction were formulated by
Popov (2013), Tu and Gazis (1964), Dhaliwal and Rau (1970), Chen and Engel (1972),
and Aleksandrov (1968, 1969), but these calculations required extensive numerical
computation, and the Aleksandrov analytic solution is not valid for incompressible
materials with Poissson’s ratio ν = 0.5. Thus, it is not suitable for biological samples
that contain a large amount of water. Indeed, the difficulty in formulating a conve-
nient approach for routine use, to correct the bottom effect, is due to the intrinsic
nonlinearity of the problem whereby the applied total force in the z direction depends
on the distribution of pressure, and thus on the contact area. Dimitriadis et al. solved
this issue by dividing the problem of integral equations into a hierarchy of simplified
subproblems; simpler integral equations that can be solved analytically using the
method of images.

In Dimitriadis’ work, two different cases are studied:
– the sample is not bonded to the supporting substrate
– the sample is bonded to the supporting substrate

In the first case, the authors used the method of images to construct an approxi-
mate solution, while in the second case, they first derived the Green’s function and
then used it to compute an explicit expression of the force versus indentation rela-
tionship, following the same procedure as in the first case.

 As a rule of thumb, δ < 0.2 h (Dimitriadis et al., 2002) is often used as a threshold for ignoring the
contribution of the underlying hard substrate.
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The method of images is based on the idea that any solution of an integral
equation that satisfies the appropriate boundary conditions, like eq. (2.2.4), is the
unique solution. The interface between the sample and the rigid substrate is consid-
ered a singularity where the solution of the problem is unknown.

The authors assumed a sample of thickness h extending in the x-y plane and
supported on a rigid substrate located at z = − h. The force application is the same
as in the Hertz model described earlier, but it is assumed that the rigid boundary
modifies the pressure distribution. The authors combine multiple images of the
probe that apply normal forces on planes located at distances corresponding to
multiples of 2h from the surface of the force application. Thus, an infinite number
of images emerge, each representing an infinite half-space with a known solution.
This procedure is carried out on an infinite sequence of images.

As in the Hertz model, s is the distance between the source and the observation
point, s= rj j= r2 + r2s − 2rrs cosϕ. For a general image at z = 2nh, n=0, 1, 2, . . ., the
Green’s function from eq. (2.2.2) becomes:

Gn sð Þ= − 1ð Þn 1+ ν
2πE

z2

ðs2 + z2Þ32
+ 2 1− νð Þ
ðs2 + z2Þ12

( )
z = 2nh

n=0, 1, 2, . . . (2:2:27)

The total Green’s function of all the images is then:

Gtot sð Þ=
X

n=0, ± 1, ± 2, : : : Gn sð Þ (2:2:28)

If we assume that the sample is not bonded to the supporting substrate, the surface
in contact with the rigid substrate is free to slide horizontally, that is, there is no
friction and no adhesive contact between the sample and the support.

The region of interest of the original problem is only the probe contact region at
the surface of the sample. Accordingly we can assume that s≤ h, especially if the
thickness of the sample is larger than the radius of the probe, and that the strain is
small. The strain is defined as the ratio between the deformation and the original
height or thickness of the body, in a direction parallel to the applied force. Thus, in
our case, we can define the parameter ε= δ=h, which is small and can be regarded
as a strain. At this point, we can expand the Green’s function in a Taylor series, in
terms of ε:

Gtot sð Þ=G∞ sð Þ 1+ εα sð Þ+ ε3β sð Þ+ ε5γ sð Þ+ � � �	 

(2:2:29)

where

G∞ sð Þ= 1− ν2ð Þ
πE

1
s

� �
is the Green’s function for the surface indentation of an infinite half-space and the
higher order terms correct for the bottom effect. The coefficients of this series de-
pend on the Poisson’s ratio ν aswell:
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α sð Þ= α0 νð Þ s
δ
, β sð Þ= β0 νð Þ s

δ

� �3
, γ sð Þ= γ0 νð Þ s

δ

� �5
, . . . (2:2:30)

The expressions of the coefficients α0 νð Þ, β0 νð Þ, and γ0 νð Þ can be found in the origi-
nal work by Dimitriadis et al. (2002).

Since the probe is spherical and we assume negligible long-range interactions,
the displacement field will follow the shape of the probe and eq. (2.2.4) becomes:

δ−
r2

2R
=
ðð
A

P rsð ÞGtot sð ÞdA (2:2:31)

where the Green’s function Gtot sð Þ is given by eq. (2.2.29). The contact area and, ac-
cordingly, the contact radius are assumed to be independent of h, because the ra-
dius of the probe is smaller than the sample thickness. Thus, the presence of the
rigid substrate modifies the pressure profile without affecting the contact area. It is
then reasonable that the pressure profile depends on the small parameter ε. Ex-
panding it in Taylor series as before for Gtot:

P rsð Þ= P∞ rsð Þ 1+ εα sð Þ+ ε3β sð Þ+ ε5γ sð Þ+ � � �	 

(2:2:32)

Through the substitution of eq. (2.2.32) into eq. (2.2.31), we obtain a series of integral
equations of different orders for P∞, P1, P2, P3, etc. Each order problem can be
solved separately. The first order problem solution is exactly the Hertz model of a
rigid spherical probe indenting an infinite half-space (eq. (2.2.6)). Calculating the
solutions of the integral equations until the fourth order, the expression of the force
is a function of the indentation of a spherical probe indenting an infinite half-space
multiplied by a series of terms correcting for the finite thickness or bottom effect:

F= 4
ffiffiffi
R

p

3
E

1− ν2ð Þδ
3=2 1−

2α0
π

χ+ 4α02

π2 χ2 −
8
π3 α03 +

4π2

15
β0

� �
χ3 + 16

π4 α04 +
3π2

5
β0α0

� �
χ4

� �
(2:2:33)

where χ =
	
a=h



=

ffiffiffiffiffiffi
Rδ

p
=h.

Equation (2.2.33) is the finite thickness solution for a parabolic probe (closely
approximates a spherical probe), valid whether the sample is bonded to the sub-
strate or not. The difference between the two cases consists in the parameters α0
and β0, which depend on the Poisson’s ratio ν.

Noticeably, the bottom effect correction does not depend trivially on the ratio
of the vertical lengths δ and h, but on the ratio of the horizontal dimension of the
contact – the contact radius a to the sample height h. The correction, therefore, con-
siders the propagation of the strain and stress fields into the bulk volume of the
sample, and not only their vertical extension. Therefore, we must expect stronger
finite-thickness effects for large spherical-parabolic probe with respect to sharp
ones.
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For most biological samples, we can assume ν=0.5. In this case, the equations
for bonded and not bonded samples become:

Sample not bonded:

F = 16
ffiffiffi
R

p
E

9
δ3=2 1+0.884χ +0.781χ2 +0.386χ3 +0.0048χ4
� �

(2:2:34)

Sample bonded:

F = 16
ffiffiffi
R

p
E

9
δ3=2 1+ 1.133χ + 1.283χ2 +0.769χ3 +0.0975χ4
� �

(2:2:35)

The curves corresponding to these bottom-corrected equations are shown in Figure
2.2.6 and compared with the Hertz model. When comparing these two equations,
the apparent stiffness of the sample is larger for the bonded case, which corre-
sponds with intuition, since the sample is not allowed to slide laterally.

For the intermediate case, in which only some parts of the sample are bonded,
we can replace eqs. (2.2.34) and (2.2.35) with a similar equation in which the numer-
ical coefficients are the average of the corresponding coefficients in the two cases;
this can be appropriate for cells that adhere locally to a substrate through dynami-
cally forming focal adhesion complexes (Gavara and Chadwick, 2012).

Clearly, for any given tip radius, there is a limited range of thickness and indenta-
tion for which eqs. (2.2.34) and (2.2.35) are valid. In order to respect the assumption of
linear elasticity of the material, the maximum total strain should never exceed 10%, or
δ≤0.1 h. We can consider that the bottom effect correction is required if the first term
of the series adds at least to 10% of the force. For the bonded case, this means that

Figure 2.2.6: Force–indentation curve of bottom effect model in the case of sample bonded and
unbonded in comparison to the Hertz model for a parabolic intender with curvature radius R = 1 μm,
sample thickness h = 5 μm, and Young’s modulus E = 1 kPa.
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1.133χ ≥0.1, with χ =
ffiffiffiffiffiffi
Rδ

p
=h,which implies h≤ 12.83R. Thus, for sample thickness with

h> 13R, the infinite half-space assumption can be considered a good approximation.
At the same time, to safely use this model, h cannot be much smaller than R.

Indeed, the parameter χ of this series has to be small enough. If χ is too large, the
series expansion may lose accuracy and could diverge. The series converges if χ ≤ 1,
which implies h≥0.1 R.

The previous formulation assumes Hertzian contact area (a=
ffiffiffiffiffiffi
Rδ

p
), which is

not necessarily given. Considering that the contact area at each indentation point
follows ∂F δ, að Þð Þ ∂a= Þ=0ð , Garcia and Garcia (2018b) found that the equivalent of
eq. (2.2.33) for a bonded sample presents slightly different correction terms:

F = 16
ffiffiffi
R

p
E

9
δ3=2 1+ 1.133χ + 1.497χ2 + 1.469χ3 +0.755χ4
� �

. (2:2:36)

which imposes a stronger correction.
If the sample is very thin, h≤0.1R, these models do not describe the physics of

the problem, and the following formulas obtained in Chadwick (2002) should be used.

Sample not bonded:

F = 2π
3

� �
E

ffiffiffiffiffiffiffiffi
Rδ3

p
χ (2:2:37)

Sample bonded:

F = 2π
3

� �
E

ffiffiffiffiffiffiffiffi
Rδ3

p
χ3 (2:2:38)

In conclusion, the bottom effect correction is necessary to avoid an overestimation of
the Young’s Modulus when the sample thickness is not infinite. If the sample is too
thin compared to the radius, approximately h ≤ 13 R (Dimitriadis et al., 2002), the rigid
substrate blocks the propagation of the stress field induced by the tip in the sample.
This phenomenon affects the distribution of the pressure and decreases the deforma-
tion of the sample, with a consequent increase in the apparent Young’s Modulus E.

It should also be noted that the bottom effect correction allows to consider in the
analysis, those thinner regions of the sample (like the peripheral extensions and lamel-
lipodia in the cells), where usually the estimation of the Young’s modulus is inaccurate.

Besides, the vertical spatial constraint represented by the substrate supporting
the system under study, it can also be assumed that lateral confinement and bound-
aries produce similar effects, for which analytical corrections are not available, but
only FEM simulations are available (Garcia and Garcia, 2018, supplement material).
This can be relevant, for example, for the nanomechanical characterization of cells in
a confluent layer, where strong cell–cell interactions determine lateral boundaries,
which can interfere with the strain field induced by the indenter, especially when
large spherical probes are used.
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2.2.3.2 Bottom Effect Correction for Other Geometries

In the case of other tip geometries, like conical and pyramidal, the pressure distri-
bution P rð Þ for the bottom effect correction can be approximated, as explained be-
fore, knowing the expression of the work Fδ for a flat cylinder probe and using
Betti’s reciprocal theorem, and then the Rayleigh-Ritz approximation. The pressure
distribution can then be computed using the integral equation:

δ=
ðð
A

P rð ÞGtot sð ÞdA (2:2:39)

Using the Green’s function described above for finally finding the force as a function
of the contact radius. Finally, the contact radius can be found by imposing ∂F

∂a =0.
The full development to correct the bottom effect of a bonded sample of finite thick-
ness for a conical probe was formulated in the work of Gavara et al. (2016). However,
according to later works, the solution provided was not convergent, probably due to
a typographical error (Garcia and Garcia, 2018b; Managuli and Roy, 2018). Following
the same approach, slightly different factors were found, which lead to a convergent
series of the force F (more details in the supplementary materials of Garcia and Gar-
cia, 2018a). We provide here the solution reported by Garcia and Garcia for a cone:

F = 8 tan θ
3π

Eδ2
"
1+0.721 tan θ δ

h
+0.650tan2θ

δ
h

� �2
+0.491tan3θ

δ
h

� �3
+

+0.225tan4θ
δ
h

� �4
+O

δ
h

� �5 !#
(2:2:40)

Following the same approach, Garcia and Garcia also reported the solutions for a parab-
oloid, extending the solution for the case of non-Hertzian contact radius (as described
above), and for a flat-ended cylinder of radius a. Interestingly, for a flat-ended cylinder,
the force–indentation relationship remains linear for finite sample thicknesses. The
principal force–indentation solutions for bottom effect correction for different geometri-
cal probe models are shown in Table 2.2.2. Other solutions for the indentation of differ-
ent probe geometries indenting thin samples, with their own limitations, can be found
in the literature (Akhremitchev and Walker, 1999, Long et al., 2011, Yang, 1998).

Recent developments have established the use of soft substrates for cell culture.
In that case, a bottom effect correction may be needed to prevent underestimation
of cell mechanics. Solutions have been provided for the case of two-layered elastic
substrates, which might be important for the accurate estimation of the Young’s
modulus of living cells growing on soft hydrogels (Doss et al., 2019). In the case of a
thin sample with Young’s modulus E1 placed on a softer substrate with Young’s
modulus E2, where E1 > E2, the force–indentation relation is described by the follow-
ing equation, obtained by Doss et al.:
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Table 2.2.2: Principal force–indentation equations for the bottom effect corrected models for
different probe geometries.6

Probe geometry Force–indentation function, F(δ) Reference Limits of
validity

Paraboloid of
curvature / R
(radius R)
Sample not
bonded

F = 16
ffiffiffi
R

p
E

9
δ3=2

1+0.884χ +0.781χ2 +0.386χ3 +0.0048χ4½ �

Dimitriadis
et al. ()

χ =
ffiffiffiffiffiffi
Rδ

p
/h≪ 1

Paraboloid of
curvature / R
(radius R)
Sample bonded

F = 16
ffiffiffi
R

p
E

9
δ3=2

1+ 1.133χ + 1.283χ2 +0.769χ3 +0.0975χ4½ �

Dimitriadis
et al. ()

χ =
ffiffiffiffiffiffi
Rδ

p
/h≪ 1

Cone of semi-
included angle θ
or pyramid

F = 8 tanθE
3π

δ2 1+0.721 tanθχ +0.650tan2θχ2
�

+0.491tan3θχ3 + +0.225tan4θχ4 +O χ5ð Þ�

Gavara et al.
(), Garcia
and Garcia
(a)

χ = δ/h≪ 1

Sphere
(paraboloid very
close to a sphere
of radius R)

F = 16
ffiffiffi
R

p
E

9
δ3=2

1+ 1.133χ + 1.497χ2 + 1.469χ3 +0.755χ4½ �

Garcia and
Garcia (a) χ =

ffiffiffiffiffiffi
Rδ

p

h
� 1

δ≪ R

Flat-ended
cylinder of
radius a

F = 8aE
3

δ

1+ 1.133χ + 1.283χ2 +0.598χ3 +0.291χ4½ �

Garcia and
Garcia (a)

χ = a
h
� 1

Needle
F = Fsphere δð Þ δ≤ δc

Fsphere δcð Þ+ Fcylinder δ− δcð Þ δ> δc

�
Garcia and
Garcia (a)

ffiffiffiffiffiffi
Rδ

p

h
� 1

a
h
� 1

δ≪ R

Nanowire
F = Fcone δð Þ δ≤ δc

Fcone δcð Þ+ Fcylinder δ− δcð Þ δ> δc

�
Garcia and
Garcia (a)

a
h
� 1

δ/h ≪ 1

Paraboloid of
curvature / R
(radius R)
Layered soft
elastic substrate

F = 16
ffiffiffi
R

p
E1

9
δ3=2

0.85χ + 3.36χ2 + 1

0.85χ + 3.36χ2ð Þ E1
E2

� �0.72−0.34χ +0.51χ2
+ 1

0BB@
1CCA

Doss et al.
()

χ =
ffiffiffiffiffiffi
Rδ

p
/h≪ 1

E1 > E2

6 The difference of the needle and nanowire models between Tables 2.2.1 and 2.2.2 is that in
Table 2.2.1 Fsphere, Fcylinder, and Fcone are not bottom effect corrected, while in Table 2.2.2 they are
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F = 16
ffiffiffi
R

p
E1

9
δ3=2

0.85χ + 3.36χ2 + 1

0.85χ + 3.36χ2ð Þ E1
E2

� �0.72−0.34χ +0.51χ2
+ 1

0BB@
1CCA (2:2:41)

Recently, Rheinlaender et al. proposed a model for the indentation of a living cell
on a soft substrate. The model assumes a uniform deformation of the cell contact
area, and was validated for the case of large spherical tips, which causes not only
an indentation of the cell but also a coupled indentation of the soft substrate
(R ≫ hcell) (Rheinlaender et al., 2020).

2.2.4 Viscoelastic Models

Living cells have a viscous, liquid-like component, and an elastic, solid-like compo-
nent, both coupled and arising from the complex filament network of the cytoskele-
ton within the cytosol (Fabry et al., 2001, Rigato et al., 2017). Thus, cells are
viscoelastic, and such are many other systems that can be studied by AFM or other
indenters. When a force is applied on a purely elastic material, there is no dissipa-
tion of energy and response to the force is instantaneous. On the contrary, when
the sample is viscoelastic, there is a loss of energy inside the material and the re-
sponse of the sample to the external stimulus is delayed. Therefore, viscoelasticity
is a time-dependent anelastic behavior of materials.

The viscoelastic response of complex systems, such as cells or tissues, formed
of different types of polymers, often occurs over a wide range of time scales and
comprises a continuum of relaxation times. Dissipative stresses inside the material
can be due to the structure and mechanical properties of the polymeric network,
but may also be an effect of the flow of liquid through the porous matrix (Moeen-
darbary et al., 2013, Kalcioglu et al., 2012).

Unlike purely elastic materials that recover their shape after the applied load is
removed, and unlike purely viscous materials that remain in the deformed state
after the applied load is removed, viscoelastic materials present a superposition of
these two properties. Such a behavior may be linear (stress and strain are propor-
tional) or nonlinear. We will only consider the linear viscoelastic regime. Viscoelas-
ticity is observed as a combination of both recoverable elastic and permanent

corrected for the bottom effect, thanks to the multiplication with the Taylor series coefficient. More-
over, we added to this table two models for a paraboloidal probe by Dimitriadis et al. and Garcia
et al. because both are valid models, but they present some differences: the Garcia et al. model is
valid when the paraboloid is closer to a sphere and the force values are higher than in the Dimitria-
dis et al. model, if the same parameters are used. This is well explained in the supplementary mate-
rials of Garcia and Garcia (2018).
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viscous deformation. Nearly all biopolymer solutions, cells, and biological tissues
exhibit viscoelasticity.

So far, we have been focusing on the approach curve to fit the contact elastic mod-
els. This may be partially due to a historical choice motivated by the fact that the re-
traction curve often features adhesion events that may affect the fitting procedure and
the final results (Radmacher et al., 1996). In addition to the presence of adhesive fea-
tures, as observed in Figure 2.2.1, the approach and retract curve may not overlap, the
force in the retract trace typically being lower. Excluding the presence of plastic defor-
mations, which is reasonable for relatively small indentations, this reflects some kind
of dissipation during the whole cycle, likely due to the viscoelastic nature of cells. In-
deed, the opening of the approaching-retracting force curve loop typically increases as
the ramping frequency increases. Different types of approaches can be applied to de-
termine the dynamic response of materials. Mainly, two types of experiments are car-
ried out: oscillatory experiments (an oscillatory strain or stress is applied and the
resulting stress or strain, respectively, is measured) at a constant frequency or sweep-
ing over a frequency range, and creep experiments (stress is applied and kept con-
stant, while strain over time is measured) or relaxation experiments (strain is applied
and kept constant, while the stress over time is measured) (Alcaraz et al., 2003, Ma-
haffy et al., 2000). In this section, we will focus on the recent solutions describing the
shape of the force–distance curves on a viscoelastic material. Recent AFM applications
of theoretical developments have led to a set of equations that allow a complete fit of
the loading and unloading force curves (or approach and retract), taking into account
a viscoelastic response of the sample.

There are various approaches to determine the viscoelastic force–indentation re-
lationship of a viscoelastic sample – some using numerical integration and others
using analytical approximations – all based on the seminal works by Graham (1965),
Lee and Radok (1960), and Ting (1966) and more recent work by Brückner et al.
(2017), Garcia et al. (2020), Efremov et al. (2017, 2019). We will follow here the ap-
proach recently reported by Brückner and co-workers, which provides an analytical
solution assuming constant indentation velocity and power law rheology. The gen-
eral approach requires solving two problems, one for the loading part and another
for the unloading part. Brückner and coworkers assumed a linear indentation ramp
that leads to a maximum in the contact radius upon loading, and then decreases
upon unloading. The solution uses equivalent elastic contact mechanics, with the
elastic modulus being a function of the loading history. Thus, it requires the defini-
tion of the viscoelastic response of the sample. As shown earlier for a number of cell
types and tissues, using AFM and other techniques, the viscoelasticity of living cells
and extracellular matrices is well described by a power law relaxation function,
E tð Þ=E0Ψ tð Þ=E0 t=t0ð Þ− β, both at low and at high frequencies (Balland et al., 2006,
Fabry et al., 2001, Jorba et al., 2017, 2019, Rigato et al., 2017). Thus, we will limit our
description to the solution of a material exhibiting such a power law response. While
solutions have been proposed for other viscoelastic relaxation functions Ψ tð Þ, such
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as standard linear solid or Kelvin–Voigt models, their application to living cells is
limited (Garcia et al., 2020, Garcia and Garcia, 2018c, Greenwood, 2010).

All proposed approaches depart from the definition of time-dependent force (F
(t)) that in turn depend on the time-dependent Young’s modulus (E(t)):

F tð Þ= ~C− 1
ðt
0

E t − τð Þ ∂δ tð Þn
∂τ

dτ (2:2:42)

where E tð Þ= E0ψ t − τð Þ, with ψ being the relaxation function describing the visco-
elastic response of the material, δ is the indentation, and the pre-factor ~C and the
exponent n are constants that depend on the tip geometry as defined below. Actually,
they are given by the force and indentation in the equivalent contact elastic model
(e.g., n = 2 for a cone, n = 3/2 for a paraboloid of revolution).

To determine the prefactor ~C and the indentation, Brückner et al. (2017) use the
approach by Popov for an arbitrary axisymmetric punch of profile f(r) that relates
the indentation up to a time t = tm (time of maximum contact radius a(tm) = amax)
with the time dependent on the contact radius (Popov, 2010):

δ tð Þ= a tð Þ
ða tð Þ

0

f ′ rð Þdrffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 tð Þ− r2

p (2:2:43)

This assumes a monotonically increasing contact radius, which is achieved for the
case of a linear indentation ramp δ tð Þ= v0t. The force is then given by

F tð Þ= 2E0

ðt
0

ψ t − τð Þ ∂

∂τ

ða τð Þ

0

f ′ rð Þr2drffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 τð Þ− r2

p
0@ 1Adτ (2:2:44)

The indentation profiles for a cone, a paraboloid, and a flat cylinder have been de-
fined above.

For a cone

δ tð Þ= π
2

� �
a tð Þcotα, ~Cc =

π 1− ν2ð Þ
2 tan α

, and n= 2 (2:2:45)

For a paraboloid of revolution

δ tð Þ= a2 tð Þ
R

� �
, ~Cp =

3 1− ν2ð Þ
4
ffiffiffi
R

p , and n= 3
2

(2:2:46)

and for a flat-ended cylinder of radius acp , the indentation does not depend on the
contact radius and, therefore, we can simply use ~Ccp = 1− ν2

	 

=2acp .

In principle, the loading trace can be generalized for a nonaxisymmetric punch
by defining the appropriate punch profile, depending on the azimuthal angle f(r)
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and using the Rayleigh–Ritz approximation of the contact area. Although not rigor-
ously developed, the symmetry of the problem suggests a possible approximation
using such an approach. Indeed, in the work of Brückner and coworkers, the au-
thors assumed that for a regular four-sided pyramid, the final solution will be the
same as for a cone, but with a different geometrical prefactor δ tð Þ=

ffiffiffi
2

p
a tð Þcotα, and

C= 1.342 1− ν2
	 


tan α
� 
	

is obtained from the numerical solution by Bilodeau (1992),
or ~Cpyr =

		 ffiffiffi
2

p 	
1− ν2




=tan αÞfrom the analytical approximation by Barber and Bill-

ings (1990).
As mentioned earlier, the relaxation function is assumed to follow a power law

response with ψ tð Þ= 	t=t0
− β, that is, E tð Þ=E0
	
t=t0


− β. Thus, from eq. (2.2.41), for
the loading or approach trace7 for a cone, they obtain

Fa tð Þ= v02

~Cc

ðt
0

E0
t − τ
t0

� �− β

τdτ= 2
v02

~Cc
E0

t0β

2− 3β+ β2
	 
 t2− β

= 2
v02

~Cc
E0

t0βΓ 2½ �Γ 1− β½ �
Γ 3− β½ � t2− β = 2

E tð Þ
~Cc 2− 3β+ β2
	 
 δ2 tð Þ (2:2:47)

For a paraboloid

Fa tð Þ= v0
3
2

~Cp

ðt
0

E0
t− τ
t0

� �− β
τ1=2dτ= v0

3
2

~Cp
E0

t0β3
ffiffiffi
π

p
Γ 1−βð Þ

4Γ 5
2 −β
	 
 t

3
2− β = 3E tð Þ ffiffiffi

π
p

Γ 1−βð Þ
~Cp4Γ 5

2 −β
	 
 δ3=2 tð Þ

(2:2:48)

And for a flat-ended cylinder

Fa tð Þ= v0
~Ccp

ðt
0

E0
t − τ
t0

� �− β

dτ= v0
~Ccp

E0
t0β

1− βð Þ t
1− β = E tð Þ

~Ccp 1− βð Þ δ tð Þ (2:2:49)

Calculation of the unloading trace requires knowledge of the time t1 < tm at which
a(t) = a(t1) for t > tm. Again, assuming unloading with a linear indentation ramp at the
same rate, than during loading, going from tm until δ(t) = 0. Thus, the indentation
follows δ tð Þ= v0 2tm − tð Þ and the contact radius decreases monotonically for t > tm
from the maximum at t = tm with the condition to find t1(t) beingðt

t1 tð Þ

ψ t − τð Þ ∂δ tð Þ
∂τ

dτ=0 (2:2:50)

Substituting the form of δ tð Þ and solving Ψ tð Þ= 	t=t0
− β leads to
7 In the loading or approach trace equations, the expression

Γ 2½ �Γ 1− β½ �
Γ 3− β½ � = 1= 2− 3β+ β2

	 

, the same

also for the unloading or retract trace equations.
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t1 tð Þ= t − 2
1

1− β t − tmð Þ (2:2:51)

A relevant assumption of this approach is that the contact area increases monotoni-
cally with time, which is important for using Lee and Radok’s (1960) viscoelastic cor-
respondence principle. Thus, as developed by Ting, the retract trace is derived from
the approach elastic solution, with an increasing contact area equation (2.2.43), but
with the integration going from 0 to t1(t). Thus, for a cone, we obtain

Fr tð Þ= 2
v02E0t0βeCc 2− 3β+ β2
	 
 2 t 2− βð Þ+ 2

1
1− β 1− βð Þ t − tmð Þ

� �
t − tmð Þ1− β − t2− β

� �
(2:2:52)

For a paraboloid, the retract expression would involve ordinary hypergeometric
functions (2F1):

Fr tð Þ= 3v0
3
2E0t0β

~Cp 3+ 4 β− 2ð Þβð Þ t
− 1=2
1 t − t1ð Þ1− β 2β− 1ð Þt1 − t + 2F1 1, 1

2
− β, 1

2
, t1
t

� �� �
(2:2:53)

And for a flat-ended cylinder

Fr tð Þ= v0
~Ccp

E0
t0β

1− βð Þ t1− β − 2 t − tmð Þ1− β
� �

(2:2:54)

As noticed by Ting, the contact radius is given by the indenter shape during load-
ing, but it also depends on the material properties during unloading.

The loading and unloading trace equations for the viscoelastic model obtained
by Brückner et al. are recapitulated in Table 2.2.3. In principle, the above approach
should be also valid for the case of different loading and unloading velocities. As
mentioned earlier, the developed models assume a linear indentation ramp. This is
an important assumption. This condition was verified by the authors in AFM meas-
urements on cells, concluding that it will be valid when applying a linear piezo
ramp using relatively stiff cantilevers to indent a soft sample. More practically, the
assumption is valid if the deflection of the cantilever is negligible compared to the
applied indentation. If the linear indentation rate assumption does not hold, nu-
merical approaches have been proposed by Efremov et al. (2017, 2019), including
corrections for the bottom effect, based on the above equations for F(t) and t1 (eqs.
(2.2.47) and (2.2.46)). An analytical approximation for a viscoelastic sample of finite
thickness was also recently reported by Garcia et al. (2020), as introduced in the
next section.

In Table 2.2.3, ~Cp =
	
3 1− ν2
	 


=4
ffiffiffi
R

p
Þ, for a paraboloid, ~Cc = π 1− ν2

	 

=2 tan α

	 

for a

cone ~Cpyr =
ffiffiffi
2

p
1− ν2
	 


= tan α
� �

for a pyramid, ~Ccp = 1− ν2
	 


=2acp
	 


for a flat cylinder.
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2.2.5 Bottom Effect Correction for Viscoelastic
Models

In the previous sections we have seen the importance of probe geometry, sample
thickness, and sample viscoelasticity when mechanical properties of soft materials are
to be obtained from force–distance curves. The contact models explained above con-
sider different probe geometries, sample finite thickness, and sample viscoelasticity.
Both living tissues and cells are viscoelastic, as mentioned earlier, but while tissues
are generally thick compared to the indentation achieved during nanomechanical
measurements, living cells can be very thin and a bottom effect correction is often

Table 2.2.3: Principal force–time equations for the viscoelastic models for different probe
geometries, where F tð Þ is the approach curve and Fb tð Þ is the retract.8

Probe geometry Force–time function, F(t) Reference Limits of
validity

Cone of semi-
included angle θ
or pyramid

Fa tð Þ= 2
~Cc or ~Cpyr

v02E0t0β

2− 3β+β2	 
 t2−β
Fr tð Þ= 2

~Cc or ~Cpyr

v02E0t0β

2− 3β+β2	 

2 t 2−βð Þ+ 2

1
1−β 1−βð Þ t − tmð Þ

� ��
t − tmð Þ1−β − t2−β

�

Brückner et al.
()

Linear, equal
approach and
retract _δ tð Þ

Paraboloid of
curvature / R
(radius R )

Fa tð Þ= v03=2

~Cp
E0

t0β3
ffiffiffi
π

p
Γ 1−βð Þ

4Γ 5
2 −β
	 
 t

3
2−β

Fr tð Þ= 3v0
3
2E0t0β

~Cp 3+ 4 β− 2ð Þβð Þ t
− 1=2
1 t − t1ð Þ1−β

2β− 1ð Þt1 − t + 2F1 1, 1
2 −β, 1

2 ,
t1
t

� �� �

Brückner et al.
() and this
chapter

Linear, equal
approach and
retract _δ tð Þ

Flat-ended
cylinder of
radius a

Fa tð Þ= v0
~Ccp

E0
t0β

1−βð Þ t
1−β

Fr tð Þ= v0
~Ccp

E0
t0β

1−βð Þ t1−β − 2 t − tmð Þ1−β
� �

Brückner et al.
() and this
chapter

Linear, equal
approach and
retract _δ tð Þ

8 We prefer to present in this table the force–time instead of the force–indentation equations be-
cause the viscoelastic model depends on time, as explained before, so it is easier to obtain the ana-
lytical expression of force in function of time from the theory. The conversion from a force–time
curve to a force–indentation curve is straightforward when it is known the waveform that describes
the indentation δ tð Þ.
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needed. Therefore, an accurate determination of cell mechanics across the whole cell
surface requires combining a viscoelastic model with a bottom-effect correction for dif-
ferent probe geometries, to consider at the same time the finite thickness of the cell
and its complex viscoelastic response. Different approaches have been proposed (Dar-
ling et al., 2007).

A simple and practical analytical solution was proposed by Garcia and Garcia
(2018c). In this model, the cell was considered as an incompressible material with a
linear viscoelastic response described by a Kelvin–Voigt model. The authors later
realized that the Kelvin–Voigt model leads to an artifactual jump in the retraction
curve, not observed experimentally in living cells, and proposed the solution for a
power law model (Garcia et al., 2020). Thus, only the model derived from the power
law relaxation function is valid in both loading and unloading traces for living
cells. The universal power law response observed in living cells further justifies this
choice (Fabry et al., 2001).

The proposed development is based on:
1) Betti’s reciprocal theorem and Rayleigh–Ritz approximation to relate pressures

and deformations for different geometries
2) The equivalence principle between elastic and viscoelastic deformation
3) Ting’s method to obtain the force as a function of deformation history
4) Boundary conditions involving a cell adherent on a rigid support

The authors provided analytical solutions for a conical indenter and we refer to the
original article for the specific equations (Garcia et al., 2020).

We have provided relevant contact models to quantify the mechanics of soft,
complex systems from AFM force–distance curves, focusing on the importance of
probe geometry, sample thickness, and energy dissipation. One of the parameters
that we have ignored and that might be relevant is adhesion. This will be briefly
addressed in the following section.

2.2.6 Contact Models Considering Adhesion

As mentioned above, the dissipative response of biomaterials, reflected by hysteresis
between loading and unloading curves, is often due to the viscoelastic response of the
sample. However, adhesion between the probe and the sample may also be at the ori-
gin. Indeed, when working with cells or tissues, adhesion between the AFM tip and
the sample is often observed and tip passivation strategies can be used to minimize it.

On some occasions, probes are functionalized with adhesion proteins to measure
adhesion or non-specific interactions that occur between the tip and the sample. In
that case, the force–distance curves will feature pronounced negative forces upon un-
loading, due to the stretching of the sample through the formed bonds. The analysis
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of this type of curves is generally not carried out using continuum contact elastic
models considering adhesion and might not be convenient for measurements on
cells or tissues, as adhesion is often mediated by discrete adhesion complexes that
are not well described by the formalism required in continuum mechanics. Instead,
non-specific adhesion on macroscopic objects is more prone to this type of analysis.
Nevertheless, it might be useful to know the available models developed in the con-
text of classical non-specific adhesion on macroscopic objects. Moreover, some com-
mercial software use such models. We thus briefly describe here the most known JKR
and DMT contact models, since they may help in better estimating the sample elastic
modulus under conditions of adhesion.

After the initial work by Derjaguin (1934), the first approaches to adhesion be-
tween elastic bodies in contact were developed by Johnson, Kendall, and Roberts
(the JKR model), and by Derjaguin, Muller, and Toporov (the DMT model) (Derja-
guin et al., 1975, Johnson et al., 1971). Tabor discussed the transition from the DMT
to the JKR regime (Tabor, 1977), while Maugis developed a generalized multipara-
metric model (Maugis, 1992, Popov, 2010).

When considering adhesion between two elastic bodies, unlike the develop-
ments explained earlier, in addition to compression stresses, we should consider
tensile traction, mainly generated both outside or inside the contact area, depend-
ing on the adhesive properties of the interacting surfaces and on the size of the con-
tact region. Thus, at zero applied force, the contact area is not zero, but finite.

In this section, we will present two of the most used models: JKR and DMT (Der-
jaguin et al., 1975, Johnson et al., 1971). In general, JKR is valid for large, flexible
spheres, and short-range adhesive interactions. Under these conditions, the leading
contribution to adhesion comes from inside the contact area, and it therefore de-
pends on the applied load. DMT is typically valid for small, rigid surfaces in contact
(or at least one of the two), and/or long-ranged adhesive interactions. Under these
conditions, the contribution to adhesion from outside the contact area is dominat-
ing, and nearly constant (Popov, 2017). Both models consider a spherical indenter
of radius R in contact with a planar surface. Often, the models are presented with
the sphere being the elastic body, while the surface is rigid; but the formulation is
valid for the opposite case too.

The JKR assumes that the energy of the interaction is given by an elastic, storage
term, described by the Young’s modulus (E), and an attractive, dissipative term, de-
scribed by a surface energy (γ),9 acting only within the contact area (Johnson, 1985).
The pressure distribution in the contact area is then assumed to be a superposition of
the Hertzian pressure due to compressive stresses of the elastic body around the center

 In the following formulas, the same surface energy γ is used for both contacting surfaces so that
the work of adhesion W per unit area required to separate the two surfaces is W= − 2γ. This defini-
tion may vary for different references. In the general case of different surface energies γ1 and γ2, the
work of adhesion is W = –(γ1 + γ2–γ12), where γ12 is the interfacial energy.
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and the flat cylinder pressure due to tensile stresses (diverging at the rim of contact)
given by the presence of adhesion forces. By considering the work done in compres-
sion by the pressure and minimizing the total energy at equilibrium, it was found that
in the JKR model, there still exists a formal Hertzian relationship between the contact
radius a and an effective force FJKR, which takes adhesion into account:

FJKR =
4
3
E✶

R
a3 (2:2:55)

with

FJKR = Fn + 6πγR+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12πγRFn + 6πγRð Þ2

q
(2:2:56)

where Fn is the external applied force and E✶ = E 1− ν2
	 
� 
	

is the reduced Young’s
modulus.

Solving for Fn provides a relation between Fn and the contact radius a:

Fn =E✶ 4
3
a3

R
− 4

ffiffiffiffiffiffiffiffiffiffi
πγa3

E✶

r !
(2:2:57)

Notice that the first term in eq. (2.2.57) reminds the Hertz model, but with a larger
contact radius. The second term accounts for the force due to adhesion and de-
pends on the rigidity of the sample (the softer the sample, the larger is the contact
area and the higher is the adhesive force). Because of the adhesion forces, the same
contact radius can be obtained with a smaller external applied force Fn.

In the limit of zero applied force (Fn = 0), the JKR model predicts a finite contact
radius a0:

a0 =
9πγR2

E✶

� �1
3

(2:2:58)

It is possible to apply a negative external force to overcome adhesion. The contact ra-
dius reduces to a critical value, after which the contact is broken and the stress is sud-
denly released (pull-off, PO). The critical pull-off force FJKR,PO can be obtained from eq.
(2.2.56) by noticing that the term under the square root must be nonnegative, that is,
12πγRFn + 6πγRð Þ2 ≥0, and finding the force for which the equality strictly holds:

FJKR,PO = −3πγR (2:2:59)

Interestingly, the pull-off force is independent of the Young’s modulus of the
material.

The pull-off force is typically measured from a force–distance curve, recorded
with the AFM, as the depth of the adhesion well in the retracting branch. In principle,
measuring the pull-off force and knowing the radius of the probe can provide the sur-
face energy γ for both the JKR and the DMT models, through eqs. (2.2.59) and (2.2.65).
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In the JKR model, the contact radius a does not go smoothly to zero, but at pull-
off it is still finite and equal to:

aPO =
9πγR2

4E✶

� �1
3

(2:2:60)

that is, aPO ≈ 0.63a0.
The Hertzian formula a=

ffiffiffiffiffiffi
Rδ

p
does not hold for the JKR model and the follow-

ing equation replaces the Hertzian one:

δ= a2

R
−
2
3

ffiffiffiffiffiffiffiffiffiffiffi
9πγa
E✶

r
(2:2:61)

where the contact radius for a given indentation is larger than for the non-adhesive
case because of the surface energy.

In the case of the JKR model, it is not possible to obtain a single equation relat-
ing the applied force Fn and the indentation δ, as in the Hertz model. Nevertheless,
it is possible to obtain a system of equations, which can be solved recursively to
obtain the force–indentation relationship, similar to the case of the nonadhesive
Sneddon model for the spherical indenter, eq. (2.2.13). This system of equations
consists of eqs. (2.2.57) and (2.2.61). Alternatively, in this system, eq. (2.2.57) can be
replaced by eq. (2.2.62), obtained from eqs. (2.2.56) and (2.2.57) after specifying the
pull-off force, FJKR,PO, using eq. (2.2.59). Equation (2.2.62) has the advantage that it
depends on the measurable forces, Fn and FJKR,PO, and the contact radius a appears
only in the right side:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fn + FJKR,POj j

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FJKR,POj j

p� �2
= 4
3
E✶

R
a3 (2:2:62)

The DMT model is derived from the Derjaguin approximation (Derjaguin, 1934), and
assumes that the adhesion only acts outside the contact area, which is negligibly
small; this assumption leads to a constant adhesive force, Fadh = 4πγR (see foot-
note10), which adds to the external applied force Fn, determining a total normal
force, which causes an increased radius of contact a, as in the case of the JKR
model. In contrast to the JKR case, however, the adhesion force does not increase
with indentation and does not depend on the elastic properties of the sample.

Thus, force versus contact radius relationship is still Hertzian, but with a total
normal force Fn + 4πγR:

 According to the Derjaguin approximation, the force between a curved surface of radius R and a
flat surface is equal to F = 2πRW, where W is the interaction energy per unit area. Assuming W = 2γ
and neglecting the area of the contact, this leads to a constant adhesion force Fadh = 4πγR.
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Fn + 4πγR= 4
3
E✶

R
a3 (2:2:63)

It follows that a force–indentation relationship similar to the Hertz model holds,
with a constant force offset:

Fn =
4
3
E✶ ffiffiffi

R
p

δ
3
2 − 4πγR (2:2:64)

Here, the critical or pull-off negative force, at which the tip detaches from the sam-
ple, is

FDMT,PO = − 4πγR (2:2:65)

and the radius of contact at pull-off is zero, at odds with the JKR case.
The JKR and DMT models are not commonly used for cell and tissue measure-

ments, where it is typically assumed that nonspecific adhesion is negligible but
may help in realizing the effect of adhesion on the measured elastic parameters.
This is particularly true for the DMT model, where only adhesion forces outside the
contact region, that is, over a distance, are considered. Usually this could be due to
van der Waals forces, which act over hundreds of nm and will always be attractive
(except some exotic special cases). Since, in cells, long-range van der Waals forces
are compensated by long-range polymer forces (generated by the glycocalix) of
cells, we expect that this model is not relevant for interactions between cells and
probes. The JKR model, on the other hand, assumes wetting-like adhesion between
the sample and the probe, characterized by a surface energy γ. A wetting-like be-
havior has been described for spreading and adhesion of cells on solid supports by
Sackmann and Bruinsma (2002). However, this process is slow, since it requires dif-
fusion of adhesion molecules on the cell surface, which requires some time to

Table 2.2.4: Force–indentation function of the JKR and DMT models considering adhesion, where Fn
is the applied normal force and FPO is the pull-off force.

Probe
geometry

Force–indentation function, F(δ) Reference Limits of validity

JKR model

Sphere of
radius R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fn + FJKR, POj jp

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FJKR, POj jp	 
2 = 4

3
E*
R a3

δ= a2
R − 2

3

ffiffiffiffiffiffiffiffi
9πγa
E*

q
FJKR, PO = −3πγR

8><>:
Johnson et al.
()
Other probe
shapes
Popov et al.
(b)

Short-range adhesive
interactions
Deformable interface/
large probe (large contact
area)

DMT model

Sphere of
radius R

Fn =
4
3
E*

ffiffiffi
R

p
δ
3
2 − FDMT, POj j

FDMT, PO = −4πγR

Derjaguin et al.
()

Long-ranged adhesive
interactions
Rigid interface/small
probe (small contact area)
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establish. Thus, it is safe to assume for most applications where contact time is
short (below 1 s) that adhesion forces can be neglected in AFM mechanical data.
The force-indentation functions of the JKR and DMT models considering adhesion
are listed in table 2.2.4.

2.2.7 Thin Shells

The theoretical framework described so far to determine the mechanical properties
of living cells assumes a contact between two solid bodies. This has been shown to
be a good description for eukaryotic cells but might not be the case for other types
of cells, such as bacteria or plant cells. In that case, unlike the very compliant
plasma membrane of the eukaryotic cells, bacteria present a rigid cell wall that may
be deformed by bending at very small depths caused by the AFM tip. Thus, the the-
ory described above may not be valid except for a very small indentation depth
(Loskill et al., 2014). In the case of larger deformations, the theory of thin shells has
been used. The simplest model might be that of a convex spherical cap of thickness
h and radius R, loaded by a force F (the AFM tip) at one point. In this context, we
can define two characteristic quantities, the bending stiffness:

K= Eh3

12 1− ν2ð Þ (2:2:66)

and the extensional stiffness:

η= Eh
1− ν2ð Þ (2:2:67)

The relationship between force and deformation can be derived assuming that
bending prevails over stretching and that the deformation δ and thickness h of the
shell are much smaller than the radius of the spherical cap (δ, h≪R), as shown in
figure 2.2.7, (Landau and Lifshitz, 1986):

Figure 2.2.7: Schematic drawing of the thin-film model (inspired from
Landau and Lifshitz, 1986).
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F = 4ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 1− ν2ð Þp Eh2

R
δ. (2:2:68)

As can be seen from the equation above, the force-deformation relationship is linear
in this case, with a slope related to the geometry (R, h) and the mechanical proper-
ties of the shell (E, ν).

This theoretical framework has been used, for example, to determine the stiff-
ness of microcapsules or bacterial cell walls (Arnoldi et al., 2000, Dubreuil et al.,
2003, Fery and Weinkamer, 2007, Gaboriaud et al., 2005). The force-indentation
equation corresponding to the thin shell model is shown in table 2.2.5.

2.2.8 Finite Element Modeling

In the previous sections of this chapter, we presented some of the principal analyti-
cal solutions of contact problems for configurations commonly used in indenter ex-
periments. As we explained, these analytical solutions can be obtained when the
symmetry of the contact between the two bodies allows simplifying the geometry of
the contact problem. This is possible when the external force applied is normal to
the sample’s surface, the probe geometry is axisymmetric, the bodies are isotropic, and
the strains are small (even if some analytical solutions are available for tangent contact
(Popov et al., 2019)). These important assumptions allow the method of dimensionality
reduction (MDR) (Popov and Heß, 2013, 2015) to reduce a three-dimensional contact
mechanics problem to a two-dimensional problem.

This reduction, thus, is not always possible with all the probe geometries and the
analytical solutions described in the previous sections are accurate only within the
limits of validity mentioned for each model. In the cases in which analytical solutions
are difficult to achieve, because of the complexity of the contact problem resulting
from intricate geometries of contacting bodies or from large deformations and nonlin-
ear materials, the most general Bousinnesq problem of stresses and deformations or
strains arising from bodies in contact can often be solved numerically. In these cases,
the stress-strain relation cannot be anymore simplified and in the case of a linear
elastic material, it is described by the following general equation:

Table 2.2.5: Thin shell model force–deformation relationship.

Probe geometry Force–indentation
function, F(δ)

Reference Limits of
validity

Thin spherical shell stiffer than the material
inside with thickness h and radius R

F = 4ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 1− ν2ð Þp Eh2

R
δ

Landau and
Lifshitz ()

δ, h<<R
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σ =D:ε, σij =Dijklεkl (2:2:69)

where σ is the rank-2 stress tensor, ε the rank-2 strain tensor, and D is a rank-4 elas-
ticity tensor. At this point, many contact mechanics problems are described by the
theory of mechanics of continuum bodies, where the structural problem is formu-
lated as a set of differential equations that are satisfied at every point in the do-
main. The system of differential equations is obtained considering the principal
three fundamental laws of mechanics: conservation of mass, conservation of linear
momentum, and conservation of angular momentum.

The principle of the conservation of mass allows a Lagrangian description of
the contact problem; the principle of the conservation of the angular momentum
guarantees that the stress tensor is symmetric; while the principle of conservation
of linear momentum is imposed on an infinitesimal element of a structure to impose
the principle of force equilibrium and obtain a system of partial differential equa-
tions (PDE) along with boundary conditions that is called the boundary-valued
problem (BVP). If the system is conservative, also a variational method based on
the principle of minimum potential energy can be developed to solve the problem.

The principle numerical implementations to solve variational equations or BVP
problems widely used and validated are the finite element method (FEM) and
boundary element method (BEM). While the BEM has been used for general contact
problems, the FEM method is specific to solid mechanics. An exhaustive description
of the numerical methods, with the derivation of all the equations, would need a
specific manual, which goes beyond the aim of this chapter. Accordingly, we briefly
illustrate the basic concept of the FEM method, specific to solid mechanics, and we
refer to more exhaustive works for further details.

The FEM method allows solving partial differential equations in two or three
space variables. FEM analysis is widely used in many fields of physics or mechan-
ical engineering to solve linear or nonlinear problems, which cannot be solved an-
alytically, such as contact problems for the study of the mechanical properties of
new materials, climate models for atmospherical predictions, mechanical prob-
lems related to seismology and geophysics, and many others. Nowadays, the FEM
analysis is used in several fields of industry, such as: biomechanical industry for
the design of new prosthesis, cosmetics, aeronautical or automotive industry to
study the resistance of new materials to heat and impact, for example, in case of
vehicle crash.

The method consists in simplifying a complex problem – dividing a large sys-
tem into smaller subunits (Figure 2.2.8), for which the solution is simpler. The small
subunits are called finite elements.

The subunits are obtained thanks to a discretization of the space in two or three
dimensions, implementing a mesh of the object with finite number of points, which
is the domain of the unknown function. Indeed, for each finite element, simpler
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equations are defined, which are then assembled in a large system of algebraic
equations over the entire domain.

The finite elements are connected through nodes to the adjacent elements. The
variational equation solution of each finite element is then not solved analytically,
but it is approximated in a polynomial form for the solution to the entire problem.
The approximate solution u(x) is expressed as a sum of a number of functions that
are called trial functions, as shown in figure 2.2.9. The FEM analysis applied in con-
tact mechanics can answer the following questions: (1) if two or more bodies are in
contact, (2) where is and what is the region of contact, (3) how much force and pres-
sure is distributed in the contact interface, (4) the magnitude and distribution of
the strains in the material due to the stresses, and (5) the relative motion in general
of the bodies after the contact. Therefore, the FEM method can be very useful to

Figure 2.2.8: Example of a finite element simulation for a rigid indenter indenting orthogonally a
soft semi-infinite half space in the case of large deformations, using finite element package
ANSYS. The figure was reproduced from Wu et al. (2016).

Figure 2.2.9: Graphical representation of the linear approximation for the function u(x) with the
finite element method used to solve a one-dimensional problem. Adapted from Wu et al. (2016).
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study contact problems that cannot be solved analytically. It can also be used as a
supportive study to validate a contact mechanics analytical model. Indeed, FEM
analysis can provide some additional information, for example, the lateral displace-
ments due to the probe indentation of a soft material, which are not considered in ana-
lytical models due to the assumption of perfect normal penetration of the indenter.

In many recent works, in which contact mechanics models are developed, the
results of the analytical model are compared to those obtained, thanks to a FEM
analysis, in order to validate the analytical model. For example, in Doss et al.
(2019), Efremov et al. (2017), and in Garcia et al. (2018), the FEM simulations were
used to compare different models (or just numerical, or numerical and analytical
relationships) to then choose the theoretical approach that could better model the
experimental data.

The principal steps for the contact analysis with FEM method are:
1. Defining the problem geometry and the contact pairs and types
2. Searching for the contact point
3. Calculating contact force and tangent stiffness

The detailed explanation of these three steps and the relative equations are described
in a comprehensive but didactic manner in the book Introduction to Nonlinear Finite
Element Analysis by Nam-Ho Kim (2015), where a section is also dedicated to the Mat-
lab implementation of FEM analysis for contact mechanics problems and where some
Matlab codes are available. Apart from Matlab FEM implementation, several software
tools are available nowadays for a user-friendly application of FEM analysis; some
commercial ones are, for example, ANSYS, COMSOL software (COMSOL Multiphysics;
CMSOL AB, Stockholm, Sweden) and Abaqus CAE (Simulia Corp. Providence, RI), and
some open source, FreeFem++ and FEBio.

2.2.9 Concluding Remarks

In this chapter, we have tried to provide the most widely used contact models to de-
scribe AFM measurements on cells and tissues. Those included purely elastic bodies,
viscoelastic samples finite bodies, and adhesion. There are, of course, a large number
of models that were not considered. For example, models including different layers of
materials with varying elasticity, models considering surface tension, and nonlinear
materials (Bhushan and Peng, 2002). We have also constrained to models used to fit
the force–indentation curves. Other approaches, such as the Oliver and Pharr method,
widely used in material science, or the early A-Hassan approach, developed for AFM
measurements on cells, have been omitted as they can be derived from the formalisms
used here (A-Hassan et al., 1998, Lin and Horkay, 2008, Pharr et al., 1992). Given the
widespread application of AFM as a nanomechanical tool in biology and given the
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heterogeneity and nonlinearity of biological samples, we expect the emergence of
more sophisticated approaches and derivations, likely involving computer simulations
that would move further and further away from the seminal Hertz model.
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3.1 Atomic Force Microscope AFM

Atomic force microscopy (AFM) was introduced in 1986 (Binnig et al., 1986). Based
on the scanning tunneling microscope (STM) (Binnig and Rohrer, 1982, Binnig et
al., 1982), AFM appeared as a solution to characterize nonconductive surfaces. Un-
like the STM, where the probe measures the tunneling current between the tip and
the sample, AFM detects mechanical forces between the tip and the atoms on the
surface. Both STM and AFM can be operated in liquid conditions, which opened the
door to work on biological material (Hansma et al., 1988, Marti et al., 1987). How-
ever, given the ability of AFM to scan the surface of insulating materials, AFM was
more adapted than the STM to characterize biological samples which are poorly
conductive (Radmacher et al., 1992). Additionally, the application of AFM as a force
probe to characterize the mechanical properties of samples occurred soon after its
invention (Maivald et al., 1991, Weisenhorn et al., 1989, 1992).
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3.1.1 AFM Instrumentation

3.1.1.1 Introduction

In this chapter, we describe the main characteristics and principles of operation of
the instrumentation involved in AFM. We place special attention to the AFM compo-
nents required to characterize biological material and, in particular, for mechanical
probing of cells and tissues. We also introduce the coupling of AFM with other mi-
croscopy techniques.

3.1.1.2 AFM Components

An atomic force microscope is constituted of four main elements: (1) the probe, con-
sisting of a tip attached at the free end of a flexible cantilever, (2) the cantilever
deflection detection system, (3) the piezoelectric elements that allow positioning
and displacing the tip relative to the sample, and (4) the control electronics.

3.1.1.2.1 Cantilever and Tip

The AFM probe comprises a tip mounted or attached at the end of a flexible cantile-
ver. Users tend to use the terms tip and cantilever interchangeable even though this
is not appropriate. The cantilever is commonly made of silicon, silicon nitride, or
silicon dioxide, often with a reflective coating at its back surface. Cantilevers come
in different geometries (mainly rectangular or V-shaped) and various dimensions
that determine the force sensitivity and dynamic response. The tip can be fabricated
during the manufacturing process of the cantilever or attached or grown after fabri-
cation using glue or other methods and also come in different geometries and di-
mensions depending on the application (Tortonese, 1997). Sharp tips are commonly
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used for imaging at high resolution, while blunt or even spherical tips are often ap-
plied for mechanical probing soft materials.

In the range of deformations used during AFM operation, the AFM cantilever
can be modeled as a linear spring with force constant, k, whose deflection (d) is
proportional to the applied force (F) invoking the Hooke’s law:

F = kd (3:1:1:1)

where the force constant k is determined by the geometry and dimensions of the
cantilever. The deflection is typically monitored using optical detection systems
(see next section).

For a more detailed description of AFM cantilevers and tips refer to Chapter 3.1.2.

3.1.1.2.2 Cantilever Deflection Detection System

The deflection of the cantilever is the main measured quantity in AFM as it provides a
measure of the interaction force between the tip and the sample. While different ap-
proaches were introduced for detection of the cantilever deflection, like an STM tip
(Binnig et al., 1986), interferometry (Rugar et al., 1988, 1989), or piezoresistive cantile-
vers (Tortonese et al., 1993), the most widely used is the optical lever or optical beam
deflection method (OLDM) (Alcaraz, 2001, Alexander et al., 1989, D’Costa and Hoh,
1995, Hansma et al., 1994, Meyer and Amer, 1988, Putman et al., 1992a). In the optical
lever method, a collimated laser beam of diameter ~10 µm is reflected on the back side
of the AFM cantilever (opposite to the tip side) that is commonly coated with gold. The
laser beam is reflected back to a segmented photodiode (Figure 3.1.1.1), resulting in a
photocurrent generated in each of the photodiode segments. A four-segmented photo-
diode allows the detection of the vertical and lateral deflection of a cantilever. The

Figure 3.1.1.1: Schematic drawing of an atomic force microscope featuring the optical lever
deflection detection system (laser beam and photodiode), the piezoelectric elements for tip
positioning, the cantilever, and the control electronics.
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vertical deflection of the cantilever is monitored using the difference in the signal be-
tween the two upper and the two lower segments, while the lateral deflection is simi-
larly calculated from the horizontal segments (see Figure 3.1.1.2). The photocurrent at
each segment (A to D) is transformed into a voltage using a first transimpedance opera-
tional amplifier. Differential circuits are then used to perform the operations to calcu-
late the vertical (A+B–C–D) and lateral deflection (A+C–B–D). A circuit to sum the
signal from all segments (A+B+C+D) is also commonly used to normalize the dif-
ferential signals. The rising time of the photodiode together with the response
time of the electronic board determine the bandwidth (BW) of the optical lever
readout that easily reaches several MHz, enough from most of today’s AFM appli-
cations. In general terms, for optimal AFM operation, the noise level in the de-
flection detection optics and circuitry should be sufficiently low to enable the
detection of the thermal-noise vibration of the cantilever in a range of frequen-
cies several times larger than the resonance frequency of the cantilever: a condi-
tion that changes depending on the imaging media (vacuum, air, or liquid) and
the dimensions, and thus speed of response, of the cantilevers. Typically, values
of ~50 fm/√Hz are sufficient for cantilevers of conventional AFM, whereas sensi-
tivities of ~10 fm/√Hz are required when faster high-speed AFM cantilevers are
used (Ando et al., 2012).

The OLDM works as follows: when the cantilever deflects, the laser beam changes the
reflection angle, which translates into a change in the position of the laser spot on the
photodiode (Figure 3.1.1.3), and, thus, on the output voltage out of the circuitry. Con-
version factors are required to properly translate the photodiode signal in volts into a
cantilever deflection in nanometers (see Chapter 3.1.3): the change in position of the

Figure 3.1.1.2: Four quadrant photodiode (left) with a centered laser spot (red) and example of
electronic circuit (right) to determine the vertical and lateral deflection signals.
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laser spot (Δ S) on the photodiode (the output in volts is linear to the laser position)
depends on the change in the angle of the reflected beam (Δφ) and the distance from
the cantilever to the photodiode (DCP) and, thus, on the change in the cantilever de-
flection (Δ d) and the length of the cantilever (L) itself (Figure 3.1.1.3):

Δ S Vð Þ= 2DCPtanΔφ≈ 3DCP
Δ d
L

(3:1:1:2)

As, for small angles, the change in the angle is proportional to the deflection of the
cantilever Δ d, consequently, the change in the detector voltage Δ S(V) is also pro-
portional to Δd. The linear conversion factor is termed optical lever sensitivity
(OLS). Given a fixed geometry of the AFM system, that is, the distance DCP, the
shorter the cantilever L, the more sensitive the detection method is, that is, the
larger the output voltage is for the same cantilever deflection.

The OLS requires calibration. By deflecting the lever by a known amount (Δd)
and measuring the resulting voltage change (ΔV), the ratio Δ d=ΔV in units of
nanometer/volt (nm/V) is obtained, known as the inverse of the OLS (invOLS, some-
times also referred to as photodiode or cantilever or deflection sensitivity). Proper
determination of the invOLS is essential for accurate force measurements (see
Chapter 3.1.3).

The inherent mechanism of the OLDM leads to possible artifacts that should be
noted here. For large deflections, thus, large angles, the above equation will not
hold anymore because the linear approximation between angle and deflection is
not valid. In addition, the laser beam usually has a Gaussian intensity profile,
which also leads to nonlinearities of the photodiode signal for large spot displace-
ments (Δ S) (Proksch et al., 2004). These nonlinearities are considered and pre-
vented in current commercial AFM systems and could be mainly ignored by the
user. Other possible artifacts are nonetheless commonly observed in AFM measure-
ments, mainly reflected in force–distance curves, and will be discussed below.

A possible artifact observed in systems using the OLDM can be observed in
systems where the tip is moved with respect the position of the laser beam in z-
direction (so-called tip scanning systems) and is commonly referred to as the

Figure 3.1.1.3: Sketch diagram of the optical lever
deflection method.
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virtual deflection effect. As shown in Figure 3.1.1.4A, given the geometry of the
OLDM, if the tip is moved in the vertical direction while the laser is fixed, a dis-
placement of the spot on the photodiode is detected. For a cantilever moving a
distance (Δ z) and mounted at an angle (θ), the theoretical displacement of the
spot on the photodiode is

Δ S=Δ zsin 2θ (3:1:1:3)

This leads to a “virtual” deflection reflected, visible as a tilt in the noncontact part
of the force curve. This tilt is clearly noticed at large cantilever travels (several mi-
crons, as reflected in Figure 3.1.1.4A) while it may pass unnoticed at shorter ones.
This artifact does not appear, obviously, on systems in which the laser beam moves
concomitantly with the cantilever or on sample scanning systems. Most AFM data
processing software packages provide an option to correct this tilt. However, the
proper method to correct for this artifact is still a matter of debate.

Another common problem of the OLDM is the appearance of interference fringes
leading to an undulating signal in the z-direction superimposed on the deflection sig-
nal (Figure 3.1.1.4B). This common effect, sometimes referred to as “optical interfer-
ence,” mostly appears on highly reflective surfaces such as gold, but glass and mica
can also lead to them and was reported in the literature earlier (Weisenhorn et al.,
1992). The interference arises from laser light being reflected from the back side of
the cantilever and from the sample. These two parallel beams of highly coherent
light generate an interference pattern that depends on the difference in optical path
between the two beams. In the OLDM geometry, the change in z of the cantilever gen-
erates a change in the path difference leading to interference fringes detected in the
photodiode superimposed to the deflection signal (Figure 3.1.1.4B). The sinusoidal
wave superimposed in the noncontact part of the curve has a periodicity (λi) that de-
pends on the wavelength of the laser source (λ), the refractive index of the surround-
ing medium, and on the incidence angle (θ) between the cantilever and the laser
(Cappella and Dietler, 1999):

λi =
λ
n

cos θ
ð1+ cos θÞ (3:1:1:4)

Using this or similar relationship,1 the interference pattern has been previously
used to calibrate the z-piezo of the AFM system (Jaschke and Butt, 1995). However,
the interference artifact is most of the time undesirable, and different approaches
have been implemented to minimize it. Since light with low coherence length does
not generate detectable interferences, much effort has been made in reducing the

 Various relationships have been reported, leading to similar results (Burnham et al., 2003,
Jaschke and Butt, 1995).
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coherence of the light source. For example, by superimposing a modulation of the
power supply of the laser current at high frequencies (hundreds of MHz) that desta-
bilizes the coherency at the cavity of resonance of the laser. This induces a decrease
in the coherence length at every modulating cycle that reduces the interference
phenomena (Kassies et al., 2004). Another more common option is replacing the
laser source with a superluminescence diode, which has an inherently small coher-
ence length. Most commercial AFM systems currently feature a superluminescence
diode instead of a laser to minimize interferences. Nevertheless, interference pat-
terns do not disappear completely, and the optical interference is still an issue to be
solved in AFM.

3.1.1.2.3 Piezoelectric Elements

Whether AFM is used for topography imaging, force measurements, or mechanical
mapping, the tip has to be moved relative to the sample. This is accomplished
using piezoelectric actuators. The piezoelectric effect was discovered by Jacques
Curie and Pierre Curie (1880) and describes the capability of a material to generate
a gradient of electrical (surface) charge when being compressed and vice versa. For
the piezoelectric effect to take place, the temperature of the material must be below
its Curie temperature, which is specific to each piezoelectric material. In piezoelec-
tric elements commonly used in AFM, an applied voltage of tens or hundreds of

Figure 3.1.1.4: Typical artifacts using the optical lever deflection method. (A) Force curve showing a
“virtual” tilt in the noncontact region (left) due to translation of the cantilever relative to the laser
beam leading to the virtual deflection artifact (black is approach and red is retract). (B) Force curve
showing an interference pattern in the noncontact region (left) caused by optical interferences
between the beams reflected by the cantilever and by the sample surface (inset). The periodicity
depends on the difference in the optical paths (purple line in the inset). The periodicity of ~220 nm
is in relatively good agreement with the prediction from eq. (3.1.1.4) in the text (253 nm) for a laser
of wavelength 680 nm, the refractive index of water, and an angle of 12°.
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volts results in a displacement in the nano- to micrometer scale, the applied voltage
creates an electric field inside the piezoelectric minerals that tends to align the po-
larization dipoles inside the material. In a piezoelectric material, for each unit cell,
due to the applied electric field, the displacement of the electron clouds induces
deformation, creating an overall extension or compression of the material. Piezo-
electricity is weak in natural piezoelectric materials like quartz or tourmaline. In-
stead, in polycrystalline ferroelectric ceramics (such as barium titanate and lead
zirconate titanate (PZT)) used for the fabrication of piezoelectric actuators in AFM,
the boundaries between ferroelectric electric polarization domains (domain walls)
easily move in response to an external applied field which creates an internal reor-
ganization self-enhancement process that results in a much higher efficiency over
natural piezoelectrics. The PZT ceramics, developed in 1952 by the Tokyo Institute
of Technology, are the mostly used piezoelectric materials. They are commonly
shaped as thin piezoelectric layers (small thickness t) that can be easily fabricated
and reach high electric fields E because E = V/t. For the generation of large displace-
ments, piezoelectric stack actuators are generally used. Please note that the maxi-
mal piezoelectric elongation is around 0.2% of the distance between electrodes.

AFM systems are equipped with piezoelectric elements to move the tip relative to
the sample in the x- and y-directions (parallel to the sample plane) and z-direction (nor-
mal to the sample plane). The most common configurations are tip-scanning, in which
the piezo elements position the tip relative to the sample, and sample-scanning, in
which the sample is positioned relative to the tip. In large scan systems, often a hybrid
approach is used: tip positioning in the z-direction and sample positioning in x and y.

Piezoelectric elements also come in different configurations like tubes, longitu-
dinal stack actuators, and shear actuators. The use of one or other configuration de-
pends on the application and the desired range of displacement. In the 1990s and
2000s, most AFM systems used a piezotube to move the tip or sample in the three
dimensions. This, however, resulted in a large crosstalk between the different axes,
leading to inaccurate positioning. Most current systems use longitudinal stack actua-
tors combined with flexure guide stages that allow amplification of the travel.

The range of movement and the dynamic response accessible in a given piezo ele-
ment depends on the dimensions and material properties of the elements. Most AFM
systems dedicated to work on living cell samples feature large xy scanning areas of
~100 × 100 µm2 and a z-range of ~15 µm. To reach these displacements, voltages in the
order of ~150 V are required. Therefore, the relatively low sensitivity of piezo elements
demand dedicated high-voltage amplifiers to drive the piezo. The dynamic range of
the movement depends again on the dimensions and material properties of the piezo
elements and is generally limited by resonances within the piezo element, for exam-
ple, caused by the reflection of the ultrasound waves generated during operation. As a
rule of thumb, the maximal speed of operation of a piezoelectric actuator is defined by
one-third of its resonant frequency at nominal displacement. In piezoelectric stacks,
the maximal elongation Δ L0 is ~1/500 of its length L0. The first resonance frequency
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f0 and the maximal operational frequency of the actuator f0/3 will be proportional to
1=

ffiffiffiffiffiffiffiffiffi
Δ L0

p
. Thus, the speed of response of the piezoelectric element in AFM gets smaller,

the larger the maximal elongation. Consequently, systems used for cell imaging asking
for scan sizes of up to 100 µm will be slower that smaller scan-size systems, which can
be used for imaging molecular size samples of some tens of nanometers. Another fac-
tor that slows down the maximal operational frequency is the weight of any attached
massm, as the sample holder, by a factor 1=

ffiffiffiffi
m

p
.

A strategy commonly used to extend the maximal displacement and maximal
speed of a piezoelectric actuator is to couple a flexure-guided mechanical amplifier;
the trade-off is a reduction in the reaction speed by ~Δ Δ L0ð Þ=Δ L0ð Þ2, where Δ Δ L0ð Þ is
the extension in the maximal displacement. Flexure-guided mechanical amplifiers
are more and more commonly used in commercial AFM systems, thanks, in part, to
the development of high-speed AFM systems (Ando et al., 2001, Viani et al., 1999,
Watanabe et al., 2013).

Piezoelectric elements present nonlinearities, hysteresis, creep, temperature de-
pendence, aging, and damages derived from excessive tensile peak forces, which
will introduce uncertainties in positioning (Figure 3.1.1.5). The displacement of a
piezo element is not directly proportional to the applied voltage; the nonlinearity of
the response of polycrystalline ferroelectric ceramics that occurs at high applied
voltages divides by a factor ~2 to 4 the ratio “displacement over applied voltage”
with respect to low applied voltages; while the hysteresis creates a maximal error in
the piezo displacement between compression and extension of ~10%; and creep
changes the displacement over time by ~1% for a few seconds at a constant driven
voltage (Figure 3.1.1.5A).

To achieve a more accurate control of the piezo movement, different approaches
can be applied such as controlling the applied charge instead of voltage, applying pre-
conditioned reverse signals on previously calibrated piezo elements, and most com-
monly, using position sensors. There are different types of position sensors such as
strain gauge, capacitive, and linear variable differential transformer sensors (Fleming,
2013). The use of position sensors allows for a direct measurement of the applied move-
ment, irrespective of the nonlinearities always present in piezo elements. In closed-loop
mode, a feedback loop circuit continuously corrects the voltage applied to the piezo to
follow the desired movement, monitored by the position sensor. In contrast, open-loop
operation applies a voltage to the piezo while the position is constantly monitored, but
not corrected. The main drawbacks of closed-loop mode are the limited response time,
which now mainly depends on the feedback loop electronics and its adjustments, and
the decrease of the small displacement resolution because the sensor and electronics
introduce extra noise. Figure 3.1.1.5B shows examples of the z-displacement of a piezo
element on a commercial AFM system in open- and closed-loop modes.

AFM systems designed to work with living cell samples feature a relatively large
z-range of 10–20 µm (Lehenkari et al., 2000). This is reasonable for most applications
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since the thickness of most cells is in the range of 5–10 µm. However, some applica-
tions require even longer ranges. For example, in cell adhesion studies, in which the
cantilever tip is coated with ligands to target receptors on the cell surface or in which
a whole cell is attached to the cantilever to perform force–distance curves against a
ligand-coated surface. Cell adhesion measurements lead often to the formation of
long membrane tethers that can be several tens of micrometers long. In that case, lon-
ger z-piezos are required, and some home-made and commercial systems have been
developed for this purpose (Chu et al., 2013, Puech et al., 2005, 2006). In contrast,
AFM systems for molecular studies feature relatively short z-piezo travels (1–5 µm).

3.1.1.2.4 Control Hardware and Software

AFM systems are controlled using dedicated electronics and control software that
allow setting the imaging or force curve parameters and data acquisition. The tasks
required during AFM measurements involve digital to analogue (D/A) conversion of
the settings (applied piezo voltage), a feedback mechanism for imaging and force
control during measurements, analogue to digital (A/D) conversion of the signals
(deflection and piezo movement detection), and real-time visualization of the ac-
quired data. Most commercial systems provide complete software packages to per-
form these tasks.

A/D and D/A conversions are performed by electronic boards usually included in
the so-called AFM controller. The controller generally also includes the high-voltage
amplifiers to drive the piezo elements, the feedback electronics for closed-loop opera-
tion of the piezo elements (if position sensors are present), and the control electronics
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Figure 3.1.1.5: (A) Actual piezo displacement versus applied voltage showing nonlinear behavior
and hysteresis for triangular excitations of different voltage amplitude. (B) Displacement in open-
(red line) and close (black line)-loop modes of operation of a piezo element with position sensor.
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required for imaging and force measurements. Indeed, an important part of control
electronics involves the feedback circuitry required to keep the force constant during
imaging. While this can be currently performed using field programmable gated arrays
(FPGA) combined or not with digital signal processing modules, the feedback princi-
ple remains the same and is commonly based on a proportional–integral–derivative
(PID) control circuit. The PID controller regulates the output voltage such that there is
zero error between process variable; in this case, the readout of the AFM probe or the
position sensor and the desired output (setpoint or piezo position). The speed of reac-
tion of the PID controller must be adjusted by the user to suit the dynamics of the
imaging process of the AFM. If values for P, I, and D gains are not correctly tuned,
either instabilities or slow control performances occur. During AFM imaging opera-
tion, the PID values are fine-adjusted using trial and error, as the reaction speed of the
AFM feedback loop depends on uncontrollable factors such as the cantilever response
time, the tip contamination, and the type of sample. Out of the three PID parameters,
the I component (the integral gain) is more useful for maintaining the setpoint accu-
rate, as it provides an integrated averaged signal on the deviation from the setpoint
over a small period of time. The P parameter, proportional to the error between the
setpoint and the value, modulates the fast response to the smallest features of the
sample. Finally, the D parameter responds quickly to large deviations from the set-
point, and it is normally unnecessary, unless the AFM feedback loop has an accused
tendency to erratic behavior.

Force measurements require a control software very different from that used for
imaging. While this was an important limitation in early AFM systems, mechanical
characterization has become a usual demand, and most systems provide now dedi-
cated environments for advanced force measurements. Indeed, current control soft-
ware provides tools for custom design of the force ramp routine. For example,
microrheology measurements require particular force curve protocols including ap-
proach to the sample until a desired applied force is achieved, followed by tip oscilla-
tion at different frequencies around a constant indentation and finally return to the
initial position out of contact (Alcaraz et al., 2003, Mahaffy et al., 2000, Radmacher
et al., 1993, Rigato et al., 2017, Schächtele et al., 2018, Takahashi and Okajima, 2015).
Moreover, given the structural and mechanical heterogeneity of living cells and tis-
sues, this typical protocol may be carried out at different positions along the cell sur-
face, which in turn requires mapping over a scanning area applying the designed
force protocol (A-Hassan et al., 1998, Hecht et al., 2015, Hiratsuka et al., 2009, Rotsch
et al., 1997). The current computational power of desktop computers and the incorpo-
ration of FPGA or other types of Programmable Logic Devices allow even the extraction
of mechanical parameters, such as elasticity and adhesion, in real time during scan-
ning. While the early force volume mode required tens of minutes of acquisition for
a single map, faster modes have been recently developed that allow force maps at
high resolution within minutes (Rico et al., 2011, Picas et al., 2013, Medalsy and Müller,
2013, Rigato et al., 2015).
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Given the required complexity of AFM control software, home-made systems
are commonly adapted to the requirements in the development laboratory. How-
ever, open software packages to control home-made or commercial systems are be-
coming available, and we expect it to be the trend in the following decades (Pawlak
and Strzelecki, 2016).

3.1.1.3 Coupling AFM with Optical Microscopy

AFM is a versatile technique that allows visualization and characterization of a num-
ber of samples, including living cells. However, the scanning area of most AFM sys-
tems is limited to ~100 × 100 µm2 in the sample plane. Adding the slow imaging rate
(an image may take several minutes to be acquired) makes it difficult to work on liv-
ing cells, which are sometimes as large as the size of the scanning area, and position-
ing of the cantilever on the desired cell region is tedious and slow. More importantly,
most of the cell biology research is carried out using optical microscopy such as
bright field, phase contrast, and fluorescence. Thus, combination of AFM with optical
microscopy has been an essential demand for biological applications (Lehenkari
et al., 2000). Since the introduction of AFM, a number of studies have coupled AFM
systems with optical microscopy (Chaudhuri et al., 2009, Horton et al., 2000, Lehen-
kari et al., 2000, Madl et al., 2006, Putman et al., 1992b). This is now a common fea-
ture in commercial systems, allowing concomitant visualization of the sample and
the AFM cantilever using the optical microscope and accurate positioning of the tip
on the desired cell or cell region using the stage of the optical microscope. Precise
positioning is then assured using the AFM’s piezoelectric elements.

The most common approach for cell studies comprises mounting the AFM sys-
tem on the stage of an inverted optical microscope, although other approaches
have been proposed, even for high-speed AFM setups and with lateral view (Chaud-
huri et al., 2009, Colom et al., 2013, Fukuda et al., 2013). An example of a homebuilt
AFM coupled to an optical microscope is shown in Figure 3.1.1.6. Earlier work com-
bining fluorescence microscopy with AFM force measurements showed that both
the mechanical maps and cytoskeleton visualization were possible on living cells
revealing softening coupled to actin depolymerization on fibroblasts or furrow stiff-
ening during cell division (Matzke et al., 2001, Rotsch and Radmacher, 2000). Other
works combined intracellular calcium detection with mechanical perturbation of cells
with the AFM tip to reveal calcium influx and modulation of mechanostransduction
(Charras and Horton, 2002). Spinning disk confocal microscopes allow fast optical im-
aging rates and have also been combined with force measurements to study mechano-
transduction and to determine the deformation applied by the AFM tip on living cells
(Efremov et al., 2019, Melzak and Toca‐Herrera, 2015, Trache and Lim, 2009).
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The current success of the so-called super-resolution optical microscopic tech-
niques, such as stochastic optical reconstruction microscopy (Rust et al., 2006),
photo-activated localization microscopy (Hess et al., 2006), or stimulated emission
depletion (Hell and Wichmann, 1994), in which structural illumination and/or
image processing result in fluorescence images with subdiffraction-limited resolu-
tion (~10–20 nm) have also led to couple AFM with these novel optical modes
(Chacko et al., 2013). For example, Curry et al. (2017) used STED in combination
with AFM to reveal the active remodeling of actin and microtubule cytoskeleton of
living astrocytes during migration. Lafont and coworkers coupled AFM force meas-
urements with STED microscopy to determine the mechanical properties of intracel-
lular organoids and for revealing early binding of bacteria to the cell surface
(Ciczora et al., 2019, Janel et al., 2019). TIRF has also been coupled to AFM allowing
fluorescence detection of single molecules (Fukuda et al., 2013, Trache and Lim,
2010). Fluorescence microscopy is not only useful to determine the structure of cel-
lular constituents, and it can also be used to discriminate different phenotypes of the
populations of cells. For example, cells that have been transfected with a particular
protein of interest may appear fluorescent, while those without it, not. Thus, the com-
bination of AFM to target only transfected cells is another of the many possible appli-
cations (Alsteens et al., 2016, Colom et al., 2013). Going a step further, correlation of
atomic force, light, and electron microscopy has also been possible shedding light on
cell structures and mechanics at different length scales (Janel et al., 2017). The combi-
nation of various microscopy techniques is one of the emerging fields, and it has been
coined “correlation imaging” (Fantner and Lafont, 2019).

Figure 3.1.1.6: Home-built AFM coupled to an optical microscope (Rico, 2006).
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While using optical microscopy, in particular, fluorescence microscopy, is essen-
tial for AFM studies on cells, the coupling may have some drawbacks that should be
taken into account as well. For example, the sample stage of an optical microscope is
less stable than the stage of a common stand-alone AFM system. While this is less
important for mechanical measurements of cells, high-resolution images at subnan-
ometer scales are likely compromised. An important source of noise is the cooling
fans from sensitive CCD or CMOS cameras and/or the illumination sources for optical
microscopy, which transmit mechanical vibrations to the microscope frame. This me-
chanical noise often interferes with the cantilever, which works as a miniature micro-
phone and to the sample support leading to undesired signals in the recorded force
curves or topographic images. To minimize this effect, some solutions are possible.
For example, physical uncoupling of the camera and illumination sources from the
actual frame of the optical microscope may help. Also, cooling of the camera using a
fluid cooling system completely abolishes the need of fans, importantly reducing me-
chanical noise. Apart from mechanical noise, other interference may occur when
using fluorescence illumination. Fluorescence sources use relatively high-power light
which may have an effect on the temperature of the sample or may even directly per-
turb the deflection of the cantilever or even be directly detected by the photodiode.
Direct detection by the photodiode is generally not an issue since most AFM systems
use filters that only allow the AFM laser source to be detected and spurious light is
effectively filtered. Actual perturbation of the cantilever deflection is more crucial.
Most cantilevers present a reflective coating generally made of gold. This generates
stress in the plane of the cantilever because the thermal conductivity and expansion
of reflective coating and that of the cantilever itself (silicon or silicon nitride) are dif-
ferent. This may lead to bending or drift, even without external illumination sources,
but can be much more pronounced when using high-intensity light sources. The use
of cantilevers without gold coating or with coating limited to the very end of the free
end importantly minimizes this effect (Radmacher et al., 1995, Edwards and Perkins,
2016, Churnside et al., 2012). The advantage is so obvious that currently commercial
cantilevers are available presenting this option. The effect of the illumination has
been well-characterized recently using a fluorescence source with different wave-
lengths showing that accurate synchronization of light and force signals is required
to precisely determine immune cell activation (Cazaux et al., 2016).

AFM was also combined with different cell culture methods. For example, force
measurements on cells grown on soft substrates have shown the relevance between
the elasticity of the extracellular environment and the biological and mechanical re-
sponse of the cell (Discher et al., 2005, Domke et al., 2000, Engler et al., 2004, Solon
et al., 2007). The use of micropatterns to control the size and shape of grown cells
has also provided improved robustness and quantification on the mechanical hetero-
geneity of living cells, allowing averaging AFM mechanical maps of tens of cells (Ri-
gato et al., 2015). Other approaches requiring the combination of optical and atomic
force microscopy include, for example, the application of traction force microscopy.
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In this approach, an elastic substrate embedded with fluorescent beads is used to
grow cells on. Cells deform the gel and, knowing the modulus of elasticity of the sub-
strate and measuring the relative displacement of the fluorescent beads, the applied
force and strain energy can be calculated (Butler et al., 2002, Dembo and Wang,
1999, Dembo et al., 1996). The group of T. Schaeffer has recently combined AFM force
mapping and traction microscopy on living cells observing interesting relationships
between the generated forces and viscoelastic state of the cells (Schierbaum et al.,
2019). For a more in-depth description of the integration of AFM with other techni-
ques, see the dedicated Chapter 3.8.
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3.1.2 AFM Cantilevers and Tips

As a member of the family of scanning probe microscopies, atomic force microscopy
(AFM) derives its remarkable versatility and power from the availability of a variety
of probes, which serve specific applications (Alessandrini and Facci, 2005, Trache
and Meininger, 2008, Eaton and West, 2010, Laat et al., 2016). This chapter provides
an overview of the main features of AFM probes, in relation to their use and applica-
tions; the subject has been extensively reviewed and discussed elsewhere (Gahan,
2004, Voigtländer, 2015, Gavara, 2017). For a complete overview of the available
probes for AFM, the reader is invited to browse the online catalogues of the compa-
nies that sell AFM probes in the market. However, caution should be practiced on the
information from the companies, and a self-analysis of the probe geometry and di-
mensions is encouraged.

An AFM probe typically consists of i) a cantilever beam clamped at one end,
typically made of silicon or silicon nitride, which, together with the optical beam
deflection apparatus (see Chapters 3.1.1 and 3.1.3), acts as both a force sensor and
transducer and ii) a tip attached/integrated into the cantilever, typically at its free
end (Figure 3.1.2.1).

Specific features of the probe provide specific functionalities. A small radius of
curvature, down to 1–2 nm, is necessary for a high spatial resolution in both force and
imaging modes. A small spring constant k, down to 0.01 N/m, provides high force sen-
sitivity, meaning that a small force F produces a large, easily measurable, deflection
z; indeed, according to Hook’s law:

z = F=k (3:1:2:1)

A lower limit to the measurable deflection (and therefore to the measurable force) is
set by the thermal noise zth of the cantilever, which can be estimated from the equi-
partition theorem as zth =

ffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT=k

p
, kB, and T being the Boltzmann constant and the

absolute temperature, respectively (see Chapter 3.1.3).
The minimum thermal noise-limited detectable force that can be measured dy-

namically with an instrumental bandwidth BW is

Fth,min =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kBTbBW

p
(3:1:2:2)

or, equivalently (since b= k= 2πfRQð Þ),
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Fth,min =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBTkBW= πfRQð Þ

p
(3:1:2:3)

where b is the damping coefficient (the proportionality factor between the tip veloc-
ity and the viscous force), Q, and fR are the quality factor and the resonance fre-
quency of the cantilever, respectively (Smith, 1995, Viani et al., 1999).

Soft cantilevers also provide less invasive imaging conditions (i.e., they allow
imaging at lower applied force in conditions where other forces, such as capillary
adhesion, can be minimized). High resonance frequency and quality factor are nec-
essary for dynamic imaging modes, where the cantilever oscillates near resonance,
although for specific applications, for example, for high-speed scanning, a small
quality factor is preferable since it allows for reducing the duration of the transients
and ringing (Adams et al., 2016, Hosseini et al., 2019).

The above-mentioned probe characteristics are usually interconnected, and
several constraints exist, which must be considered when a probe for a specific ap-
plication is chosen or designed. For example, the spring constant k and the reso-
nance frequency fR are related by the equation:

2πfR =
ffiffiffiffiffiffiffiffiffi
k=m

p
(3:1:2:4)

where m is the effective mass of the cantilever, and the equation for the quality factor
Q is as follows:

Q= 2πfRm=b (3:1:2:5)

where b is the damping coefficient (in units of force/velocity).
As a consequence of the above-mentioned constraints, a small spring constant,

necessary for high force sensitivity, usually comes with a low resonance frequency,
which makes a soft probe typically unsuited for dynamic applications. On the other
hand, high frequency, high Q cantilevers are typically stiff, which keeps them from
imaging in contact mode. When the probe requirements for a specific application
are apparently mutually exclusive, specific design strategies can be adopted. For
example, vertical approach modes (such as peak force tapping and fast force vol-
ume) require the cantilever to be inertially ramped along the vertical direction at a

Figure 3.1.2.1: Schematics (not in scale) of an AFM probe, composed of a millimetric chip, a
cantilever, and an integrated tip. The typical dimensions of cantilevers are: 100–400 μm (length) x
20–50 μm (width) x 0.5–2 μm (thickness); tip height is typically 5–15 μm. Different tip geometries
are available (see main text), including conical, pyramidal, and spherical.
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relatively high frequency (up to 8–10 kHz), avoiding driving it into dynamic oscilla-
tion. To this purpose, the ramping frequency must be kept well below the first reso-
nance frequency (≲ fR/3). High-frequency cantilevers are therefore required, but with
small, contact mode-like, spring constant, for high force sensitivity and low invasive-
ness. The solution to the problem is to make the cantilever extremely thin to obtain a
small spring constant, which points to the use of silicon nitride, rather than silicon
(Eaton and West, 2010), but short, to obtain a high resonance frequency. When a small
tip radius is also required to boost the spatial resolution, a crystalline silicon tip can be
integrated onto the silicon nitride cantilever; in this case, the material of the cantilever
and of the tip is not the same. For fast vertical approach modes, minimizing the in-
crease in the effective viscous drag coefficient when approaching the surface at high
velocity, long tips (several microns) are also useful.

The shape and dimensions of AFM probes are continuously evolving and chang-
ing, along with the increasing number of AFM applications. Contact and tapping
mode cantilevers may have rectangular planar and transversal sections, and are
made of both silicon and silicon nitride; this is the simplest and easy-to-model geom-
etry (it is, in fact, an ideal geometry, since several deviations from the rectangular
geometry are typically present). Contact mode cantilevers are mostly made of silicon
nitride since it allows making them thinner and, therefore, softer, despite silicon ni-
tride usually having higher residual stress than silicon, which causes a bending of
the cantilever along its main axis (Eaton and West, 2010). Silicon nitride cantilevers
are often triangular (V-shaped) as it was believed that these cantilevers could provide
low resistance to vertical deflection whilst resisting lateral torsion, although this as-
sumption was then demonstrated to be erroneous (Sader, 2003, Sader and Sader
2003). New geometries, such as paddle-shaped, are now emerging, mainly to reduce
the viscous drag and increase the stability and force precision (Edwards et al., 2017).

The tips are made of either silicon nitride, which offers higher resistance to
wear and is good for contact mode, or crystalline silicon, which provides smaller
radii of curvature and is good for high-resolution dynamic modes, despite being
more brittle. Mass and dimensions of the tip are typically negligible compared to
those of the cantilever.

With the advent of high-speed (i.e., high-frequency) modes, cantilevers have
become shorter, and their shape often deviates from the standard rectangular or
V-shaped ones, including arrow-shaped ends, irregular rectangular geometries,
small aspect ratios, nonideal trapezoidal cross-sections, paddles (for ease of laser
alignment) (Slattery et al., 2014, 2019). The mass distribution along the cantilever
axis is often irregular, with massive, tall tips (the taller the tip, the weaker the hy-
drodynamic interaction between the cantilever and the sample), and nonnegligible
back-offset of the tip position (the loading point) with respect to the cantilever end.
All these deviations from the ideal geometry may impact the accuracy of the calibra-
tion of AFM probes, as discussed in Chapter 3.1.3.
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Table 3.1.2.1 presents a rough classification of the AFM probes according to
their use. Table 3.1.2.1 is intentionally limited to the more standard probe geome-
tries and applications; nevertheless, the AFM tip catalogue is ample, as required by
the increasing number of applications of the AFM methods. The reader is invited to
browse the online catalogues of the tip manufacturers for a complete overview of the
available probes.

3.1.2.1 Production of Standard AFM Probes

AFM probes are mostly made of silicon, silicon nitride, or a combination of the two
materials (for example, silicon tips on a silicon nitride cantilever), and produced by
micro-lithographic processes; a typical process would include a multilayer film de-
position (for example silicon/silicon oxide) – a deposition of suitable photoresist,
followed by activation through masks (photolithography), and chemical etching –
to obtain monolithic microcantilevers with integrated tips (Albrecht et al., 1990,
Gupta et al., 2003, Yu et al., 2006, Krause and Russell, 2008).

While silicon and silicon nitride are the materials typically used to produce AFM
probes, SiO2 (glass) (Tang et al., 2004) can also be used, as well as metal cantilevers
with integrated silicon tips can be produced (Chand et al., 2000). All-metal and all-
diamond probes will be discussed in a specific section.

Exploiting the crystalline planes of silicon, it is possible to produce tips with a
very sharp apical region, down to a couple of nm (Moldovan et al., 2012). Crystalline
silicon is however very brittle, and silicon tips are prone to get blunt when used with
relatively high forces. Silicon nitride tips are more wear-resistant, yet their obtained
radius of curvature is typically larger (20–60 nm). Also, silicon nitride is usually used
to produce extremely thin cantilevers. As mentioned already, producing short, silicon
nitride cantilevers with integrated sharp silicon tip is a good strategy to obtain soft
high-frequency, high-quality factor cantilevers, which provide high force sensitivity,
and can be driven inertially at kHz frequencies, far from the natural resonances.
Moreover, a tall tip (like Si tips typically are) will reduce the unwanted effects related
to the squeezing of liquid between the cantilever and the sample, while ramping up
the tip vertically.

The cantilever backside can be metallized by depositing a thin (<50 nm) layer of
aluminum or gold to increase the reflectivity and minimize the interference effect on
the detector (the laser beam that reaches the detector should primarily be reflected
by the cantilever, rather than by the sample). Titanium or chromium layers are usu-
ally deposited on the cantilever to improve the adhesion of the reflective coating.
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3.1.2.2 Production of Custom Probes

3.1.2.2.1 Colloidal Probes

Colloidal (or spherical) probes (CPs) are obtained by attaching a spherical bead to a
tipless cantilever (Figure 3.1.2.2) (Ducker et al., 1991, 1992).

The diameter of the spherical bead goes from 1 to 20 μm, typically, although for special
applications, diameters up to 100 μm can be used (Chighizola et al., 2021b). Even
though sharp conical or pyramidal tips have been mainly used so far and also on bio-
logical specimens, the mechanical and adhesive properties of heterogeneous and non-
uniform samples such as tissues or extracellular matrices (ECM) can be effectively
studied with CPs (Carl and Schillers, 2008, Waters et al., 2012, Puricelli et al., 2015,
Rianna and Radmacher, 2016, Nebuloni et al., 2016, Rigato et al., 2017, Schillers et al.,
2017, Jorba et al., 2017, 2019, Marsal et al., 2017, Alcaraz et al., 2018, Chighizola et al.,
2020, Kubiak et al., 2021). CPs can be advantageous over standard sharp AFM tips be-
cause they provide a well-defined interaction (indentation) geometry (sphere on flat
surface), which allows a more accurate application of analytical models. Moreover,
CPs allow averaging across a larger interaction area or volume in force spectroscopy
and nanomechanical measurements, and provide a higher signal-to-noise ratio in spec-
troscopic experiments; they also present the advantage of being easily functionalized
(Noy et al., 1997, Ebner et al., 2019), thanks to the larger area and well-defined surface
chemistry; this is useful, for example, to study specific interactions between ligands
and receptors at the surface of the cells using force spectroscopy techniques (Carl and
Schillers, 2008, Friedrichs et al., 2010, Chaudhuri et al., 2014, Becerra et al., 2015, Puri-
celli et al., 2015, Nebuloni et al., 2016, Chighizola et al., 2020, Harjumäki et al., 2020).

Figure 3.1.2.2: Representative SEM images of CPs. (A, B) A borosilicate glass CP from a contact
mode tipless cantilever. (C, D) A soda-lime glass CP from a contact mode tipless cantilever. (E, F) A
soda-lime glass CP from a tapping mode tipless cantilever. (G, H) A borosilicate glass CP from a
tapping mode tipless cantilever. All probes shown at increasing magnification. (I, L) AFM image
obtained in tapping mode of the surface morphology of a borosilicate glass CP coated with a thin
film of biocompatible nanostructured zirconia (A–H, adapted with permission from Chighizola et al.
(2021b); I, L, adapted with permission from Chighizola et al. (2020)).
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With regard to the specific advantages for mechanical measurements, due to the
larger contact area CPs induce less strain and stress on the sample, which makes the
contact mechanics models more applicable. While working on biological samples,
such as cells, this configuration can be particularly appreciable. Sharp tips, with
their small contact area, can induce high stresses upon contact, are difficult to be
accounted for and controlled, and cause strong modulation of the contact area upon
interaction with nanometer-sized features. The dimension and geometry of the tip are
not very well defined nor can they be easily characterized, while the spherical geome-
try of CPs can be accurately characterized (Neto and Craig, 2001, Indrieri et al., 2011).
Sharp tips are necessary whenever a high spatial resolution is required (Rotsch and
Radmacher, 2000, Braunsmann et al., 2014). Despite the reduced radius, they may
represent a source of noise, poor reproducibility, and reduced accuracy in the meas-
urements. The advantages of CPs mentioned above come at a price. The first and the
obvious drawback is the marked reduction of lateral resolution. Nevertheless, it was
shown that CPs with a radius as large as 5 μm still provide enough lateral resolution
to distinguish the relevant cellular regions in the AFM-based topographic and me-
chanical imaging of cells (Puricelli et al., 2015). Another drawback of using CPs is the
increased importance of the bottom effect, that is, the fact that on finite-thickness
samples, the probe may feel the stiffness of the underlying rigid substrate (see Chap-
ter 2.2) (Dimitriadis et al., 2002, Gavara and Chadwick, 2012, Garcia and Garcia, 2018).
Indeed, the bottom-effect correction depends on the ratio of the contact radius a to
the sample thickness h; for Hertzian contacts. This ratio is equal to

ffiffiffiffiffiffi
Rδ

p
=h, where d is

the indentation; therefore the larger the R, stronger is the bottom effect.
Another drawback is that the added mass of large spherical beads can affect the

cantilever dynamics, and therefore have an impact on the accuracy of the thermal
noise calibration of the cantilever spring constant (Chighizola et al., 2021b). More-
over, with large colloidal probes, the accuracy of the determination of the deflection
sensitivity of the optical beam deflection apparatus can be reduced, primarily be-
cause of the stronger friction and irregular interference effects (see Chapter 3.1.3).

The production of CPs is mainly done by attaching a glass microbead on a tipless
cantilever, but other materials are also used. CPs can be homemade and customized
according to the needs, but they are also produced by companies and sold in the mar-
ket. Most CPs use glue and adhesives to attach the bead to a tipless cantilever. Mono-
lithic CPs, where no glue is present and the bead is sintered at the cantilever (realizing
a unique solid entity), are advantageous since they can be aggressively cleaned in
acidic or other solutions to fully restore their surface chemical state (e.g., full hydroxyl-
ation in the case of SiO2 CPs), and reused many times.

For a review on the production of CPs, the user is referred to Yuan et al. (2017).
Reports can be found about the production of monolithic CPs (Yapici and Zou, 2009,
Indrieri et al., 2011, Kuznetsov and Papastavrou, 2012, Ditscherlein and Peuker, 2017);
about the use of glue and micromanipulator or micropipettes (Mak et al., 2006, Plodi-
nec et al., 2010); about the attachment of polystyrene beads by low-temperature
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sintering (Vinogradova et al., 2001) or about glueing alumina (Pedersen, 1999), zirco-
nia (Hook et al., 1999), titanium (Mak et al., 2006), or even cellulose (quasi)spherical
particles (Lai et al., 2019).

As an alternative to the use of 3D nano-micro-manipulators, it is possible to use
the XYZ stage of the AFM to locate the beads and bring the cantilever in contact
with them (Indrieri et al., 2011, D’Sa et al., 2014). This approach is also compatible
with the use of glue or other suitable adhesives (e.g., vaseline or glycerol that dissolve
at high temperature during the sintering process); the cantilever can be first dipped
into a small droplet of liquid adhesive and then moved to capture a bead.

The radius of CPs, with radius below 5 μm, can be calibrated by reverse AFM imag-
ing (Neto and Craig, 2001, Indrieri et al., 2011), which consists in scanning the CP
across a spiked grating and analyzing the obtained replicas of the apical probe region,
for example, fitting a spherical cap model to the topographic AFM images. The larger
the probe radius, the smaller is the portion of the spherical bead that penetrates within
the spikes; therefore, the smaller the probe region that is faithfully characterized.
While this is usually not a problem for force spectroscopy applications, for indentation
experiments, it would be advisable to characterize a portion of the sphere that is com-
parable to the maximum indentation; nonstandard gratings with larger spacing and
taller spikes should be used. Alternatively, by giving up the three-dimensional, more
accurate characterization of the probe shape, one can scan the spherical probe across
a stepped grating, obtaining one-dimensional profiles of the spherical bead. Very large
CPs can be directly characterized by optical microscopy, with good precision and accu-
racy (Chighizola et al., 2021b).

3.1.2.2.2 Cellular or Bacterial Probes

Tipless AFM cantilevers can be functionalized by attaching biological samples such
as eukaryotic or bacterial cells (even viruses (Rankl et al., 2008)); these probes are
mainly used for single-cell force spectroscopy (SCFS) or cell-cell adhesion spectros-
copy experiments as presented in several publications (Benoit et al., 2000, Wojcikie-
wicz et al., 2006, Müller and Dufrêne, 2008, Helenius et al., 2008, Qu et al., 2011,
Friedrichs et al., 2013, Beaussart et al., 2014, Smolyakov et al., 2016, Grzeszczuk
et al., 2020, Viji Babu et al., 2021).

One of the most common methods for attaching cells to tipless cantilevers is to
use poly-L-lysine, concanavalin A, or fibronectin as adhesives (Moreno‐Cencerrado
et al., 2017). However, concanavalin A may lead to the activation of white blood cells
(Chu et al., 2013). The cantilever is coated with the molecular of interest. Then some
suspended cells or poorly substrate-adherent cells are cached and allowed to adhere
to the cantilever (Viji Babu et al., 2021). Another procedure consists of an amino-
functionalization of the AFM cantilever using PEG-NHS linkers, prior to incubation
with virus particles (Rankl et al., 2008).
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To prevent cell sliding and nonparallel force application to cells due to the
mounting angle, wedges made of UV-curable polymer have been mounted on tip-
less cantilevers (Stewart et al., 2013). Notably, the attachment of cells to cantilevers
is not only useful in single-cell force spectroscopy experiments; cellular regulatory
processes, accompanied by tiny mass fluctuations, can be monitored by attaching
cells to cantilevers and studying their frequency and phase shifts over time (Martínez-
Martín et al., 2017).

3.1.2.3 Nonstandard AFM Probes Produced by
Lithography and Other Manufacturing
Techniques

Lithographic techniques allow the shaping of sharp tips in a reproducible manner.
Focused ion beams, focused electron beam-induced deposition, physical sputtering
or chemical enhanced etching, as well as the growing of nanostructures on the canti-
lever using carbon nanotubes, can be used for the tuning of specific AFM probe fea-
tures (such as the tip geometry or radius of curvature) (Folch et al., 1997, Grow et al.,
2002, Ong and Sokolov, 2007, Menozzi et al., 2008, Temiryazev et al., 2016, Onoda
et al., 2021).

Dry film photoresist lithography can be further employed to add chemical and
physical functionalities to silicon nitride cantilevers; moreover, polymeric tips with
specific geometries can be grown on tipless cantilevers (Nilsen et al., 2019). It is note-
worthy that cylindrical pillars with flat ends provide a constant and controlled contact
area in mechanical measurements, and is often a desirable feature since it simplifies
the modelling of the contact (see Chapter 2.2) (Rico et al., 2007, Waters et al., 2012).

3D printing (Alsharif et al., 2018) is an emerging technology to produce custom
AFM probes, for example, by 3D direct laser writing, exploiting the two-photon po-
lymerization process (Göring et al., 2016). In this case, polymeric tips with tailored
geometry are obtained Figure 3.1.2.3), with a resolution (that can be taken equal to
the smallest radius of curvature of the printed tip) as good as 200 nm (Alsharif et al.,
2018).

All-diamond and all-metal probes typically maintain their functionalities (con-
ductivity, overall dimensions, and geometry) over time, also in the case of strong
tip–sample interaction. For example, an all-metal or doped all-diamond probe will
always conduct electricity, despite wear or slight contamination, in contrast to the
case of metal-coated tips, where the tip lifetime is typically short, strongly loaded,
and are history-dependent, primarily because of the issue of detachment of the thin
metallic film. These probes typically are suitable for imaging with good spatial reso-
lution, allowing to couple topographic, electrical and/or mechanical investigation
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(Wood et al., 2015). All-diamond cantilever probes (also conductive) are nowadays
commercially available. These probes can be realized by a proximity lithography pro-
cess (Malavé and Oesterschulze, 2006) and other patented approaches.

All-metal AFM probes can also be fabricated from microstructurally tailored
Cu–Hf thin films (Luber et al., 2009). All-metal AFM probes made from platinum
and platinum–iridium microwires are commercially available.

Microfluidic cantilevers allow coupling of micro- and nano-pipette analysis to the
standard AFM investigation. These cantilevers possess an internal channel that al-
lows measuring local ionic currents, applying and controlling pressure, etc. (Amar-
ouch et al., 2018).

All-plastic cantilevers (made of SU-8 resin), due to the higher internal damping of
the polymeric material and the resulting lower quality factor, provide very short re-
sponse time for high-speed AFM and sensing applications. These cantilevers can be
equipped with integrated sharp silicon nitride tips, and also represent suitable plat-
forms for the development of cantilever-based sensors (Adams et al., 2016, Hosseini
et al., 2019).

Figure 3.1.2.3: (a) Schematics of the two-photon polymerization process. (b)–(g) Examples of a
variety of tips that can be produced (image from Göring et al. (2016)).
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3.1.2.4 Functionalization of Probes

The functionalization of AFM probes, either chemically or morphologically, allows
their use as force, mass, or heat sensors (Thundat et al., 1994, Raiteri et al., 2001,
Barattin and Voyer, 2008).

Chemical functionalization (Noy et al., 1995, Ozkan et al., 2018) aims at attaching
small molecules or molecular constructs to sense specific interactions between the tip
chemical end-group and suitable counter-molecules attached to a flat, clean surface.
Using functionalized tips, receptor–ligand interactions, specific adhesion phenomena,
and protein unfolding events can be studied using the AFM in the force spectroscopy
mode (Zlatanova et al., 2000, Dufrêne et al., 2011, Yang et al., 2020). An example of
functionalization is the attachment of biomolecules to the AFM probes via amino
functionalization of the silicon cantilevers through silane (-SiOx) or gold-coated canti-
levers, through thiol groups (-SH) and linkers. Those linkers can be polyethylene gly-
col polymers (PEG) (Zimmermann et al., 2010), but also elastin-like polypeptide (ELP)
(Ott et al., 2017, Liu et al., 2020). From this base, multiple biomolecules could be at-
tached and studied: antibodies/antigens (Kienberger et al., 2005, Ebner et al., 2007,
Caneva Soumetz et al., 2010, Liu et al., 2019); peptides (Lehenkari and Horton, 1999);
collagen or ECM proteins (Lee et al., 2013, Hong et al., 2015, Li et al., 2020).

Morphological functionalization of probes aims to study how the surface morphol-
ogy and the presence of surface peculiar nanotopographic features, a common aspect
of biosurfaces and interfaces, affect the interaction of biological entities (cells, pro-
teins) with their microenvironment. Typically, for this purpose, a thin film of a mate-
rial that confers a peculiar surface nanoscale morphology to the tip is deposited on it
(Figure 3.1.2.2I,L) (Chighizola et al., 2020). Single nanoparticles can also be attached to
the tip (Marcuello et al., 2018) as well as nanotubes (Woolley et al., 2000, Hafner et al.,
2001), or both (Yashchenok et al., 2013). The coating process typically also changes
the chemical properties of the tip, depending on the material deposited, and can also
make available other interaction channels, for instance, the presence of high aspect
ratio gold features on the tip can be used to enhance the Raman scattering at the
tip–sample interface (Malavé and Oesterschulze, 2006). Recently, the deposition of
thin nanostructured zirconia films on large spherical probes (Figure 3.1.2.2I,L), mim-
icking the extracellular matrix nanotopography allowed us to study integrin-related
mechanotransductive processes in PC12 cells (Chighizola et al., 2020, 2021a).
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3.1.3 AFM Calibration Issues

Atomic force microscopy (AFM) is a powerful tool to investigate molecular interactions
and mechanical properties at biointerfaces, with nanometric spatial resolution and pN
force sensitivity (Binnig et al., 1986, Martin et al., 1987). However, to fully exploit the
quantitative spectroscopic and imaging capabilities of an atomic force microscope,
the instrument must be accurately calibrated. The calibration regards several compo-
nents of an AFM.

First of all, the scaling factors of the force and deflection detection apparatus,
that is, the cantilever spring constant (intrinsic and effective) and the deflection
sensitivity of the optical beam deflection system must be determined.

The displacement of the sample with respect to the AFM tip must be controlled
with sub-nanometer accuracy, which requires the proper calibration of the sensitiv-
ities of the piezoelectric scanners of the instrument along the three directions x,y,z.

The tip radius of curvature and the tip geometry are important parameters in
the modelling of tip–sample interactions, as in the case of indentation experiments;
these parameters must be accurately characterized.

This chapter presents a critical overview of the most important calibration pro-
cedures for AFM and discusses the related issues and how to mitigate them.
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Table of Symbols

Symbol Units Comments

A N/(m
Hz/)

AFM probe-specific A-factor for the CGI Sader method

A m/Hz White noise in PSD

b m Cantilever width

B m/Hz Amplitude of the PSD of the cantilever deflection (measured in m) for
the SHO model

Bv V/Hz Amplitude of the PSD of the raw cantilever deflection signal (measured
in V) for the SHO model

Cθ − Correction factor, which converts the intrinsic spring constant into the
effective spring constant

d m Deflection of cantilever, measured in the direction perpendicular to the
sample surface

d? m Deflection of cantilever, measured in the direction perpendicular to the
cantilever axis

dc xcð Þ, dc,dyn xcð Þ m Static and dynamic deflection profiles of the cantilever, in the
cantilever reference frame

F N Force applied on the AFM tip, in the direction perpendicular to the
sample surface

f Hz Frequency (in PSD)

fR Hz Resonance frequency of the cantilever (first mode)

H m Height of the (sharp) AFM tip

invOLS V/m Inverse optical lever sensitivity, another name for the deflection
sensitivity S

k N/m Intrinsic spring constant of the cantilever at full length

kLP N/m Intrinsic spring constant of the cantilever at the loading point (tip
location)

keff N/m Effective spring constant of the cantilever in the measurement
configuration (cantilever tilt, tip backshift, tip height, etc.)

kB J/K Boltzmann constant

ΔL m Backshift of the loading point (tip location) with respect to the end of
the cantilever

L m Cantilever length

PSD m/Hz Power spectral density, in AFM used for the spectral density of the
cantilever oscillation
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(continued)

Symbol Units Comments

PSDV V/Hz Power spectral density of the raw deflection signal of the cantilever
(photodetector output)

PSDSHO m/Hz Power spectral density of the SHO model

PSDSHO
V V/Hz Power spectral density for the raw deflection signal of the cantilever

(photodetector output) of the SHO model

Pv V Power in the raw PSDV obtained by integration of the first resonance
peak

Q − Quality factor of (first) resonance peak

R m Radius of the AFM tip

Re − Reynolds number

S m/V Deflection sensitivity, the sensitivity of the optical beam deflection
system (also known as invOLS)

T K Absolute temperature

ΔV V Raw deflection signal from the split photodiode

xlaser m Position of the laser along the cantilever axis

Zp m z-Piezo displacement

β − Fraction of squared oscillation amplitude of the cantilever in the first
dynamic mode to be used in the Sader and thermal noise methods

λ Correction factor for the deflection sensitivity (SNAP procedure)

χ − Correction factor between dynamic and static deflection sensitivity for
the rectangular cantilever, with the laser aligned at the end of the
cantilever, for a tilt angle of °

χeff − Correction factor between dynamic and static deflection sensitivity for
a given loading configuration

Λ Reð Þ − Hydrodynamic function of the cantilever

ωR Hz Angular resonance frequency

μ Pa s Dynamic viscosity of surrounding medium

ρ kg/m Density of surrounding medium

θ rad Mounting or tilt angle of cantilever
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3.1.3.1 Measuring Force and Deflection with the AFM
with the Optical Beam Deflection Method

The force sensing capability of AFM is based on the use of probes consisting of an
elastic microlever (cantilever) with an interacting tip at its apex (Figure 3.1.3.1).

In AFM force measurements, the tip–sample force (F) perpendicular to the sam-
ple surface must be measured as a function of either the tip–sample separation or
the sample deformation.

The force F perpendicular to the sample surface causes a vertical deflection d of
the cantilever as small as 1/10 of a nanometer that can be detected through an optical
beam deflection (OBD) apparatus, also known in the literature as the optical lever de-
tection apparatus (OLD) (Figure 3.1.3.1a) (Meyer and Amer, 1988, 1990a, 1990b, Put-
man et al., 1992, Alexander et al. 1989).

Acronyms

OBD Optical beam deflection

OLD Optical lever detection

SHO Simple harmonic oscillator

Figure 3.1.3.1: (a) The AFM cantilever and the OBD apparatus. (b, c) Spherical and sharp (pyramidal)
tips, with the relevant lengths highlighted.
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Force F and deflection d are proportional, according to Hooke’s law:

F = keffd (3:1:3:1)

In eq. (3.1.3.1), the spring constant keff (with units of N/m) is termed effective rather
than intrinsic because, due to the cantilever mounting angle or tilt θ (usually θ =
10°–15°), force and deflection are perpendicular to the sample surface rather than
to the cantilever axis.

The intrinsic spring constant k of the cantilever, in turn, relates the deflection
d?and the force F?, respectively, perpendicular to the cantilever axis:

F?= kd? (3:1:3:2)

The effective spring constant keff depends on both the elastic properties of the cantile-
ver and the instrument configuration (i.e., the tilt of the cantilever, but also the tip
height and the loading point position). In the simplest case of a negligibly small tip at
the very end of the cantilever, given that d? =d=cos θð Þ and F? = Fcos θð Þ, one obtains:

keff = k=cos2 θð Þ (3:1:3:3)

This formula can be far more complex for other configurations (see eq. (3.1.3.26)),
and in general, a correction factor Cθ must be determined, so that:

keff =Cθk (3:1:3:4)

The cantilever deflection is measured in commercial AFMs using the OBD method,
schematically represented in Figure 3.1.3.1. A laser beam is aligned on the cantilever
in correspondence with the tip and reflected onto a segmented photodiode for detec-
tion. A small cantilever deflection causes a much larger vertical displacement of the
laser spot on the detector (the geometrical amplification factor, proportional to the
cantilever–detector distance, can be as large as 1,000 (Butt et al., 1995)). Upon suit-
able conversion and amplification, a voltage output ΔV proportional to the laser spot
displacement, and therefore to the vertical cantilever deflection d is generated.

The cantilever deflection can therefore be measured using the OBD system as

d= SΔV (3:1:3:5)

where the calibration factor S (with units of nm/V) is called deflection sensitivity
(also known as inverse optical lever sensitivity, or invOLS).

The force F can therefore be calculated as

F = keffSΔV (3:1:3:6)

The deflection sensitivity is also important for calculating the actual tip–sample
distance (or indentation, in the contact region of the force–distance curve) since
the latter distance is obtained by adding the cantilever deflection d to the z-piezo
displacement Zp (Butt et al., 2005).
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To carry out quantitative force measurements by AFM, using eqs. (3.1.3.5) and
(3.1.3.6), it is essential to calibrate the value of the spring constants (intrinsic or ef-
fective) of the cantilever as well as of the deflection sensitivity of the OBD system.

3.1.3.2 Calibration of the Cantilever Spring Constant

Several approaches have been developed to characterize the spring constant of a can-
tilever (Heim et al., 2014, Hutter and Bechhoefer, 1993, Cleveland et al., 1993, Kim
et al., 2007; Sader et al., 2016, Craig and Neto, 2001; Butt and Jaschke, 1995, Gates
and Pratt, 2012, Langlois et al., 2007; Chung et al., 2008, Clifford and Seah, 2009;
Sader et al., 2012, Sikora, 2016). Here, we describe the Sader method and the thermal
noise method, which are widely used due to their accuracy, simplicity and minimal,
or null, invasiveness for the tip. As we will show, despite the simplicity of the thermal
noise method, several potential issues can affect its accuracy and need to be consid-
ered. Nevertheless, when properly implemented, the Sader and thermal noise method
agree well with each other (Burnham et al., 2003, Ohler, 2007) and with the results of
finite-element analyses (FEA) or interferometric measurements (Ohler, 2007, Gates
and Pratt, 2012).

Despite the considerable effort dedicated on the development and optimization of
reliable calibration procedures for AFM, this is still an open field of research, consider-
ing that probes with unconventional shapes and mass distributions are continuously
designed to support novel imaging and force spectroscopy modes (see Chapter 3.1.2).

3.1.3.2.1 The Sader Method

The Sader method is based on the modelling of the dynamical behavior of an AFM
probe oscillating upon thermal excitation in a viscous fluid (Sader et al., 2016, 1999;
2005, 2012), while the method is usually applied to cantilevers oscillating in air, it was
shown to work also reliably in fluids (Sumbul et al., 2020, Burnham et al., 2003).

The method requires, in its original formulation, the planar dimensions of the
cantilever, the resonance frequency fR=ωR/2π (ωR is the resonant angular frequency)
and the quality factor Q of the first flexural mode. The intrinsic spring constant at the
end of the cantilever (xC = L) is then determined as

k = βρb2LΛ Reð ÞωR
2Q (3:1:3:7)

being ρ the density of the surrounding fluid, b and L the width and length of the canti-
lever, respectively, and Λ Reð Þ the hydrodynamic function (John E. Sader et al., 2005,
2012), which depends on the Reynolds number Re= ρ b2ωR 4μð Þ�

, where μ is the
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dynamic viscosity of the fluid. One of the advantages of the Sader method is that it
does not require the determination of the cantilever thickness since only the planar
dimensions of the cantilever are required, which can be easily measured using optical
microscopy for most commercial cantilevers.

The factor β in eq. (3.1.3.7) is the fraction of the total quadratic oscillation ampli-
tude in the first normal mode (Butt and Jaschke, 1995, Sader et al., 2014) or, equiva-
lently, the ratio of static and dynamic (first mode) spring constants of the cantilever,
both constants measured at xC = L. For a rectangular cantilever with a negligibly
small tip at the end, β = 0.971, while for more complex geometries, it must be calcu-
lated by FEA (Rodriguez-Ramos and Rico, 2021; Sader et al., 2012, 2014) or measured
by interferometry (Gates et al., 2013).

The values of Q and fR can be easily obtained from the power spectral density
(PSD) of the cantilever oscillation, defined as the squared modulus of the Fourier
transform of the deflection d(t) (or d?(t)), with units of m2/Hz or V2/Hz, depending on
whether it is measured by interferometry or the OBD method (see Pottier and Bellon
(2017), Labuda (2016), and Sader et al. (2011) for details about both acquisition, calcu-
lation, and distortions of the PSD). Indeed, the oscillation versus time signal contains
several disturbances that cannot be easily decoupled from the true signal since they
are distributed across a wide frequency range. In turn, the PSD consists of a numera-
ble series of resonance peaks corresponding, in the absence of cross talk between ver-
tical and lateral segments (Piner and Ruoff, 2002, Hoffmann et al., 2007, Onal et al.,
2008), to the normal flexural modes of the cantilever (Figure 3.1.3.2), and the contribu-
tion of the true oscillation of the cantilever can be easily distinguished from noise.

Figure 3.1.3.2: Power spectral density of a contact mode cantilever showing the resonance peaks of
the first three flexural modes. The inset shows the first resonance peak with the superimposed fit
of the SHO model (eq. (3.1.3.8)).
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For example, if the simple harmonic oscillator (SHO) model is used, the PSD is
given by eq. (3.1.3.8), where A0 is a white noise offset, Q and fR are the quality factor
and the resonance frequency of the first flexural mode of the cantilever, respectively,
and B is the oscillation amplitude at resonance; both A0 and B have units of m/√Hz
(or V/√Hz if the OBD system is used) (Pirzer and Hugel, 2009):

PSDSHO fð Þ=A0
2 + B2fR

4

Q2 f 2 − fR
2	 
2 + f 2fR

2=Q2
h i− 1

(3:1:3:8)

Other models can be used; for example, some authors found that the Lorentzian PSD
better reproduces the experimental PSD of small-Q cantilevers in liquids (Pirzer and
Hugel, 2009), However, recent comparison of the different fitting models suggests
that the SHO is more consistent also in liquid and for low Q-factor cantilevers (Sum-
bul et al., 2020). Fitting eq. (3.1.3.8) or another suitable resonance model to the first
peak of the measured thermal spectrum, it is possible to obtain the values of Q and fR
to be used in eq. (3.1.3.7).

Sader later showed that it is possible to determine the spring constant of an uncal-
ibrated cantilever using the parameters of a calibrated reference cantilever, with the
same (nominal) geometry and dimensions. This is a consequence of the fact that, for
any given cantilever type with the same plan view dimensions (Sader and Friend,
2015), the intrinsic spring constant can be approximated as

k =AQfR
1.3 (3:1:3:9)

where A is a constant factor recapitulating the quantities appearing in eq. (3.1.3.7).
Thus, a global calibration initiative was proposed by Sader et al. (2016) to standard-
ize the calibration of AFM cantilevers using an online, user-contributed database of
A factors calculated from reference cantilevers of specific types and then averaged.
A web-based applet is available at the following URL: https://sadermethod.org/.
The accuracy of this universal A-coefficient for a particular cantilever, that is, of the
calibration method, improves as the number of reference cantilevers uploaded by
the community increases. Importantly, reporting the A-factor in publications would
allow for a potential future recalibration of data.

3.1.3.2.2 The Thermal Noise Method

The thermal noise method (Butt and Jaschke, 1995, Gates and Pratt, 2012, Heim et al.,
2014, Hutter and Bechhoefer, 1993) is based on Boltzmann’s equipartition theorem:

1
2
k <d2? > = 1

2
kBT (3:1:3:10)
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which relates the mean squared oscillation amplitude <d2? > of a simple spring with
the thermal energy in thermodynamic equilibrium. For a cantilever, which has several
bending modes, eq. (3.1.3.10) will hold for each individual mode as can be seen in the
PSD above.

The intrinsic cantilever spring constant k is then calculated from eq. (3.1.3.10) as

k = kBT
<d2? > (3:1:3:11)

The elegance and the simplicity of eqs. (3.1.3.10) and (3.1.3.11) hide several details,
which become evident when one tries to implement the thermal noise method. Here, we
discuss two main approaches for implementing eq. (3.1.3.11) through the measurement
of the cantilever deflection: the first is based on interferometry, while the second (the
standard approach) is based on the OBD method, typically used in commercial AFMs.

Since it is convenient to focus only on the first flexural normal mode of the can-
tilever, which encompasses 98.5% of the total oscillation amplitude, the correction
factor β introduced in eq. (3.1.3.7) must be used to account for the fraction of the
total oscillation stored in this mode: <d2?,1 > = β<d2? > , where <d2?,1 > is the mea-
sured oscillation amplitude of the first mode.

Equation (3.1.3.11) is then replaced by eq. (3.1.3.12):

k= β
kBT

< d2?,1 >
(3:1:3:12)

It was noted already that the cantilever oscillation is distributed among its normal
modes, which are represented in the PSD by resonance peaks (Figure 3.1.3.2).

The interferometric and OBD-based thermal noise methods differ in how the os-
cillation amplitude < z2?,1 > is measured. This is described in the following sections.

3.1.3.2.2.1 Interferometric Thermal Noise Method

Interferometric techniques (Gates et al., 2015, Ohler, 2007, Paolino et al., 2013, Gates
and Pratt, 2012) permit to directly measure with great accuracy the cantilever deflec-
tion in metric units. Compared to the OBD apparatus, interferometry allows to per-
form measurements with significantly lower noise, at sufficiently large bandwidth
(above 1 MHz) and with a high dynamic range of deflection (from below 0.1 to above
500 nm); moreover, interferometric techniques offer the advantage of not requiring
the calibration of the deflection sensitivity, the major drawback of the OBD setup
(Laurent et al., 2013). At present, interferometric techniques are considered the gold
standard for the calibration (through the thermal noise method) of AFM cantilevers.
Precision and accuracy, tested against SI traceable technique (like the NIST electro-
static force balance), are well below 2%, typically around 1% (Gates and Pratt, 2012).
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In interferometric measurements, the cantilever is not tilted; therefore, the dis-
placement d? in the direction perpendicular to the cantilever is directly measured.

The fraction of the total cantilever oscillation of a specific normal mode corre-
sponds to the area below the corresponding peak in the PSD (Figure 3.1.3.2). Fitting
the PSD model of the SHO (eq. (3.1.3.8)) to the first peak of the measured thermal
spectrum provides the values of the parameters B, fR, and Q, and these, in turn,
allow to calculate the oscillation amplitude <d2?,1 > of the first mode of the cantile-
ver as (Pirzer and Hugel, 2009):

< d2?,1 > =
ð∞
0

PSDSHO fð Þdf = πB2fR
2Q

(3:1:3:13)

According to eq. (3.1.3.12), the intrinsic spring constant can thus be calculated as

k= β
2Q

πB2fR
kBT (3:1:3:14)

Besides requiring the knowledge of the value of the correction factor β, which can be
calculated analytically only in the case of the ideal rectangular cantilever, it should be
considered that interferometry provides the value of the intrinsic spring constant at the
laser location. Therefore, on the one hand, the precise positioning of the laser along
the cantilever axis is required (at odd with the case of the thermal noise method based
on OBD), and on the other hand, it is important to precisely determine the distance
between the laser position and the tip location (the loading point); this latter distance,
together with other geometrical parameters, like the tip height, the cantilever tilt angle,
and the cantilever length, is necessary to evaluate the correction factor Cθ (eq. (3.1.3.4)
and Section 3.1.3.2.5) for the determination of the effective spring constant.

Besides the greater accuracy and precision provided by interferometry over the
OBD system and the strong advantage of not requiring the characterization of the
invOLS, also this calibration technique requires the calculation (typically by FEA)
of both β and Cθ correction factors.

Last but not the least, at present, interferometric devices for the calibration of
AFM cantilevers are either very expensive (when commercially available) or a com-
plex, research-oriented, custom-built apparatus. Thus, there is a clear need to de-
velop cost-effective, simplified interferometric devices for the calibration of AFM
cantilevers to be installed and used routinely in research laboratories.

3.1.3.2.2.2 OBD-Based Thermal Noise Method

Commercial AFMs use the OBD method to measure the cantilever deflection, with
the laser typically aligned close to the end of the cantilever; this implies that in ad-
dition to the modal correction factor β, other factors must be known.
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First, the raw output of the photodetector in volts must be converted into a de-
flection in the physical units of meters via the deflection sensitivity S (eq. (3.1.3.5)),
which implies that, with respect to the Sader and the interferometric approaches,
an additional calibration step is required. Moreover, the deflection sensitivity S ac-
counts for the static deflection of a cantilever in the experimental loading configu-
ration (i.e., with the cantilever tilted, the tip of finite height located at a finite
distance ΔL from the cantilever end, see Figure 3.1.3.1b,c), while the thermal noise
is a dynamical oscillation measured at the laser position, in the direction perpen-
dicular to the cantilever axis. As a consequence, an additional correction factor χeff
is required (Sader et al., 2014, Cook et al., 2006; Butt and Jaschke, 1995). The
squared oscillation amplitude of the first flexural mode measured by the OBD sys-
tem is, therefore:

< d2?,1 >= χeff
2S2PV (3:1:3:15)

where PV is the area below the first resonant peak of the PSD of the raw output of
the photodetector (PSDV(f), in units of V2/Hz).

Equation (3.1.3.12) is thus replaced by eq. (3.1.3.16) (Cook et al., 2006, Edwards
et al., 2008, Hutter, 2005):

k = β
χeff 2

kBT
S2PV

(3:1:3:16)

If the SHO model is used, PSDSHO
V fð Þ is given by eq. (3.1.3.8), but with an amplitude

BV with units V/√Hz. Adapting eq. (3.1.3.13), one obtains: PV = πBV
2fR

	 

2Q
	 
�

. Equa-
tion (3.1.3.16) thus becomes

k = β
χeff 2

2Q

S2πBV
2fR

kBT (3:1:3:17)

As pointed out by Butt and Jaschke (1995) in their seminal work, the OBD method
measures directly the cantilever angular deflection, or inclination, rather than its
vertical displacement; therefore, the correction factor χeff, originally defined as the
ratio of the dynamic to the static deflection sensitivity (Proksch et al., 2004), is also
equivalent to the ratio of the slopes of the statically and thermally dynamically
loaded cantilevers, calculated in the frame of reference (xc,dc) of the cantilever
(Figure 3.1.3.1a) (Schäffer and Fuchs, 2005; Butt and Jaschke, 1995, Cook et al.,
2006):

χeff =
d
dxc

ðdc xcð ÞÞj
xc = L−ΔL

d
dxc

ðdc,dyn xcð ÞÞj
xc = xlaser

(3:1:3:18)

In eq. (3.1.3.18), dc(xc) and dc,dyn xcð Þ represent the static and dynamic (first normal
mode) profiles, respectively, of the cantilever, and xlaser is the laser position. For the
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first normal mode of an ideal, not tilted, rectangular cantilever, with a negligibly
small tip and laser spot located at the end of the cantilever, χeff = χ0/cos(θ), with χ0 =
1.09 (the case of the finite spot size of the laser is treated in Schäffer and Fuchs (2005)
and Proksch et al. (2004)).

In the general case of non-standard loading configurations and for exotically
shaped cantilevers, with uneven mass distribution, including those with bulky and
tall integrated tips (see Chapter 3.1.2 for an overview), not only the modal factor β,
but also the factor χeff must be calculated by FEA (Rodriguez-Ramos and Rico,
2021), or by directly measuring the modal cantilever shapes by interferometry(Gates
et al., 2013, Laurent et al., 2013).

For AFM probes based on the rectangular geometry (Figure 3.1.3.1b,c), assum-
ing that the laser is positioned at the cantilever end, the following equation can be
used, where the tip radius R must be replaced by the tip height H in the case of
nonspherical probes (Edwards et al., 2008, Hutter, 2005, Chighizola et al., 2021):

χeff = χ0 1−
ΔL
L

� � 1− 3
2

R=L
1− ΔL

Lð Þ tanθ
1− 2 R=L

1− ΔL
Lð Þ tanθ

264
375cosθ

8><>:
9>=>;

−1

(3:1:3:19)

and eq. (3.1.3.16) becomes

k= β
χ02

1−
ΔL
L

� �2 1− 3
2

R=L
1− ΔL

Lð Þ tan θ
1− 2 R=L

1− ΔL
Lð Þ tan θ

264
375
2

cos2 θð Þ

8><>:
9>=>; kBT

S2PV
(3:1:3:20)

If the SHO model is used to fit the PSD, then eq. (3.1.3.20) becomes

k = β
χ02

1−
ΔL
L

� �2 1− 3
2

R=L
1− ΔL

Lð Þ tan θ
1− 2 R=L

1− ΔL
Lð Þ tan θ

264
375
2

cos2 θð Þ

8><>:
9>=>; 2Q

S2πBV
2fR

kBT (3:1:3:21)

The cos2 θð Þ term in eqs. (3.1.3.20) and (3.1.3.21) accounts for the tilt θ of the cantile-
ver (Gates, 2017); the term in square brackets accounts for the torque applied to the
cantilever because of the finite height of the tip; the first term (1 – ΔL/L)2 accounts
for the fact that the static deflection sensitivity is measured at the loading point
rather than at the end of the cantilever (Edwards et al., 2008, Hutter, 2005). A spe-
cial case of eq. (3.1.3.20) was first proposed by Hutter (2005) under the hypothesis
ΔL = 0; in this case, eq. (3.1.3.20) simplifies to

k= β
χ02

1− 3
2

R=L
1− ΔL

Lð Þ tan θ

1− 2 R=L
1− ΔL

Lð Þ tan θ

264
375
2

cos2 θð Þ

8><>:
9>=>; kBT

S2PV
(3:1:3:22)
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and an expression similar to eq. (3.1.3.21) but without the 1−ΔL=Lð Þ2 term can be
obtained for the SHO fit.

For a rectangular cantilever, with a negligibly small tip and laser spot located
at the end of the cantilever, β=χ0

2 = 0.817, and the static intrinsic spring constant
can be calculated as

k=0.817cos2 θð Þ kBT
S2PV

(3:1:3:23)

Fitting the SHO model to the measured PSDV, one obtains:

k =0.817 2Q

S2πBV
2fR

cos2 θð ÞkBT (3:1:3:24)

3.1.3.2.3 The Added Mass Effect

The implementation of the thermal noise method based on the standard rectangular
geometry of the cantilever assumes that the mass of the cantilever is uniformly distrib-
uted. For this statement to be valid, the mass of the tip must be negligible compared
to the mass of the cantilever. However, when large tips, for example, spheres, are at-
tached at the end of a cantilever, this hypothesis is not always satisfied. Since the
mass of the microsphere scales up with the cube of radius R, it can easily reach values
comparable to or larger than the mass of the cantilever. For example, this is the case
for a glass sphere with a radius R > 10 μm, attached to a silicon nitride cantilever with
L = 200 μm.

Using interferometric approaches, it was recently demonstrated that the canti-
lever oscillation dynamics changes if a mass is attached to the free end (Gates
et al., 2013, Laurent et al., 2013). Among other effects, the large attached mass of
the tip and/or the non-uniform distribution of the mass across the probe length
induces a change in the modal shapes of the flexural normal modes. As a conse-
quence, both factors β and χeff change; if those two factors are not corrected, the
resulting spring constant can be underestimated by a significant factor (Chighi-
zola et al., 2021).

For the rectangular geometry, the added mass effect can be accounted for ac-
cording to the model developed by Laurent et al. (2013) and Chighizola et al. (2021)
(an online tool is available for the ΔL = 0 case: https://perso.ens-lyon.fr/ludovic.bel
lon/wp/tools/colloidal-probe-calibrator/, with the change of notation: α̂≡ β and
β≡ α̂=χ0

2).
If the factors β and χeff2 are numerically calculated by FEA, then the added mass

effect is automatically taken into account, together with all other effects related to
the nonideality of the probe geometry (such as the backshift of the loading point,
see Section 3.1.3.2.4, or the deviation from the rectangular geometry).
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3.1.3.2.4 Effect of the Backshift of the Loading Point of the Probe

Usually, it is assumed that the loading point, that is, the point where the surface
force is applied to the probe, is located at the free end (xC = L) of the lever. In gen-
eral, however, the loading point is horizontally displaced from the cantilever end by
a distance ΔL. Consequently, the intrinsic spring constant of the rectangular cantile-
ver increases cubically as the loading point is back shifted from the cantilever end
by a distance ΔL (Sader and White, 1993; Sader et al., 1995):

kLP =
L

L−ΔL

� �3
k (3:1:3:25)

where kLP is the intrinsic spring constant at the loading point.
In the case of rectangular, axisymmetric, and relatively long cantilevers, eq.

(3.1.3.25) is valid for arbitrary offset ΔL, not only in the limit ΔL/L « 1, while eq.
(3.1.3.25) is reasonably accurate for triangular cantilevers, as long as ΔL/L and b/L
are small, where b represents the width of the single arms of the cantilever (Sader,
1995).

For AFM probes of arbitrary shape, the correction factor to obtain the static
spring constant at the loading point must be calculated numerically via FEA (Rodri-
guez-Ramos and Rico, 2021). The correction factor Cθ for the effective spring constant
(eq. (3.1.3.4), see also the next section) typically considers the actual position of the
loading point.

3.1.3.2.5 The Effective Spring Constant

In the presence of a cantilever tilt θ and of a nonnegligible R/L or H/L ratio, a tor-
que, proportional to the component of the force F perpendicular to the tip axis,
causes an additional deflection of the cantilever (an additional torque can be
caused by friction forces, here neglected (Attard et al., 1999, Stiernstedt et al., 2005,
2006)). In the general case when the ratios R/L and ΔL/L are not negligible, the
equation for the effective spring constant keff (eq. (3.1.3.3)) must be replaced by the
following equation (Edwards et al., 2008, Hutter, 2005):

keff = 1−
3R=L

2 1−ΔL=Lð Þ tanθ
� �

cos2 θð Þ
� �−1 L

L−ΔL

� �3
k (3:1:3:26)

which accounts for both the torque effect and the backshift of the loading point. The
laser is supposed to be aligned between the loading point and the end of the cantile-
ver (in this region, the inclination of the loaded cantilever is constant). In eq. (3.1.3.26),
the radius R of the spherical probe must be replaced by the tip height H in case a stan-
dard sharp tip is used (Edwards et al., 2008).
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For a rectangular cantilever, the correction factor Cθ for the effective spring con-
stant (eq. 3.1.3.4) is

Cθ = 1−
3R=L

2 1−ΔL=Lð Þ tan θ
� �

cos2 θð Þ
� �−1 L

L−ΔL

� �3
(3:1:3:27)

For negligibly small R/L or H/L ratios (i.e., negligible torque), eq. (3.1.3.26) simpli-
fies to

keff =
L

L−ΔL

� �3
k=cos2 θð Þ (3:1:3:28)

In the case of also negligible ΔL/L, eq. (3.1.3.28) further simplifies to eq. (3.1.3.3),
with the simple correction factor Cθ = 1=cos2 θð Þ.

As soon as the geometry of the cantilever deviates from the ideal rectangular
one, the factor Cθ must be calculated by FEA (Rodriguez-Ramos and Rico, 2021).

3.1.3.2.6 Calibration of the Deflection Sensitivity of the OBD
System

The thermal method based on the OBD system requires the accurate calibration of
the deflection sensitivity; since the latter parameter enters as a square in the formula
for the spring constant, a small relative error in the deflection sensitivity leads to a
twice as large relative error in the value of k.

3.1.3.2.6.1 Standard Calibration Method of the Deflection Sensitivity

The calibration of the deflection sensitivity S is typically performed by making contact
with the AFM tip on a very rigid surface and collecting a series of raw photodiode sig-
nal versus z-piezo displacement curves (Figure 3.1.3.3). Assuming that neither the tip
nor the surface are deformed, the deflection sensitivity S is calculated as the inverse of
the mean slope of the contact region of the ΔV versus Zp curves (which justifies the
name invOLS), or equivalently as the mean of the inverse slopes, which leads to the
same relative error.

Despite the simplicity of this approach, there are some drawbacks in the stan-
dard calibration method of the deflection sensitivity:
– A clean and rigid substrate is required, which is not always available, for exam-

ple when a soft sample at full coverage (a confluent cell layer, a tissue slice) is
studied.

– The tip–surface contact can reduce the tip sharpness or damage the tip function-
alization, if any.
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– When tips with large radii and/or stiff cantilevers are used, especially on adhe-
sive surfaces, friction forces can produce a torque, which can influence the
measured deflection and can result in an apparent deflection sensitivity (Attard
et al., 1999, Stiernstedt et al., 2005, 2006, Warmack et al., 1994).

– The z-piezo must be properly calibrated (see Chapter 3.1.1); otherwise, the mea-
sured deflection sensitivity will be systematically rescaled.

– The vertical deflection signal must be free of artifacts, for instance, due to
crosstalk between vertical and lateral segments of the photodetector (Piner and
Ruoff, 2002, Onal et al., 2008, Hoffmann et al., 2007); these effects can be im-
portant when a large deflection interval is probed, as during the acquisition of
a force curve.

– The deflection signal should be measured well within the linearity range of the
photodetector, which, depending on the system, can be as small as one-third of
the total range.

The first point is critical because it can force to perform separate experiments for cali-
brating the deflection sensitivity and for measuring the sample; ideally, one should
try to perform both tasks without changing the experimental setup (including the
laser alignment on the cantilever, the thermalization of the liquid medium, among
others). Therefore, in practice, it is wise, whenever possible, to leave a portion of the
substrate uncovered and clean to calibrate the deflection sensitivity.

Because of friction, the tip can get pinned on the surface instead of sliding (Wea-
fer et al., 2012). The friction, and therefore the torque, are stronger when the effective
tip height is larger, as in the case of large spherical probes, and when the normal
force is higher, as in the case stiffer cantilevers are used. These two conditions are

Figure 3.1.3.3: A typical force curve acquired on a rigid substrate. In blue and red, the approaching
and retracting portions of the force curve, respectively.
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often met since stiffer cantilevers must be used, in combination with large spheres,
in order to achieve reasonably high indentations.

It turns out that, as long as the tip sharpness or functionalization is not an issue,
the standard calibration method for the deflection sensitivity is more reliable when
sharp tips are used, provided the maximum load is kept reasonably low (also to avoid
detector non-linearity), and the first part of the force curve after tip–surface contact is
discarded. When torque and friction-related effects are important and the use of large
tips cannot be avoided, Chung et al.(Chung et al., 2009) suggested calculating the
mean of the slopes of the loading and unloading portions of the force curve to subtract
the deflection artifact effectively and then inverting the mean slope to obtain the de-
flection sensitivity.

Other points in the above list refer to the calibration and linearity of both the
z-piezo and the deflection signals, which directly affect the slope of the force curve,
and therefore the deflection sensitivity. Whenever possible, the output of a well-
calibrated displacement z-sensor should be recorded and used as z-piezo displace-
ment axis or used to operate the z-scanner in close-loop mode (see Chapter 3.1.1).

3.1.3.2.6.2 Contactless Calibration of the Deflection Sensitivity

To avoid many of the possible artifacts and problems noted above on the conventional
contact method to determine the deflection sensitivity, a contactless approach was
suggested (Higgins et al., 2006). The method is based on the inversion of eq. (3.1.3.17)
and on the general idea that the intrinsic spring constant of the cantilever is not sup-
posed to change; it requires independent knowledge of the intrinsic spring constant k
of the cantilever, for example calibrated using either Sader or interferometric methods,
and of the parameters obtained by fitting the SHO model to the thermal spectrum:

S=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β

χeff 2
2Q

kπBV
2fR

kBT

s
(3:1:3:29)

The method was first applied assuming that the spring constant calibrated in air did
not change in liquid, a reasonable assumption that has been later confirmed (Hig-
gins et al., 2006, Sumbul et al., 2020). Apart from the advantage of avoiding damage
on the sample and possible artifacts due to contaminated tip or sample or to photo-
diode nonlinearities, the uncertainty in the spring constant propagates as half to de-
termine the deflection sensitivity.

A similar approach, based on the same assumptions that led to eq. (3.1.3.29),
can be used when the thermal noise procedure directly provides the spring constant
rather than the parameters of the SHO fit. If an incorrect value Stemp of the deflec-
tion sensitivity is used, an incorrect estimation of the spring constant ktemp is ob-
tained. The correction factor λ for the deflection sensitivity, such that:
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S= λ Stemp (3:1:3:30)

can be calculated as

λ=
ffiffiffiffiffiffiffiffiffiffi
ktemp

k

r
(3:1:3:31)

where k is the known true value of the intrinsic spring constant of the cantilever, that
is, a value obtained by means of an accurate calibration method. This method is
known as the SNAP procedure (Schillers et al., 2017). The acquisition of thermal spec-
tra during the experiments and the calculation of the deflection sensitivity through
eqs. (3.1.3.29) or (3.1.3.30, 3.1.3.31) represent good practices to monitor possible varia-
tions of the deflection sensitivity due, for example, to the displacement of the laser on
the cantilever.

Due to its robustness, the contactless methods have shown to be more reli-
able than the standard method in a series of measurements across laboratories to
determine the mechanics of soft biological samples, reducing the variability to 1%,
much lower than using the conventional contact approach (Schillers et al., 2017).
This method is now available on some commercial AFM systems. Thus, the advan-
tages of this method are clear, and we recommend it for robust calibration of the
deflection sensitivity, provided an accurate spring constant is known.

3.1.3.3 Calibration of the Tip Radius and Geometry

It is important to know both the tip geometry and its characteristic dimensions, like
the opening angle, for conical or pyramidal tips, and the radius of curvature be-
cause the contact mechanics models depend on these parameters (see Chapter 2.2).

Unfortunately, the quantitative characterization of the tip geometry is not
straightforward, requiring typically access to an electron microscopy facility. Opti-
cal microscopy can hardly provide accurate results except for large spherical probes
with a radius R > 10 μm.

In the case of the spherical geometry, however, or as long as one is interested
mainly in the characterization of the radius of curvature of not extremely sharp
probes, it is possible to the well-known phenomenon of tip–sample convolution
(Montelius and Tegenfeldt, 1993, Keller, 1991, Villarrubia, 1997, Marques-Moros
et al., 2020, Westra et al., 1993), which is usually considered as a resolution-limiting
artifact, but which in this case turns into an advantage. In the case of extreme
tip–sample convolution regime, when a probe with a large radius scans very high-
aspect ratio surface features, the accurate reverse imaging of the probe apical part is
obtained, which allows to directly and quantitatively estimate both the geometry
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and dimensions of the apical part of the tip; in the general case, however, the convo-
luted image will contain the information of both the surface feature and the tip radii.

Polymeric particles can be used to produce suitable convoluted images upon
scanning of relatively sharp tips (Van Cleef et al., 1996, Nagy et al., 1996, Colombi
et al., 2009). Sharp rectangular steps can also be used (Yan et al., 2016, Markiewicz
and Cynthia Goh, 1995, Hübner et al., 2003). These approaches typically, but not
always, provide 1D topographic profiles that can be analyzed to extract the value of
the curvature radius of the tip. When the convolution regime is stronger, the reverse
AFM image represents a truly 3D reconstruction of the apical part of the tip (Neto
and Craig, 2001), which can be fitted using 3D models, like the spherical cap model
(Indrieri et al., 2011), or can feed blind tip reconstruction algorithms (Flater et al.,
2014, Villarrubia, 1997), for the estimation of the radius. If several high aspect ratio
surface features are present, each will provide an independent replica of the tip api-
cal portion to the benefit of statistics. The typical accuracy of the determination of
the radius of spherical tips by reverse imaging is 1% (Indrieri et al., 2011).

Reverse imaging for the calibration of the spherical probe radius has some limita-
tions. Indeed, for radii comparable or larger than the typical separation of spikes in
the calibration grating (typically a few micrometers), the spherical tip cannot pene-
trate deeply in between the spikes, and only a small portion of it will be imaged.
While this is not an issue for force spectroscopy measurements, where the tip–surface
interaction takes place mostly in the apical portion of the tip, it could be a limitation
in indentation measurements; in this case, the tip radius should be characterized up
to distances from the apex comparable to the maximum indentation, which can be as
large as a fewmicrometers. At present, commercial spiked gratings cannot provide suf-
ficiently large planar spacings to accomplish this task.

Scanning electron microscopy is the technique of choice to investigate the geo-
metrical details of new probes, with uncommon shape, especially when the manu-
facturer does not provide exhaustive information.
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3.2 Fiber-Optics-Based Nanoindenters

3.2.1 Introduction

Although atomic force microscopy (AFM) has been proven to be a widely used de-
vice for mechanical characterization of biological and biomimetic materials, espe-
cially cells, it has some limitations. Typical AFM devices are designed to work at a
very high resolution, axial and lateral, which limits the size of the scanned area,
usually to a few hundreds of µm, and vertical displacement range to a few tens of
µm while many biomaterials, such as hydrogels and tissues, often need to be tested
over an area on the order of millimeters. Furthermore, operating an AFM system
requires a considerable amount of knowledge, skill, and experience. This makes
AFM less accessible for many research groups, especially those that are new to the
field of mechanical testing. In addition, most AFM devices are built as stand-alone
systems with little flexibility in modifications, which limits the possibilities to easily
combine it with different instruments, such as microelectrode arrays, different
types of microscopes, or stretching devices for novel multimode experiments. Fi-
nally, laser triangulation-based readout of AFM cantilevers makes the system in-
compatible with the standard high-number well plates (e.g., 96- and 384-well plates)
for high-throughput testing (Dujardin et al., 2019).

To address the new needs of the growing mechanobiology field, a new type of in-
denters was developed by Optics11 Life, which has a focus on ease of use, compact
design, versatility, and is designed for micro- to macro-scale mechanical testing. The
user-friendly operation was achieved by implementing an all-optical fiber interferomet-
ric readout of the cantilever deflection. The cantilever and the fiber are aligned and
integrated into a probe during manufacturing. Such a feature allows one to improve
stability and handling while maintaining high precision. Furthermore, with this design,
the range of cantilever bending is expanded to 30 µm, which allows measuring over 4
orders of magnitude in sample stiffness (e.g., 0.1–100 kPa) with the same probe. This is
advantageous when testing mechanically heterogeneous samples (see Figure 3.2.1A
for the measurement range). Probes are precalibrated, reusable, and equipped with
spherical tips from 3 to 250 µm, where 3–25 µm radius tips are also extended by
30–100 µm to prevent one from touching the sample with a cantilever rather than the
sphere when testing non-flat samples. Furthermore, XYZ-stages have a range of sev-
eral centimeters, enabling measurements of large samples with a non-flat surface pro-
file without the need to adjust the sample position (see example in Figure 3.2.1B–E).
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For the displacement of the probe during indentation, a piezo-transducer with 100 µm
travel range is used to achieve large indentation depths, as many of the biomaterials
have different surface properties in comparison to deeper layers due to interface effects
or sample preparation procedures such as slicing. In addition, the combination of
long-range stages and piezo-transducer allows performing indentations on extremely
adhesive samples such as soft gels. Therefore, this novel nanoindenter configuration
has expanded the range of mechanical tests while decreasing the complexity of the
operation of the instrument and sample preparation procedures.

The mechanical behavior of biomaterials exhibits nonlinearity and poro-viscoelasticity
that results in depth, tip radius, and speed-dependent properties that arise from com-
plex material architecture and solid–fluid interactions. To address this, the Optics11
Life nanoindentation systems were designed to operate in a feedback-control mode
where the user can freely define a quasi-static or dynamic indentation profile in in-
dentation depth or load control modes. As a result, in addition to commonly used
Young’s modulus values from quasi-static measurements, other mechanical parame-
ters can be extracted such as storage, loss moduli, and damping factor as a function

Figure 3.2.1: (A) Measurement range of the system (from top to bottom): the range of elastic
modulus that can be measured by cantilevers with spring constants between 0.025 and 250 N/m;
applied and sensed force range; the range of reached indentation depth; the range of contact
radius a=

ffiffiffiffiffiffi
hR

p
, where h is indentation depth; minimum step size and maximum scanned distance;

frequency range of oscillations during dynamic mechanical analysis (DMA); indentation speed
during static indentations. (B)–(E) Example of results from the matrix scan on a swelling hydrogel
(Petrisoft 25 kPa). The start of the matrix was at X = 0, Y = 0. During the scan, hydrogel swelled by
310 µm and Young’s modulus decreased from 27 to 22 kPa. (B) 2D map of Young’s modulus E (kPa),
(C) surface plot of Young’s modulus E (Pa), (D) 2D map of topography Z (µm), and (E) surface plot of
topography Z (µm).

130 Nelda Antonovaite et al.



of strain and frequency, relaxation time constants, or even permeability and diffusivity
from time-dependent measurements (Offeddu et al., 2018). These parameters can be
used to investigate the role of mechanics in diseases as they might contain important
information about structure and function.

Three fiber-optics-based nanoindenter instruments have been developed to accom-
modate different types of mechanical experiments: (1) a bench-top stand-alone version
suited for testing hydrogels, elastomers, and large tissues (PIUMA Nanoindenter); (2) a
microscope-compatible system for small tissue and single-cell characterization or other
high-resolution imaging requiring experiments (CHIARO Nanoindenter); (3) a high-
throughput nanoindentation platform, which combines automatic mechanical testing
of samples inside well plates (up to 384 wells), imaging and incubation (PAVONE
Nanoindentation platform) suited for automated testing of hydrogels, biofilms, tissues,
single cells, spheroids, organoids, and other biomaterials. These novel nanoindenters
were adapted by many research labs: the ones who focus on mechanical testing at var-
ious scales by rheometry and AFM, and the ones who just started to investigate the
mechanical behavior of their biological samples. We overview the main operation prin-
ciples, capabilities, and applications of these three nanoindenters to study the role of
mechanics in various diseases.

3.2.2 Working Principles

3.2.2.1 Optical Fiber Interferometry

The probe design consists of a glass ribbon glued on top of the ridge carved in a
glass ferrule to act as a cantilever (Figure 3.2.2B). Alternatively, microelectrome-
chanical systems produced via lithography are glued directly on top of a glass fer-
rule (Figure 3.2.2A). The cantilever is coated with gold to increase its reflectivity. An
optical fiber is glued perpendicularly to the cantilever into a groove, with the end of
the fiber facing the cantilever side opposite to the sphere. The tip of the cantilever
is equipped with a sphere. Small spheres of radius 3–25 µm are extended with a
glass rod (Figure 3.2.2C and D) and large spheres of radius 50–250 µm are glued
directly on the cantilever (Figure 3.2.2B). The dimensions of the probe allow mea-
suring samples at the bottom of standard well plates up to 384 wells (Figure 3.2.2E).

The cantilever displacement is monitored via Fabry–Perot interferometry, where
the cavity is defined by the end facet of the optical fiber and the top surface of the
cantilever. As shown in Figure 3.2.2F, the measuring fiber is connected to a 2 × 2 90/10
coupler via the 10% arm, while the 90% one is not in use. The two remaining arms are
used to connect a monochromatic infrared laser source of wavelength λ=1,550 nm,
and a photodiode. The latter detects the changes in light intensity, W, that arise from
the interference between the light beams reflecting at refractive index discontinuities,
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that is, the fiber end and the cantilever top (Chavan et al., 2012). This signal is a func-
tion of the cantilever deflection, as that changes the optical path length d traveled by
the light in the Fabry–Perot cavity. Assuming that only one reflection occurs, the inter-
ference signal can be described with the equation (Chavan et al., 2012):

W dð Þ=W0 1+V · cos 4πd
λ

+φ0

� �� �
(3:2:1)

where W0 is the midpoint (quadrature) interference signal ( Wmax −Wminð Þ=2), V is the
fringe visibility ( Wmax −Wminð Þ= Wmax +Wminð Þ), and φ0 is a constant phase shift that
depends on the cantilever geometry. From eq. 3.2.1, it is clear that the photodiode’s re-
sponse to a moving cantilever is not linear. Working in quadrature (i.e., by tuning ei-
ther d or λ) allows to capture an approximately linear response, but this holds only for
small displacements (d≪λ). On top of this, the readout suffers from cyclic ambiguity.

Since a typical indentation measurement requires d > λ, it is important to linearize
the photodiode signal. This can be achieved by modulating the laser wavelength
around a central value λc (Beekmans and Iannuzzi, 2015, Van Hoorn et al., 2016):

Figure 3.2.2: Optical fiber-based force sensor design. (A) Assembled probe view with components
identified. (B)–(D) Side images of probes with different spheres. (E) Probe design. (F) Highlight of
the cantilever/fiber positioning and detection scheme. In red and blue, the Fresnel reflections
occur at the refractive index discontinuities. d is the Fabry–Perot cavity and F is the point where
the load is applied.
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λ tð Þ= λc + δλ sin ωtð Þ (3:2:2)

where δλ is the modulation amplitude and ω is its frequency. Assuming φ0 =0 and
given the amplitude δλ ≪λ, it is possible to rewrite eq. 3.2.1, given the input wave-
length (eq. 3.2.2), as a Taylor expansion around 0:

W tð Þ ≈W0 1+V cos
4πd
λc

� �
+ 4πd · δλ · sin ωtð Þ

λ2c

 !
sin

4πd
λc

� �" #" #

=W0 1+V Wdc +Wω tð Þ½ �½ �
(3:2:3)

By observing the time dependence ofW it is possible to distinguish a DC component
(Wdc, i.e., the part dependent on d only) and an oscillating one,Wω tð Þ, which arises
from the wavelength modulation (Figure 3.2.3C and D). These two terms are in
quadrature, which allows the linearization of the signal as a function of the cavity,
d. The amplitude ofWdc can be measured by applying a low-pass filter to the signal,
while the Wω amplitude can be measured with a lock-in amplifier tuned to the
wavelength modulation frequency. By rescaling the Wdc and Wωamplitudes and
plotting them one against the other, it is possible to obtain a real-time readout de-
scribing a circle (Figure 3.2.3E; Van Hoorn et al., 2016).

This gives a unique solution for the displacement over one revolution and al-
lows tracking of large displacements by unwrapping the measured phase, that is,
adding one period per each full revolution according to the equation (Beekmans
and Iannuzzi, 2015):

d= λc
4π

arctan
Wdc

Wω

� �
(3:2:4)

Because of the real-time readout, this sensing scheme is suitable for the implemen-
tation of electromechanical feedback loops, which enable multiple testing proto-
cols. For instance, it is possible to control the piezo-movement to achieve linear
force or indentation depth profile in static measurements, or to perform dynamic
mechanical analysis in equilibrium or during the loading ramp (Antonovaite et al.,
2018, Van Hoorn et al., 2016). Furthermore, it allows automating operations, for ex-
ample, surface finding based on cantilever deflection.

The calibration of the spring constant of these ferrule-top cantilevers is per-
formed in a quasi-static manner: a piezoelectric transducer presses the probe against
a weighting scale pan until the first maximum of interference is reached, and then
keeps the deflection constant over the integration time of the scale. This process is
repeated several times, at different maxima, which results in a weight versus dis-
placement plot that directly allows calculation of the spring constant (Beekmans and
Iannuzzi, 2015). This approach relies only on the measurements of wavelength and
weights. The former is known with an accuracy of 10 pm. By using a scale with 100 ng
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readability, the spring constant systematic error in calibration is as low as 100 μN/m
(Beekmans and Iannuzzi, 2015).

Since the probe does not rely on any electronic components, it can be easily used
in liquids. The materials that the probes are made of borosilicate glass (SiO2) make
them suitable for measuring in harsh conditions such as low and high temperatures
(Chavan et al., 2011). The probes can be cleaned with common solvents such as isopro-
panol and ethanol over short periods (~30 s) and enzyme-based solutions such as
Trypsin and Helizyme. The fiber and the cantilever support behave essentially as a
monolithic body, which guarantees proper alignment and a consistent readout during
any experiment, even for large cantilever bending. Furthermore, the probe, relying
only on a cantilever on top of the fiber, can be very small, ultimately being part of the
fiber itself (CUI et al., 2016, Rector et al., 2017, Tiribilli et al., 2011). Finally, this size
and flexibility enable experimentation in conditions that are not achievable in conven-
tional AFM, for example, it allows to test at the bottom of well plates or inside enclosed
chambers, at the tip of needles (Beekmans and Iannuzzi, 2016), or in unconventional
orientations.

This readout scheme and fabrication technology proved to give reliable results
from indentation measurements, which quantitatively agree with macroscopic testing

Figure 3.2.3: Simulation of the readout during the unloading phase of an indentation experiment,
based on Equations 3.2.2–3.2.4. (A) Schematics of the unloading procedure. (B) Cavity variation
over time. (C) Interferometric signal with wavelength modulation. (D) The low- and high-frequency
components. (E) Rescaled Wdc and Wω signals showing how the signal travels along the circle
during unloading. (F) Phase variation during unloading and the unwrapped phase in red.
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methods such as shear rheometry for homogeneous samples (Van Hoorn et al., 2016)
and has been adapted in custom indentation setups combined with various micro-
scopes to measure mechanical properties of soft tissues and cells such as the
brain (Antonovaite et al., 2018), retina (Marrese et al., 2019b), embryos (Marrese et al.,
2019a), and astrocytes (Antonovaite et al., 2020). Furthermore, the commercial nano-
indenters have been featured in almost 200 publications; we will look over the main
applications in Section 5.2.3.

3.2.2.2 Nanoindenter Setup Configurations

Three commercial fiber-optic indenter configurations are available, depending on
the type of experiment and sample: bench-top Piuma Nanoindenter, microscope-
compatible Chiaro Nanoindenter, and high-throughput mechanobiology platform
Pavone.

The Piuma Nanoindenter consists of the piezo-transducer attached to a motor-
ized closed-loop Z-stage, which can be moved vertically with the manual stage (see
Figure 3.2.4B). The probe is clamped into the holder, which is attached to the piezo
transducer, while the optical fiber of the probe is connected to the interferometer.
The sample is placed on top of the motorized closed-loop stages, which can also be
heated. The upright camera is aligned with the tip of the probe to image the sample
from the top. Additionally, the inverted camera module can be mounted on top of the
stages to image the transparent sample from underneath and position the tip of the
probe in the region of interest (see Figure 3.2.4A dashed blue lines). The indenter can
be placed on top of the antivibration system or just a simple table as the short mechan-
ical loop ensures the low noise level of the system. The system has been employed to
perform indentation mapping of various samples, both biological and not, at the
μm–mm scale (see Figure 3.2.1A for the range of measurements).

The Chiaro Nanoindenter consists of a piezo-transducer mounted at the end of
the manual sliding stage, which is connected to motorized XYZ-closed-loop stages
(see Figure 3.2.4D). This whole part is placed on an L-bracket connected to the verti-
cal post, which allows adjusting the height of the indentation head to fit the indenta-
tion probe in between the condenser and sample holder of the inverted microscope
(see Figure 3.2.4C). The whole indentation arm is mounted on a breadboard with ei-
ther a passive or active antivibration system. Alternatively, the indentation head can
be mounted directly on the microscope stage to shorten the mechanical loop and,
thus, the noise level. Moreover, a piezo-transducer can also be easily switched to a hor-
izontal orientation to sense lateral forces. The system has been used to measure both
the mechanical properties of single cells, microtissues, and cell-induced forces by pre-
cisely positioning the tip of the probe on top of the targeted region. Furthermore, more
advanced mechanobiology experiments are possible by combining fluorescence and
confocal imaging modalities.
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Figure 3.2.5: Pavone – a high-throughput mechanical testing platform. (A) The casing of the Pavone
combines microscope, incubator, and indenter. Two well plates fit inside the sample holder area.
(B) Example of results obtained with Pavone on a 96-well plate with various stiffness hydrogels
(0.2–50 kPa). (C) Sequential single-cell mechanical testing with Pavone.

Figure 3.2.4: Components of (A) and (B) Piuma and (C) and (D) Chiaro Nanoindenters.
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Many biomaterials are produced or cultured inside well plates, which enables
high-throughput screening of biological activity such as viability, proliferation, toxicity,
gene expression, epigenetics, and other omics. Mechanics can also be used as a bio-
marker to assess the cell culture state (Di Carlo, 2012) or as a quality control parameter
for engineered materials (Eggert and Hutmacher, 2019). However, it was not possible
to use mechanics for high-throughput screening due to manual exchange and localiza-
tion of samples in conventional mechanical testing systems and incompatibility with
the well-plate format, thereby the Pavone Nanoindentation platform was developed to
integrate high-throughput mechanical testing inside the well plates together with im-
aging and incubation (Figure 3.2.5A). Two well plates filled over the whole well diame-
ter with a material such as a biofilm, hydrogel, elastomer, or punch biopsy can be
mechanically tested in a fully automatic manner with the highest well plate size of 384
(Figure 3.2.5B). For the samples that are scattered throughout the well diameter such
as single cells, spheroids, organoids, or hydrogel spheres, a semiautomatic procedure
can be used, where the user clicks to select on the imaging window multiple regions
of interest, and the indenter measures these areas sequentially (Figure 3.2.5C). During
the measurements, the environment can be regulated in terms of temperature, humid-
ity, and CO2 to provide incubator-like conditions while imaging of the sample can be
performed at different time points during indentation. Depending on the study, the
standard bright-field and phase-contrast imaging capabilities can be expanded with
fluorescence, confocal, or multiphoton imaging to enable correlation studies between
mechanical properties, structure, and function. Finally, the system can be made ster-
ile to enable multiple-day mechanical testing experiments, such as following changes
in mechanical properties during disease progression in 3D cell cultures.

3.2.2.3 Operation and Indentation Profiles

The operation of the Optics11 Life Nanoindenters consists of a quick calibration pro-
cedure, followed by the measurement process. Before starting the measurements,
the user needs to perform the calibration of the probe inside the Petri dish filled
with the liquid used in the experiment or air, depending on the sample condition.
The calibration procedure consists of three steps: (1) a “wavelength scan,” during
which laser settings are automatically adjusted to have maximum visibility of the in-
terference signal, which depends on the probe geometry and refractive index of the
medium; (2) a “find surface” step, where the probe is automatically brought into con-
tact with the glass; (3) a “calibration” step, where the piezo-transducer displaces the
probe while in contact with a stiff surface to obtain geometrical correction factor due
to mismatch between the tip and fiber positions and scaling factors for demodulation
circle. This procedure takes 1–2 min and only needs to be repeated when the probe or
medium is replaced.
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Indentation measurements on samples start with the “find surface” step where the
surface of the sample is found automatically and the probe is retracted to be out of
contact from the sample. “Run experiment” step initiates the indentation measurement
in either of the modes: indentation depth, load, or displacement where the profile is
selected by the user. Experimental procedures such as “find surface,” “matrix scan,”
“indentation,” “take image,” “move to well” can be set in sequences, and settings can
be saved and reloaded the next time the same experiment needs to be performed.

Figure 3.2.6 shows three examples of such measurements. In the displacement
control mode (Figure 3.2.6A), the profile of the piezo-transducer displacement is se-
lected. Applied load and indentation depth will depend on the relation between the
stiffness of the probe and sample such that the softer sample will be indented deeper
and with faster indentation speed than the stiffer one. In indentation-depth-controlled
mode (Figure 3.2.6C), the probe approaches the sample until the surface is found and
then the feedback loop is initiated during which the piezo is adjusted to reach the se-
lected indentation depth at the selected indentation speed. As a result, samples with
varying stiffness can be measured at the same indentation depth, which is important
when measuring nonlinear materials, and at the same indentation speed, which is im-
portant for viscoelastic materials. Similarly, measurements can be performed in a
load-controlled mode. Furthermore, one can apply frequency or amplitude sweeps in
either of the modes (Figure 3.2.6E) to obtain storage and loss moduli, and damping
factor as a function of frequency or amplitude (Figure 3.2.6F). All raw data is given in
a text file and can be analyzed with DataViewer software or custom code. The new
online mechanical model sharing and analysis platform will be implemented in the
coming year to standardize mechanical testing and analysis protocols.

3.2.3 Applications in Studying the Mechanics
of Diseases

The Optics11 Life Nanoindenters have been used to characterize mechanical proper-
ties of various samples: hydrogels, biofilms, native and engineered tissues, ECM
matrix, single cells and cell monolayers cultured on hard or soft substrates, sphe-
roids, organoids, embryos, and oocytes, resulting in approximately 200 publica-
tions as of 2020. In many of them, both healthy and diseased conditions of samples
were investigated. We overview how Optics11 Life Nanoindenters were used to
study mechanical phenomena in diseases.

The eye is a pressurized vessel, where various ocular conditions such as glaucoma
and myopia have been associated with the change in biomechanics of different ocular
tissues. Therefore, mechanical testing of both intact and explanted tissues from
the eye is used to understand their biomechanics and look for new treatment strat-
egies. For example, Piuma Nanoindenter was used to measure three layers of cornea:
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Figure 3.2.6: Indentation profiles. (A) Static indentation in the displacement-controlled mode with
20 µm displacement at 20 µm/s piezo-speed and 1 s holding time. Curves of piezo-displacement,
cantilever deflection, indentation depth, and load are plotted as a function of time. (B) The
corresponding load versus indentation depth curve with Hertz fit up to 5 µm indentation depth
(in red). (C) Static indentation in the indentation-depth-controlled mode up to 5 µm indentation depth
at 5 µm/s indentation speed and 1 s hold time. (D) The corresponding load versus indentation depth
curve. Note that depth was constant during the hold period (dark blue). (E) Dynamic indentation
profile, where 5 µm indentation depth is reached at 5 µm/s, then held at constant depth for 5 s, and
then oscillations with an amplitude of 0.2 µm and frequencies between 1 and 20 Hz are applied.
(F) Storage E′ and loss E″moduli, and damping factor tan(δ) as a function of frequency.
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epithelium, basement membrane, and stroma, while the eye was still intact (in situ)
by immobilizing the head on the XY-stage and abrading the layers sequentially. As a
result, Young’s modulus of corneal epithelium was found to decrease when compar-
ing the control healthy group with obese Type 2 prediabetes mice, which were related
to the integrity of epithelium (Xu et al., 2020). Another study has been performed on
the excised cornea by mounting it on a half dome to support the curved shape. As
cornea was treated by irradiating it with a two-photon femtosecond laser to crosslink
collagen, Young’s moduli of irradiated regions significantly increased (Shavkuta
et al., 2017). Moreover, both AFM and Piuma Nanoindenters were used to show how
Young’s modulus of human anterior lens capsules change with aging with similar
data from both instruments (Efremov et al., 2020). Furthermore, a custom version of
Chiaro Nanoindenter mounted on top of a multielectrode array has been used to in-
duce electrical signals of retinal ganglion cells in explanted mice retinas by mechani-
cally stimulating the photoreceptor layer (Marrese et al., 2019b). Therefore, multimode
studies combining indentation with other biochemical or electrical analysis pave the
way for understanding mechanobiological processes in ocular diseases.

In cardiovascular disease research, Optics11 Life Nanoindenters can be used in
multiple ways: to test the mechanical properties of cardiac cells or their beating pat-
terns, map mechanical properties of pathological cardiac tissues and vessels, and char-
acterize substrate materials to mimic the mechanical environment of diseased tissues.
For example, in the myocardial infarction research, various stiffness hydrogels were
used as substrates to mimic the mechanical microenvironment of scarred and aged
heart tissue for culturing cardiomyocytes (Acun et al., 2019, 2018, Nguyen et al., 2018).
In these experiments, the contractile forces of single cells and their sheets in terms of
beating force magnitude were measured with the Chiaro Nanoindenter through dwell-
ing experiments where the displacement of the cantilever in the transverse direction is
proportional to the contractile force. Also, mechanical testing of cardiac myocytes has
been used to assess the changes in contractile function and stiffness by pharmacologi-
cally or genetically inducing rearrangements of the cytoskeletal network in the context
of heart failure (Caporizzo et al., 2018, Chen et al., 2018, Coleman et al., 2020, Yingxian
et al., 2020). In the research of diseases of vascular tissues, stiffness of live aorta was
found to decrease in abdominal aortic aneurysm, which correlated with a decrease in
the smooth muscle cell, collagen, and fibroblast quantitative fluorescence (Meekel
et al., 2019). Another study on atherosclerotic arterial tissues found that calcified ca-
rotid plaques were 6 orders of magnitude stiffer than non-calcified, which agrees with
similar studies using other indentation instruments (Cahalane and Walsh, 2020). At
the cellular scale, mechanical properties of vascular smooth muscle cells from arteries
were studied under different substrate stiffness conditions to understand the mechani-
cal modulation of cell phenotype in relation to pathological arterial stiffening (Xie
et al., 2018). These types of tests using Piuma or Chiaro Nanoindenters allowed the cre-
ation of novel disease models, study the relationships between mechanical properties,
the function of cardiomyocytes, and composition at the cellular or tissue levels.
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The biomechanics of cartilage depends on its extracellular matrix: type II colla-
gen, sulfated glycosaminoglycan network and water. Changes in composition take
place during osteoarthritis where mechanical implications have been vastly studied
by indentation with Piuma (Gaumet et al., 2018, Grebenik et al., 2018, Lavet and
Ammann, 2017, Moshtagh et al., 2016, Vindas Bolaños et al., 2017; Zhang et al.,
2019). Fibrosis is also associated with changes in matrix stiffness due to increased
deposition of fibrillar collagens. Fibrotic intestinal tissue regions from Crohn’s dis-
ease patients were shown to be stiffer in comparison to non-fibrotic (Bokemeyer
et al., 2019). Similarly, bioengineered cystic fibrosis connective airway tissue was
found to be stiffer than normal (Mazio et al., 2020). Furthermore, mechanics is an
important parameter when studying cancer progression. For example, the effects of
tumor microenvironment stiffness have been investigated by culturing cancer cells
on various stiffness substrates or within the ECM, characterized by Piuma Nano-
indenter (De Gregorio et al., 2020, Reynolds et al., 2018; Zhang et al., 2020).

In tissue engineering and regenerative medicine research, mechanical properties
represent one of the key parameters that guide the design and the fabrication of scaf-
folds. Not only do these have to behave similarly to their biological counterpart when
tested macroscopically, but they also need to mimic microstructure and mechanical
properties at the scale of cell interactions. On top of this, engineered materials need to
promote cell migration and ECM formation and degrade at a predictable rate if meant
for in vivo applications. Nanoindentation has been used extensively to tackle this
problem. For example, Piuma has been used to assess the elastic properties of syn-
thetic anisotropic composite scaffolds (Baklaushev et al., 2019; Bardakova et al., 2018;
Chen et al., 2017; Reynolds et al., 2018; Tognato et al., 2019; Ye et al., 2017), and of
bioderived, decellularized structures (Brancato et al., 2018; Gao et al., 2020; Ekaterina
A Grebenik et al., 2019) used in cell culturing or surgical procedures. In other studies,
nanoindentation was used to track the evolution of mechanical properties of scaffolds
during degradation (Cao et al., 2020; Gao et al., 2020; Versteegden et al., 2019).

To summarize, Optics11 Life Nanoindenters allow capturing the mechanical al-
terations in cells and tissues that contribute to the understanding of mechanical im-
plications on the onset, progression, and even treatment of diseases.

3.2.4 Conclusions and Future Perspectives

The complexity of the operation, the limited measurement scale, and constraints due
to optical-triangulation-based readout of AFM indentation instruments have moti-
vated Optics11 Life to develop a new type of indentation instruments. The key features
of Piuma and Chiaro Nanoindenters are ease of use, flexibility, and expanded mea-
surement scale, while Pavone indentation platform adds high-throughput, automa-
tion, and multimodality. These features are enabling researchers to obtain relevant
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data more efficiently. As a result, we have shown how Optics11 Life Nanoindenters
have been used to study the mechanical phenomena in diseases. Experiments include
single-cell mechanical characterization in various conditions, mechanical mapping of
healthy and pathological tissues, and testing mechanical properties of hydrogels and
other substrates when designing microenvironment of disease models. In this section,
we look over the future perspectives of mechanical testing instrumentation.

With the increasing attention to the mechanics of biological materials in physio-
logical and pathological conditions, new mechanical testing instrumentation is needed
to fulfill the demands of growing research fields of three-dimensional cell culture mod-
els for tissue engineering and drug discovery, in both academia and industry. For ex-
ample, the use of engineered tissues as disease models are opening new opportunities
that were not possible with ex vivo studies. At the same time, they pose new chal-
lenges for mechanical testing due to a variety of sample geometries such as tissues on
membrane inserts or inside microfluidic chambers and spherical or more complex
shapes such as in the case of organoids, thereby the future indenters should have the
functionality to measure these structures easily and reliably. Alternatively, new non-
contact, image-based mechanical testing techniques such as Brillouin microscopy,
acoustic force spectroscopy, magnetic resonance elastography, and optical coherence
elastography might substitute contact mechanical testing.

Another important aspect is the development of automated and high-throughput
mechanical testing methods. These are needed to assess the biological heterogeneity
and increase the number of tested pathological conditions. Increasing the speed of
mechanical testing would allow using mechanical properties for phenotyping of tis-
sues and cell cultures routinely and even bring it to the clinical and drug screening
applications. Additionally, measurements during disease development would provide
more information about the progression of the disease than end-point measurements;
thus, instruments should be able to do mechanical testing and imaging of cells and
tissues under sterile and physiological conditions.

Further advancements should take place in combining mechanical testing with
different imaging modalities and other measurement techniques such as spectros-
copy and electrophysiology to better understand the structure–stiffness–function
relationship such as coupling between mechanical and biochemical signaling (me-
chanotransduction), and how different tissue components modulate mechanical be-
havior. Therefore, the integration of different instruments to measure at the same
time and location and correlative analysis between different outputs will be essen-
tial in the progress of the mechanobiology field. To fully capture the complexity of
the mechanical behavior of biological tissues, there will be a need for both quasi-
static and dynamic multiaxial testing methods. These should apply combinations of
compression, tension, shear, and torque at each scale, from nano to macro. Finally,
progress in the development of mechanical models should go along with experi-
mental techniques to be able to extract relevant mechanical parameters in combina-
tion with structural information to create realistic material models.

142 Nelda Antonovaite et al.



Disclaimer: The authors of this chapter are affiliated with Optics11 Life, Amsterdam,
which produced the instruments described in this chapter.
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3.3 Optical Tweezers and Force Spectrum
Microscopy

3.3.1 Introduction

Microrheology is the study of material deformation and flow in response to applied
forces at the microscale, and it has long been used as a tool to characterize biologi-
cal samples and soft matter systems. The combination of externally controlled dis-
placement and force measurement has given rise to three major techniques in
active microrheology: atomic force microscopy (AFM), magnetic tweezers (MT), and
optical tweezers (Liu et al., 2018, Rigato et al., 2017, Verdier et al., 2019, Rich et al.,
2011). As AFM and MTs were previously discussed in this book, Chapters 3.1 and
3.4, respectively, here we focus solely on optical tweezers or optical traps (OTs), a
family of instruments that employ focused light as their driving force. OTs are a no-
contact technique for applying precisely calibrated forces to micron-scale objects in
three dimensions using the focused beam of a laser (Molloy et al, 2002, Bui et al.,
2018, Killian et al., 2018). Similar to beads in MTs and AFM cantilevers, the beads in
OTs can be either used directly to probe the mechanics of a network (Neckernuss
et al., 2015, Vos et al., 2017) or conjugated to biomolecules to detect their position
or force within a trap (Bustamante et al., 2020, Wu et al., 2011).

OTs grew out of the idea of accelerating and trapping dielectric particles by radia-
tion pressure, which was first introduced by Arthur Ashkin at Bell Labs in 1970 (Ash-
kin, 1970). This discovery evolved over the following 16 years into a platform capable
of trapping particles using a single highly focused laser beam, a breakthrough that
gave rise to the introduction of the first optical tweezers in 1986 (Ashkin and Dziedzic,
1987) and was later recognized by two Nobel prizes in 1997 and 2018. Since then, opti-
cal tweezers have come a long way and have proven to be an invaluable quantitative
tool capable of manipulating objects from as small as atoms (Kim et al., 2016, Stuart,
Kuhn, 2018, Samoylenko et al., 2020) to as big as 100 µm (Applegate et al., 2010, Jess
et al., 2006) with forces spanning three orders of magnitude (0.1–100 pN) (Marton-
falvi et al., 2017, He et al., 2019, Schwingel et al, 2013). OTs are inherently designed
around microscope setups and hence benefit from advances in imaging systems. This
allows for Angstrom-level displacement measurements at sub-millisecond resolutions
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(Zoldak et al, 2013, Fazal et al, 2011), making OTs a unique tool for quantitative force–
displacement measurements.

With the increasingly widespread use of OTs, there has been growing interest
among biologists and physicists in quantifying the forces at play in living organisms.
For example, OTs have been extensively used to quantify the kinetics of motor pro-
teins, for example, myosin (Liu et al., 2018, Gunther et al., 2020) and dynein (Ohashi
et al., 2019, Ezber et al., 2020) or forces involved in the production and manipulation
of genetic materials, like transcription (Ishibashi et al., 2014) and DNA stretching
(Newton et al., 2019). When it comes to structural proteins, OTs are widely used to
investigate forces involved in and generated by the cytoskeleton, like binding forces
of actin and its cross-linking proteins (Francis et al., 2019) or intracellular stress
caused by traction forces (Wei et al., 2020). All of these applications employ OTs to
indirectly measure the force or displacement of a dynamic system. However, OTs
can also be used to apply shear stress to a macromolecular network and study the
microscale mechanics of soft materials (Chapman et al., 2014) and complex fluids
(Paul et al., 2019), also known as microrheology.

Understanding the mechanical properties of soft matter systems has long been
a topic of interest for researchers. From colloidal foods (e.g., ketchup; Juszcak
et al., 2013) to the cell cytoplasm (Rigato et al., 2017), most of these materials have a
nonlinear flow response to applied strain and do not fit the dichotomy of viscous
fluids or elastic solids, but are a mixture of both. Depending on the nature of soft
matter and the structure of its network, this viscoelastic behavior can drastically
change at different size and timescales (Hu et al., 2017). For example, the cell cyto-
plasm is highly heterogeneous at the microscale and shows a viscoelastic response
to small deformations (Berret, 2016). However, this heterogeneity is “averaged” and
the system behaves like a viscous fluid when strained to higher extents (Puchkov,
2013), jeopardizing the full understanding of the network. These limitations illus-
trate the importance of systems like OTs in microrheology, which can probe micro-
structures by applying microscale deformations and detecting forces at different
length scales.

Unlike passive microrheology, where thermally driven diffusive movements of mi-
croparticles are used to extract rheological data (Mason and Weiz, 1995), active micro-
rheology techniques like OTs employ external forces to push microspheres through
the material while tracing their position. This direct control over force–displacement
enables OTs to measure the mechanics of soft matter out of thermal equilibrium (e.g.,
cells) and over a wider range of parameters (e.g., strain and frequency), well beyond
those of diffusive forces. This makes OTs a truly unparalleled tool for unraveling the
mechanics and forces in biologically complex systems at microscale.

This chapter aims to provide a general overview of OTs and their contribution
to our understanding of the biomechanics of soft matter systems. Section 3.3.2 pro-
vides an overview of the physics behind OTs and the differences between different
size regimes. This is followed by Section 3.3.3, which introduces some of the most
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common approaches to instrumentation and the use of OTs. Section 3.3.4 outlines
the basics of microrheology with OTs, followed by a look at some of the main mile-
stones in incorporating OTs in microrheology of cells in Section 3.3.5. In conclusion,
Section 3.3.6 provides a perspective on how OT microrheology can contribute to our
understanding of the structure of soft matter systems.

3.3.2 The Power of Light: The Working Principle
of Optical Tweezers

The underlying principle of stable optical trapping of dielectric particles lies in the
physics of the interaction of light with an object. These interactions can be divided
into two main categories, reflection at the surface of the object and refraction, which
occurs as the light passes through the object. Each of these interactions affects the
energy and/or the direction of the light, thus changing its momentum, given that
light carries momentum that is proportional to its speed and its direction of propaga-
tion. This momentum exchange is normally described by two distinct regimes, based
on the diameter of the illuminated particle (d) and wavelength of light (λ). In one ex-
treme, the dipole model is used when the particles are significantly smaller than the
wavelength of light (d ≪ λ), and is known as the Rayleigh regime. In the opposite
scenario, when the object is significantly larger than the wavelength of the light (d≫ λ),
the ray optics model is used (Ashkin, 1992, Harada and Asakura, 1996). When the
object size is close to the wavelength of the light (d ~ λ), the more complex gener-
alized Lorenz–Mie theory is required, which is beyond the scope of this text and
described elsewhere (Lock, 2004, Lock and Gouesbet, 2009, Gouesbet, 2009).

3.3.2.1 Rayleigh Regime (d≪ λ)

In the dipole model, particles are usually on the nanometer scale or smaller. Be-
cause of this smaller size of the object, its impact on the light beam is very small,
which allows ignoring the distinction of scattering components (refraction, reflec-
tion, and diffraction). So, the interactions of the object and the light can be treated
as an induced dipole in an electromagnetic field.

In this regime close to a small molecule or an atom, the electric field of the light
induces a dipole in the object. An induced dipole moment will be attracted toward
the higher intensity of the light. This can be shown through the electrical energy
applied to the object. The induced dipole moment for a Rayleigh scatterer with po-
larizability α in an electric field with E is

μ= α ·E (3:3:1)
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This object will gain energy (U) in the electric field, that is,

U = −
1
2
· μ ·E = −

1
2
· α ·Eð Þ ·E = −

α
2
·E2 = −

α
2
· I (3:3:2)

where I is the intensity of the light if it is homogeneous. This equation also reveals
an important fact: the energy of the dipole in the field (E) is proportional to the in-
tensity of the light (I). Thus, if the electromagnetic field of the light is not homoge-
neous, the object will experience a force known as gradient force or Lorentz’s force
that pulls the object toward higher light intensities:

Fgradient = −∇ ·E = −∇ · −
α
2
· I

� �
= α
2
·∇I (3:3:3)

If a collimated and nonhomogeneous beam collides with an object much smaller
than its wavelength, the object will experience a force toward the region with the
highest intensity. Given the structure of a focused Gaussian beam, the intensity in-
creases toward the center of the beam, and thus the direction of the intensity gradi-
ent (and that of the Fgradient) shown in eq. (3.3.3) will be toward the center of the
OT. It is also noteworthy that in eq. (3.3.3) the force applied to the particle is a func-
tion of light intensity gradient, so the higher the intensity gradient the higher the
trapping force. Thus, it is necessary to use the highest possible intensity gradient,
forming the basis of using high numerical aperture (NA) in OTs.

The gradient force is not the only force applied to the object by light; the scat-
tering of the light applies another force to the particle, referred to as recoil force. As
shown in Figure 3.3.1, the momentum of the light before hitting the object is differ-
ent than the one after the collision. As a result, the particle has to gain a momentum
equal and opposite to this difference to conserve the total momentum of the system.
This change of momentum generates a force that, according to Newton’s second
law, is equal to the rate of this change over time:

F = −
dp
dt

(3:3:4)

This allows one to calculate the scattering force applied to a small particle by an
array of photons. In a beam of N photons, the momentum of each photon (pphoton)
equals to

pphoton =
h
λ

(3:3:5)

where h is the Planck’s constant and λ is the wavelength of the light. So, the mo-
mentum of the beam equals to

p=N ·pphoton =
Nh
λ

(3:3:6)
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Equation (3.3.6) shows the total initial momentum of the beam. Depending on the
specific condition of the collision, the change in the momentum of the beam after
hitting the object can range from 0 (photons keep their average trajectory) to 2p (all
photons are reflected). So, the secondary momentum of the beam can be written as

p= ε · Nh
λ

= εNh
λ

(3:3:7)

where ε is the efficiency factor ranging from 0 to 1, considering the portion of the
beams whose momentum is absorbed by the object. Combining eqs. (3.3.4) and
(3.3.7), the scattering force applied to the object can be written as follows:

FScattering = −
d
dt

εNh
λ

� �
(3:3:8)

Replacing the wavelength of the light (λ) with the frequency (ν) results in

FScattering = −
d
dt

εNhν
c

nm

� �
= −

d
dt

ε
Nhν
c

nm

� �
= − ε · nm

c
· d
dt

Nhνð Þ (3:3:9)

where c is the speed of the light and nm is the refractive index of the medium. More-
over, the value of d dt= Þ Nhνð Þð in eq. (3.3.9) is the power of the light beam (w). So,
the force applied to the object through the scattering of the light is

FScattering = − ε ·w · nm
c

= −
εwnm
c

(3:3:10)

As shown in Figure 3.3.1A, if the laser beam is not tightly focused, the component
of the gradient force toward the objective is negligible. As a result, while the gradi-
ent force is still toward the highest intensity (i.e., the axis), the bead will be pushed
away by the scattering force in the direction of light propagation. This can be re-
solved by either using two counter-propagating beams to balance axial scattering
forces or by using a more tightly focused laser beam as shown in Figure 5.1B. A
highly focused beam has a higher curvature beam that generates a large enough
force component toward the objective to cancel the scattering force and restore the
particle in a three-dimensional trap.

3.3.2.2 Mie or Ray Optics Regime (d≫ λ)

When the size of the particle is much larger than the wavelength of the light, a single
beam can be tracked as it interacts with and passes through the object. In general,
the refractive index of the object should be larger than its surrounding medium for
successful trapping, commonly with a ratio of ~1.1 to 1.3. Trapping might still be pos-
sible if the ratio is smaller than 1 but large enough that allows for diffraction effects

3.3 Optical Tweezers and Force Spectrum Microscopy 151



to be neglected (Huf et al, 2015, Ambrosio et al, 2010), which is assumed for the rest
of this discussion.

As shown in Figure 3.3.2a, when a beam of light passes through an object and
refracts, it bends and changes its direction, which in turn changes its momentum.

This change of momentum requires the bead to undergo an equal but opposite mo-
mentum change for the system to conserve the total momentum according to Newton’s
third law (Figure 3.3.2b). This momentum transfer applies a reacting force to the object
that the beam traveled through, providing a means to push an object by the sole act of
shining a beam of the laser through it. However, to create a stable point, there should
be forces applied to the bead from both sides and a net-zero force at the “trap” point.
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Figure 3.3.2: The schematic of force–momentum exchanges in an optical trap in the ray regime,
where objects are bigger than the wavelength of the light.
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Figure 3.3.1: The force profile in (A) slightly diverging and (B) tightly focused laser beams when the
object is smaller than the wavelength of the light (Rayleigh regime).
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This can be achieved by using a gradient intensity profile instead of a single beam,
with the highest intensity in the center. As shown in Figure 3.3.2c, when the object
locates away from the center, though the low-intensity beams from the nearest edge
push it further away from the center, the high-intensity beams from the center apply
a higher center-oriented momentum and pull the bead to the trap. However, the
force applied to the bead has two components: a lateral component and an upward
axial component (Figure 3.3.2d). While the lateral component allows for precise posi-
tioning of the object in the XY-plane, the axial force keeps pushing the bead away
from the light source. Even when the bead is centered and the beam passes without
any refraction (Figure 3.3.2e), it still loses some momentum due to reflecting on the
surface of the bead, and hence the bead will still experience an upward force due to
the lost momentum.

This axial movement was the basis of the introduction of dual-beam traps by
Ashkin (1970), where two beams from opposite directions applied axial forces in op-
posite directions and create a stable trap. However, this almost doubled the optical
components used in the system and made the system significantly more complicated.
So, in 1986, Ashkin et al. (1986) introduced a newer version of the OT, which is sche-
matically shown in Figure 3.3.3. Here, the light is highly focused using a high NA ob-
jective. This structure divides the axial space into two sections: before and after the
focal point. If the object is below the focal point, it will experience a similar condition
to parallel beams and will be pushed toward the focal point (Figure 3.3.3a). However,
if it goes above the focal point (Figure 3.3.3b), it will be pulled back toward the objec-
tive because of the gradient in Z. This results in a stable trap position at the focal
point of the objective in 3D space and necessitates the use of high NA objectives in
optical tweezers.

1 2

F1 F2

Fnet

A

1 2

B

F2 F2

Fnet

Figure 3.3.3: Lateral and axial forces on a trapped particle in a tightly focused beam (A) before and
(B) after the point of focus. Before the focus point, the object is pushed away by refracted rays,
while refracted rays after the focus create a backward gradient force toward the focus.
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3.3.3 OT Instrumentation, Components,
and Variations

Given the wide range of applications, there are many variations of OTs with differ-
ent configurations and hence capabilities. This section is an overview of OTs setup/
embodiments, main components, and their common variations regarding their use
in microrheology. For further information on the basics of building and calibrating
OTs, readers are referred to excellent previously published works (Molloy and Padg-
ett, 2002, Neuman et al, 2008, Pesce et al., 2015).

Despite the increase in commercially available options, optical tweezers are gen-
erally very expensive, custom-built instruments. However, for many applications,
OTs can be built around a commercial optical microscope as the basic backbone with
extra components and modifications (Lee et al., 2007). This has made inverted micro-
scopes the most common platform for OTs. Figure 3.3.4 shows a basic schematic of
an OT setup built around an inverted microscope. In the most basic structure, a colli-
mated beam of laser is added to the microscope that creates the trap in the image
plane as a diffraction-limited focused spot. As mentioned before, the need for a steep
intensity gradient necessitates the use of a high NA objective lens that can be used
for both creating the OT and imaging the sample. The laser beam should be ex-
panded to fill the back focal plane of this objective, which can be done with setups
like the Keplerian telescope shown in Figure 3.3.4 (Hernandez et al, 2013). Most light
microscopes can accommodate these modifications without compromising any of
their imaging capacity, which enables OTs to be combined with most traditional mi-
croscopy modes from bright and dark fields to confocal and super-resolution imaging
(Ma et al., 2019, Heller et al., 2013). The rest of this section provides an overview of
the variations in these components and the considerations for their use in OTs.

3.3.3.1 Optical Components

As described in Section 3.3.2, the laser source is the key element of an OT system
and it should meet at least three main criteria to be used for quantitative measure-
ments. Firstly, the Gaussian intensity profile of the laser allows for generation of
strong OTs in small, focused spots. Secondly, the laser source used in OTs should
have superior power amplitude stability with minimal fluctuations. Power, and
hence intensity, fluctuations directly translate to force fluctuation and can be a
strong source of noise in measurements. And lastly, the laser source should provide
high pointing stability, as if the position of the beam remains stable to prevent any
unwanted trap movement and noise in displacement data. Besides these physical
requirements, there are also concerns of structural damage when OTs are used with
delicate or biological samples that are extremely wavelength sensitive.
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The light source used in the first designs by Ashkin was an argon laser at
514.5 nm. However, when OT applications were expanded to handling biological
samples, it became evident that the blue light damages the trapped sample. This
was due to the high absorption ratio of water, and proteins, in the lower end of the
visible spectrum. It was later shown that the absorption ratio of biological samples
decreases as the wavelength increases from the ultraviolet regime, showing a mini-
mum absorption in the near-infrared (IR) region around 800–1,100 nm and again
increases for higher wavelengths (Blázquez-Castro et al., 2019). This prompted Ash-
kin et al. (1987) to employ IR light sources in 1987, making diode-pumped neodym-
ium yttrium aluminum garnet (Nd:YAG) emitting at 1,064 nm the dominant laser
source for biological applications for the following decades. These lasers are highly
efficient, which reduces the amount of heat transmitted to laser housing and optics
and reduces thermal drift. Other more recent options include diode lasers that can
still provide suitable power at relatively lower costs and with a longer lifetime
(Nasim and Jamil, 2014).

Another critical component of the optical path in OTs is the objective. As dis-
cussed before, generating a stable OT requires a steep focus of the laser on the image
plane. This necessitates the use of high NA (1.2 or higher) objectives. It is noteworthy
that the performance of the objective also depends on its immersion solution (water
or oil) and its transmission at the trapping wavelength. However, most high NA

Illumination

Sample

Condenser

High NA
objective

Tube lens

laser Beam splitter

Camera

Figure 3.3.4: Schematic design of a simple optical tweezer system installed around an inverted
microscope.
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objectives are optimized for visible light applications. So, the transmission properties
of objectives should be checked before using them with near-IR laser sources.

3.3.3.2 Light-Steering Mechanisms to Control the Trap Position

The fundamental need of any rheology, micro or bulk, is the ability to apply con-
trolled stress or strain to a sample. In the case of OTs, this translates to moving the
trapped bead in the medium. The most basic way to displace the trap is to move the
stage and keep the objective fixed. Of course, the simplicity of this approach comes
at the cost of precision. The backlash of gears in most motorized stages challenges
their displacement reproducibility. This problem can be addressed by piezoelectric
stages that are fast and more accurate. However, piezo-controlled stages are mostly
limited in their range of movement and cannot be used when the trap needs to move
across the field of view. Additionally, in many cases moving the whole sample is not
ideal and might lead to disturbing or changing the properties of the sample. So, OTs
often use optical approaches to spatially control the trap position.

The most common optical approach to move the trap position across the field of
view is to change the angle of incidence of the laser beam in the back focal plane of
the objective lens. The simplest approach to do so is to use an adjustable mirror
mount in the light path. Tilting the mirror will change the beam angle on the back
aperture and hence laterally moves the trap position (Lee et al., 2007). The mirror can
be controlled manually or automatically using motors or piezo-actuators. Despite its
simplicity, when there is a need for more than one trap it should be either through the
addition of extra lasers or splitting and recombining a single beam (Fällman and
Axner, 2017). Hence, systems with more than two traps mostly use other light control
mechanisms like galvanometers.

Galvanometers are among the fastest mechanical beam scanners and allow for
the beam to be rapidly scanned over the field of view. This enables the system to
operate multiple traps in a time-sharing approach, so if the travel time is less than
the time needed by objects to diffuse out of the trap, multiple objects can be
trapped at the same time (Sasaki et al., 1991). However, the scanning speed of gal-
vanometers is limited due to the mass of the scanning mirror and mounts. This lim-
its this technique to relatively large particles and high viscosity medium, giving rise
to nonmechanical beam scanners for multitrap systems (Mio et al., 2000). The two
most common nonmechanical approaches are scanning the laser beam between dif-
ferent positions (time-multiplexing) using acousto-optic deflectors (AODs) or using
dynamically controlled diffractive elements like liquid crystal spatial light modula-
tors (LC-SLMs).

Based on a single solid-state scanner, AODs offer stable and fast beam scanning
without the drawbacks of mechanical scanners like the loss of alignment because of
bearing wear (Friedman et al., 2000). AODs are commonly made of an acousto-optic
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crystal e.g., paratellurite (Antonov, 2019) or TeO2 (Wallin et al., 2011) connected to a
piezoelectric transducer on one end and attached to an acoustic absorber on the
other end. An RF source drives the piezo-transducer and induces sound waves that
propagate through the crystal, which in turn creates regions with different refractive
indices on the crystal. This diffraction grating can deflect an incident laser beam to
different degrees based on the frequency of the wave, allowing the laser beam to be
moved sequentially between hundreds of traps with time multiplexing (Enders et al,
2016). In this case, the trap visits multiple positions frequently enough for trapped ob-
jects not to have time to diffuse away. The main drawback of this configuration is that
the traps are not permanent in time and particles experience fluctuations in trapping
force. Moreover, since each AOD can create a single-axis diffraction grating, two or-
thogonally aligned AODs are commonly used to create traps in the 2D plane (Neuman
and Block, 2004).

Unlike AODs, SLMs are pixelated devices based on LC where the refractive
index of each pixel can be independently controlled with the voltage applied to it.
When a laser beam is illuminated on the SLM, the phase front of the reflected beam
is shifted based on the refractive index of each pixel of the SLM (Gibson, 2016). This
allows SLMs to split a single beam and create multiple traps simultaneously. Unlike
mirror and AODs, which use time-sharing to create pseudo-simultaneous multiple
traps, SLMs create temporally constant traps by illuminating all traps at the same
time instead of moving the beam between the traps (Grier, 2003). Another signifi-
cant advantage of SLMs over other methods is their ability to individually control
and move each trap in the 3D space. This allows a whole new level of configurations
like creating traps with arbitrary 3D configurations (Liesener et al., 2000) or mea-
suring multiple samples at the same time (Mejean et al., 2009), which were impossi-
ble using previously discussed methods and gave rise to a new approach called
holographic optical tweezers (HOTs).

First introduced in 1998 (Dufresne and Grier, 1998), HOTs use computer-generated
holograms to create multiple tightly focused spots in 3D space from a single beam of
laser. Soon after their invention, it was shown that multiple holograms can be com-
bined to create multiple simultaneous traps (Grier, 2003). This unique advantage of
HOTs turned them into a widely used technique for multitrap systems for the past
three decades. However, despite their merits, HOTs mostly have high computational
demands, which increases for applications requiring a large array of traps or closed-
loop control (Montes-Usagetui et al, 2006). One of the main sources of calculation de-
mand in HOTs is ghost traps (Hesseling et al., 2011). Since SLMs only control the phase
of the beam and not its amplitude, the light intensity might be higher than expected in
some parts of the hologram and create unwanted “ghost” traps. While they were inevi-
table in many cases in the early years, recent advances in hologram and trap modifica-
tion can significantly minimize and eliminate these traps (Spalding et al., 2008). Such
improvements in spatial and temporal control over independent traps paved the way
for combining OTs with other techniques and configurations. While the details of such
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instrumentations are beyond the scope of this work, readers are referred to published
works on optical fiber tweezers (Zhao et al., 2020), optical stretchers (Guck et al.,
2001), fleezers (Whitley et al., 2017), optical clocks (Madjarov et al., 2019), and vortex-
based OTs (Liang et al., 2018, Cheng, Tao, 2016).

3.3.4 Microrheology with optical tweezers

Given the wide range of displacement and frequency in microrheological experi-
ments, there is a wealth of approaches for analysis and interpretation of the force–
displacement data collected from OTs that are discussed previously. However, the
basis of most methods is using analogous definitions with bulk rheology for easier un-
derstanding and also the integration of experiments at micro- and macro-scales. The
simplest microrheology experiment is based on the same experimental foundation as
the bulk rheology, applying small-amplitude deformations x by oscillating a trapped
bead at different frequencies ω. In a calibrated OT system, the force F required for
each deformation can be measured and used to generate a force–displacement re-
sponse of the material at each frequency. Assuming the displacements are small
enough to fall in the linear viscoelastic regime, the viscoelastic moduli of a network
surrounding a microsphere with radius R can be calculated based on its maximum
displacement (Xmax), its associated force (Fmax), and the phase shift between the two
sine curves (Robertson-Anderson, 2018):

G′ ωð Þ= Fmax

6πRxmax
· cos ΔΦð Þ (3:3:11)

G′′ ωð Þ= Fmax

6πRxmax
· sin ΔΦð Þ (3:3:12)

η✶ ωð Þ= ðG′ ωð Þ2 +G′′ ωð Þ2Þ
1
2

ω
(3:3:13)

This approach has been widely used to study the heterogeneous and anisotropic
mechanics of subcellular structures like DNA, microtubules, actin, and interme-
diate filaments at the microscale (Neckernuss et al., 2015, Guo et al., 2013, Laan
et al., 2008, Footer et al., 2007, Gross et al., 2011).

Another advantage of active microrheology with OTs is the ability to study the
response to mesoscale displacements that are larger than passive diffusion and
smaller than bulk deformations. In this measurement regime, force F is measured
upon bead movement of x with a constant velocity of v. For a spherical bead with
radius R, these values can be translated to standard rheological terms of stress (σ),
strain (γ), and strain rate (γ_):
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σ = F
πR2 (3:3:14)

γ= x
2R

(3:3:15)

γ_ = 3vffiffiffiffiffiffi
2R

p (3:3:16)

One main result of the force–displacement data is the effective differential modulus
that can be determined in each direction of X and Y as a measure of elasticity:

K xð Þ= dF xð Þ
dx

(3:3:17)

K yð Þ= dF yð Þ
dy

(3:3:18)

The effective differential moduli are useful parameters to assess the stiffness of a
solid-like structure or the steady-state viscosity of materials that exhibit strain-
independent forces at large deformations (Chapman, Robertson-Anderson, 2014).
However, it should be noted that the displacement speed can affect these values
and complicate the analysis given the time-dependent relaxation seen in many bio-
logical systems (Rigato et al., 2017, de Sousa et al., 2020, Nishizawa et al., 2017).
One widely investigated and interesting case of such behavior is cell cytoplasm. It
is shown that at shorter timescales (<0.1 s), cytoplasmic movements are at equilib-
rium and governed by thermal fluctuations, while at longer timescales active bio-
logical forces are dominant (Gupta et al, 2017). Interestingly, the mechanics of the
cytoplasm is not isotropic and is shown using OTs to be a function of morphology
(Gupta et al., 2019). Such experiments helped evolving models of cytoplasm that
mostly consider it as an elastic meshwork consisting of mostly the cytoskeleton im-
mersed in the viscous cytosol fluid (Moeendarbary et al., 2013). While these models
can successfully describe the complex mechanical behavior of the cytoplasm, they
contradicted observations that required further investigation of how life interacts
with mechanics in the cytoplasm.

3.3.5 Combining Optical Tweezers with Cell-Driven
Particle Motion

Optical tweezers offer elusive measurements of the cytoplasm moduli (Guo et al.,
2013), a complex viscoelastic yet predominantly solid-like material. Considering
that the cytoplasm is solid-like, it is puzzling how organelles larger than the mesh
size of the cytoplasmic network appear to diffuse through it. Depleting cells of the
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intermediate filament increases the mobility of cytoplasmic particles (Guo et al.,
2013) but does not explain the driving forces of the particles or organelles in trans-
port. Due to the apparent random diffusive transport of intracellular particles,
many previous works have assumed that forces driving movement arise from ther-
mal fluctuations as in classical Brownian motion. In the case where a material is in
thermal equilibrium, this concept of solely thermal forces driving movement holds
and enables the application of “passive microrheology” (Mason et al., 1997). Based
on visual similarities, researchers have thus applied these concepts to cells; how-
ever, this approach fails as the cells are inherently far from equilibrium. Indeed,
this random transport appears to be an active process, as reducing the myosin and
ATP activity reduces bead transport in reconstituted systems (Mizuno et al., 2007).

To understand the diverse nonequilibrium forces acting in the cytoplasm, one
must infer them from mechanics and displacement data. Force spectrum microscopy
(FSM) bridges this gap by combining mechanical measurements of the cytoplasm
with quantitative particle transport (Guo et al., 2014). FSM to date has revealed sev-
eral important aspects of ensemble cellular forces: firstly, the active components of
the cellular force spectrum overwhelmingly dominate thermal contributions at time-
scales longer than approximately 1 s. This clarifies that the transport of objects larger
than the ~50 nm cytoplasmic mesh is considered to be exclusively driven by active
processes. Similarly to reconstituted systems, when cellular myosin activity is re-
duced, this transport is also attenuated, and when ATP is depleted, transport ceases.
This reveals that the cell is mechanically predominantly an elastic solid; however, it
displays internal transport behavior like a fluid and represents a remarkable natural
materials’ innovation that captures ideal aspects of both phases. Secondly, these
forces not only drive large mesh-bound objects but even nanometer-scale objects
such as small proteins and molecules which can diffuse through the cytoplasm are
accelerated by active processes, yielding approximately a twofold increase in diffu-
sivity due to ATP activity. Thirdly, Guo et al. showed that the force spectrum is an
order of magnitude larger in metastatic cells as compared to benign cells, consistent
with the perspective of increased metabolic activity during cancer progression (Guo
et al., 2014).

Since development, the methodology and concepts of FSM have had a broad-
reaching impact in diverse areas of cellular biophysics, from measuring the meta-
bolic changes during metastasis (Yubera et al, 2020), to the fundamental nature of
cellular mechanosensing (Wei et al., 2020). Researchers have shown that these ac-
tive random forces not only increase diffusive transport but also selectively move
larger organelles to regions of higher cytoskeletal density (Wolgemuth et al, 2020).
These studies demonstrate that these previously neglected stochastic active forces
play a central role in cellular mechanobiology.
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3.3.6 The Perspective of Optical Tweezers
in Mechanobiology

In retrospect over the last decades, few quantitative approaches have had a more
transformative impact on our knowledge of biophysics than optical tweezers: from the
first single-beam traps to multibeam stretchers that deform cells, to polarized traps
that can manipulate not only the position, but the torsion applied to cells and proteins
in 3D space. Continued quantum leaps in laser efficiency, cost, and size will continue
to open new doors in optical tweezers’ design and implementation, enabling measure-
ments that were previously impossible. In particular, combinations of existing ap-
proaches, for example, FSM’s hybridization of active microrheology and particle
tracking, offer the capability to examine active processes in cell mechanics that are
otherwise inaccessible. Nevertheless, at least as important as technical advances are
the ongoing efforts to theoretically integrate these data into nonequilibrium and reac-
tive models of cellular biophysics.
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3.4 Magnetic Tweezers: From Molecules
to Cells

3.4.1 Introduction

Magnetic tweezers (MT) is a technique similar to atomic force microscopy (AFM) or
optical tweezers, where a force is transduced to a micron-sized object, while its po-
sition is detected with an optical sensor. In MT, force is applied to a superparamag-
netic (SPM) or ferromagnetic microparticle with a magnetic field created by one or
more electro- or permanent magnets.1 Unlike AFM, the magnetic particle is not
trapped in a 3D space by the magnetic field. As a result, it cannot be manipulated
arbitrarily. Despite this limitation, MT remains a powerful tool that has played a
key role in our understanding of single-molecule mechanics (Koster et al., 2005,
Strick et al., 2000) and mechanobiology (Ingber et al., 2014, Roca-Cusachs et al.,
2013, Del Rio et al., 2009, Wang et al., 2009, Dichtl and Sackmann, 2002, Wang
et al., 1993a). We believe that MTs will continue to play an important role in our
understanding of the biomechanics of disease, due to its proven capacity to rapidly
screen cellular responses to pico-Newton-scale forces (Kilinc et al., 2015, 2014,
Shang and Lee, 2007, Lee et al., 2000) as well as its potential application in vivo.

The ability to use magnetic particles to study the biomechanical properties of
cells was initially recognized almost a century ago (Heilbornn, 1922). Concurrent ad-
vances in magnetic materials, alongside microscopy, have permitted control over
the force, and detection of the position of a microscopic magnetic particle with a
precision exceeding 0.01 pN and 1 nm, respectively (Lionnet et al., 2012b, c, Mos-
coni et al., 2011, Neuman and Nagy, 2008, Kilinc and Lee, 2014). Nowadays, pico-
Newton-scale forces can easily be applied to micron-sized SPM particles bound to a
surface in MT. Moreover, several groups have developed magnetic systems also ca-
pable of applying torque. The precision with which the force can be applied to
these particles is defined by the form of the magnetic field, and modeled biomolec-
ular properties are being used as internal controls (Kilinc et al., 2016). One limita-
tion of the MT approach is its restriction to a maximum force of approximately
100 pN for a micron-sized SPM particle (see further). Due to their strong optical sig-
nature, optical microscopy has been used predominantly to track microparticles in
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MT. Using optical interference or fluorescence microscopy, the position of these
particles relative to a glass surface can be determined with sub-nanometer precision
(Kilinc and Lee, 2014, Lionnet et al., 2012c). Ultimately, the high force and displace-
ment precision of MT makes it a powerful tool for understanding the biomechanical
properties of single molecules and cells.

MT has played a crucial role in pioneering biomechanic measurements, from sin-
gle molecules to cellular systems. Weak protein–protein intermolecular interactions
may be studied using MT using the force clamp mode, where the lifetime of a bond is
measured under a constant force by tracking the position of the magnetic micropar-
ticles (Shang and Lee, 2007, Kilinc et al., 2012). Furthermore, MTs have been used to
define the mechanical properties of double-stranded DNA and protein–DNA interac-
tions, as both tensile and torsional forces can be applied to macromolecules assembled
between bead and surface (Koster et al., 2005, Strick et al., 2000). Single-molecule in-
teractions have been studied on the surface of cells to reveal the biomechanics of cel-
lular adhesion (Wang et al., 1993b, Roca-Cusachs et al., 2013). MT has also been used
to define the viscoelastic properties of the cytoskeleton of cells using oscillating forces
(Dichtl and Sackmann, 2002). Moreover, optically active biosensors have made it pos-
sible to characterize the way force produced by MT is distributed within a cell and link
these forces to biochemical signaling pathways (Kilinc et al., 2015). Additionally, these
studies have provided insight into how cells interact and alter extracellular matrix li-
gands, producing mechanical signals that allow continuous plasticity and reshaping
to take place. Several MT studies relevant to the biomechanical nature of disease have
been reviewed in Section 3.4.5 to provide an understanding of the applications and
limitations of the MT technique.

The goal of this chapter is to present biomedical scientists with an introduction
to the principles of MT as they apply to the biophysical characterization of molecu-
lar interactions. Section 3.4.2 introduces the principles of creating controlled 3D
magnetic forces for MT. Section 3.4.3 provides an overview of the physical and
chemical properties of magnetic microparticles that are frequently used for MT. Sec-
tion 3.4.4 reviews the techniques that have been used to detect the position of the
particles using either light or magnetic fields. This chapter is concluded with re-
marks on future trends likely to develop using MTs to screen the in vitro and in vivo
biomechanical response of cells.

3.4.2 Magnetic Systems for Magnetic Tweezers

MT studies are often performed with a magnet system designed for a specific bio-
mechanical measurement. The design problem is defined by the orientation, magni-
tude, and range of the tweezer’s forces, which may be oriented normal to (Fz), or in the
plane (Fθ), or perpendicular to the plane (Fϕ) of a microscope slide. Other design
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criteria are the area over which we wish to apply these forces and the temporal resolu-
tion of variations in these forces. The design parameters that are available to create
these forces are the configuration of the magnetic system, that is, number of magnets,
orientation of magnets, the source of the magnetic field and the means for changing its
magnitude, as well as the properties of the magnetic particle, that is, size, shape, and
magnetic material properties. This section introduces a simple electromagnet and per-
manent magnet system, with the goal of providing insight into the scaling of the mag-
netic fields and the temporal response of each system.

Let us start by considering the interaction of a 3D magnetic field with a micro-
scopic magnetic particle, which for the purpose of this discussion can be modeled
as a simple dipole. In the most general case, the magnetic force F applied to the
magnetic dipole is related to the magnitude and orientation of the magnetic field

F = ðm ∇ÞB (3:4:1)

where ∇B is the gradient of the magnetic flux density and m is the effective mag-
netic moment of the particle. In the case of an SPM microparticle, the magnetic mo-
ment will be aligned with the magnetic field

m=VM =VχH =VχB=μo

where V is the volume of particle,M is the magnetization of particle, χ is the suscep-
tibility of particle, H is the external magnetic field, and µo is the vacuum permeabil-
ity. Thus, in the special case of an SPM microparticle, a magnetic force will be
oriented in the direction of the B and can be deduced from eq. (3.4.1) to be

F =Vχ∇
B2

2μo

In the special case where the B is oriented normal to the axis of a microscope slide on
which the molecule or cells of interest are immobilized, this becomes a 1D problem

F =Vχ
∂B
∂z

(3:4:2)

where ∂B/∂z is the gradient of the magnetic field at the point of the microparticle
dipole. Note that off-axis components of the magnetic field may cause the micropar-
ticles to contact the coverslip, resulting in a torque on the particle (Lee et al., 2000).
Thus, the magnetic force on an SPM microparticle is directly proportional to the
magnetic field gradient for the special case when B is oriented normal to a coverslip
and the absolute magnitude of the magnetic field exceeds approximately 0.1 T (i.e.,
the magnetization of an SPM microbead is a function of magnetic field, as described
in Section 3.4.3).

The force generated on a ferromagnetic particle differs significantly from an SPM
particle. A torque is exerted on a ferromagnetic bead due to its permanent magnetic
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moment. This torque, τ, is defined by the orientation of the magnetic dipole associ-
ated with the magnetic particle and the orientation of the magnetic field:

τ =m×B (3:4:3)

The magnetization of ferromagnetic materials, such as iron or platinum–iron alloy,
is typically oriented along its long axis.

Magnet systems used in MT are typically assembled from electromagnets and/or
rare-earth permanent magnets. Electromagnets possess dynamic magnetic fields with
a wide temporal bandwidth, while permanent magnetic systems require a mechanical
manipulator to change the magnitude of the field. An electromagnet has a metal
core, which is usually precisely shaped at one end, encased in a solenoid coil. This
core is constructed from magnetic alloys with high saturation and low remanence.
The direction and magnitude of the magnetic force is precisely manipulated using a
programmed supply current, with more complex fields being generated using multi-
ple electromagnets (Li et al., 2013). Although an electromagnet can produce 0.5 T
flux densities near its tip, this requires a high level of current and produces large
amounts of heat in the solenoid coil. Thus, the coils must be cooled if high fields are
used over periods of time exceeding 1 min. By contrast, high-graded, millimeter-sized
rare-earth magnets, for example, neodymium boron iron (NdBFe), produce magnetic
flux densities over 1 T. Usually, a pair of permanent magnets is assembled in a yoke
to produce high magnetic field gradients and/or torque on magnetic microparticles.

Figure 3.4.1a presents a schematic of an electromagnetic tweezer system integrated
with an inverted optical microscope that we use in our laboratory. The electromagnet
is composed of a solenoid with 1,500 copper wire turns (the outer diameter × length ×
inner diameter of the solenoid are 20 × 50 × 7 mm) that surround the soft magnetic
alloy core (the diameter × length × tip diameter of the core are 5 × 60 × 0.8 mm). The
core is a soft-magnetic alloy (49% cobalt, 2% vanadium, and balance iron) that has a
high magnetic saturation, that is, it has a saturation induction of 2.4 T, maximum per-
meability of 12,000, and coercive force of 72 A/m. The electromagnet is driven with a
DC power supply (Kikusui PWR800L, Japan) with programmable current controller.
The transient response of this system is approximately 1.5 ms. The solenoid is cooled
with a heat exchanger that is based on a water-cooling jacket. This cooling system is
able to maintain the temperature of the electromagnet at 30 °C for 1 A of supplied cur-
rent at an ambient temperature of 19 °C.

High magnetic field gradients are produced by machining the electromagnet core
into a point. This point is then positioned within 1 mm of the microfabricated sample
chamber, as shown in Figure 3.4.1b. The position of the tip of the electromagnet is
controlled with a programmable motorized xyz-stage, that is, Zaber Tech T-LSM050B,
Canada, equipped with a customized mounting arm. This stage is used to position the
tip of the electromagnet above the microfluidics cell with a precision of 25 µm and
repeatability exceeding 6 µm. A nonmagnetic stage, mounting arms, and microscopic
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objectives are used (Zeiss observer Z1, Germany) to minimize possible interference
from ferromagnetic materials.

The electromagnetic system’s performance was characterized using finite element
modeling and local magnetic field measurements. Finite element modeling indicates
that B decays rapidly away from the tip in all directions, as shown in Figure 3.4.1c,
thereby generating a large field gradient in its immediate vicinity. As a result of these
properties, this electromagnet can produce forces up to 100 pN on a 1 µm SPM bead of
χ = 0.3 at a distance of 1 mm from the tip using only 1 A of current supply, as shown in
Figure 3.4.1c. However, as the magnetic force on the bead decays rapidly away from
the tip of electromagnet, the tip must be positioned accurately within a few milli-
meters of the sample.

Figure 3.4.2 presents a schematic of a permanent magnetic system that is used in
our laboratory for MT measurements. Two NdBFe magnets sized 12.7 × 12.7 × 6.4 mm
are assembled with their poles facing each other across a 1 mm air gap. The NdFeB
magnets are N42 grade and have a remanence of approximately 1.3 T. To precisely po-
sition the magnetic system relative to the magnetic particles, it is mounted on a motor-
ized xyz-manipulator (Eppendorf InjectMan NI 2, Germany) in the same inverted
optical microscope mentioned earlier. The force applied to the SPM beads is controlled
by moving the permanent magnet assembly relative to the microfluidic chamber, and
the motorized system has a response time on the order of seconds, that is, the slew
rate of the motor is 10 mm/s. Figure 3.4.2a presents the results of a finite element com-
putation of the magnet flux produced by the magnetic system along the axis of sym-
metry between the two magnets. The color map presents the magnetic flux density in
the plane and the red arrows indicate the direction of B (in the plane of symmetry
between the magnets). The maximum value of B is approximately 0.9 T in the center
of the gap between the magnets. Figure 3.4.2b presents the measured B and calculated
F as a function of distance from the front of the magnet. Like the electromagnet, the B
of the permanent magnet decays rapidly away from the magnets but the rate of decay
is significantly slower. The magnetic force present on the right axis of Figure 3.4.2b
was calculated for a 1 µm diameter spherical SPM of χ = 0.3. The permanent magnet
produces weaker magnetic force than the electromagnet for distances less than 5 mm.
The advantage of the permanent magnet system, however, is that it produces stable
pN-scale tweezer forces over extended areas and periods of time. We have successfully
used this permanent magnetic system to simultaneously execute MT measurements
on hundreds of cells in a single microfluidic cell.

We have found that a microfluidic system, such as the one shown in Figure 3.4.1b,
is an important functional component of an MT instrument. These lab-on-a-chip (LOC)
systems are readily constructed from one or more layers of polydimethylsiloxane
bonded to a glass coverslip. The LOC system provides a gas-permeable cell culture
chamber that can be used to study cultured cells over several weeks. The magnetic
microparticles, cell culture media, and specific chemical compounds are introduced
to the chip using one of three channels connected through a series of small openings
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(Lesniak et al., 2014). These openings between the channels permit the introduction
of specific biochemicals/biochemical gradients across the cell culture. Furthermore,
this LOC setup makes it possible to accurately determine the position of the magnet
relative to the magnetic particles with sub-millimeter precision. This is done by (1)
centering the tip of the electromagnet at the focal point of the objective, (2) moving
it to a position several centimeters away from the optical path while inserting the

Figure 3.4.1: Design of an electromagnetic system with integrated microfluidic cell for MT. (A)
Magnetic field is produced by an electromagnet integrated with a microfabricated cell culture
system and inverted optical microscope. (B) Results of a finite element model calculation of the
field generated by the electromagnet for 1 A of current. The colored map presents the magnetic flux
density in a cross section through the axis of the core and the arrows indicate the direction of B
(unit of color legend is Tesla). (C) The scaling behavior of B and F for the electromagnet is
presented on the left and right axes, respectively. The magnitude of B has been measured in the
direction along the axis of the core as a function of the distance from the tip using a
magnetometer. Magnetic force in the direction along the axis of the alloy core has been calculated
for a 1 µm diameter spherical SPM particle of χ = 0.3 as a function of the distance from the tip of
alloy core.
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microfabricated cell, and (3) placing the tip on the surface of the microfabricated
cell to define its relative position. By utilizing the motorized microscope stage and
magnet system described here, hundreds of MT magnetic microparticle measure-
ments can be made simultaneously.

3.4.3 Chemical and Physical Properties
of Superparamagnetic Microparticles

SPM is a state of matter where the direction of the magnetic moment of the single-
domain nanoparticle can freely move between two stable orientations on the easy
axis due to thermal energy (Fields et al., 2016). Without an external magnetic field,
the magnetization of the nanoparticles averages zero, due to flipping of the orienta-
tion of the magnetic field in the nanoparticle. Particles exhibiting SPM should not
interact with each other in the absence of a strong magnetic field, which would
lead to the formation of unwanted aggregates. Crucially, this property allows re-
dispersion of the magnetic particles after removal of an external magnetic field. Fer-
romagnetic and ferrimagnetic materials consist of magnetic domains – regions in
which the direction of magnetization is primarily uniform. Frequently cited SPM
materials include iron, nickel, cobalt, gadolinium oxide, and iron oxide. Magnetite
(Fe3O4) and maghemite (γ-Fe2O3) are the most widely used SPM nanoparticles for a

Figure 3.4.2: Design of a permanent magnet system for MT. (A) Finite element model of magnetic
fields are produced by two NdBFe permanent magnet of size of 12.7 × 12.7 × 6.4 mm. (B) Magnetic
flux density, B (left axis), and magnetic force, F (right axis), produced by the permanent magnet
system as a function of the distance along the central plane in the gap of two magnets, that is,
along the x-axis of the magnet assembly. The zero point has been designated as the front of the
magnet. The force has been calculated for a 1 µm diameter SPM bead with a χ of 0.3.
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number of reasons: low toxicity, well-established synthesis routes, and high satura-
tion magnetization.

Iron oxide nanoparticles of the size of 10 nm are suitable for many applications
such as magnetic resonance imaging (MRI) contrast agents, drug delivery, cell separa-
tion, and water treatment (Gupta and Gupta, 2005, Oberteuffer et al., 1975, Franzreb
et al., 2006). However, for MT applications, due to the smaller size of nanoparticles,
stronger magnetic field gradients (approximately 104 T/m) are required to produce the
desired levels of force. The incorporation of large amounts of iron oxide nanoparticles
into micron and sub-micron-sized structures produces an additive effect of the mag-
netic moments of the individual nanoparticles, while still retaining the SPM properties
of the nanoparticles. It is therefore more commonplace in MT applications to use
500–5,000 nm assemblies of SPM nanoparticles.

As previously described by our group (Fields et al., 2016), Figure 3.4.3 presents
three strategies for the assembly of SPM iron oxide nanoparticles into microparticles.
Nanoparticles that are distributed in a polymer microparticle matrix have been de-
scribed (Liu et al., 2003, Ugelstad et al., 1983, Levison et al., 1998, Yang et al., 2008).
Alternatively, nanoparticle self-assembly to form a spherical SPM has also been re-
ported. In this case, the microparticle is coated with a polymer layer to provide avail-
able chemical groups to which biomolecules such as DNA and proteins can be
appended (Uhlen, 1989, Muzard et al., 2012). This type of polymer-coated magnetic
microparticle is referred to as a core–shell structure. Thirdly, microparticles have
been synthesized by precipitating maghemite nanoparticles inside the pores of poly-
mer microparticles previously formed by emulsion polymerization (Häfeli, 1997,
Ugelstad et al., 1983). A fourth category, where SPM nanoparticles are physically or
chemically adsorbed onto a micron-sized polymer particle, has also been reported.
However, this technique results in microparticles with low magnetic loading due to
the polymer core comprising the majority of the particle volume (Bizdoaca et al.,
2002). The synthesis of polymer magnetite composites is typically accomplished
through suspension, or mini-emulsion-templated polymerization, where nanoparticles
are suspended in monomer-containing droplets which are polymerized through the
addition of a polymerization initiator, encapsulating the nanoparticles (Hai et al.,
2009, Ramírez and Landfester, 2003, Csetneki et al., 2004, Ma et al., 2005). While the
polymer component of these particles is a useful support for coupling functional
groups for different applications, the magnetic loadings are generally low, in the order
of 30–40 wt% (Hai et al., 2009, Ramírez and Landfester, 2003, Zheng et al., 2005).

Magnetic beads must be chemically coated to enable conjugation of biomole-
cules. Typically, organic polymers and surfactants, or inorganic layers, such as silica
are chosen. Due to its ease of use and different functional groups available in the
form of commercial silanes, silica represents a popular choice for inorganic coating.
However, other examples such as alumina, zirconium manganese ferrites, gold, and
silver have also been reported for the generation of inorganic magnetic sorbents
(Fields et al., 2016). Organic polymer coatings can be divided into natural polymer
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coatings, including biocompatible polysaccharides such as dextran, starch, heparin,
pullulan, chitosan, and alginate. Nonnatural polymer coatings including polyvinyl-
pyrrolidone (Guowei et al., 2007) provide increased steric repulsion between particles
due to their long hydrophobic chains. Other examples of nonnatural polymer coat-
ings include polyvinyl alcohol (Liu et al., 2008), polyethylimine, polymethylmetha-
crylate (Gass et al., 2006), poly-2-methacryloyloxyethyl phosphorylcholine, and
polyamidoamine (Strable et al., 2001).

Controlling polymer thickness and grafting density is highly desirable for the de-
sign of functionalized magnetic adsorbents. This is made possible using surface-
initiated polymerization techniques, such as atom transfer radical polymerization
(ATRP) chemistry. Bioconjugation of a variety of biological entities, such as biotin
(Kang et al., 2009), antibody fragments (Iwata et al., 2008), and peptides (Glinel et al.,
2008), has been made possible using the ATRP approach. After synthesis and coating,
the resulting particle has the appearance of an SPM core and an outer layer consisting
of a polymer, which often provides specific functional groups for bioconjugation to
affinity ligands (see Figure 3.4.4; Fields et al., 2016).

For conjugation of protein-based ligands to the particle surface, there are four
functional group options available – primary amines (NH2), carboxyls (COOH), sulf-
hydryls (SH), and carbonyls (CHO). Commonly, peptides and proteins are immobi-
lized through free amine groups using EDC/NHS cross-linking chemistry (Bartczak
and Kanaras 2011). Coupling to carbonyl groups is commonly performed using hydra-
zine cross-linkers (Moghimi and Moghimi 2008). Thiol-reactive groups for coupling to
Cys-containing affinity ligands include maleimides, iodoacetamides, and disulfides
and may be conjugated to magnetic matrices via the use of sulfo-SMCC cross-linking

Figure 3.4.3: Schematic and TEM images of commonly used magnetic bead constructs. (a) A
core–shell particle structure where a dense magnetic shell is coated onto a polymer core. The
magnetic content in these particles ranges from 10 to 20 wt%. TEM image depicts a cross section
through beads embedded in a wax matrix. (b) A distributed particle structure in which the
nanoparticles have precipitated within a polymer matrix. Magnetic loadings in this case can be up
to 32 wt%. (c) A solid core particle structure where a dense magnetic core is coated with an ultra-
thick polymer layer. Magnetic loading in core–shell particles is typically >70 wt% wt (Fields et al,
2016).
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agents (Kalia and Raines 2010), as depicted in Figure 3.4.4. The versatility of bifunc-
tional cross-linkers makes them extremely useful for enabling covalent immobilization
between two previously incompatible functional groups and should be considered in
the design of affinity ligand-functionalized biomaterials.

Also noteworthy is the use of biotin–avidin technology, which is regularly used
in magnetic separation. Nucleic acids are routinely recovered from crude samples by
immobilizing biotinylated, complimentary strands on streptavidin-coated magnetic
particles (Mojsin et al., 2006). While it is accepted that orientating the ligand in a
site-specific manner is beneficial in affinity-ligand adsorbent design, the role of other
variables is less understood. Spacer arms become necessary when the nonbinding
domain of the ligand does not offer substantial spacing between the structure of the
adsorbent and the ligand-binding domain to permit the ligand to interact freely with
the target. The significance of spacer arm length has been previously communicated
in the literature (Fuentes et al., 2006, Hubbuch and Thomas 2002b). Computational
analysis and simulations on the effect of linker length also state that longer spacer
arms decrease negative steric effects (Ghaghada et al., 2005, Jeppesen et al., 2001).

Table 3.4.1 (Fields et al., 2016) presents a list of commercially available SPM beads
and their physical properties. Magnetic microparticles in the size range of 1–2 µm are
used in MT applications, due to their high magnetic moment and the relatively low
magnetic field gradients needed to generate pN forces. The magnetic moment of the

Figure 3.4.4: Schematic of multilayered bead–ligand bioconjugation with common amine and
carboxyl functionalities (Fields et al., 2016). (a) Image depicting the layered particle structure,
showing the Fe2O3 superparamagnetic core, the surrounding polymer shell, and the resulting
chemical functionality conferred to the particle. (b) Schematic of conjugation of antibody
fragments to a carboxyl-derivatized particle surface, using EDC and sulfo-NHS chemical cross-
linkers (Muzard et al., 2012). (c) Schematic of conjugation of a thiolated synthetic peptide to an
amine-derivatized bead using sulfo-SMCC cross-linking chemistry (Fields et al., 2012). In each
case, the immobilized ligand is irreversibly and covalently tethered to the magnetic support (Fields
et al., 2016).
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particles is largely dependent on their loading of inorganic magnetic material, which
is presented in the final column of Table 3.4.1. Magnetic polystyrene particles have
been synthesized with 55 wt% magnetite (Zheng et al., 2005), and polymer–magnetite
composite particles have been synthesized with 30–40 wt% magnetite (Omi et al.,
2001). Dynabeads contain between approximately 17 and 32 wt% maghemite depend-
ing on the size of the microparticle (Fonnum et al., 2005). Higher magnetic loadings
are desirable when a large number of measurements need to be performed rapidly.
Size distributions and uniformity of magnetic loading must be considered, as variation
in these parameters can lead to loss of variation in MT force.

3.4.4 Magnetic Particle Tracking Using Optical
Microscopy and Magnetometry

The position of the MT magnetic particles is made possible by the use of optical or
magnetic sensors. Typically, optical microscopy is the most common particle track-
ing technique used in MT publications due to its high resolution and the availability
of complementary fluorescence imaging techniques. Coupling these techniques
makes it possible to simultaneously determine the position of a bead and the mac-
romolecular properties of a cell (Kilinc and Lee, 2014, Kilinc et al., 2015). Alterna-
tively, magnetometry can be used to track the position of SPM magnetic particles at
surfaces. Microfabricated giant magnetoresistance and Hall effect sensor arrays
have been developed and are also capable of tracking individual SPM particles with
nanometer resolution (Baselt et al., 1998, Sinha et al., 2014).

Optical microscopy can easily determine the lateral position (i.e., xy-position) of a
1 µm diameter SPM particle with micron resolution using transmitted light illumina-
tion and a high-quality 100×, high-NA oil immersion objective. Nanometer-scale reso-
lution is achievable with a microscope equipped with a high-quality CCD camera,
assuming two conditions are satisfied: (1) a centrosymmetric particle (e.g., spherical
particle) is used and (2) the particle only moves a few pixels from one frame to the
next (Gosse & V., 2002). Digital images that are acquired at 60 Hz frame rates are then
analyzed using customized software. This software first fits a 1D Gaussian intensity
profile, I(x), to a bead over several y-pixels, respectively, for each frame. The correla-
tion function is then calculated for the bead, C(xo), using a fast Fourier transform algo-
rithm. The maximum of C(xo) occurs at a position δx, which is twice the shift of the
bead’s position from the profile center. A pixel of the CCD camera typically corre-
sponds to about 100 nm, so precise measurement of x requires subpixel resolution,
which is achieved by polynomial interpolation and low-pass filtering. The same pro-
cedure is also performed to find the center in the y-direction.

The position of the magnetic microparticle may be determined with nanometer
precision relative to the surface of a coverslip using reflected interference contrast
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(Lionnet et al., 2012a) or total internal reflection fluorescence (Kilinc and Lee, 2014).
Due to its ease of use and broad application, we describe the reflection interference
contrast technique here. High-resolution diffraction images of centrosymmetric beads
are formed using parallel illumination of the beads. Parallel illumination is produced
using a slightly focused illumination beam, generated by a monochromatic light
source, such as a light-emitting diode. Under these illuminating conditions, the bead
image produces a series of diffraction rings, and the shapes of which depend on the
relative distance between the bead and the focal plane. When the bead is in focus,
these rings disappear; however, as the bead moves out of focus, their diameter in-
creases. By precisely stepping the focal plane through a series of positions, for exam-
ple, by moving the objective with a piezo-electric device, it is possible to form a stack
of calibration images that record the shape of the diffraction rings versus the distance
from the focal plane. Customized software is then used to determine the out-of-focus
distance for a new bead image by comparing its diffraction pattern to the calibration
stack (Lionnet et al., 2012a).

3.4.5 Selected Examples of Magnetic Tweezer
Studies of Cellular Mechanics

MTs have been used to study mechanotransduction and the effect of force on cellular
stiffness, viscosity, deformation, and intercellular events associated with the applied
strain. These studies form the basis of our current understanding of the complex
in vivo biological interactions, whereby cells and tissues are exposed to shear stress
and tension as part of their complex 3D physiological environment, for example,
blood flow, interstitial flow, and compression from muscle tissue activity (Mitchell
and King, 2013, Jansen et al., 2017). As pioneers in cellular biomechanics, Wang and
Ingber used magnetic twisting to demonstrate that the ECM receptor integrin β1 was
a mechanoreceptor (Wang et al., 1993a). This was the first published identification of
an adhesion receptor as a transducer of external mechanical stimulus causing a
change in the cell’s cytoskeleton. This methodology was superior to previous meth-
ods at the time which depended on deformation of large areas of the cell in a nonspe-
cific fashion (Petersen et al., 1982, Wang and Ingber, 1994). Adherent endothelial
cells can be bound to spherical ferromagnetic microbeads coated with an integrin
recognition peptide Arg–Gly–Asp (RGD). Precoating the beads with RGD mimicked
cell reactions to external forces exerted by the ECM and its components. The orienta-
tion and magnitude of force were controlled with a complex external magnetic field,
that is, a strong external magnetic field (1,000 G) was used to orient the particle and
a weaker magnet (0–25 G) was used to apply torque. The change in cell surface-
bound particle rotation (angular strain) was measured using a magnetometer. After
application of the magnetic field in both directions, cells bound to the RGD bead
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displayed increased stiffness and resistance to mechanical deformation. This effect
was specific to the RGD peptide but not to a control peptide (Gly-Arg-Gly-Glu-Ser-Pro)
or when a competitor peptide Gly-Arg-Gly-Asp-Ser-Pro (GRGDSP) was introduced to
the culture medium. As previously mentioned, extracellular mechanical forces not
only exert an effect on cell rigidity but activate series of molecular events leading to
restructuring of the cytoskeletal network. In this elegant series of experiments, the
authors showed that cell stiffening correlated with focal adhesion formation through
recruitment of talin, vinculin, and α-actinin to the side of the RGD bead but not a
control-acetylated low-density-lipoprotein-coated bead.

An important finding of cellular biomechanics was the determination that the en-
dogenous properties of the cytoskeleton depend on the interaction with the ECM.
Wang demonstrated that both integrin activation and changes in mechanical force are
sufficient to affect the structure of the entire cytoskeleton (Petersen et al., 1982, Wang
and Ingber, 1994). The specificity of the observed ECM–cell interaction was elegantly
described in an experiment comparing cells with intact membranes and membrane-
permeabilized (saponin-treated) cells. In both cases, application of mechanical force
with MTs resulted in the same trend of increased cell stiffness in response to mechani-
cal stimulation. As a result, the possibility of intracellular osmotic or hydrostatic pres-
sure affecting changes in cellular stiffening, viscosity, and deformation were excluded.
These events can be attributed to intracellular changes in the cytoskeletal structure in
response to biomechanical stimulation. Research into the cytoskeletal properties using
MT has made it possible to model, and further understand, the biomechanics of living
cells. In particular, the studies described above support the tensegrity model – now
recognized as an underlying principle in mechanobiology, giving cells and tissues
their structural resilience. This was a revolutionary step toward nullifying the simplis-
tic view of cells as a 3D isotropic model, uniform in all directions.

Additionally, MT has been used to study cellular biomechanics and apoptosis
using immunohistochemistry to identify chemical signaling (Kilinc et al., 2015). In this
study, Fe–Au nanorods were used to specifically target and kill cancer cells in conju-
gation with mechanical stimulation. The benefits of target-specific magnetic particles
in the context of cancer diagnosis is a widely explored topic; however, the exact tar-
geting mechanism of particles and the molecular events that follow are not completely
understood. Previously, our group has used magnetic nanorods bound to MCF7 breast
cancer cells and manipulated the forces in an effort to understand the biomechanical
and biomolecular responses of particle-bound cells to the mechanical stimulus. Nano-
rod particles typically exhibit a larger magnetic moment but a smaller surface area,
allowing them to target receptors on specific regions of cells. Magnetic nanorods were
functionalized with heregulin (HRG), a ligand of ErbB family of tyrosine kinase recep-
tors, known to be overexpressed on cancer cells. Cyclic stretching forces at predefined
magnitudes were applied to individual nanorod–cell complexes over fixed time. Me-
chanical stimulation of cell–bead complexes resulted in additional phosphorylation
of extracellular signal-regulated kinase 1/2 (ERK) using an optically activated force-
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sensing protein expressed in the cells. The molecular activity of ERK was observed for
applied mechanical forces ranging between 4.1 and 12.7 pN. ERK activity was observed
not only at the nanorod-binding site but also in the entire cell. Therefore, stimulation
of a small number of receptors at the tip referred to as an “active zone” provides a
sufficient stimulus leading to activation of downstream signal transduction pathways
such as ERK signaling. This finding led us to further investigate combined approaches
for effective cell death of MCF-7 cells. Here, mechanical stimulation in conjunction
with pharmaceutical stimulation of ERK pathways with a B-Raf inhibitor resulted in
global ERK hyperactivation and cancer cell apoptosis. This study involving MT al-
lowed us to further understand the molecular responses of “tagged tumor cells” and
equipped us with additional insight into how cancer cells respond, specifically to me-
chanical stimulation. It is our hope that these types of studies involving MT will allow
the development of new therapeutic approaches to cancer treatment.

3.4.6 The Future of Magnetic Tweezers
in Mechanobiology and Medicine

In this chapter, we have introduced you to the principles of the MT technique and
highlighted examples where it has been used effectively to study biomechanics at
the molecular scale. We believe that this technique is complementary to AFM for
the study of the biomechanical aspects of disease. The two advantages of this tech-
nique that demonstrate the most promise for medicine are (1) its application in the
screening of therapeutics targeting the biomechanical properties of cells and (2) the
study of the forces in vivo associated with biomechanical aspects of disease.

A useful feature of MT is that it can apply uniform forces to magnetic micropar-
ticles across areas containing 1,000 cells or more. In the past, our group has used
the permanent magnet system and a three-chamber LOC device to rapidly screen the
responses of hundreds of mouse neuron growth cones to various applied forces (Ki-
linc et al., 2014). The three chambers of this microfluidics device provided us with
the means to establish biochemical gradients on a surface, or in the culture media,
in which the axons were isolated. Here, MT was used to apply force to the receptors
on the surface of the growth cones, but MT measurements have also been performed
within cells, by inserting the magnetic microparticles into the cells by microinjection
or electroporation. This approach allowed us to determine the response of the
growth cones to simultaneous biomechanical and biochemical signaling, which is
critical to nervous system regeneration. Thus, MT provides a means for applying
local, asymmetric forces to many cells in the presence of gradients of short- or long-
range biochemical stimuli.

Also noteworthy is the emerging application of MT for the study of the biomechan-
ical aspects of disease in 3D studies within living systems. Magnetic fields are routinely
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applied in humans for MRI and a number of reports have emerged detailing the manip-
ulation and imaging of magnetic microparticles directly in vivo for therapeutic applica-
tions (Dobson, 2008, Du et al., 2017). One such imaging tool that has been described is
magnetic particle imaging (MPI), a noninvasive tomographic technique capable of de-
tecting SPM nanoparticles with very high resolution (Gleich and Weizenecker, 2005).
To date, several commercial MPI scanners have become available.

In conclusion, MT has played an important role in pioneering biomechanic
measurements, from single molecules to cellular systems. We anticipate MT tech-
nology will continue to grow and develop, due largely, to its application in high-
throughput screening and in vivo measurements. 1 Note on magnetic material
properties: Ferromagnetic materials exhibit spontaneous magnetization and re-
tain their magnetic properties in absence of external magnetic field. Paramag-
netic materials become magnetized and form internal induced magnetic field in
the direction of an external field, but the induced field disappears when the ex-
ternal field is removed. On the contrary, the diamagnetic materials form internal
induced magnetic field in the direction opposite to external field. SPM is a form
of magnetism that occurs in ferromagnetic or ferrimagnetic nanoparticles. In an
external magnetic field, the SPM materials can be magnetized and exhibit para-
magnetism but with relative larger susceptibility. In the absence of an external
magnetic field, the magnetization of SPM materials appears to be in average zero.
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3.5 Cell and Tissue Stretcher

Physical forces have a considerable impact on cells, tissue function, and develop-
ment in vivo, since both cells and tissues are mechanosensitive (Na et al., 2008).
Indeed, when cells are subjected to external forces, they respond at a biological
level (Davies, 1995), for instance, by modulating ion channels (Blumenthal et al.,
2014) or activating transmembrane proteins such as integrins (Giancotti and Ruo-
slahti, 1999). Therefore, it is important that in vitro cell culture settings mimic the
natural cell microenvironment in vivo, as much as possible. However, physiological
strain patterns are complex, they depend on the specific organ, and range from pe-
riodical and multidirectional stimuli such as in lungs (Farré et al., 2018b) to asyn-
chronous and unidirectional strains in skeletal muscles (Collinsworth et al., 2000).
Therefore, it is of major importance that in vitro settings reproduce the specific me-
chanical strains, which depend on the organ where the cells and tissues are placed
in vivo. Fortunately, there are several commercially available stretching devices
(e.g., Flexcell from Flexcell Int. Corp., USA, and STREX from STREX Inc., Japan)
that allow seeding and culture of cells on top of a flexible membrane, which is
stretched by pneumatic actuation, thereby applying strain to the cultured cells.

Nevertheless, commercially available stretching devices present certain limita-
tions such as low-throughput and nonlinear strain profiles. Therefore, these devices
cannot universally mimic the variety of strains to which cells and tissues are subjected
to in the different organs. To overcome these problems, considerable research effort to
develop custom-made devices has been carried out by several groups, mainly by
using micro-electro-mechanical systems (MEMS), microfluidics, and lab-on-a-chip
technologies (Davis et al., 2015, Friedrich et al., 2019). Although specific device design
should be closely adapted to the biological question being investigated, some method-
ological aspects are common to a majority of devices and experiments. This chapter
describes experimental settings suitable to measure cell and tissue mechanics under
different levels of stretch and highlights advanced approaches incorporating optical
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microscopy and combining other biophysical techniques such as AFM, traction mi-
croscopy, or optical trapping.

3.5.1 Stretch Methods

Macroscopic stretching is mainly used to measure passive mechanics of tissues or
skeletal muscle single fibers. The method mainly consists of clamping the sample
and stretching it by a controlled actuator, while measuring the force exerted by
using a transducer (Mohammadkhah et al., 2016). If the geometry of the sample and
its unstretched length are known, the stress–strain curve can be computed from the
measurements. These measurements of the passive response of tissues can be corre-
lated with diseases related to extracellular matrix remodeling (Farré et al., 2018a).

As clamping is not feasible for cell stretching at the microscopic scale, the most
common approach is to culture the cells on top of a flexible membrane, which is sub-
jected to the desired stretch. If the cells perfectly adhere to the substrate, its stretch is
entirely transmitted to cells through membrane deformation. There are different
modes to apply cell strain, in vitro, to mimic the diverse stretches that cells experi-
ence, in vivo. The simplest configuration is using uniaxial testing, where the mechan-
ical stimulus is applied to the sample over just one direction (Clark et al., 2001)
(Figure 3.5.1a). The actually applied strain can be simply calculated as the ratio be-
tween the length change and the unstretched length of the membrane. Uniaxial
stretch devices have the advantage of simple design, but they often produce a hetero-
geneous strain field (Matsumoto et al., 2007). Multiaxial stretching devices are more
complex settings implemented on the basis of biaxial (where the strain is applied in
two perpendicular directions, Figure 3.5.1b) or multiaxial (where isotropic strain is
applied to the sample, Figure 3.5.1c) settings. These multiaxial devices present a
more homogenous strain field than uniaxial setting, especially at the center of the
membrane. However, they are more difficult to fabricate, drive, and control, and
their calibration is more complex. Regardless of whether the deformation challenge
applied is uniaxial or biaxial, achieving in-plane stretch of the membrane is impor-
tant for cell imaging with optical microscopes. Indeed, if the sample is stretched out
of plane, there is loss of focus originated by the vertical displacement of the sample
(Figure 3.5.1d). To minimize this problem, in-plane designs have been developed by
using a post to avoid the vertical displacement of the membrane, while applying a
negative pressure (Figure 3.5.1e). Usually, the use of lubrication between the mem-
brane and the post is required to prevent excessive friction, which could yield to sam-
ple heating or device damage (Jorba et al., 2019).
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3.5.2 Instrumentation

The optimal design of the stretching device depends on the desired readout for the
experiments to be conducted. For fundamental studies in mechanobiology, where
the target is usually to determine how each mechanical stimulus modulates the cell
response, only one method is commonly used to apply strain. In contrast, for tissue
engineering applications, multiple stimuli are applied simultaneously to better mimic
the in vivo environment. Thus, devices that are able to apply different combined me-
chanical tests have been developed for this purpose (Hu et al., 2013). Another impor-
tant aspect for device design is whether the cells should be analyzed after strain
application (e.g., cell staining or supernatant analysis) (McAdams et al., 2006) or live
cell imaging during the experiments is required. In the latter case, as mentioned
above, the device should apply the strain in-plane (Huang et al., 2010). Hence, there
are two major design components as regards the stretching device: the type of mem-
brane and the mechanical actuation principle (Kamble et al., 2016).

The vast majority of membranes used in the devices for cell stretching are fabri-
cated on poly-dimethylsiloxane (PDMS) (Friedrich et al., 2017). PDMS is elastic, bio-
compatible, and optically transparent, and its mechanical properties can be tuned
during the preparation process. Also, PDMS is one of the gold standards for the fab-
rication of polymer-based lab-on-a-chips, so it is easy to integrate in the fabrication
process of the devices (de Jong et al., 2006). However, PDMS is highly hydrophobic,
and, therefore, its surface should be functionalized before seeding the cells on top
of the membrane. Noteworthy, a drawback of PDMS is that it may absorb small hy-
drophobic molecules, a process that can interfere in certain studies (Wang et al.,
2012). As an alternative, polyurethane thin, flexible membranes have been recently

Figure 3.5.1: Different stretch techniques. Uniaxial (A). Multiaxial stretch methods, where only two
axes are stretched (biaxial, B); or the whole membrane is isometrically stretched (equiaxial, C).
Out-of-plane (D) and in-plane (E) stretch.
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developed by spin coating, and tested as potential PDMS substitutes (Arefin et al.,
2017, Ergene et al., 2019).

To effectively stretch the membrane and to apply strain to the cells, different types
of actuators can be used. Pneumatic settings are the most commonly implemented be-
cause they are easier to control. Moreover, pneumatic actuators present the advantage
of avoiding any direct contact with the sample. By applying positive or negative air
pressure below the membrane, the strain is applied to the cells cultured on top of it.
The simplest design is the balloon approach, which presents the problem of out-of-
plane displacement (Shimizu et al., 2011). More sophisticated designs apply pressure in
lateral chambers, while the Z movement of the membrane is constricted by a post. In
this way, in-plane stretching of the membrane is accomplished (Huang and Nguyen,
2013). Piezoelectric (Deguchi et al., 2015) and electromagnetic (Tang et al., 2010) actua-
tors appear as promising alternatives to pneumatic ones, especially in devices fabri-
cated using MEMS technologies instead of polymer soft lithography. These actuators
present higher precision in the control of the applied strain and higher dynamic re-
sponse and are, therefore, well-suited for oscillatory stretch experiments where rheo-
logical properties need to be measured at higher frequencies (Sander et al., 2017).
Interestingly, MEMS-based solutions offer high-throughput measurements and the pos-
sibility to perform the experiments at the single cell level (Scuor et al., 2006).

3.5.3 Sample Preparation

The first choice for sample preparation is to select the mechanical properties of the
membrane, as it is well known that this factor (mainly stiffness) considerably influen-
ces the way cells behave (Smith et al., 2018). As mentioned before, the elastic modu-
lus of PDMS can be tuned in the preparation process. When very soft membranes are
needed, a common solution is to use polyacrylamide gels (Sun et al., 2012) or PDMS
blends (Palchesko et al., 2012). To improve cell adhesion, PDMS surface can be
treated by oxygen plasma to improve its wettability (Duffy et al., 1998). Nevertheless,
problems with the recovery of the hydrophobicity appear in course of time and under
certain conditions (Bodas and Khan-Malek, 2007, Amerian, Amerian et al, 2019). To
overcome this problem, a common solution is to silanize the surface of the membrane
for the formation of a self-assembled monolayer and then to bioactivate the silanized
surface with adherent proteins (Chuah et al., 2015). The choice for the functionaliza-
tion procedure directly depends on the cells to be cultured and stretched. There is no
universal strategy, and hence, every new experiment setting will usually require the
tuning of an adequate protocol for effective cell adhesion to the membrane. Type I
collagen (Qian et al., 2018), RGD peptides (conjugated with sulfo-SANPAH) (Li et al.,
2006), polydopamine (Fu et al., 2017), or fibronectin (Liao et al., 2019) are just exam-
ples of the wide range of proteins that have been successfully used to improve the
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adhesion of different cell types to the PDMS surface. In the case of polyurethane
membranes, similar problems arise regarding the physical and chemical methods
suitable for the bioactivation of the membrane surfaces fabricated with this material
(Bax et al., 2014).

3.5.4 Calibration

The stretch and strain applied to the membrane can be analytically calculated by
knowing the geometries and the elastic modulus of the materials. For example, in
isotropic systems, a 10% increase in membrane area is obtained by a 5% radial dis-
placement of the actuator. Nevertheless, in practice, due to defects in the fabrication,
leaks and other potential problems, it is common to calibrate the effective displace-
ment of the membrane for a given driving pressure applied (or voltage, in the case of
piezoelectric or electromagnetic actuators). The calibration should be done specifi-
cally for each combination of cells and coating and for each device fabrication.

The most common solution to calibrate the displacement is to use an optical mi-
croscope. One possible method earlier described required plotting nine dots on the
membrane and calculating the average displacement between them, when the mem-
brane is subjected to different deformation signals (Schaffer et al., 1994). A more so-
phisticated solution is to incorporate microbeads in the preparation of the membrane
or in the sample surface (Trepat et al., 2004) and to measure the average displacement
between them (Schürmann et al., 2016) (Figure 3.5.2a). In the case of out-of-plane dis-
placement membranes, if the optical microscope has a motorized Z stage, an easy and
reliable way to calibrate the central displacement of the membrane is to focus the top
of the membrane and to measure the change of focus with the actuation in the mem-
brane (Campillo et al., 2016). This method is quite easy and produces results compara-
ble to the microbeads’ calibration method (Figure 3.5.2b). Differences in the stretch
experienced at different directions of the membrane in biaxial or equiaxial devices
strongly depend on the device design. In case the design is optimal, the interdirection
differences are so low that only one of the directions of the membrane needs to be
calibrated (Figure 3.5.2c). In certain experiments, however, the membrane needs to be
calibrated once the cells are seeded, and no microbeads can be placed in the sample.
The common solution in this case is to directly measure the deformation of the sample
(cells or tissue) and to compute the effective stretch as the change in the area of the
sample by using image processing techniques (Jorba et al., 2019).

If the membrane is purely elastic, the calculation of stresses is straightforward,
in case the elastic modulus is known or measured. Nevertheless, for local stress as-
sessment, sensors should be integrated within the devices to measure the forces on
the cell. The common solution is to combine mechanical stretch with other techni-
ques such as atomic force microscopy or optical/magnetic tweezers.
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3.5.5 Single-Cell Stretching

An important evolution in the field of cell mechanics is the development of techni-
ques for single-cell stretching. They are commonly based on optical or microfluidic
devices, or a combination of both. Optical stretching (Guck et al., 2001) is based on
the use of two opposed laser beams to apply a force on the cell. The total force act-
ing on the cell is zero, but the additive forces in the surface stretch the cell in the
direction of the laser beams (Figure 3.5.3a). Microfluidic stretching is accomplished
by circulating the cells in restricted-dimension channels and measuring the defor-
mation induced by the fluidic drag force and the constriction of the microchannel
(Iragorri et al., 2018) (Figure 3.5.3b). Interestingly, the evolution of both techniques
allows the use of optofluidic devices, which combine microfluidic channels with
laser beams: the microfluidic channel is used to position the cells in the desired posi-
tion, while the laser radiation traps the cells by applying a contactless force on the

Figure 3.5.2: Calibration. Unstretched and stretched membrane of an epithelial cell monolayer with
magnetic microbeads from Trepat et al. (2004) (A). Comparison of the microbeads position
quantification and change in the Z focus of the optical microscope methods for calibration of an
out-of-plane membrane from Campillo et al. (2016) (B). Comparison between the X- and Y-
directions’ stretch in an equibiaxial device from Trepat et al. (2004) (C).
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cell surface (Yang et al., 2016). In combination with the fluidic drag force and the
quantitative analysis of the images of cells trapped and recovered, differences in the
mechanical properties of cells can be assessed (Figure 3.5.3c). Recently, a device ca-
pable of analyzing the mechanics of one cell per second has been reported, showing
a high sensitivity in the differentiation between healthy and stiffened red blood cells
(Yao et al., 2020).

3.5.6 Related Techniques and Future Outlook

The availability of commercial stretching equipment for biological samples is speed-
ing up research in the field. However, customized developments will probably con-
tinue being the most commonly used solution, because the need to answer new
biological questions usually requires advanced experimental approaches. However,
there are marked differences between devices aimed to study basic mechanobiology,
where usually only one variable should be investigated, and devices for tissue engi-
neering, where several variables should be tuned to apply the optimum cell culture
microenvironment (Nonaka et al., 2019).

One of the most interesting applications of cell stretching devices is their combi-
nation with other biophysical measurement techniques. Devices for such purposes
need to be designed in a way that allows the combined application of the stretching
stimulus and the conduction of the experiment with the complimentary technique.
The incorporation of magnetic probes, by using microbeads and coils (optical mag-
netic twisting cytometry), allows the measurement of the viscoelastic properties of
cells subjected to stretch (Trepat et al., 2004). It is a complex technique, and the de-
vice should be accurately designed to simultaneously apply the membrane stretch
and the magnetic field to the sample (Figure 3.5.4a). By combining mechanical
stretch with traction force microscopy (Bashirzadeh et al., 2019), the sheet tension in
epithelial islands have been measured, opening the doors for studying the mecha-
nobiology of collective cells subjected to mechanical stretch (Figure 3.5.4b). More-
over, the strain stiffening commonly observed in biopolymer networks (Janmey et al.,
1991) has been effectively observed and quantified in living cells and in decellular-
ized extracellular matrix from the lung by combined application of stretching and
atomic force microscopy (Ahrens et al., 2019, Jorba et al., 2019). These measurements
of the micromechanics of the lung extracellular matrix when subjected to different
strains has revealed that alveolar epithelial cells sense different surrounding stiffness
during the different cycles of breathing (Figure 3.5.4c).

The field of cell and tissue stretching is evolving rapidly. The technological ad-
vances and the integration of complementary techniques has shown that stretch is
an important stimulus to be taken into account in developing relevant in vitro mod-
els in mechanobiology and tissue engineering. Nevertheless, the low throughput
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Figure 3.5.3: Single-cell stretching. Principle of operation of optical stretch (Guck et al., 2001) (A).
Microfluidic chip for cell stretching (Iragorri et al., 2018) (B). Schematic of the principle of optical
stretch technique in combination with microfluidics (Yao et al., 2020) (C).
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and high cost of fabrication of current devices is a limitation that should be overcome,
mainly by using techniques such as additive manufacturing. Recently, 3D printed lab-
on-a-chip devices have been reported, exhibiting a clear advance when compared with
the fast prototyping of new stretch devices (Ho et al., 2015). It is also important to real-
ize that the majority of current devices are designed for 2D cell culture. With the recent
increase of research and progress in 3D cell culture, a new generation of devices
should be developed to apply stretch into 3D scaffolds mimicking the microenviron-
ment of the extracellular matrix, in vivo (Saldin et al., 2017). In this way, in vitro mod-
els will be much more realistic and, hence, improve experimental setting to better
mimic the physiological conditions that cells experience within native tissues and
organs.

Figure 3.5.4: Combined techniques. Device design implemented for simultaneous cell stretching
and magnetic twisting cytometry experiments (Trepat et al., 2004) (A). Traction forces evaluated in
a uniaxially stretched epithelial cell island (Bashirzadeh et al., 2019) (B). Simultaneous application
of strain and AFM measurement of lung extracellular matrix (Jorba et al., 2019) (C).
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3.6 Microrheology

3.6.1 Oscillatory Rheology

When oscillatory strain γ deformation with amplitude γ0 and angular frequency ω
(ω = 2πf) is applied, the stress σ will oscillate in time (t), but its oscillations will be
phase-shifted by φ (Figure 3.6.1):

γ tð Þ= γ0 sinωt (3:6:1)

σ tð Þ= σ0 sin ωt +φð Þ (3:6:2)

The phase shift is always between 0° and 90°. In case of ideally elastic materials,
the phase shift is 0°, while ideally viscous samples reveal φ = 90°. Materials with
phase shift in between these values are viscoelastic, and their stress is expressed as
a sum of storage modulus G′ and loss modulus G″, parameters reflecting elastic and
viscous properties of the sample, respectively:
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Figure 3.6.1: Stress σ and strain γ time evolution in oscillatory measurements. Stress and strain are
shifted by angle φ. Stress and strain amplitudes are labeled with σ0 and γ0, respectively.
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σ tð Þ= γ0 G′′ cos ωtð Þ+G′ sin ωtð Þ	 

(3:6:3)

These relations show that stress σ is proportional to strain or strain amplitude,
which is true for all material types at low strains and is called the linear viscoelastic
range (LVER). Thus, at the LVER G′ and G″ are independent of stress or strain am-
plitudes. Usually, one has to perform a strain sweep in order to determine under
which deformation (γ0) moduli G′ and G″ remain constant, that is, in the LVER.

3.6.2 AFM-Based Oscillatory Microrheology

3.6.2.1 Microrheological Measurements

Rheological measurements were performed with an atomic force microscope, Nanowi-
zard II (JPK, Berlin, Germany), working in force modulation mode. The AFM system was
integrated with inverted optical microscope Observer D1 (Carl Zeiss, Jena, Germany).
Cells were measured in nonsupplemented medium at 37 °C, with silicon nitride
MLCT cantilevers (Bruker, Germany). The MLCT (probe C) is a four-sided pyramid with
nominal spring constant k ~ 0.01 N/m, which was calibrated using the thermal noise
method (Butt and Jaschke, 1995). The loading operating force (200 pN) corresponded
to an initial indentation depth δ0 lower than 1 μm. The relationship between the force
and indentation depth is described with Hertz–Sneddon contact mechanics model
(Sneddon, 1965):

F = 3
4
· E · tanθ

1− ν2
· δ2 (3:6:4)

where E is the cell’s Young’s modulus, ν is the Poisson’s ratio, which for incom-
pressible cells is roughly 0.5, and θ ~ 20° is the front half opening angle of the prob-
ing tip. When the low-amplitude oscillations at initial indentation depth δ0 are
superposed, then the complex shear modulus G✶(ω) can be determined (Alcaraz
et al., 2003) using the formula:

G✶ ωð Þ= 1− ν2

3δ0tanθ
· F

✶ ωð Þ
δ✶ ωð Þ (3:6:5)

where F✶(ω) and δ✶(ω) are the Fourier transforms of measured force and sample
indentation depth, respectively, ω = 2πf is the angular frequency, and f is the fre-
quency in Hz (Alcaraz et al., 2003, Abidine et al., 2015a, 2015b, 2018).

In addition, the complex shear modulus G✶(ω) = G′(ω) + i G″(ω), where G′(ω) is
the storage modulus – a measure of the elastic energy stored and recovered per
cycle of oscillations; and G″(ω) is the so-called loss modulus – a measure of the
energy dissipated per cycle of sinusoidal oscillations. The ratio of G″(ω) and G′(ω)
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equals tan φ, a parameter also called the loss factor. If tan φ≪ 1, a solid-like behav-
ior of the sample is assumed, and if loss factor ≫1, a Newtonian fluid behavior is
assumed.

3.6.2.2 Microrheological Models

Rheological models have been studied for years in the polymer community, since
polymers can be subjected to shear deformations at very different frequencies
which are important in the industry (rubbers, plastics, pastes, foods, foams, etc.).
The basic models are the Maxwell and Voigt models (Verdier et al., 2009) which can
be used in series or parallel. Such models contain different relaxation times, which
can be used in association (Maxwell modes):

G′=
XN
i= 1

Gi
ω2 · τ2i

1+ω2 · τ2i
(3:6:6)

G′′=
XN
i= 1

Gi
ω · τi

1+ω2 · τ2i
(3:6:7)

where τi is a relaxation time and Gi is the corresponding modulus.
These relations are quite useful but appear to be insufficient to describe a more

complex rheology. Therefore, integral models (Baumgaertel et al., 1990) or fractal
ones (Palade et al., 1996, Abidine et al., 2015b) have been used instead. These mod-
els are quite efficient for describing the whole range covering several decades in
frequency f (Hz). More recently, Sollich et al. (1997) proposed an elegant model
based on structural disorder and metastability, after introducing a mean-field tem-
perature and proper statistical treatment. They were able to find various behaviors
(yield stress, shear-thinning, glassy behavior) that encompass most of the rheology
of soft materials, including cells and tissues. This model has been successfully used
for describing adherent cell behaviors (Bursac et al., 2005).

Although complex, these models often seem to predict generic power-law be-
haviors (Alcaraz et al., 2003, Abidine et al., 2015a, 2018) in a specific range of fre-
quencies. Therefore, it is sometimes useful to replace them with an easier model
with fewer parameters to explain the dynamic behavior of moduli G′ and G″. This
will be shown in Section 3.6.4 for microrheology of cancer cells. The model parame-
ters that are found can be used for describing cells or cell behavior. In particular, it
was shown recently that cancer cells in a glassy state could remodel their actin mi-
crostructure quite rapidly in order to transmigrate through the endothelium during
cancer metastasis (Abidine et al., 2018). Therefore, the present techniques can be-
come quite efficient for predicting different behaviors, that is, normal versus sick
cells and constitute a new powerful tool for characterizing/differentiating cells
in vitro.
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Finally, viscoelastic behaviors are one type of classical behavior at low deforma-
tion, but more recent studies show that viscoelastoplastic or poroelastic behaviors
can also be encountered for cells (Moeendarbary et al., 2013) and tissues (Preziosi
et al., 2010).

3.6.3 Oscillatory Shear Macrorheology

The basic oscillatory macrorheological experiments are called frequency sweep and
strain/stress amplitude sweep. During frequency sweep experiment, the G′ and G″
evolutions as a function of frequency are observed. This type of measurement gives
information about the (micro)structure and dynamics of the system. Strain sweeps
are oscillatory measurements at fixed frequency with increasing strain amplitude.
In this approach, a LVER should be observed at low strain amplitudes (see Sec-
tion 3.6.1). For most gel samples at higher strain values, G′ and G″ will depend on
the strain amplitude. Higher values of G′ will be observed at low strains, while at
high-stress amplitudes, G″ may exceed the storage modulus G′. This larger G″ re-
flects the breakage of the gel structure. Out of the LVER, storage and loss moduli
are not well defined as the strain signals will not be sine functions, as they may
contain different frequencies (Preziosi et al., 2010). However, Storm et al. (2005)
have shown, for highly nonlinear material, that the error made in estimating the
moduli by fitting such data using a sine function can be small.

Macro-rheological experiments were performed using a parallel plate rotational
rheometer MRC302 (Anton Paar, Graz, Austria) at 22 °C with a plate diameter of
4 mm and a torque limit of 200 mNm. Measurements were conducted on muscle
tissue samples ~1 mm thickness. The slices were placed between the plates, and the
environmental chamber was closed. Amplitude sweeps were conducted at a fre-
quency of 1 rad/s and shear range of 0.01–1%. Storage G′ and loss G″ moduli values
were calculated using the Anton Paar software.

3.6.3.1 Cells and Tissue Samples

Nonmalignant cancer cell of ureter cell line (HCV29) and four cancerous cell lines
of different grades (RT112, G2; 5637, G2; T24, G2-3; and J82, G3) were examined. The
cells were cultured in RPMI 1640 medium supplemented with 10% fetal calf serum
(fetal bovine serum) at 37 °C in a humidified 5% CO2 atmosphere. Cells were seeded
on plastic (TPP Petri dishes, Switzerland) or glass substrates covered with FN with
cell density allowing measurements of isolated cells after 24 and 48 h of growth.

Tibialis anterior (TA) muscles were explanted from wild-type B6 SCID mice and
mdx SCID (mouse model for studying Duchenne’s muscular dystrophy) during
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experiments on cell-transplantation-based treatment (Iyer et al., 2018). TA samples
were placed in tubes containing Dulbecco’s modified Eagle medium admixed with
10% DMSO (dimethyl sulfoxide) and stored in liquid nitrogen for additional experi-
ments. Prior to the measurements, samples were defreezed to room temperature
and subsequently cut using lancet and biopsy punch to obtain tissue samples of
1 mm in thickness and 4 mm in diameter. The samples were cut along the muscle
fibers.

3.6.3.2 AFM-Based Characterization of Cell’s Viscoelastic
Properties

Rheology studies show how materials deform in time under an applied external
force. Information on the viscous properties of the material can be provided by ap-
plying small-amplitude oscillatory strains or stresses to the sample. When oscil-
latory strain deformation is applied, the stress will also oscillate in time t, but its
oscillations will be phase shifted.

Shroff et al. (1995) were the first to use an oscillating AFM probe to study the
mechanical properties of rat atrial myocytes. They investigated mechanical changes
of the cell during a single contraction and found a dynamic increase of cell stiffness
proportional to its contraction. It has also been shown that environmental condi-
tions (substrate rigidity, concentration of Ca2+ ions, and fixation) result in growth of
the elasticity parameter. This approach was further developed by Alcaraz et al.
(2003). The method they have introduced allows determination of the complex
shear modulus G✶(ω) from oscillatory measurements over a chosen frequency range
(see Section 3.6.2.1). What is important is that the method takes into account the
probe-cell contact geometry as well as the viscous drag corrections in the micro-
rheological model. Alcaraz et al. (2003) studied the microrheological properties of
alveolar (A549) and lung epithelial cells (BEAS-2B) in the frequency range of
0.1–100 Hz. They showed that both G′ and G″ change with frequency and that
the rheology of lung epithelial cells resembles the one of soft glassy materials
close to a glass transition, and assumed that structural disorder and metastability
might be fundamental features of cell organization (Alcaraz et al., 2003).

3.6.4 Viscoelastic Characteristics of Bladder Cancer
Cell Lines

The AFM-based microrheological technique was also applied to study viscoelastic
properties of T24 bladder cancer cells (Abidine et al., 2015a, 2018). Measurements
performed at different locations on the cell (over nucleus, at perinucleus, and the
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edge) showed that there exists a varying plateau elastic modulus, depending on the
cell location: cell stiffens away from its nucleus (Figures 3.6.2 and 3.6.4A–C); thus,
GN

0 (nucleus) < GN
0 (perinucleus) < GN

0 (edge) (Abidine et al., 2015a), which is in
agreement with the conclusions of Shroff et al. (1995).

Additionally, the mechanical properties of bladder cancer cell lines of different ma-
lignancy have been compared, RT112, T24, and J82 bladder cancer cell lines, or-
dered by increasing malignant potential (Abidine et al., 2015a, 2018). The results
indicate that |G✶| decreases with invasiveness and cells become glassy (decrease of
transition frequency fT, being the crossover of G′ and G″), which was shown by a
decrease in storage modulus values obtained for RT112, T24, and J82 bladder cancer
cell lines (Figure 3.6.3). This research also showed that viscoelastic properties of
cells strongly depend on cytoskeleton organization. Bladder cancer cells treated
with latrunculin A, a drug causing depolymerization of actin fibers, revealed a de-
crease in storage modulus at low frequencies (Abidine et al., 2015a). It has also
been investigated whether substrate rigidity modifies the nanomechanical charac-
teristics of cells. T24 cells were grown on polyacrylamide gels of rigidity of 5, 8, and
28 kPa (Figure 3.6.4), and an increase of |G✶| was observed, showing a clear mecha-
nosensitivity effect. It has already been reported that measurements of mechanical
properties of cells grown on rigid substrates may result in overestimated Young’s

Figure 3.6.2: Left: Confocal images of a single T24 cell. A z-projection with a color scale
corresponding to the height (yellow is the basal side of the cell, and red is on top of the cell).
Indentations are made at three locations: nucleus (N), perinucleus (P), and edge (E). The cells are
in a low migrating state. Right: Evolution of moduli G′ (circle) and G″ (square) on the nucleus
(black), perinucleus (blue), and edge of the cell (cyan); N = 20 and error bars represent SEM.
Curves were fitted with the model (reprinted with permission from Abidine et al. (2015a)).
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modulus (E) values; interestingly, data presented in Abidine et al. (2018) indicate
that the elastic modulus E obtained for cells grown on soft substrates may result in
an underestimation of E. This assumption is illustrated by comparison of G✶ and
G✶

cor data obtained for bladder cancer lines, where |G✶| is the modulus calculated
from eq. (3.6.4) above and |G✶

cor| from eqs. (3.6.5) and (3.6.6) in Abidine et al. (2018).

Studies on characterization of viscoelastic properties of bladder cancer cell lines
have been continued using nonmalignant ureter cancer, HCV29, and 5637 bladder
cancer cell lines. The T24 cell line was also investigated as a reference, allowing to
compare the obtained results with data presented by Abidine et al. (2015a). The
measurements were performed using a similar setup and protocol as described in
Section 3.6.2.1 over cell nuclei after 48 h of cell growth. The data have been fitted
using a simplified model, where the cell elastic and viscous moduli are described
with the following equations:

G′ ωð Þ=G0
N + k1 ·ωa (3:6:8)

G′′ ωð Þ= k0 + b · k1 ·ωa (3:6:9)

With this approach, the angular transition frequency ωT corresponding to the cross-
ing of G′ and G″ can be simply calculated from solving the equation G′ = G″, which
gives (since b > 1)

ωT =
G0
N − k0

k1 · b− 1ð Þ
� �1

a

(3:6:10)

The evolution of G′ and G″ as a function of angular frequency is presented in
Figure 3.6.5D–F. The plateau modulus values obtained for the T24 cell line are in
agreement with data published in Abidine et al. (2015a) (compare Figures 3.6.3 and
3.6.4). We find that benign cells are stiffer than the cancerous ones, as expected.

Figure 3.6.3: Evolution of G′ (blue circle) and G″ (red square) on the nucleus (N) of three cancer cell
lines: RT112, T24 and J82 (left to right, respectively, N = 10, N = 20, N = 10; error bars represent
mean ± SEM). Reprinted with permission from Abidine et al. (2015a).
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Figure 3.6.5: Cytoskeleton structure of HCV29, T24, and 5637 cell lines imaged with fluorescence
microscopy. Actin filaments are stained in green, microtubules are in red, and nuclei in blue (A–C).
G′ (black) and G″ (red) of untreated (D–F) and Auranofin-treated (G–I) bladder cancer cell lines.
Data are presented as mean ± SEM. N(untreated) = 72 (HCV29), 58 (T24), 31 (5637), and N
(Auranofin) = 44 (HCV29), 46 (T24), 24 (5637) (unpublished data, J Zemła, IFJPAN).
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Additionally, the plateau modulus of the 5637 cell line is lower than both
HCV29 and T24 cell lines (Figure 3.6.6).

This effect may result from their cytoskeleton structure, which is more complex
in the case of HCV29 cells (Figure 3.6.5A–C). Fluorescent staining reveals stress fi-
bers in HCV29 as well as in T24 cell lines. The cytoskeleton of 5637 cells is very
poorly developed. They seem to be unable to develop either stress fibers or micro-
tubules. The obtained results allow to assume that the cytoskeleton structure is
closely linked to the mechanical properties of cell.

It has been concluded that in the case of bladder cancer cell lines, changes of
cell rigidity are correlated with their invasive potential (Abidine et al., 2015a, 2018).
In Figure 3.6.6, plateau modulus mean values as well as transition angular fre-
quency mean values calculated for the abovementioned bladder cancer cell lines
are compared. The microrheological properties of the benign cell line are character-
ized by the highest values of GN

0 and ωT, which is in the agreement with the previ-
ous conclusions. Yet, investigation of Figure 3.6.6B reveals no difference (within
error bars) between ωT values obtained for T24, grades 2–3, and 5637, grade 2, can-
cer cell lines. These results may indicate that plateau modulus values are deter-
mined by cytoskeleton structure, and the transition frequency is the parameter
strongly correlated with cell invasiveness, that is, its ability to remodel the cytoskel-
eton rapidly or not.

It has already been shown that exposing cells to chemicals modifying their cy-
toskeleton structure results in changes of microrheological properties (Abidine
et al., 2015a). However, the intriguing question was if other types of anticancer
drugs modify the cell’s viscoelastic properties as well. HCV29, T24, and 5637 blad-
der cancer cell lines were exposed for 72 h to Auranofin (AF), a chemical causing
hyperoxidation via mitochondria deregulation. A relatively low dose of 0.2 μM was

Figure 3.6.6: Mean values of plateau modulus GN
0 (A) and transition angular frequency ωT (B)

obtained for nonmalignant (HCV29) and cancer cell lines (5637, G2 and T24, G2-3). The error bars
are SEM, and statistical analysis was performed with a two-sample unpaired Student’s t-test
(✶✶✶ refer to p < 0.001). N = 72 (HCV29), 58 (T24), 31 (5637) (unpublished data, J Zemła, IFJPAN).
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used. The concentration was chosen based on cell proliferation tests (MTS, Sigma
Aldrich) performed at AF concentrations of 0.01, 0.1, 1.0, and 10 μM. The results
were normalized to control samples, and no drug effect on bladder cells prolifera-
tion was observed at concentrations of 0.01 and 0.1 μM. About 1.0 μM AF did not
affect HCV29 proliferation, while the number of T24 cells decreased by 30% and
5637 cells by 75%. The results indicate that cells respond to 0.2 μM AF by changes
in proliferation rate.

Before the microrheological measurements, the drug-containing medium was
replaced with supplemented RPMI 1640 medium. The cells were indented on top of
their nuclei. The G′ and G″ values were calculated using eq. (3.6.4). The data pre-
sented in Figures 3.6.5 and 3.6.7 show that this dose of AF has not influenced the
mechanical properties of studied cells, which may result from either too low AF
concentration or the fact that this chemical does not target cytoskeleton structures
directly.

3.6.5 Viscoelastic Properties of Model Tissues

We first start to study model tissues. Such tissues contain extracellular matrix (ECM)
and cells. They can be tested using classical rheology using a plate–plate rheometer
(Iordan et al., 2010). This geometry is preferred in this case since it allows to com-
press the biological tissue into the rheometer without including too much prestress
through normal forces. Several studies are discussed, where the concentration of the
collagen is varied and the cell concentration is also changed. In our study, we used
CHO cells (Chinese Hamster Ovary). Considering the collagen only, we find that the

Figure 3.6.7: Comparison of microrheological model parameters calculated for HCV29, T24, and
5637 cell lines treated with Auranofin. GN

0 and ωT values obtained for reference samples are
plotted as well. The error bars are SEM, and statistical analysis was performed with a two-sample
unpaired Student’s t-test (p > 0.05 refers to no statistical significance, ns). In bars, the amounts of
measured cells are indicated (unpublished data, J Zemła, IFJPAN).
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collagen network without cells is viscoelastic, as expected, with a slightly higher elas-
tic modulus G′ as compared to the loss modulus G″ (see Figure 3.6.8).

The plateau modulus GN
0 can be obtained at the lowest frequency (0.01 Hz)

and plotted in terms of the collagen concentration c and leads to a relationship of
the kind GN

0 ~ c2.6, in agreement with the work of Vader et al. (2009). Note that the
LVER lies below 5% strain in such gels.

Now we insert cells into the matrix (collagen network) and the results show
again viscoelastic effects (Iordan et al., 2010). The amount of CHO cells that were
included goes up to 1.8 107 cells/mL. There is an elasticity increase as cells are in-
serted into the gel (e.g., at 0.95 mg/mL G′ increases from 3 to 8 Pa) but at collagen
concentrations higher than 0.95 mg/mL, the inverse is observed and the elasticity

Figure 3.6.8: Left: Viscoelastic properties of collagen networks (G’ and G″) as a function of collagen
concentration, from 0.42 to 1.8 mg/mL. Center and right: CHO cells embedded in collagen matrix
(center 0.42 mg/mL, and right 1.8 mg/mL). Reprinted with permission from Iordan et al. (2010).
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decreases (e.g., from 50 Pa down to 10 Pa for the 1.8 mg/mL collagen concentra-
tion). Plotting again GN

0 as a function of c leads to a smaller slope GN
0 ~ c1, raising

the question of what governs such a dependence.
Obviously, interactions between cells and the matrix take place, which can be

followed, thanks to confocal reflectance microscopy (Friedl et al., 2001). Figure 3.6.8
shows typical CHO cells embedded in two different collagen matrices (0.42 and
1.8 mg/mL). Their behavior changes as there is enough space at low collagen con-
centration to migrate and adhere to the fibers; therefore, they are more elongated.
On the other hand, at higher concentrations, they remain round as there is no
space. It was also shown that cells attract collagen as they move slowly into the
matrix and carry it along, leaving holes or tunnels behind (see last figure on the
right). We conclude that the interplay between collagen fibers and cells has two op-
posite effects:
a) Cells in low-density networks have space, and elongate, pull on fibers, modify-

ing the collagen structure, and therefore its rheology;
b) cells in high-density matrix have no space so they interact more with collagen

to remodel it. They can attract it, and therefore can dig tunnels through it.
Hence, the collagen structure breaks down, and the relationship between the
plateau modulus GN

0 and the concentration shows a much smaller slope at
high concentrations.

To conclude, ECM interactions with cells are complex and need be taken into ac-
count for proper understanding/modeling of tissues. Classical hyperelasticity laws
for tissues can be used but they need to be refined, taking into account cell–cell
and cell–ECM interactions in order to be more accurate, as proposed in recent
works (Preziosi et al., 2010).

3.6.6 Macrorheological Properties of Brain, Liver,
and Kidney Tissues

It is a known fact that many pathological reactions such as cancer (Caroline et al.,
2014), liver and kidney fibrosis (Desmoulière et al., 2003), respiratory system diseases
(Zemła et al., 2018b), or Duchenne muscular dystrophy (DMD) (Puttini et al., 2009,
van Zwieten et al., 2014) manifest themselves by tissue/ECM remodeling. The remod-
eling results in changes of mechanical properties of tissues, which was revealed by
Young’s modulus determination (AFM measurements) of diseased (diseased and
healthy) brain (Ciasca et al., 2016), breast (Plodinec et al., 2012, Ansardamavandi
et al., 2016), liver (Tian et al., 2015), and cervical cancer biopsies (Cui et al., 2017), or
asthmatic (Zemła et al., 2018b) and DMD (van Zwieten et al., 2014, Iyer et al., 2018)
tissue samples, and also shown in model tissues (Section 5.2.3). At microscale, AFM
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measurements of tissue samples allow to distinguish between the pathological and
normal tissue samples, although the complexity of the tissue structure results in
wide E distributions (Ansardamavandi et al., 2016, Zemła et al., 2018b) and, in some
cases, in the multimodal distributions of E (Tian et al., 2015, Iyer et al., 2018). This,
however, does not discriminate AFM as a tool to study mechanical properties of tis-
sues but it seems that the complexity of the system may require a different method to
reveal their viscoelastic properties such as macrorheological measurements.

First, studies of macrorheological properties of biological samples were per-
formed for brain tissue samples (Bilston et al., 1997, Bilston, 2003, Nicolle and Pal-
ierne, 2012, Mao et al., 2012, Pogoda et al., 2014, Mihai et al., 2015, Qing et al., 2019)
and liver (Tan et al., 2013, Perepelyuk et al., 2016). The abovementioned oscillatory
shear measurements revealed a narrow LVER of tissue samples at low strains (below
1%). Additionally, the issue of sample immobilization was also discussed. There are
three common approaches:
(1) no modification of plates,
(2) gluing sandpaper disks to rheometer plates, and
(3) gluing the sample with a cyanoacrylate adhesive to the plates.

Nicolle and Palierne (2012) reviewed results obtained at these conditions and com-
pared moduli values of porcine kidney tissue with respect to the tissue immobiliza-
tion method. They found no difference in storage and loss moduli for glue and
sandpaper immobilization type. The results, however, show that measurements per-
formed without any additional tissue attachment resulted in decreased values of G′
and G″. To avoid tissue sample slippage during oscillatory test, a preload, compres-
sive strain exerted on a sample may be applied (Tan et al., 2013). It has to be men-
tioned, though, that measured G′ and G″ moduli values depend on the preload. The
higher compressive strain is applied, the higher storage and loss moduli we get (Tan
et al., 2013, Pogoda et al., 2014, Mihai et al., 2015). These results suggest that for com-
parative studies, the loss factor tan(φ) may be a good parameter as G′/G″ ratio does
not depend on sample immobilization protocol (Nicolle and Palierne, 2012).

Recently, macrorheological measurements have been performed to compare vis-
coelastic properties of normal and sclerosis complex (TSC) brain tissue (Qing et al.,
2019). TSC is a genetic disorder with a high penetrance of autism spectrum disorders.
Unfortunately, both AFM-nanomechanical characterization of the samples and mac-
rorheological measurements did not exhibit differences between healthy and patho-
logical tissue samples.
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3.6.7 Macrorheological Characteristics of Duchenne
Muscular Dystrophy

Strain amplitude sweep tests (Section 3.6.3) were performed to characterize the visco-
elastic properties of normal and DMD tissue samples (Figure 3.6.9A). The samples
were prepared according to the procedure described in Section 3.6.3.1. Macrorheolog-
ical tests were performed at oscillations of 1 rad/s and at strain range of 0.01–2%.
Higher storage modulus values were obtained for wild-type TA samples in compari-
son to mdx tissues (Figure 3.6.9).

We have observed an increase of the G′ modulus with increasing shear strain.
Interestingly, a similar behavior was shown for cross-linked biopolymer networks
(Storm et al., 2005). Indeed, TA muscle structure resembles that of a cross-linked
network in a way, as it is built of aligned muscle fibers interconnected with colla-
gen fibers present in endomysium, which envelopes each muscle fiber (Beunk
et al., 2019). In Figure 3.6.9B, loss factor values calculated for both types of samples
studied are plotted, and regardless of strain amplitude G″mdx to G′mdx ratio is higher
than G″wt to G′wt ratio, which indicates that the storage modulus contributes less to
the overall mechanical characteristics of mdx tissues as compared to wt tissue
samples.

Figure 3.6.9: Comparison of storage (G′) and loss (G″) modulus of normal (wt) and Duchenne
dystrophy (mdx) mice tibialis anterior (TA) muscles. (A) Loss factor calculated for wt and mdx
tissues. In the inset, the scheme of the rheometer is presented. (B) Data are mean ± SEM, N = 5
(unpublished data, J Zemła, IFJ PAN).
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3.6.8 Conclusions

Rheological tools, both at the micro- and macroscales, are important tools to help
understand the properties of cells and tissues. In any case, they cannot alone pre-
dict or elucidate all properties. When coupled with complementary observation
techniques (classical and confocal microscopy, new super-resolution microscopy,
STED or STORM, ultrasound, X-rays, biology techniques), they allow to correlate
the time-dependent microstructure of cells/tissues in order to understand the main
mechanical features.

On the experimental side, there are many challenges to investigate the many
different cell/tissue systems which still remain difficult to obtain, prepare, and
characterize according to well-defined protocols needing an impressive expertise.
Probably, this is the most important task that remains to be considered in the fu-
ture, but it is very important, in particular since normal and insane tissues defi-
nitely need to be characterized and compared.

From a theoretical point of view, it is still difficult nowadays to come up with
rheological models containing both viscoelastoplastic effects and the active nature
of the cells, and include their interactions between themselves and the ECM. The
new challenge for the next decades will be to use the available models and enrich
them with such properties.

References

Abidine, Y., A. Constantinescu, V. M. Laurent et al. (2018) “Mechanosensitivity of cancer cells in
contact with soft substrates using AFM”. Biophysical Journal 114: 1165–1175.

Abidine, Y., V. M. Laurent, R. Michel et al. (2013) “Microrheology of complex systems and living
cells using AFM”. Computer Methods in Biomechanics and Biomedical Engineering 16: 15–16.

Abidine, Y., V. M. Laurent, R. Michel et al. (2015a) “Local mechanical properties of bladder cancer
cells measured by AFM as a signature of metastatic potential”. European Physical Journal Plus
130: 202–215.

Abidine, Y., V. M. Laurent, R. Michel et al. (2015b) “Physical properties of polyacrylamide gels
probed by AFM and rheology”. Europhysics Letters 109: 38003–38008.

Alcaraz, J., L. Buscemi, M. Grabulosa et al. (2003) “Microrheology of human lung epithelial cells
measured by atomic force microscopy”. Biophysical Journal 84: 2071–2079.

Ansardamavandi, A., M. Tafazzoli-Shadpour, R. Omidvar and I. Jahanzad (2016). “Quantification of
effects of cancer on elastic properties of breast tissue by Atomic Force Microscopy”. Journal of
the Mechanical Behavior of Biomedical Materials 60: 234–242.

Baumgaertel, M., A. Schausberger, H.H. Winter (1990). “The relaxation of polymers with linear
flexible chains of uniform length”. Rheological Acta 29:400–408.

214 Joanna Zemła, Yara Abidine, Claude Verdier



Beunk, L., K. Brown, I. Nagtegaal et al. (2019) “Cancer invasion into musculature: Mechanics,
molecules and implications”. Seminars in Cell & Developmental Biology 93: 36–45.

Bilston, L. E. (2003) “Brain tissue properties at moderate strain rates” IMECE2003-4. In: American
Society of Mechanical Engineers, Bioengineering Division (Publication) BED55:3–4.

Bilston, L. E., Z. Liu and N. Phan-Thien (1997). “Linear viscoelastic properties of bovine brain tissue
in shear”. Biorheology 34: 377–385.

Bursac, P., G. Lenormand, B. Fabry, M. Oliver, D. A. Weitz, V. Viasnoff, J. P. Butler and J. J. Fredberg
(2005). “Cytoskeletal remodelling and slow dynamics in the living cell”. Nature Materials 4:
557–561.

Butt, H. J. and M. Jaschke (1995). “Calculation of thermal noise in atomic force microscopy”.
Nanotechnology 6: 1–7.

Caroline, B., C. Jonathan and Z. Werb (2014). “Remodelling the extra-cellular matrix in development
and disease”. Nature Reviews. Molecular Cell Biology 15: 786–801.

Ciasca, G., T. E. Sassun, E. Minelli et al (2016) “Nanomechanical signature of brain tumours”.
Nanoscale 8: 19629–19643.

Cui, Y., X. Zhang, K. You et al (2017) “Nanomechanical characteristics of cervical cancer and
cervical intraepithelial neoplasia revealed by atomic force microscopy”. Medical Science
Monitor 23: 4205–4213.

Desmoulière, A., I. A. Darby and G. Gabbiani (2003). “Normal and pathologic soft tissue
remodeling: role of the myofibroblast, with special emphasis on liver and kidney fibrosis”.
Lab Investig 83: 1689–1707.

Florea, C., P. Tanska, M. E. Mononen et al (2017) “A combined experimental atomic force
microscopy-based nanoindentation and computational modeling approach to unravel the key
contributors to the time-dependent mechanical behavior of single cells”. Biomechanics and
Modeling in Mechanobiology 16: 297–311.

Friedl, P., S. Borgann and E. B. Bröcker (2001). “Amoeboid leukocyte crawling through extra-
cellular matrix: Lessons from the Dictyostelium paradigm of cell movement”. Journal of
Leukocyte Biology 491–509.

Iordan, A., A. Duperray, A. Gérard, A. Grichine and C. Verdier (2010). “Breakdown of cell-collagen
networks through collagen remodeling”. Biorheology 47: 277–295.

Iyer, P. S., L. O. Mavoungou, F. Ronzoni et al (2018) “Autologous cell therapy approach for
Duchenne muscular dystrophy using PiggyBac transposons and mesoangioblasts”. Molecular
Therapy 26: 1093–1108.

Mao, J., S. Duan, A. Song et al (2012). “Macroporous and nanofibrous poly(lactide-co-glycolide)(50/
50) scaffolds via phase separation combined with particle-leaching”. Materials Science and
Engineering C 1407–1414.

Mihai, L. A., L. K. Chin, P. A. Janmey and A. Goriely (2015). “A comparison of hyperelastic
constitutive models applicable to brain and fat tissues”. Journal of the Royal Society,
Interface/The Royal Society 12: 20150486–20150497.

Moeendarbary, E., L. Valon, M. Fritzsche et al (2013) “The cytoplasm of living cells behaves as a
poroelastic material”. Nature Materials 12: 253–261.

Nicolle, S. and J. F. Palierne (2012). “On the efficiency of attachment methods of biological soft tissues
in shear experiments”. Journal of the Mechanical Behavior of Biomedical Materials 14: 158–162.

Palade, L. I., V. Verney and P. Attané (1996). “A modified fractional model to describe the entire
viscoelastic behavior of polybutadienes from flow to glassy regime”. Rheologica Acta 35:
265–273.

Perepelyuk, M., L. Chin, X. Cao et al (2016) “Normal and fibrotic rat livers demonstrate shear strain
softening and compression stiffening: A model for soft tissue mechanics”. PLoS One 11: 1–18.

3.6 Microrheology 215



Plodinec, M., M. Loparic, C. A. Monnier et al (2012) “The nanomechanical signature of breast
cancer”. Nature Nanotechnology 7: 757–765.

Pogoda, K., L. Chin, P. C. Georges et al (2014) “Compression stiffening of brain and its effect on
mechanosensing by glioma cells”. New Journal of Physics 16: 075002.

Preziosi, L., D. Ambrosi and C. Verdier (2010). “An elasto-visco-plastic model of cell aggregates”.
Journal of Theoretical Biology 262: 35–47.

Puttini, S., M. Lekka, O. M. Dorchies et al (2009) “Gene-mediated restoration of normal myofiber
elasticity in dystrophic muscles”. Molecular Therapy 17: 19–25.

Qing, B., E. P. Canovic, A. S. Mijailovic et al (2019) “Probing Mechanical Properties of Brain in a
Tuberous Sclerosis Model of Autism”. Journal of Biomechanical Engineering 141: 031001.

Shroff, S. G., D. R. Saner and R. Lal (1995). “Dynamic micromechanical properties of cultured rat
atrial myocytes measured by atomic force microscopy”. The American Journal of Physiology
269: C286–C292.

Sneddon, I. N. (1965). “The relation between load and penetration in the axisymmetric Boussinesq
problem for a punch of arbitrary profile”. International Journal of Engineering Science 3: 47–57.

Sollich, P., F. Lequeux, P. Hébraud and M. E. Cates (1997). “Rheology of soft glassy materials”.
Physical Review Letters 78: 2020–2023.

Storm, C., J. J. Pastore, F. C. MacKintosh et al (2005) “Nonlinear elasticity in biological gels”.
Nature 435: 0–3.

Tan, K., S. Cheng, L. Jugé and L. E. Bilston (2013). “Characterising soft tissues under large
amplitude oscillatory shear and combined loading”. Journal of Biomechanics 46: 1060–1066.

Tian, M., Y. Li, W. Liu et al (2015) “The nanomechanical signature of liver cancer tissues and its
molecular origin”. Nanoscale 7: 12998–13010.

Vader, D., A. Kabla, D. Weitz and L. Mahadevan (2009). “Strain-induced alignment in collagen
gels”. PLoS One 4: e5902.

van Zwieten, R. W., S. Puttini, M. Lekka et al (2014) “Assessing dystrophies and other muscle
diseases at the nanometer scale by atomic force microscopy”. Nanomedicine 9: 393–406.

Verdier, C., J. Etienne, A. Duperray and L. Preziosi (2009). “Review: Rheological properties of
biological materials”. Comptes Rendus Physique 10: 790–811.

Zemła, J., J. Danilkiewicz, B. Orzechowska et al (2018a) “Atomic force microscopy as a tool for
assessing the cellular elasticity and adhesiveness to identify cancer cells and tissues”.
Seminars in Cell & Developmental Biology 73: 115–124.

Zemła, J., T. Stachura, I. Gross-Sondej et al (2018b) “AFM-based nanomechanical characterisation
of bronchoscopic samples in asthma patients”. Journal of Molecular Recognition 31: e2752.

216 Joanna Zemła, Yara Abidine, Claude Verdier



Chau Ly, Tae-Hyung Kim, Amy C. Rowat

3.7 Fluidic Approaches to Measure Cellular
Deformability

Over the past decades, we have gained detailed insights into the fundamental me-
chanical properties of cells through pioneering methods such as micropipette aspi-
ration (Mitchison et al., 1954, Hochmuth, 2000, Evans and Kukan, 1984, Needham
and Nunn, 1990, Dahl et al., 2005), atomic force microscopy (AFM) (Hoh and Schoe-
nenberger, 1994, Rotsch and Radmacher, 2000, Maloney et al., 2010, Rosenbluth et
al., 2006, Müller and Dufrêne, 2011), and optical tweezers (Zhang and Liu, 2008,
Dao et al., 2003, Guck et al., 2001). Such methods have advanced knowledge of the
molecules that mediate cellular mechanotype. Actin and microtubules are well-es-
tablished regulators of cellular mechanotype (Fletcher and Mullins, 2010, Murrell et
al., 2015). Other specific mechanosignaling mediators and pathways such as nu-
clear protein lamin A and YAP/TAZ signaling also contribute to the regulation of
cellular mechanotype (Roca-Cusachs et al., 2012, Cho et al., 2017, Discher et al.,
2017, Engler et al., 2006, Swift et al., 2013, Nardone et al., 2017). While existing me-
chanotyping methods have advanced our understanding of cellular mechanotype,
higher throughput methods could deepen our knowledge of diverse mechanisms
that mediate cellular mechanotype and enable mechanotyping to be harnessed for
translational applications.

In this chapter, we discuss fluidic approaches to measure cellular deformabil-
ity, which harness fluid flow to deform cells. The filtration of cell suspensions has
provided a straightforward approach to assay cellular deformability for decades
and, more recently, is enabling higher throughput assays. Another class of fluidic
methods enables rapid, single-cell measurements of cellular deformability. Fluidic
approaches to measure cell deformability have exciting potential to deepen our fun-
damental knowledge of cell biology, to enhance the characterization of cells in dis-
eased states, and to identify potential therapeutic interventions.
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3.7.1 Filtration Assays to Measure Cellular
Deformability

Cellular filtration methods have been inspired by the vascular system, whereby red
blood cells with a diameter of 6–8 μm flow through capillaries as small as 3 μm
(Downey et al., 1990, Buchan, 1980). Filtration relies on driving a suspension of cells
to deform through a porous membrane; the resultant flow behavior can be detected
by measuring flow rate or mass of filtrate (Downey and Worthen, 1988, Qi et al., 2015).
Cellular filtration has revealed how factors impact the flow of red and white blood
cells, such as blood viscosity and hemoglobin levels (Gregerson et al., 1967, Chien et
al., 1971, Buchan, 1980, Worthen, et al., 1989, Downey et al., 1990). Filtration methods
have since been developed for application to other cell types including cancer cells,
fibroblasts, and stem cells (Qi et al., 2015, Gill et al., 2019b, Lipowsky et al., 2018).

Key components of a filtration assay include a membrane that contains mi-
crometer-scale pores that are typically 0.25–0.75 the cell diameter and a method to
drive a suspension of cells across the membrane, such as a perfusion pump (Chien
et al., 1971) or air pressure (Qi et al., 2015). Cellular filtration also requires an ap-
proach to detect the flow of fluid and/or cells across the porous membrane, which
depends on the number of occluded pores. The rate of filtration (Chien et al., 1971),
final filtration volume (fluid mass or absorbance) (Qi et al., 2015, Jones et al., 1985,
Gill et al., 2019b), or number of cells quantified by radiolabeling (Downey and
Worthen, 1988) have all been used to quantify cellular filtration.

3.7.1.1 Theoretical Framework to Understand Filtration

The ability of cells to deform through micron-scale pores is determined by the pore
size, applied pressure, cell density, filtration time, and cellular physical properties,
including stiffness and size (Qi et al., 2015). To understand the physical mechanisms
governing cell filtration, Darcy’s law provides a simple model to describe the flow of
fluid through a porous material (eq. (3.7.1), Figure 3.7.1; Darcy, 1856). The flow rate
(Q) of a suspension of cells through micron-scale pores is described by the change in
filtrate volume (V) over time (t). The flow rate depends on the applied pressure (P),
flow area (A), membrane thickness (L), viscosity of the cell medium (μ), and mem-
brane permeability (k), which decreases over time as cells occlude pores:

Q ¼ dV
dt

¼ ΔPAk tð Þ
Lμ

(3:7:1)
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The decreasing membrane permeability over time is captured by k(t) as cells oc-
clude the pores over the timescale of filtration (Qi et al., 2015, Belfort et al., 1994).

More detailed mathematical models have been developed to explain the block-
age of the pores, or fouling behavior that occurs during filtration. The pore blockage

Figure 3.7.1: Overview of fluidic methods to probe cell deformability. (A) Cell filtration (Qi et al.,
2015). The volume of filtrate in the bottom well or volume of retained fluid in the top well can be
used as a readout for cellular deformability. (B) High-throughput filtration (Gill et al., 2019b). To
simulate the filtration process, the filtration device can be considered as an electric circuit, where
R is the fluidic resistance, Q is the flow, Pinlet is the driving pressure, and Patm is atmospheric
pressure. The schematic illustration shows how fluidic resistance is determined by the number of
occluded (O) versus open gaps. Bottom row shows a plan view of an array of 96 filtration devices.
Middle inset shows a single filtration device. Arrow indicates the direction of fluid flow from inlet
(I) to outlet (O). Scale, 1 mm. Right inset shows an array of posts within a single filtration device
through which cells need to deform in order to filter through the device. Scale, 100 µm. Single-cell
methods to measure cell deformability include (C) quantitative deformability cytometry (q-DC). The
deformation of cells through micron-scale constricted channels to measure transit time or elastic
modulus based on the time-dependent changes in cell shape (Nyberg et al., 2017). (D) In real-time
deformability cytometry (RT-DC), cell deformations are quantified by the changes in cell shape
due to fluid shear stresses (Otto et al., 2015). (E). Inertial deformability cytometry (DC) subjects
cells to the forces generated by inertial flow at a junction of channels in a microfluidic device
(Gossett et al., 2012). Figure (B) reprinted with permission.
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model describes how pores occluded by cells result in a localized reduction in flux;
flowing cells can only pass through unblocked pores and/or deposit on top of oc-
cluded pores (Ho and Zydney, 2000, Duclos-Orsello et al., 2006). The cake filtration
model accounts for cells that deposit on top of the membrane as pores become oc-
cluded and thereby increase the hydraulic resistance over time (Duclos-Orsello et
al., 2006, Lu et al., 2001). These models to describe cellular filtration are not mutu-
ally exclusive (Duclos-Orsello et al., 2006).

3.7.1.2 High-Throughput Filtration

Recent advances have facilitated higher throughput measurements of cell filtration
in a parallelized, multiwell format: our group developed a technique known as par-
allel microfiltration (PMF), which enables a 96-well array of individual cell samples
to be simultaneously filtered through polycarbonate membranes with micrometer-
sized pores by applying air pressure uniformly across wells (Qi et al., 2015). After
pressure is applied on the timescale of seconds, the volume of filtrate collected pro-
vides a metric of cellular deformability: less deformable cells are more likely to oc-
clude the pores, thereby preventing the cell medium from filtering through and
reducing the filtrate volume (Figure 3.7.1B). The volume or mass of fluid retained
above the membrane can equivalently be measured as an indicator of cellular de-
formability, whereby less deformable cells result in increased retention. When con-
ducting PMF assays, it is important to note that both cell stiffness and size can
impact filtration; cells that are larger and/or stiffer are more likely to occlude pores
(Qi et al., 2015, Nyberg et al., 2017). While we have not observed any differences in
cell size across numerous pharmacologic and genetic perturbations of various cell
types (Gill et al., 2019a, Kim et al., 2016, 2019), cell size distributions should none-
theless be quantified alongside each filtration experiment; in the case of a strong
positive correlation between cell size and filtration, more detailed studies of cell
stiffness can be conducted, for example, using a method that enables quantification
of cell size and deformability at the single-cell level such as deformability cytometry
(Figure 3.7.1C–E; see Section 3.7.2) or AFM (Chapter 3.1).

PMF provides an accessible assay that can be used to quickly evaluate changes
in cellular deformability. The PMF setup is straightforward to build and implement,
since readouts require only access to a plate reader or balance (Table 3.7.1; Gill et
al., 2017). Moreover, porous polycarbonate membranes typically used in filtration
assays are commercially available in a range of pore sizes from 3 to 12 µm. However,
the required user input to set up and operate the device can lead to variability
between users.
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Alternatively, microfabrication methods can be used to generate polydimethyl-
siloxane (PDMS) membranes that contain arrays of 96–384 individual filtration de-
vices; each device has a region of micropillars, where cells are forced to deform
between in order to filter through the device (Figure 3.7.1B; Gill et al., 2019b). While
the fabrication of PDMS membranes requires additional resources – such as a clean-
room facility – the operation of such devices requires less user input and may there-
fore be subject to less user variability. As in any high-throughput assay, the initial
screen should identify conditions that elicit a change in cell phenotype, which can be
investigated in follow-up studies. In this way, PMF is a valuable method for an initial
screen to simply and quickly reveal changes or differences in cell filtration relative to
other samples; more detailed studies of cellular deformability using higher resolution
methods such as quantitative deformability cytometry (q-DC) or AFM can be used to
obtain quantitative measurements of cell mechanical properties, such as elastic

Table 3.7.1: Overview of methods using fluidic approaches to measure cellular deformability.

Class of
method

Methods References Advantages Limitations

Cell filtration:
Single-sample
filtration
method for
bulk
measurements
of cell
deformability

Filtration
apparatus

– Downey and
Worthen
(1988)

– Straight-forward
setup

– Low-cost
equipment

– Measures bulk
suspension of
cells; unable to
account for
population
heterogeneity

– Relative
measurement of
deformability

Filtration
apparatus

– Gregerson et al.
(1967)

High-
throughput
cell filtration:
Filtration
method
enabling
deformability;
Measurements
of multiple
samples
simultaneously

Parallel
microfiltration
(PMF)

– Qi et al. (2015)
– Gill et al. (2019b)

– Straight-forward
setup

– Requires
equipment that
biological labs
typically have
access to (e.g.,
plate reader)

– Can be
performed in
multiwell plate
format

– Amenable to
screening

– Measures bulk
suspension of
cells; unable to
account for
population
heterogeneity

– Provides relative
measurement of
deformability
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Table 3.7.1 (continued)

Class of
method

Methods References Advantages Limitations

Single-cell
fluidic
methods:
Rapid assays
for single-cell
measurements

Quantitative
deformability
cytometry (q-DC)

– Nyberg et al.
(2017)

– Can extract
multiple
parameters in a
single
experiment (cell
size, cellular
elastic modulus,
fluidity, transit
time)

– Can account for
differences in
cell size and
deformability at
the single-cell
level

– Computationally
intensive and
requires high-
end data storage

– Requires clean
room for device
fabrication and
high-speed
camera for
single-cell
imaging

– Requires highly
trained
personnel

Microconstriction
arrays

– Lange et al.
(2015)

Transit time
analysis

– Rosenbluth et al.
(2006)

– Nyberg et al.
(2016)

– Can extract
multiple
parameters in a
single
experiment (cell
size, transit
time,
deformability)

– Can account for
differences in
cell size and
deformability at
the
single-cell level

Real-time
fluorescence
deformability
cytometry
(RT-FDC) and RT-
DC

– Rosendahl et al.
(2018)

– Otto et al. (2015)
– Toepfner et al.

(2018)

Inertial
deformability
cytometry (DC)

– Gossett et al.
(2012)

– Tse et al. (2013)

Suspended
microchannel
resonator (SMR)

– Byun et al.
(2013)

Deformability
cytometry for the
cell nucleus

– Hodgson et al.
(2017)

Electrical-based
deformability
cytometry

– Adamo et al.
(2012)
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modulus or viscosity. Such parallelized filtration assays have exciting potential to
identify novel small molecules or proteins that regulate cellular deformability and to
generate a comprehensive, systems-level knowledge of mechanotype.

3.7.2 Single-Cell Deformability Assays Using Fluidic
Approaches

To achieve single-cell deformability measurements, the development of microfluidic
devices paired with high-speed imaging enables tracking the shape changes of sin-
gle cells through micron-scale channels on timescales of microseconds to millisec-
onds (Rosenbluth et al., 2008, Rowat et al., 2013). Such methods can rapidly gather
deformability data for hundreds to thousands of cells, thereby enabling population
analysis, which is essential to study subpopulations and phenotypic heterogeneity.
The rich spatial and temporal data obtained from images of single-cell deformations
also enables multiple parameters to be extracted. Multiparametric analysis can im-
prove accuracy to classify cells (Lin et al., 2017) and to predict functionally relevant
behaviors, such as cancer cell invasion (Nyberg et al., 2018).

3.7.2.1 Probing Cell Deformability by Measuring Passage
Through Micron-Scale Constrictions

One class of single-cell fluidic assays relies on deforming cells as they flow through
micron-scale constrictions that are smaller than the cell diameter. Such devices
mimic the physiological gaps that a cell encounters on its journey through circula-
tion. Quantifying the timescale of cell transit provides a measure of cellular deform-
ability: cells with longer transit times tend to be less deformable (Rosenbluth et al.,
2008). More detailed studies of microgel particles revealed that particles with in-
creased stiffness have longer transit times (Nyberg et al., 2016). Such transit time
measurements have shown differences in the mechanical properties of leukemia
cells with chemotherapy treatment, as indicated by the increased transit time and
occlusion of micron-scale gaps of microfluidic devices (Lam et al., 2007). By prob-
ing the transit of HL-60 cells with varying levels of lamin A, a transit time microflui-
dic assay also revealed that the cell nucleus rate limits the transit of cells through
channels with a gap size that is smaller than the nucleus (Rowat et al., 2013).

While transit time analysis provides a straightforward metric for analysis of cellu-
lar deformability, more advanced image analysis has enabled quantification of cell
mechanical properties. Recording the shape changes of single cells as they deform
through micron-scale constrictions makes it possible to analyze time-dependent de-
formations (Figure 3.7.1C); such data can be fitted with existing models to describe
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cells as materials, for example, using a power law rheology model (Fabry et al., 2001,
Nyberg et al., 2017). However, the exact stresses at the constriction of a microfluidic
device can vary between experiments due to variability in channel dimensions gener-
ated using soft lithography. By using gel particles with a well-defined stiffness, the
mechanical stresses on a particle deforming through a micron-scale gap of the device
can be quantified, thereby enabling calibrated measurements of cell’s mechanical
properties; this technique is known as q-DC. Achieving calibrated measurements of
cell mechanical properties is essential to compare measurements over time and also
across independent laboratories. While such calibrated and quantitative measure-
ments of cellular mechanical properties are valuable, the occlusion of channels over
time can limit the duration and total number of cells assayed in a single q-DC or tran-
sit time experiment.

3.7.2.2 Measuring Deformations of Cells in Response
to the Forces of Fluid Flows

To achieve even higher throughput deformability measurements, the real-time DC
(RT-DC) method provides an elegant approach: cells are flowed through a straight-
flow channel geometry and the cellular shape changes that occur in response to
fluid shear stresses are monitored using a high-speed camera (Otto et al., 2015;
Figure 3.7.1D). Shape changes are quantified as cell deformation, D, where D =
1 – circularity. Circularity, C, for a perfect circle is 1 and can be calculated using
C = 2

ffiffiffiffiffiffi
πA

p� �
=l with A representing the cell area and l representing cell perimeter.

Cells exhibiting larger changes in shape have higher values of deformation. The
RT-DC approach enables real-time analysis at rates of 100 cells/s, for larger pop-
ulations of ~100,000 cells. With such rapid measurement capabilities, RT-DC
has more recently provided measurements of up to 1 mL of diluted whole blood
at rates of 1,000 cells/s (Toepfner et al., 2018). Subjecting cells to the inertial
forces of flow in a microfluidic device can also be used to extract single-cell de-
formability measurements (Gossett et al., 2012; Figure 3.7.1E).

While single-cell fluidic methods enable label-free quantification of single-cell
deformability (Otto et al., 2015, Gossett et al., 2012), the addition of fluorescence de-
tection with mechanical phenotyping can enable multiparameter measurements of
mechanotype together with genetic or protein biomarkers (Rosendahl et al., 2018).
Efforts to parallelize the imaging of single cells – for example, using a beam splitter
to facilitate simultaneous imaging of multiple fluid channels – is another promising
direction (Muñoz et al., 2018).
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3.7.3 What Determines the Deformability of Cells
Through Micron-Scale Gaps on Timescales
of Seconds to Minutes?

Measurements of cellular mechanotype are highly dependent on both timescales and
length scales. Fluidic-based methods enable a range of deformation length scales on
the micron scale, which is roughly equivalent to 30–60% strain (Nyberg et al., 2017,
Otto et al., 2015). The timescale of fluidic-based deformability measurements ranges
from seconds for filtration to microseconds to milliseconds for single-cell fluidic meth-
ods. By contrast, AFM typically deforms cells over nanometer to micrometer-length
scales over timescales of seconds to minutes (Kim et al., 2016, Dufrêne et al., 2017).

Both cytoskeletal and nuclear components determine the deformation of cells
through micron-scale gaps on the timescales and length scales of fluidic-based
methods. Actin and microtubules are major determinants of filtration across cell
types (Gill et al., 2019b, Kim et al., 2016, Qi et al., 2015). The filamentous (F) actin-
perturbing drug cytochalasin D results in increased filtration (Qi et al., 2015), con-
sistent with the decreased stiffness of cells lacking F-actin (Ting-Beall et al., 1995,
Nyberg et al., 2017). Fluidic-based deformability assays are also sensitive to changes
in the organization of F-actin: the decreased filtration of cancer cells treated with
the βAR agonist, isoproterenol, was associated with increased density of cortical
actin (Kim et al., 2016; Figure 3.7.2).

Single-cell fluidic assays are also sensitive to actin organization: cytochalasin D
treatment results in increased deformability of HL-60 cells as measured by RT-DC
(Otto et al., 2015) and q-DC (Nyberg et al., 2017). Treatment of cancer cells and fibro-
blasts with drugs that stabilize microtubules (paclitaxel) or inhibit microtubule po-
lymerization (colchicine) results in decreased filtration (Gill et al., 2019a, Kim et al.,
2016, Qi et al., 2015, Gill et al., 2019b).

Fluidic methods have also revealed that the nucleus – which is typically the stiffest
and largest organelle (Rowat et al., 2008, 2013, Harada et al., 2014, Wolf et al., 2013) –
is a key contributor to the ability of cells to deform through narrow gaps on timescales
from milliseconds to hours. Our previous work showed that the nucleus rate limits the
deformation of neutrophil-type HL-60 cells through 3 and 5 µm gaps that were ~30%
the median cell size on the timescale of seconds (Rowat et al., 2013). For a 3 µm gap
size, even cytochalasin D treatment had no significant effect on the timescale of cell
transit, despite overexpression of lamin A, which is a major determinant of cellular
and nuclear deformability (Rowat et al., 2013, Swift et al., 2013). Interestingly, lamin
A-overexpressing cells were also less likely to migrate through 3 µm pores in a
transwell migration assay (Rowat et al., 2013), suggesting that fluidic-based assays
that probe cell deformability on timescales of milliseconds can provide insight into
the mechanisms of active cell migration. Nuclear structure also impacts cellular filtra-
tion as measured by PMF. Mouse embryo fibroblasts (MEFs) that are lacking lamin A/C
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or lamin B1 exhibit increased filtration compared to wild-type controls (Gill et al.,
2019a). Decondensing chromatin by histone deacetylase inhibitor trichostatin A treat-
ment results in increased filtration of human ovarian cancer cell lines (Gill et al.,
2019b). While the nucleus is a major contributor to cellular deformability on timescales
of milliseconds to hours, the measurement timescale may impact the relative contribu-
tions of specific proteins to cellular mechanical properties (Swift et al., 2013).

The interaction of cells with their microenvironment also contributes to cellular me-
chanotype via reciprocal mechanical feedback between cells and the surrounding extra-
cellular matrix (Engler et al., 2006). Harvesting cells into a suspended state prior to
fluidic-based deformability measurements results in cytoskeletal remodeling on the
timescale of seconds to minutes (Sen and Kumar, 2009). Major changes in cellular sig-
naling pathways may also occur when cells are lifted into a suspended state, such as
the activation of Hippo signaling, which inhibits YAP activity (Zhao et al., 2012). For
these reasons, an equilibration time of ~30 min is recommended prior to any filtration

Figure 3.7.2: Comparison of mechanotyping methods. Human breast cancer cells (MDA-MB-231)
treated with β-adrenergic agonist, isoproterenol (Iso), were measured using various fluidic and
standard methods for mechanotyping: (A) PMF; (B) AFM; (C) q-DC; (D) in this example showing
effects of ßAR activation, the increased cell stiffness and retention is associated with increased
levels of cortical actin. Statistical significance is determined using a one-way ANOVA with Tukey’s
multiple comparison test for PMF data (as in A) and Mann–Whitney U-test for nonparametrically
distributed data as in (B)–(D). ** p < 0.01, *** p < 0.001. Data from Kim et al. (2016).
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measurement (Barnes et al., 2012). How does the deformability of a cell in a suspended
state compare to an adhered state? Certain components are known to regulate the de-
formability of cells in both suspended and adhered states. For example, cells in a sus-
pended state with increased lamin A levels exhibit increased transit time (Rowat et al.,
2013) and retention (Gill et al., 2019a); the stiffness of adhered cells also scales with lev-
els of lamin A (Swift et al., 2013). We also find that βAR activation consistently increases
the stiffness of MDA-MB-231 cells, as indicated by the increased elastic modulus of ad-
hered cells measured using AFM, and of suspended cells as determined by q-DC; consis-
tent with these findings, we also discovered that βAR activation increases the retention
of suspended cells measured by PMF (Figure 3.7.2; Kim et al., 2016). However, there are
also contexts where the mechanical properties of adhered and suspended cells differ.
Different trends in the deformability of cells that are in adhered versus suspended states
may be attributed to differences in the higher order structure and dynamics of cytoskel-
etal and nuclear architecture. Previous reports show that inhibition of myosin II using a
pharmacologic inhibitor such as blebbistatin or the ROCK inhibitor Y27632 decreases
the cytoplasmic stiffness of adhered cells (Nagayama et al., 2004, Nijenhuis et al., 2014,
Ayala et al., 2017, Sbrana et al., 2008). The same treatments to inhibit myosin II activity
in suspended cells have shown both similar softening effects (Gabriele et al., 2009, Car-
tagena-Rivera et al., 2016, Thuet et al., 2011, Smith et al., 2018); yet other studies show
opposite effects, whereby cells in suspension become stiffer with myosin II inhibition
(Chan et al., 2015). The differential effects of blebbistatin on adhered versus suspended
cells may be attributed to differences in cytoskeletal remodeling when cells are in sus-
pension and lack the cell–matrix and cell–cell adhesions that promote generation of
intracellular tension. Variations in the magnitude of deformation across methods may
also contribute to the varied results: the stiffness of the cortical region may dominate
deformations of 1–3 µm, and a decreased turnover of actin due to blebbistatin treatment
could result in increased cortical stiffness (Cartagena-Rivera et al., 2016, Nie et al., 2015).
By contrast, the nucleus tends to dominate larger deformations of 5–6 µm, and inhibi-
tion of myosin II activity could decrease intracellular tension and thereby result in a
more deformable nucleus (Kim and Wirtz, 2015). Differences in cell type, culture condi-
tions, and the passage number of cultured cells may also contribute to discrepancies
across measurements (Targosz-Korecka et al., 2013).
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3.7.4 Physiological and Disease Applications
of Fluidic-Based Deformability Assays

3.7.4.1 Fluidic Methods to Measure Cell Deformability Mimic
Physiological and Disease Contexts That Require Cells to
Deform Through Narrow Gaps

Blood cells routinely flow and deform through narrow gaps of the vasculature. Stiff-
ening of red and white blood cells contributes to physiological regulation of leuko-
cyte trafficking (Fay et al., 2016) as well as pathologies from sickle cell disease
(Higgins et al., 2007) to chronic lymphocytic leukemia (Zheng et al., 2015). Circulat-
ing tumor cells (CTCs) are required to deform through micron-scale constrictions in
order to disseminate to distant sites; on the other hand, CTCs must also survive the
shear stresses of fluid flow (Barnes et al., 2012) and occlude capillary beds to seed
secondary tumors (Zeidman, 1961).

Fluidic-based mechanotyping methods can also provide key biological insights
into the behaviors of other cell types, such as fibroblasts or epithelial cells, which
tend to adhere to their surrounding cells and matrix rather than flow as single cells
in a suspended state. The transit of cells through narrow gaps can simulate the re-
quirements for the migration and invasion of adhered cells through the extracellu-
lar matrix, such as the invasion of cancer cells, which is required for metastasis
(Geho et al., 2005). The migration of cells through confined microfluidic channels
also mimics the physical constraints that immune cells face during their invasion
through dense collagen matrices (Raab et al., 2016). Indeed, the increased deform-
ability of cancer and immune cells is associated with their invasion and motility
(Xu et al., 2012, Swaminathan et al., 2011, Nyberg et al., 2018, Kim et al., 2016, 2019)
and is linked to transitions from epithelial to mesenchymal to amoeboid pheno-
types (Qi et al., 2015, Reis-Sobreiro et al., 2018). Fluidic-based methods can thus
provide assays to assess how cells behave during diverse physiologically and dis-
ease-relevant deformations.

3.7.4.2 Mechanotyping Using Fluidic Approaches Provides
Mechanistic Insights into Cell Biology

Understanding the changes in cell deformability that occurs in response to pharmaco-
logic or genetic perturbations can provide insight into underlying molecular mecha-
nisms that regulate cellular behaviors such as motility and mechanosensing, which are
often regulated by shared mediators of mechanotype. Using PMF, we established that
stress hormone cues – activation of βAR signaling by treatment with the agonist isopro-
terenol – alter the stiffness and motility of breast cancer cells through a RhoA-ROCK
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axis (Kim et al., 2016). Cell filtration revealed that activation of βAR signaling decreases
the deformability of macrophages and alters the actin cytoskeleton to favor branched,
Arp2/3-nucleated filament structures (Kim et al., 2019). Cell filtration also revealed
that dermal fibroblasts from dystonia patients are more deformable than normal
fibroblasts (Figure 3.7.3B, 3.7.3C; Gill et al., 2019a); the increased deformability of
DYT1 fibroblasts was associated with increased cell death in response to mechani-
cal stretching, suggesting that DYT1 dystonia is characterized by altered cellular
mechanobiology. Since the molecular mechanisms of dystonia pathophysiology
still remain poorly understood, mechanotyping could provide a promising novel
approach to develop effective therapeutics.

3.7.4.3 Deformability as Biomarker

The translational potential of fluidic methods to measure cell deformability is al-
ready being realized as a diagnostic and prognostic tool for blood disorders such as
sepsis (Crawford et al., 2018) and shows promise to enhance cancer prognosis and
diagnosis (Tse et al., 2013, Byun et al., 2013). The ability of high-throughput DC to
identify malignant cells from patient’s pleural effusions based on their increased
deformability could complement traditional visual examination by cytopathologists
(Tse et al., 2013); rapid screening of cellular deformability could thus be a valuable
screening tool to eliminate samples negative for malignant cells from hospital work-
flow. Fluidic-based methods can also be applied to a range of normal and patholog-
ical cell types, including immune cells, fibroblasts, and cancer cells (Figures 3.7.2
and 3.7.3; Tse et al., 2013, Gill et al., 2019a, Kim et al., 2016), and thus have exciting
translational potential.

3.7.5 Future Outlook

The higher throughput capacity of fluidic methods to measure cell deformability is
enabling advances in basic research and translational applications. The ability to
conduct high-throughput screens has exciting potential to provide a systems-level
understanding of the molecules and pathways that regulate mechanotype including
cellular deformability and contractility; ultimately this will enable us to define the
“mechanome” – the set of genes, proteins, and pathways that regulate cellular me-
chanotype. High-throughput mechanotyping could enable screening large libraries
of pharmacologically active compounds and CRISPR/Cas9 knockouts to drive the
discovery of molecular mediators of mechanotype. Conducting high-throughput
screens across libraries of small molecules based on cellular deformability will fur-
ther broaden our understanding of the mechanisms through which cells translate
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diverse signals from soluble cues into changes in cellular mechanotype; ultimately
such knowledge will deepen our understanding of cellular homeostasis and identify
points of leverage to intervene and control cellular mechanotype, including cellular
deformability and cell–matrix interactions. Despite advances in defining the ge-
nome and epigenome, there is still a lack of understanding of genome-to-phenome
relationships, or the molecular signatures that describe complex phenotypes such
as mechanotype; a systems-level understanding of the mechanome should help to
fill these knowledge gaps.

Figure 3.7.3: Application of fluidic-based methods to measure cell deformability for physiological
and disease applications. (A) Red blood cells from patients with spherocytosis are discriminated
from normal red blood cells using RT-DC (Toepfner et al., 2018); (B) dermal fibroblasts from
patients with DYT1 dystonia (GM02304) compared to fibroblasts from normal individuals
(GM00024) using PMF; (C) transit time (TT) and elastic modulus (Ea) are measured using q-DC (Gill
et al., 2019a).
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Mechanotyping also has exciting potential to be applied to identify compounds
with therapeutic value that could not be found using existing methods. Screening
cancer cells treated with small molecules could be used to identify novel therapeu-
tic molecules based on their ability to change cell deformability (Gill et al., 2019b).
In contrast to many existing screening methods that rely on detecting a specific
gene or protein target, cellular mechanotyping enables screening assays based on
whole-cell mechanotype. Since cellular mechanotype is altered across broad spec-
trum of disease contexts from cancer to malaria to diabetes (Otto et al., 2015, Bow et
al., 2011, Shin and Ku, 2005), mechanotype screening could thus trigger discoveries
of mechanisms of pathophysiology across diverse fields in biomedical research and
offer potential therapeutic value across a range of human diseases.
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3.8 Progresses in Correlative Microscopy
and Techniques for AFM in Biomechanics

Since its introduction in life sciences, research activities using atomic force micros-
copy (AFM) aim at investigating the living matter with a clear identification of the
many components of complex systems at several scales, from molecules to organ-
isms. Identification was first based on structural fiducial parameters such as DNA
grooves or cytoskeletal filaments. As soon as AFM was performed on cells, the ques-
tion arose on the identity of the components sensed by the tip of the cantilever,
especially during indentation studies. Hence, the need to establish a physical con-
nection to optical microscopes in order to go along with correlative analysis was
present already. However, it required some time before the combination really
worked in a user-friendly and useful way and at the same metric range, with the
development of super-resolution (SR) photonic microscopes. Actually, this was
one of the main development lines that the AFM field experienced these last
years, the other one being the faster acquisition rate. Most of the studies to date
concern using a fluorescence optical microscope with an AFM, but some more
original coupling already proved to be useful. In this chapter, we cover how and
to which extent correlative approaches combined with AFM can help answering
biomechanical questions.

3.8.1 Controlling the AFM

3.8.1.1 Setup

The first atomic force microscopes, custom made like the one from Binnig and Rohrer,
or commercial like the MultiMode (Bruker), did not have any optical microscopic capa-
bilities as the ones available nowadays (Figure 3.8.1). Having a compact design was a
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key to achieve low noise and high resolution in the AFM sense, and no optical integra-
tion was present. As a consequence, setting up the microscope for the alignment of the
optical lever detection can be difficult for inexperienced users. Therefore, the first bene-
fit of having an AFM coupled to an optical microscope is the ability to easily set up the
instrument by seeing through oculars or a camera. It helps positioning the laser in a
reproducible manner, which is important for the calibration of the cantilever.

3.8.1.2 Positioning

Cultured cells tend to grow in a random way, and it is important for the user to be
able to see where the measurement is going to be performed. Working on living
cells, apparent elasticity measured by force–distance curves can vary if recorded on
edge, in the perinuclear, or nuclear region, because of the heterogeneous intracellu-
lar composition and height differences.

On a bigger scale, tissues are also not homogeneous by nature, and precise po-
sitioning must be achieved for the mechanical measurement.

3.8.1.3 Manipulation

Another important application where optical microscopy is needed for the achieve-
ment of an AFM experiment is the manipulation of the object. The first one is the
picking of cells on a tipless cantilever. This can be performed for nonadherent cells
or for the study of cell mechanics considering cells as a whole body, using, for in-
stance, wedge-AFM cantilevers (Stewart et al., 2013). The other application is the
picking of in-medium colloids for batch mechanical measurement on cells using
the FluidFM technology (Guillaume-Gentil et al., 2014). Bacteria can also be picked
up and placed on living cells for the study of not only the adhesion process but also
the cell mechanical response (Ciczora et al., 2019). Another more indirect possibility
is to coat a cantilever with fibronectin and monitor the cell response upon contact,
stimulation, stretching, or pushing (Colombelli et al., 2009).

3.8.1.4 Side-View Imaging

Numerous works have shown how much side-view imaging can be an important
technique when performing cell mechanics experiments. This can be achieved
through a dedicated apparatus giving direct images (e.g., with a 45° mirror) or by
computing a z-stack reconstruction from confocal imaging. This proved to be key to
monitor the cell profile (i.e., indentation depth and contact area) during AFM in-
dentation (Harris and Charras, 2011). It also demonstrated how cells are pushed
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inside a soft gel during AFM indentation (Rheinlaender et al., 2020), and how the
soft substrate effect must be taken into account for the measurement of cell cortical
elasticity. Side-view confocal imaging was used to monitor the tip–nucleus contact,
nuclear compression, and the fate of the cell during indentation, using either bead or
conical tips (Krause et al., 2013). Gonnermann et al. measured stiffnesses of non-bleb-
bing and blebbing membranes of Xenopus cranial neural crest cells with bead canti-
levers. Side view allowed to precisely position the bead on the center top of the
membrane (Gonnermann et al., 2015). Haase and Pelling (2013) also used this tech-
nique to monitor the recovery of the cell shape (actin and nucleus) following mechan-
ical perturbation, using time-lapse imaging. Rianna and Radmacher (2017) measured
elasticities and imaged different indentations of normal, cancer, and metastatic cells
on soft polyacrylamide gels (3 kPa). As another example, Staunton et al. (2016) stud-
ied the force response of metastatic breast cancer cells embedded in 3D extracellular
matrix by combining AFM, axial confocal laser scanning microscopy (CLSM) imaging,
and finite element analysis. One of the limitations of side view is the poor optical res-
olution although Beicker et al. (2018) set up a vertical light sheet enhanced side-view
imaging to nicely see how cytoplasm and nucleus are deformed upon colloidal tip
indentation, opening the field to plenty more applications.

3.8.2 Identifying the Sample

3.8.2.1 Photonic Microscopy

We cover biomechanical studies, from tissue down to molecules, using optical micros-
copy technologies coupled with AFM to date. That includes wide field such as bright
field, phase contrast, fluorescence, total internal fluorescence (TIRF), photoactivated
localization microscopy (PALM), and stochastic optical reconstruction microscopy
(STORM). It also includes scanning technologies: confocal (CLSM), stimulated emission
depletion (STED), near-field scanning optical microscope (SNOM), and differential spin-
ning disk (DSD). There is no differential interference contrast (DIC) compatibility to com-
mercial AFM microscopes to date because of the AFM head perturbation of the optical
path, even though a prototype has been developed in the past (Lugmaier et al., 2005).

Figure 3.8.1: Types of illumination patterns used in current AFM/optical correlative microscopy.
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3.8.2.1.1 Tissues

Tissues have been investigated by AFM, after biomolecules and living cells. Tissues
were not ideal candidates because of the difficult immobilization and the high vari-
ation in height compared to the scanning size of the AFM piezoelectric elements.
When a tissue is quite homogeneous, indirect correlation can be performed, either
with photonic or electron microscopy (EM, here on the cartilage; Stolz et al., 2009).
But correlative microscopy seems mandatory when tissues are more heterogeneous,
in order to identify which part of the tissue is being examined. One of the seminal
articles on the matter (Plodinec et al., 2012) applied hematoxylin and eosin and
immunohistochemistry histologic staining imaging after the AFM has been per-
formed on a biopsy. It was probably impossible to image the AFM scan area be-
cause the sample was too high to achieve good optical resolution. Later, Calò et al.
associated higher elasticity values with collagen-enriched domains of a human
liver tissue section. Force–volume measurements were correlated with bright-field
images and correlated with corresponding histologically stained adjacent sections
(Calò et al., 2020). Jang et al. (2016) correlated AFM topography/elasticity with
bright field, X-ray, and strain mapping on interradicular alveolar bone. In the fu-
ture, correlative AFM and photonic microscopy on the tissue will probably be per-
formed on thin slices (micrometers range). It will first eliminate the uncertainty of
performing AFM measurements on the surface of tissue while correlating it to a
deeper histologic section. Furthermore, it will be essential to help deciphering why
and how elasticities vary from one area to another on the same tissue.

Figure 3.8.2: Examples of correlative microscopy used from microbes to tissues. (A) Manipulating
live Shigella flexneri AfaE GFP bacteria on a tipless cantilever. (B) Brain tissue slice probed for
elasticity by MLCT-SPH-DC cantilever. (C) Correlation between the cytoskeletal organization of
retinal pigment epithelial (RPE1) cells as seen in multicolor CLSM for actin (blue), tubulin (red), and
vimentin (green) (top) and elasticity (bottom). (D) Fluorescent mitochondria using MitoTracker
inside Potorous tridactylus Kidney (PtK2) cells and AFM piezo-height image showing both
mitochondria and actin cytoskeleton (top-right corner). (E) Shigella flexneri’s actin tail comet
(dashed arrows) inside fixed PtK2 cells is 3D visualized in PALM with a 30 nm localization precision
(black and gold), AFM elasticity mapping (10 µm2, blue to red), and TEM sectioning (gray), where
the bacterium is visible (white arrow).
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3.8.2.1.2 Cell Identification and Selection

One key and frequent application of light microscopy is to sort out which cells can
be explored with the AFM. For instance, transfection of cells with siRNA or DNA is
not 100% efficient and a fluorescent control is often required. That can be a co-
transfected agent or the expression of a fluorescent protein. Fluorescence can also
help finding out specific cells in a mixed population. Plodinec et al. (2011) em-
ployed a bright field to assess the viability of Rat2 fibroblasts and selected the trans-
fected ones with GFP-desmin by epifluorescence. It helped to compare the effects of
desmin variants on cell elasticity and demonstrated that alterations in the interme-
diate filaments influence the nanomechanical properties of living cells, both at the
large and nanometer scale. Staunton et al. (2016) studied how metastatic adenocar-
cinoma cells become stiffer when invading 3D collagen hydrogels compared to cells
staying on the surface. CLSM gave the position of membrane-stained cells in 3D
while AFM performed piecewise-z elasticity measurements. Stiffening was deter-
mined to be Rho/ROCK-dependent by adding inhibitors directly in the medium.

3.8.2.1.3 Cellular Structures

A considerable amount of work has been produced on the study of the cellular cyto-
skeleton by correlating AFM and photonic microscopy. Undeniably, microfilaments
are considered to be the main participant in cell mechanical properties, together
with intermediate filaments and microtubules, and imaging and quantifying them
help understanding variations measured with the AFM. Haga et al. (2000) per-
formed CLSM imaging on living fibroblasts and found out that actin and vimentin
are correlated with high-elasticity regions while microtubules are correlated with
low-elasticity regions. Li et al. (2008) imaged actin and measured elasticity for the
study of breast cancer cells. Celik et al. (2013) studied the effect of both mechanical
indentation by an AFM tip and shear flow on microtubules network of Chinese
Hamster Ovary cells imaged by CLSM. They show displacement of the fibers, and
disruption and polymerization of microtubules. Abidine et al. used confocal micros-
copy to identify the region where they performed rheology measurements (1–300 Hz):
edge, perinucleus, and nucleus of the bladder cancer cell. They correlated their meas-
urements with actin fluorescence intensity and found out some different behaviors
at the cell periphery (Abidine et al., 2015). Gavara and Chadwick (2016) found out
that actomyosin’s amount greatly modulates cytoskeletal stiffness by imaging and
computing the fiber amount. Grady et al. measured elastic properties of various cell
types: chondrocytes, fibroblasts, human umbilical vein endothelial cells, hepato-
cellular carcinoma cells, and fibrosarcoma cells. They used cytoskeletal-affecting
drugs such as cytochalasin D (affecting actin) and nocodazole (affecting microtu-
bules). They correlate elasticity with actin amount in normal cells but also that

3.8 Progresses in Correlative Microscopy and Techniques for AFM in Biomechanics 243



cancer cells show stiffness variability when subjected to nocodazole (Grady et al.,
2016). As the last example of many, Schierbaum et al. correlated viscoelastic meas-
urements of normal and cancerous breast cells using both force clamp force map-
ping and imaging of the actin cytoskeleton. They show normal cells can increase
their stiffness and reduce their fluidity when they become confluent, which is not
the case for cancerous cells (Schierbaum et al., 2017).

TIRF microscopy was early coupled with AFM. The AFM was able to image the api-
cal topography of the cell and probe its mechanical properties while TIRF depicted
focal contacts. Mechanical stress was also performed with the AFM tip, and consequent
effects at the basal level were monitored by fluorescence (Mathur et al., 2000). Trache
and Meininger (2005) also set up early a TIRF-AFM and were able to show the rear-
rangement of focal adhesions of vascular muscle cells upon mechanical stimulation in
real time. Labernadie et al. (2010) correlated topography and elasticity dynamics with
actin and vinculin staining of podosomes grown on micropatterned fibrinogen. In the
field of infection, intracellular Plasmodium falciparum inside erythrocytes was detected
by staining, allowing to select cells according to the development step of the parasite.
The surface structure called knobs, enriched in adhesion protein coming from the para-
site, were characterized based on the parasite’s genotype (Nacer et al., 2011). Bhat et al.
(2018) demonstrated how anthropogenic chemical (2,4-D) effects can be monitored on
model cells (E. coli, C. albicans, HEK 293) using cell topography, cell elasticity measure-
ments, and multicolor confocal microscopy following the increase of the ROS signal
and the disorganization of the microtubules network. SR was a breakthrough in pho-
tonic microscopy, as it increased the resolution by order of magnitude, and gave access
to a clearer image of the cell surface and internal structure. It was early adapted to
AFM with the STED modality, where the actin filaments could be seen and their elastic-
ity assessed (Harke et al., 2012).

Atomic force, SR photonic, and electron microscopies were achieved on the
same sample (Janel et al., 2017) to validate the stiffness tomography analysis on bi-
ological samples (Janel et al., 2019). It demonstrated the stiffening of intracellular
mitochondria upon drug treatment in living cells. No PALM/STORM biomechanical
experiments have been published to date, partly because of the complex sample
preparation and the long acquisition time. An example of such coupling has been
performed on fixed samples (Dahmane et al., 2019, Hirvonen and Cox, 2018), look-
ing at the topography. Odermatt et al. (2015) achieved AFM/PALM imaging of living
mammalian cells. We show in Figure 3.8.2E an example of PALM and elasticity of
bacterial actin tail comet inside PtK2 cells, adding EM section for the ultrastructure
imaging of the bacteria. PALM/STORM is better suited for slow biological processes
or on fixed samples, as illustrated, while STED is more relevant for fast acquisition.
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3.8.2.1.4 Biomolecules

Miranda et al. optimized fluorescence light and spinning disk noise to carry out si-
multaneous measurements of DSD fluorescence optical sectioning microscopy and
quantitative imaging nanomechanical mapping on DOPC/DOPS-supported bilayers
(Miranda et al., 2015).

High-speed AFM (HS-AFM) has been one of the best late innovations for AFM in
biology, especially to see biomolecules at work. It has been applied to analyze cell
mechanics at new frequencies (Rigato et al., 2017) and to map the viscoelastic prop-
erties of a live fibroblast cell (Schächtele et al., 2018). Up to now, there are few cor-
relative microscopic works because of the somewhat optical limitations of current
microscopes. Some new original setups like HS-AFM-SNOM have achieved high-
speed correlation at 3 s/frame and 39 nm fluorescence resolution on biomolecules
(Umakoshi et al., 2020).

3.8.2.2 Electron Microscopy

Soon after the application of AFM on biological samples, there has been a will to
compare the possibilities of this high-resolution technique to the golden standard of
high-resolution imaging, EM. One of the first works investigated the morphology of
freeze-fracture replicas of rat atrial tissue (Kordylewski et al., 1994). As their conclu-
sion pointed out, AFM has the advantage of being able to image biological samples
in their native environment. Indeed, the two techniques differ greatly in terms of
preparation of the sample as the AFM does not need much, while samples for EM
have to be prepared with several unkind treatments such as dehydration and staining
or metalization. Stukalov et al. (2008) showed by AFM height measurement how ura-
nyl acetate staining shrank the height of S. oneidensis bacteria height by a factor of 2,
and pleaded for cryotechniques for preparing samples. AFM and field emission scan-
ning electron microscopy (SEM) were reported on human saliva exosomes (Sharma
et al., 2010). The authors performed deformation measurements, EM imaging, and
force spectroscopy with anti-CD63 IgG-functionalized AFM tips to find out the endo-
somal origin of the exosomes. Transmission electron microscopy (TEM) can give the
best insight into the internal organization of cells. Yamada et al. (2017) developed
correlative HS-AFM and TEM preparing a dedicated gold patterned surface. The dem-
onstration was done by imaging actin filaments and immuno-EM of actin antibody
with colloidal gold. The latest development of so-called correlative light atomic force
electron microscopy shows how TEM or SEM can be deployed for ultrastructure iden-
tification after both AFM (topography, cell mechanics) and fluorescence imaging (se-
lection, identification) have been carried out on fixed and living cells (Janel et al.,
2017, 2019). The added value of EM is for the high resolution of identified (as by fluo-
rescence) or unidentified structures, and possibly affecting cell mechanics locally.
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3.8.2.3 Raman Spectroscopy

Raman spectroscopy gives the possibility to determine the internal molecular compo-
sition of the biological sample. Therefore, coupling to AFM can help understand why
some variations in the viscoelastic properties of cells or tissues are observed. McEwen
et al. (2013) linked chemical component analysis of the cancer cell membrane with
cell’s biophysical properties. Bright-field imaging, Raman spectroscopy, and then
AFM (elasticity and adhesion) were applied on three cancer cell lines (A549, MDA-
MB-435 +/– BRMS1). Maase et al. (2019) combined Raman spectroscopy for biochemi-
cal analysis with AFM nanomechanics of the endothelium of native ex vivo aortas.
They linked an increased cortical elasticity with intracellular lipid content for dys-
functional endothelium (ApoE/LDLR–/–). Raman mapping (3,030–2,800 cm−1) and
AFM were performed sequentially using a top access Raman spectrometer. There are
no correlative tip-enhanced Raman spectroscopy (TERS) publications on cell mechan-
ics yet, as most of the studies were performed in air or on fixed samples. Hermelink
et al. (2017) developed a noteworthy TERS/EM correlative approach for the study of
the tobacco mosaic virus. TEM was executed first and AFM/TERS afterward. For simi-
lar sample preparation reasons, established spectroscopic techniques such as AFM
infrared and time‐of‐flight secondary ion mass spectrometry did not give any insights
into biomechanical studies with AFM to date.

3.8.3 Correlative Techniques

3.8.3.1 Micropillars

The cell environment in living organisms is quite different from the standard plastic or
glass Petri dishes used in AFM biomechanics experiments. Micropillars are substrate
protrusions of a given size that help understand how living cells adapt to their environ-
ment by modifying their shape. Dimensions (shape, width, and height) can be defined,
and stiffness adjusted by changing the composition (PDMS, PLLA) during the microfab-
rication process. Badique et al. (2013) used micropillars to force the deformation of the
nucleus of different osteosarcoma cells, and measured their elastic properties while
monitoring the cytoskeleton reorganization by fluorescence microscopy. They corre-
lated deformation capacity and higher stiffness as measured by AFM. This was further
linked to the cell phenotype (thick layer of actin filaments around the nucleus, dense
perinuclear microtubules, and vimentin filament networks) and not to the substrate
chemistry nor elasticity. Palankar et al. (2016) carried out AFM elasticity experiments
on stem-cell-derived cardiomyocytes grown on micropillars and planar surfaces. Differ-
ences were explained by the remodeling of sarcomeres and clustering of integrins
around the pillars, leading to modification of calcium signaling.
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3.8.3.2 Traction Force Microscopy

Traction force microscopy (TFM) is another means of exploring cell mechanics, well
complementary to AFM. Such a correlation can reveal a link between viscoelastic
properties and the contractile prestress of living cells in their native environment.
Al-Rekabi and Pelling (2013) studied the interplay between substrate elasticity and
nanomechanical stimulation, by observing a rapid increase in the traction of mus-
cle precursor cells when stimulated by loading of a 10 nN local force. Cell traction
was highest on gels with similar elasticities (64–89 kPa), and appeared to be tran-
sient (30 s). van Helvert and Friedl (2016) monitored the strain stiffening of biopolymer
networks at the leading edge of normal and tumor cells with the AFM nanoindentation
and confocal reflection microscopy. Schierbaum et al. (2019) employed the same AFM-
TFM correlative microscopy to further describe the viscoelastic properties and contrac-
tile prestress of fibroblast and epithelial cells. Stiffer cells had lower fluidity and larger
prestress than softer cells. Actomyosin machinery seems to be the dominant factor
influencing such behaviors.

3.8.3.3 Scanning Ion-Conductance Microscopy

Scanning ion-conductance microscopy (SICM) is a younger and challenger technique
to AFM, as it scans the samples from the top. Here the cantilever/tip is replaced by a
glass or silicon pipette, through which ion current is flowing. Resolution is governed
by the aperture size of the pipette. By using the current signal as feedback in a hop-
ping mode, SICM can produce noncontact topographic images of very soft samples
such as neurons in less than a minute (Watanabe et al., 2019). It can additionally
measure surface charges and establish mechanical mapping. Pellegrino et al. (2012)
coupled SICM with an inverted AFM setup to understand forces produced by ion cur-
rent, and applied this to measure elastic properties of fibroblasts. Ushiki et al. (2012)
compared AFM, SICM, and TEM from biomolecules to living cells and the luminal
surface of rat trachea, and show how SICM can be relevant in the case of samples
with steep slopes. Rheinlaender et al. (2015) studied the mechanics of hemostasis by
comparing thrombin-induced and cytochalasin D-mediated elasticity changes of
human platelet. Another approach developed by Ossola et al. (2015) is a completely
integrated AFM-SICM setup using the FluidFM technology, where a microchannel in-
side the AFM cantilever acts as the pipette.
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3.8.4 Correlation Method

3.8.4.1 Hardware Setup

The first requirement to achieve is the mechanical integration of the two techni-
ques. AFM manufacturers provide stages for the main optical inverted microscope
companies. The goal of the AFM stage is to provide mechanical stability to the AFM
head, to align the tip with the field of view, and to move the sample. The sample on
the stage can be motionless (tip scanning) or moving (sample scanning). Some set-
ups provide tip and sample scanning. This is very important, depending on the
technique being added to the AFM: wide-field imaging is better achieved with tip
scanning, but a stable and perfect correlation can be achieved between a LASER
beam and AFM with sample scanning. All this is valid for transparent substrate
(i.e., glass). When working on an opaque sample, the solution is to work with a
shuttle stage that will go from the upright optical microscope to the AFM stage with
a positioning accuracy of a few µm (e.g., Bruker BioMat).

3.8.4.2 Software Integration

To have two techniques integrated, meaning scanning the same sample at the same
time, there must be a unique software handling both microscopes or two software
that work synchronously. AFM controlling being the more demanding task, AFM
manufacturers tend to implement optical acquisition on their software. It usually con-
sists in importing the image from a camera or a shared folder automatically. To do
so, the first step is to calibrate the optical image with respect to the precise AFM x–y
movement. The image is then imported, corrected, and displayed in the AFM field of
the scan. The user can decide to AFM scan the region of interest. This video inte-
gration in the AFM software is useful; nevertheless, it has many disadvantages:
there is a limited number of cameras with software drivers available, there is no
microscope control, and there is no image processing. That means advanced mi-
croscopy acquisition must be performed by another software and controller. The
triggering of these acquisitions and image transfer can still be automatized on
some systems like AFM/STED.

For better correlation of the two data, the user can use fiducial markers such as
TetraSpeck or FluoSpheres that will both be visible in fluorescence and AFM, with
small sizes (hundreds of nm). An offline software will then correct the optical image
to match the position of the spheres as detected by the AFM scan. An AFM stage or
head with x–y sensors should give the most accurate dimensions.
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3.8.4.3 Repositioning

To perform EM microscopy correlation for cell mechanics, the sample needs to be
moved away from the AFM stage, so the location of the cell is lost. One of the solu-
tions is to prepare the sample on photo-etched grid coverslips, like the ones pic-
tured in Figure 3.8.3.

The user can note the position of the AFM scan from bright-field imaging and then
detect it on the EM preparation to find the same cell. The different methods of EM
preparation will often slightly deform the sample: ethanol dehydration may shrink
the sample in both TEM and SEM, and TEM sectioning might also compress the
sample in the direction of the cut. As a result, what is seen in AFM and EM might
not be exactly of the same dimensions and so the EM image will have to be offline
corrected to match the AFM image. Correlation can be performed with the existing
software such as ImageJ or Icy (ec-CLEM; Paul-Gilloteaux et al., 2017).

3.8.5 Limitations

Can we perform experiments with the best sensibility of the two coupled techniques
at the same time, or are there any issues when integrating AFM with another tech-
nique? Taking the example of AFM/inverted fluorescence microscope setup, we will
list here the cross-talk happening between the two techniques.

1 2 3 4 5 6

26 27 28 29 30 31

51 52 53 54 55 56

76 77 78 79 80 81

101 102 103 104 105 106

Figure 3.8.3: Photo-etched coverslip used for repositioning AFM/Optics with subsequent electron
microscopy.
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3.8.5.1 Noise Affecting the AFM Measurements

3.8.5.1.1 Mechanical Noise

The mechanical noise comes from several parts. The first source is ambient noise
coming from cooling fans of cameras, controllers, and LASER sources. This might
make very sensitive experiments difficult to achieve. We observed a 100% increase
of noise on the force curve baseline when using the internal fan of an Andor iXon
EMCCD camera (not published). To circumvent this, the user can either use a fan-
less camera, water cooling, or disable the fan, isolate controllers, and build an
acoustic enclosure around the microscope. The amount of noise affecting the canti-
lever will depend on the noise frequency and the resonant frequency of the cantile-
ver. As a nice consequence, a short, high-resonant frequency cantilever should be
less sensitive to these sources of noise.

The other main source of mechanical noise comes from the optical microscope
itself because of shutters, scanning mirrors, moving disks, and motors that auto-
mate the light path. These effects are important, so it is best advised not to change
any light path during AFM scanning, as this can induce lines on topographic im-
ages, noise on force curves. It can even damage the tip, which is unwanted as it is
crucial to keep a constant tip geometry during mechanical testing of the sample.

3.8.5.1.2 Photothermal Noise and Radiation Pressure Force

There are two causes of interference of the illumination on the AFM tip/cantilever.
First, photothermal effects will make the cantilever bend because of the different
thermal expansion coefficients of the bimetallic reflective coatings, and secondly,
radiation pressure forces acting on the tip or the cantilever. The levels of cantilever
deflection will depend on the optical setup and power used. Even simple bright-
field illumination has an effect on the cantilever deflection. We recorded up to
10 pN noise on Olympus AC40 and Bruker MLCT-BIO-DC cantilevers with 50%
power illumination from a standard Zeiss LED source. The noise increased up to
60 pN with 100% power, with the temperature staying constant in the medium. It is
best to either keep the bright-field illumination at constant low power or even turn
it off during AFM scanning. In the case of fluorescence imaging with a continuous
source, the energy can be much higher and produce huge cantilever deflections.
Also when working with fluorescence, the cantilever is bent, and so the deflection
sensitivity calibration might not hold. Fernandes et al. (2020) described these ef-
fects in detail and were able to perform correlative AFM-fluorescence lifetime im-
aging microscopy on supported lipid bilayers by using low excitation power (120 mW)
and specific cantilevers. Finally, illumination can heat up the medium (Figure 3.8.4C),
which will consequently deflect the cantilever if metal-coated. We recorded a 0.2 °C
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increase for 10% illumination of a Lumencore Sola fluorescent source (not pub-
lished). Besides deflection of the cantilever, temperature rise can have an effect on
the sample mechanical properties itself. As shown by Sunnerberg et al. (2019), corti-
cal neurons get softer and bigger when increasing temperature. Authors relate this
to the dynamics of the cytoskeleton. It is therefore important to keep the tempera-
ture as stable and homogeneous as possible and thus reduce illumination. When
using a confocal (or STED) microscopy, the illumination will be restricted in the x–y
plane but also higher in terms of power. As a consequence, the amount of noise
greatly depends on the position of the cantilever with respect to the LASER spot in
x-, y-, and z planes. With the focus made on the tip, we noticed a 20–200 nm verti-
cal deflection change using a 20 mW 485 nm confocal illumination in a medium.
This was in the same order of magnitude when using a 1 W pulsed 775 nm STED
illumination. It is worth mentioning that TIRF imaging should produce much less
interference as the illumination is limited to a few hundreds of nanometers above
the glass and so only the end of the tip should be affected.

All these effects can be summed up in Figure 3.8.4D, where the microscope auto-
matically acquires a bright-field and fluorescence time-lapse movie. It seems unlikely
to be able to perform low-noise, reliable mechanical measurements while changing
the optical microscope setup as in a standard acquisition performed by biologists on
living cells. As a consequence, the user must be extremely cautious when manipulat-
ing any optical microscopy during AFM mechanical measurement. The safest way is
to acquire fluorescence and AFM sequentially, but one ingenious alternative for bio-
mechanical experiments would be to perform fluorescence imaging while the cantile-
ver is in the retracted position of a force curve cycle. This could be automatized in a
pixel-by-pixel or line-by-line manner. Similar work synchronizing force and fluores-
cence have already been reported, following calcium response and force response of
T cells and macrophages when stimulated with the AFM (Cazaux et al., 2016).

3.8.5.2 AFM Affecting Optical Microscopy

3.8.5.2.1 AFM Laser

The main issue when integrating an AFM on another microscope is the LASER of
the optical beam detection system. It is often IR, not to interfere with fluorescence
wavelengths (350–800 nm). The beam goes through the sample and reaches the
camera, polluting the optical image (see Figure 3.8.4B). This is true for wide-field
and scanning optical microscopes. AFM manufacturers provide a laser-blocking fil-
ter that seats after the objective turret, but without the best blocking properties. It is
advised to change it to a more efficient one. Another possibility is to turn off the
AFM LASER while acquiring the optical image.
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3.8.5.2.2 Cantilever

One possible source of the problem is the cantilever itself. It can both slightly deviate
the path of the transmitted light and be a source of luminescence (Figure 3.8.4A) or
reflection if coated with a reflective layer (Au and Ti). If this is a problem, the user
can either try uncoated cantilevers, higher tips to move the cantilever away from the
surface, or retract the cantilever during acquisition. Another possibility is to synchro-
nize both AFM and optical scanning and perform optical pixel acquisition when the
tip is retracted in a force-triggered mode.
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Figure 3.8.4: Some limitations of AFM/optical-integrated microscopes. (A) MLCT-BIO-DC cantilever
seen in bright field (left) and its luminescence in the fluorescence channel (right). (B) AFM 850 nm
IR laser as seen on a STED avalanche photodiode detector (APD). (C) Rise of the sample
temperature when increasing wide-field standard fluorescent light source. (D) Perturbations of the
cantilever deflection when operating an inverted wide-field fluorescence microscope.
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3.8.6 Perspectives

In the past years, there have been considerable developments in all three kinds of
microscopy (scanning probe, photonic, and electronic), hallmarked by the Nobel
Prizes in Physics in 1986 (AFM and EM) and Chemistry in 2014 (SR) and 2017 (cryo-
EM). The rise of HS-AFM made a breakthrough with a huge increase in the scanning
speed, bringing new insights into biological processes. Also, new imaging modes
brought more qualitative and quantitative information on the sample, together with
an easier scanning on biological samples. On the photonic microscopy side, the res-
olution has greatly progressed from hundreds of nanometers to tens of nanometers
(STED, PALM/STORM), and in 2020 reached more or less the resolution of the AFM
with MINFLUX technology (Gwosch et al., 2020). There is, therefore, a convergence
of both scanning speed and resolution in both techniques. Together with the advent
of cryoelectron microscopy, this opens a lot of possibilities for correlative micros-
copy for higher spatial and temporal resolutions.

Also, the field of optical microscopy has already embraced automation in order
to be able to scan much more samples than a human user could be able to perform
by hand on a microscope. Actually, high-content screening allows to scan complete
drug libraries or gene banks to find specific targets in diseases, using automatic
confocal fluorescence imaging and automatic image analysis. Automation has al-
ready been achieved in AFM on prokaryotes (Dujardin et al., 2019), and there is no
doubt that this will be developed further in the future. It will make AFM more rele-
vant to tackle important biological questions, for instance, by profiling mechanical
or adhesive properties of samples with corresponding fluorescence markers.

What AFM-correlative microscopy must therefore achieve in the future is an ad-
aptation to both faster scanning and more qualitative and quantitative information
on more biological samples. This will demand better integration of the techniques,
meaning synchronization of the measurements and handling of the data.
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