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Preface

Traditional power grids are being transformed into Smart Grids (SGs) to 
solve the problems of uni-directional information flow, energy wastage, 
growing energy demand, reliability and security. Smart grids offer bidi-
rectional energy flow between service providers and consumers, involv-
ing power generation, transmission, distribution, and utilization systems. 
Smart grids employ various devices for the monitoring, analysis and con-
trol of the grid, deployed at power plants, distribution centers, and in con-
sumers’ premises. 

A smart grid requires connectivity, automation, and soft computing 
techniques for intelligent monitoring. This is achieved with the help of 
intelligent soft computing systems. This aids SG systems to support vari-
ous network functions throughout the generation, transmission, distribu-
tion, and consumption of energy by incorporating Internet of Things (IoT) 
devices, such as sensors, actuators and smart meters, as well as by provid-
ing the connectivity, automation and tracking for such devices. 

The chapters in this book are configured to address the challenges facing 
intelligent and soft computing techniques deployed in various fields with 
possible solutions. This book can serve as a resource for industrial profes-
sionals, engineers, and researchers working in the domain of intelligent 
and soft computing systems. 

Contributions to this book have been received from various esteemed 
national and international institutions. We would like to extend our sin-
cere thanks to all the valuable contributors for the wonderful research con-
tributions and time. Our sincere thanks to Vellore Institute of Technology, 
Vellore for providing all the support to turn this book into a reality. We 
would like to extend our heartfelt gratitude for the Wiley-Scrivener team 
for providing endless support.
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Placement and Sizing of Distributed 
Generator and Capacitor in 

a Radial Distribution System 
Considering Load Growth

G. Manikanta1, N. Kirn Kumar2*, Ashish Mani1 and V. Indragandhi3

1Electrical & Electronics Engineering Department, A.S.E.T, Amity University 
Uttar Pradesh, Noida, UP, India

2Department of Electrical & Electronics Engineering, M S Ramaiah Institute of 
Technology, Bangalore, India

3School of Electrical Engineering, Vellore Institute of Technology, Vellore,  
Tamil Nadu, India

Abstract
Annual load growth in a distribution system is expanding consistently, which 
results in underprivileged voltage-regulation and increment in power losses. 
Independent implementation of Distributed generation (DGs) along with capaci-
tors is chosen as alternative techniques to decrease the power loss in the network. 
Optimal location and capacity of Capacitors along with DGs not only maximize 
the percentage power loss reduction but also increase the voltage profile, if optimal 
location and capacity is appropriate. Inappropriate placement and competence of 
capacitors and DGs leads the system to an increase in power loss. The best location 
and competence of capacitors and DGs is a difficult nondifferentiable combinato-
rial optimization problem, which has been applied to solve various engineering 
optimization problems like improvement in reliability, loadabilty, loss minimiza-
tion, etc., using various analytical and evolutionary algorithms. In this study eco-
nomic load growth is modelled with a predetermined yearly load expansion for 
the base year and next five years. In this work the main contributions are made 
with placing and sizing the DGs and Capacitors to minimize the power losses for 
every year. Tabulated results demonstrate that simultaneous implementation of 

*Corresponding author: neelamseeti.kiran@gmail.com
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Capacitor and DGs has high reduction in power loss for every year including base 
year in comparison with independent implementation of DGs and Capacitors. For 
obtaining the best location and competence of capacitors and DGs an Adaptive 
Quantum inspired evolutionary Algorithm (AQiEA) is applied successfully. 
AQiEA uses probabilistic representation with Q-bit and does not require any addi-
tional operators. The effectiveness of AQiEA is verified on a standard test bus sys-
tem, i.e., 85 bus system. Simulated results exhibit that the proposed algorithm has 
superior performance in comparison to the algorithms in the available literature.

Keywords: Distributed generators, capacitor, load growth, power losses,  
85 bus system, AQiEA

1.1 Introduction

The power demand at distribution network keeps on increasing day to 
day and in some scenarios the generated power is unable to meet the 
required load demand. Load demand at distributed network is exponen-
tially increasing from day to day, due to industrial, domestic, commercial, 
municipal, residential and irrigation needs. Load growth in distribution 
network is a natural phenomenon which results in increased power losses 
(both active and reactive) and increased voltage drop. Many methods 
and techniques have been executed in distributed networks in order to 
decrease the losses. Over the last few decades, DGs and Capacitors in the 
distributed network are used to reduce the losses. Implementation of DG 
in the network will reduce losses and also improve the system voltage. DGs 
are defined as small power generating sources, located nearer to the load 
centers and size varies from kW to few MW [1]. DGs are used in distri-
bution system due to its ease of implementation, environmental friendly 
technologies and low maintenance [2]. Different types of DG are available 
with respect to their modular structure and size. Therefore, their impact 
on the distribution system varies depending on location and capacity [3]. 
Compensation of reactive power in the distribution network is generally 
provided by the capacitors. Installation of Capacitors nearer to load centres 
reduces the power losses and maintains the voltage profile within permis-
sible limits [4]. 

Analytical-based methods are easy to implement; their major draw-
back is implementation of single DG or Capacitor with large size in order 
to reduce the losses [5–7]. In most of the works, minimization of power 
loss in distribution system with DG integration, population-based meta-
heuristics are used as solution strategies. Symbiotic Organism Search [8], 
Particle Swarm Optimization [9], Simulated Annealing [10], Big-Bang 
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Big-crunch optimization [11] and Fire Work Algorithm [12] are some 
of the well-known optimization techniques used to reduce the losses. 
However, Simulated Annealing [13], Firefly Algorithm [14], Plant Growth 
Simulation Algorithm [15], Teaching Learning-Based Optimization [16] 
and Particle Swarm Optimization [17] are some population-based meta-
heuristic techniques used for optimal location and capacity of Capacitors 
to reduce the losses. Some methods have considered only injection of real 
power (DG) and some other methods considered only injecting the reac-
tive power (Capacitor) into the system, and other methods have consid-
ered simultaneous implementation of capacitors and DG [18, 19].

In this study, AQiEA was implemented to find the optimal placement 
and capacity of Capacitors and DGs in distribution network without vio-
lating the limits. The objective of reducing losses was considered by imple-
menting DGs and Capacitor placements both at the same time. The yearly 
load increment was calculated in advance for continuous successive five 
years. Effect of load increase was calculated based on with and without 
inclusion of Capacitors and DGs. In recent times, AQiEA was applied on 
DG network for optimal location of capacitor was successfully applied 
[20], optimal DG problem [21–23], DG operation along with the net-
work re arrangement [24], simultaneous implementation of both DG and 
Capacitor [25], ceramic grinding [26] and constraint handling technique 
[27]. 

The rest of the chapter was prepared as follows. The problem formula-
tion section describes the objective to minimize the power loss by imple-
mentation of both Capacitor and DGs with predetermined annual load 
growth. Placement and sizing of Capacitors and DGs is a tough task and 
also a non-differentiable combinational optimization problem. The prob-
lem of optimization of placing and sizing of capacitors was solved by 
using AQiEA, which is described in the section Algorithm. The efficiency 
of AQiEA was compared with some other algorithms in the Results and 
Discussions section. In the final section of the chapter a conclusion is 
provided.

1.2 Problem Formulation

A load forecast for five years was precalculated based on the past and pres-
ent load growth, which was used as an objective function for minimization 
of power losses. This was assumed based on yearly load growth in the DG 
network and determined by using growth rate plus the initial load in the 
network [28].
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 P y P g( ) = (0)(1+ )Lk Lk
y  (1.1)

 = +Q y Q g( ) ( )( )Lk Lk
y

0 1  (1.2)

Where PLk(y) & QLk(y) are the real and reactive load in y year, PLk(0) & 
QLk(0) are the real and reactive load at base year, g is the annual load growth 
which is assumed as 7.5% and  represents number of year (maximum num-
ber of years considered for this study is 5).

The primary goal of this research is to reduce power loss for every year 
by simultaneous implementation of Capacitor and DG. The generalized 
objective function is given as follows:

 
∑ 













Min(F)= Min(P ) = P +Q
V

Rloss
m
2

m
2

m
2 m

m=1

Nb
 (1.3)

Where, Pm & Qm are real and reactive power injections at mth bus. Vm 
indicates voltage at mth bus, Rm & Xm indicates magnitude of resistance and 
inductance.

Inequality Constraint:
Operation of DG and Capacitor:     

 P m P m P m( ) ( ) ( )DG
min

DG DG
max£ £  (1.4)

 Q Q Q(m) (m) (m)DG
min

DG DG
max£ £  (1.5)

The power injected by DG into the network should be within the limits. 
PDG(m) & QDG(m) are injected real and reactive powers. 

Voltage limit:

 V V Vm
min

m m
max  (1.6)

The voltage produced at each individual bus in the network has to be in 
acceptable limits.
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Equality Constraint:
Power injection:

 ( ) ( )∑ ∑ ≤P m + Q m + P P + Pm=1
k

DG m=1
k

DG sub loss load
1 2  (1.7)

The total power injected by DGs and Capacitor in addition to the sub-
station must be equal or less than its total load demand and losses of the 
system. Where Psub, Ploss and Pload represents substation power, power loss 
and demand in the system.

1.3 Algorithm

Quantum-inspired evolutionary algorithms: 
QiEA uses probabilistic representation with Q-bit and it has good charac-
teristic representation of population diversity compared with other repre-
sentations. It is defined as the smallest unit of information in a quantum 
computer [29]. It could be represented in two states as state ‘a’, and state ‘b’ 
or the sum of both states. It can be shown in the following equation as

 a Y b€ = Y )+ | )21  (1.8)

Here probability amplitudes Y1 and Y2 are connected to its correspond-

ing states. Y1
2

 and Y2
2

 will provides probability of Q-bits which are to 
be found in state ‘a’ or ‘b’ respectively. A Q-bit individual ‘q’ with m-bits is 
given as follows

  q q  q . . . q= 1 2 m  (1.9)

Here, Y Y1i 2i
2 2+ = 1, i=1,2,….m

In QiEA, qubit probabilistic nature is widely used for maintaining diver-
sity. Quantum gate operators are used to evolve the solution vectors which 
are influenced by phase rotation transformation.  

Proposed Algorithm:
The limitations associated with EA implementation such as slow conver-
gence, stagnation, etc., are overcome with AQiEA. In AQiEA two qubits 



6 Intelligent and Soft Computing Systems for Green Energy

are used, the solution vector’s objective function value is stored in the first 
qubit, while the scaled and ranked objective function value is stored in 
the second qubit. The objective function value feedback is not used appro-
priately in EA. The information in the first and second qubits is entan-
gled, and the first qubit influences the second qubit because the first qubit’s 
amplitude controls the objective function value. In the parameter utilized 
to evolve the first qubit, the second qubit is used as a tuning free adaptive 
quantum inspired rotation crossover operator/feedback.

A measurement operator is used to generate a solution string from qubit 
string (Y). In quantum computers, a resultant classical state is observed 
upon application of measurement operator, which results in collapse of 
superposition of states. However, in classic computers collapse of states 
doesn’t occur naturally. In order to observe the qubit string, a new string 
with a random number, whose value varies between 0 and 1 is generated 
(Nr), which is of same length as that of qubit strings. Hence after measure-
ment operation on the qubit string, a new measured value string (Qm) is 
generated, which is of the same length as qubit string. Table 1.1 shows the 
measured operator on qubit string. The measured value in Qmj is obtained 
by comparing the generated random number at Nrj to square of Y1j at jth 
generation. If Nrj is less than the square of Y1j, Qmj is set to square of Y1j 
otherwise to the square of Y2j.

Minimization of power loss is done by placing and sizing the DG & 
Capacitor, the solution vector for solving the objective is represented in 
Figure 1.1.

Table 1.1 Qubit string measured operator.

J 1 2 ………… Np

Y j1
2 0.56 0.17 ………… 0.41

Y
j2

2 0.44 0.83 ………… 0.59

Nrj 0.12 0.24 ………… 0.07

Qmj 0.56 0.83 ………… 0.41

A1 A2 …………….. An-1 B1 B2 …………….. Bn-1

Size of DG & CapacitorLocation of DG & Capacitor

Figure 1.1 Solution vector representation for DG with optimal location and sizes.
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From the equation (1.9) the amplitude Y2 is discarded and computed 
whenever it is needed. Quantum registers are used to store the qubits. Total 
No. of qubits used mainly depends on the variables used and qubits consid-
ered per quantum register QR1. This structure is shown below:

 QR1,1 = [Y2 1,1,1, Y2 1,1,2 …. Y2 1,1,n]

 ………………………………………. (1.10)

 QR1,30 = [Y2 1,30,1, Y2 1,30,2 …. Y2 1,30,n]

The inspiration of Entanglement and Superposition principles can be 
represented mathematically as

 α α(t) = f (t)2i 1 1i  (1.11)

 ( )α α α α(t +1) = f (t) , (t) , (t)1i 2 2i 1i 1j  (1.12)

Using the phase rotation transformation and their influence on quantum 
gate operator, solution vectors are computed by using the quantum oper-
ators. In the proposed method of algorithm a parameter tuned based on 
crossover operator and quantum rotation adaptive derivative are designed. 
By using second qubit amplitude, the degree of rotation for evolving the 
first qubit is determined. For this purpose, the following equation is used

 1i 1i 2i 2j 1j 1i(t +1) = (t) + (t) (t) (t) (t)f , ( -  (1.13)

Where α (t)1j  and α (t)1i  are two solution vectors which are deter-
ministically or generated randomly by adaptive crossover operator. 
If α (t)1i  has lesser rank than α (t)1j  then α (t)1i  is rotated towards 
α .(t)1j  If α (t)1i  has a better solution than α (t)1j  then α (t)1i  is 

rotated away from α (t)1j . Flow chart of AQiEA is shown in Figure 1.2. 
With the help of three rotation strategy (R-I, R-II, R-III), variation oper-
ator converges the search towards a better solution. 

Best Strategy towards the Rotation (R-I): In this method of rotation, all 
the solution vectors are rotated towards the best solution vector. By rotat-
ing all the solution vectors towards the best solution, it is expected that 
better candidate solution will be found for all other vectors.
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Yes

Compute fitness of Quantum Register Qmj 

Yes

Update Voltages: [ΔVk+1] = [DLF] [Ik]
[Vk+1] = [V0] + [ΔVk+1]

Calculate Direct Load Flow matrix & set k=0
= [DLF][I]

Formulation of BIBC matrix
[B]= [BIBC][I]

Formulation of BCBV matrix
[ΔV]= [BCBV][B]

k=k+1

No

Yes

No

Yes

Initialize: Quantum Register_QR1; j=0; i=0;it=0

Start

Initialize:
Test Case: Line data, Load data, No of branches & No of buses

Algorithm parameters: Population size, No of variables & Max iterations (maxit)

j=j+1

A

B

No

Compute (Power losses, Bus voltages, Active & Reactive power load)

No

j=0

i=i+1

A

Second Quantum Register_QR2 = Rank_Scale(QR2)

Adaptive Quantum Rotation Crossover Operator (AQRCO) = (QR1, QR2)

Yes
No

Print Results (Power losses, Bus voltages, Active & Reactive power load) 

Stop

Solution of best individual Sol_Best (QR1)

it=it+1

Qmj = X1j
2

Nj < X1j
2 Qmj = X2j

2

j ≥ No of variables

(Ik+1 − Ik) > tolerance

i ≥ size (QR1)

BIs termination exists=? 

Figure 1.2 Flow chart for AQiE.
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Rotation away from the Worse Strategy (R-II): In this method of rotation, 
the best individual in the population will move away from all other vectors. 
In the population of individuals, as moving away from worse, the search 
takes place in all dimensions.  This is motivated by the fact that there are 
better chances of finding a good candidate solution in the vicinity of the 
best individual.

Better Strategy towards the Rotation (R-III): In this method, two individ-
uals are randomly selected and the individual which has an inferior solu-
tion will move towards the better solution in hope of improvement.

The pseudo code of the proposed algorithm along with description is 
given as follows:

 t ← 0
 a. Initialize (QR1 (t))
 While (  termination_criteria) 
{
 b. Qm = Measurement_operation(QR1 (t))
 c. f(x)= Compute_fitness (Qm(t))
 d. QR2(t)= Rank_Scaled (f(x))
 e. QR1c= A QRC_(QR1(t), (QR2(t))
 f. Tourn_Selection (QR1(t), f(x))
     t ← t+1
}

1.4 Results & Discussions 

A medium voltage bus system, i.e., 85 bus network system was considered 
as a benchmark test bus system to test the effectiveness of AQiEA. Table 
1.2 shows the initial data of test bus system such as total real and reactive 
power demand, Base MVA, etc. Branch and load data for the test bus sys-
tem is considered from [10].

Simulated results in Table 1.3 show the power losses without DG and 
Capacitor for five years. The load growth on the system is linearly increas-
ing year by year. The overall power loss (real and reactive) induced in the 
system is also increasing year by year which results in poor voltage regula-
tion in the system.  

Simulated results in Table 1.3 show the determined power loss by not 
including the capacitor and DG. The total power loss (real and reactive) 
for base year are 316.12kW and 198.6kVAr with minimum voltage of 
0.8713p.u.  Similarly for I year total power losses obtained are 372.8kW and 
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234.17kVAr with minimum voltage 0.8602. Increment in power loss and 
poor voltage regulation is observed from base year to I year due to incre-
ment in load. Similarly for II year power losses are increased to 440.68kW 
and 276.76kVAr and for V year high increment in power loss is observed 
with minimum voltage 0.8019p.u. The total load (real and reactive) on the 
system for base year is 2.57MW and 2.62MVAr, followed by 2.763MW and 
2.81MVAr for I year, followed by 2.97MW and 3.03MVAr for II year, fol-
lowed by 3.19MW and 3.5MVAr for III year, followed by 3.43MW and 
3.5MVAr for IV year and 3.69MW and 3.76MVAr for V year.

The voltage profile of a test bus system for five years including base year 
is shown in Figure 1.3. It is observed from Figure 1.3 that voltage profile is 
decreasing from base year to fifth year. Poor voltage regulation is observed 
in the fifth year which falls below the critical value. DGs and Capacitors are 
used to improve the voltage profile.    

Table 1.3 Power loss without integration of DG & Capacitator for five years.

Base Year I-Year II-Year III-Year IV-Year V-Year

Ploss (kW) 316.1221 372.8076 440.6897 522.3574 621.1595 741.78

Qloss (kVAr) 198.6059 234.1780 276.7682 327.9782 389.9129 465.48

Min Voltage 
(p.u)

0.8712 0.8602 0.8479 0.8342 0.819 0.8019

Pload (MW) 2.5703 2.7631 2.9703 3.193 3.4325 3.69

Qload (MVAr) 2.6222 2.8189 3.0303 3.5019 3.5019 3.7645

Table 1.2 Initial data for 85 Bus system.

Particular Value 

Total Real Power (MW) 2.571

Total Reactive Power (MVAr) 2.62

Base (MVA) 100

Line Voltage (kV) 11

Buses 1 to 85

Sectionalizing switches 1 to 84

Maximum Allowable Size of DG & Capacitors 1MW & 1MVAr
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Placement and capacity play a key role in a distribution system to reduce 
the power losses. Simulated results in Table 1.4 show the power losses and 
improvement in voltage by using individual as well as combining both 
DGs and Capacitors implementation.

It is observed from tabulated results that optimal location and capacity 
is varied for every year to minimize the losses. With the help of AQiEA the 
best optimal location and capacity of DG and Capacitor are found. In this 
study by implementing both two DGs and a single Capacitor is considered 
for every year. Simulated results show that simultaneous implementation 
DG and Capacitor had high percentage power loss reduction for every year 
including base year as compared to the individual implementation of DGs 
and Capacitors.

Total power loss (active and reactive) produced in the network for base 
year without DG and Capacitor are 316.12kW and 198.61kVAr, respec-
tively. Independent implementation of DGs and Capacitors with AQiEA 
reduces the active power loss to 152.75kW and 156.63kW. However, for the 
same case minimum power loss 67.86kW is obtained with implementa-
tion of DG and Capacitor simultaneous. Similarly for other years (I year-V 
year) power loss is reduced to a minimum value with simultaneous imple-
mentation of DG and Capacitor. 

Figure 1.4 shows the active power loss reduction with independent 
implementation of DGs for five years. AQiEA has minimum power loss 
for all years including base year, i.e., 152.75kW for base year, 174.67kW 
for I year, 205.06kW for II year, 239.67kW for III year, 278.65kW for IV 
year and 326.24kW for V year. However, SA has maximum power loss for 
all years including base year, i.e., 156.85kW for base year, 183.52kW for 

0.8

0.85

0.9

0.95

1

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81

V
ol

ta
ge

 (p
.u

.)

Bus-Number 

Base I Year II Year

III Year IV Year V Year

Figure 1.3 85 bus system voltage profile for 5 years.
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Table 1.4 For 85 BUS SYSTEM comparison of AQiEA results with other algorithms.

SA PSO AQiEA

Type Loc Size 
Ploss 

(kW)
Qloss 

(kVAr)

Min 
Voltage 
(p.u) Loc Size 

Ploss 
(kW)

Qloss 
(kVAr)

Min 
Voltage 
(p.u) Loc Size 

Ploss 
(kW)

Qloss 
(kVAr)

Min 
Voltage 
(p.u)

Base DG 63 0.83 156.85 96.49 0.939 33 1 155.94 98.87 0.9506 66 0.62 152.75 94.52 0.9484

26 0.82 14 0.45 26 1

47 0.34 73 0.56 49 0.46

Cap 29 0.44 164.87 101.06 0.9208 64 0.95 157.89 96.76 0.9186 60 0.7 156.63 96.37 0.917

48 0.57 85 0.14 33 0.95

11 0.98 32 0.96 85 0.31

DG & 
Cap

32 0.99 72.43 40.73 0.9646 57 0.98 68.86 39.10 0.9538 57 1 67.87 38.45 0.9557

68 0.9 30 0.94 32 1

40 1 31 1 32 1

I Yr DG 66 0.98 183.53 113.14 0.9397 32 0.81 176.22 108.84 0.9452 8 1 174.68 108.38 0.953

32 0.96 9 0.64 34 0.79

19 0.28 59 1 71 0.61

Cap 45 0.03 187.75 111.79 0.9084 84 0.55 184.36 113.25 0.9095 26 0.78 181.18 111.76 0.9142

62 0.98 64 0.72 59 1

31 0.98 29 0.95 33 0.55

(Continued)
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Table 1.4 For 85 BUS SYSTEM comparison of AQiEA results with other algorithms. (Continued)

SA PSO AQiEA

Type Loc Size 
Ploss 

(kW)
Qloss 

(kVAr)

Min 
Voltage 
(p.u) Loc Size 

Ploss 
(kW)

Qloss 
(kVAr)

Min 
Voltage 
(p.u) Loc Size

Ploss 
(kW)

Qloss 
(kVAr)

Min 
Voltage 
(p.u)

DG & 
Cap

66 0.93 70.19 39.66 0.9619 62 1 66.86 38.59 0.9667 59 1 64.65 37.19 0.9664

27 0.99 32 1 31 0.96

32 1 30 0.96 32 1

II Yr DG 25 0.55 208.7 129.35 0.9373 84 0.5 207.35 127.67 0.9455 31 1 205.07 126.87 0.942

33 0.87 33 1 76 0.59

59 0.85 62 0.97 56 1

Cap 30 0.97 214.42 131.85 0.9077 67 0.52 211.92 131.46 0.9063 32 1 210.49 129.53 0.9063

11 0.78 47 0.79 79 0.53

57 0.97 9 0.96 59 0.98

DG & 
Cap

58 1 105.09 61.84 0.9456 33 1 103.77 61.27 0.952 31 1 101.66 60.37 0.9521

30 1 62 1 62 1

39 1 48 1 35 0.99

III Yr DG 50 0.9 247.13 151.59 0.9375 32 1 243.99 150.58 0.9332 32 1 239.67 148.12 0.9466

59 0.9 84 0.74 66 0.9

8 0.87 63 0.9 24 1

(Continued)
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Table 1.4 For 85 BUS SYSTEM comparison of AQiEA results with other algorithms. (Continued)

SA PSO AQiEA

Type Loc Size 
Ploss 

(kW)
Qloss 

(kVAr)

Min 
Voltage 
(p.u) Loc Size 

Ploss 
(kW)

Qloss 
(kVAr)

Min 
Voltage 
(p.u) Loc Size

Ploss 
(kW)

Qloss 
(kVAr)

Min 
Voltage 
(p.u)

Cap 33 0.98 251.30 154.49 0.9039 33 1 247.47 153.41 0.8973 63 1 245.8 151.78 0.8980

76 0.98 67 0.49 11 0.76

56 0.98 56 1 32 0.99

DG & 
Cap

76 0.83 131.81 80.66 0.9399 66 1 127.30 77.29 0.9438 63 1 123.37 75.18 0.9442

30 0.99 33 1 30 1

30 1 35 0.98 33 1

IV Yr DG 80 0.67 283.95 175.68 0.9235 77 1 281.67 173.68 0.9362 66 1 278.66 172.54 0.9253

33 0.91 33 1 9 0.84

59 1 66 1 32 1

Cap 59 0.98 293.29 180.64 0.8969 9 1 291.46 179.97 0.8888 33 0.9 287.30 177.99 0.8894

47 0.97 34 0.82 66 1

24 0.97 65 1 8 1

DG & 
Cap

29 1 161.81 98.80 0.9305 65 1 158.76 96.46 0.9347 71 1 156.14 96.32 0.935

66 1 31 1 33 1

39 1 31 1 32 1

(Continued)
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Table 1.4 For 85 BUS SYSTEM comparison of AQiEA results with other algorithms. (Continued)

SA PSO AQiEA

Type Loc Size 
Ploss 

(kW)
Qloss 

(kVAr)

Min 
Voltage 
(p.u) Loc Size 

Ploss 
(kW)

Qloss 
(kVAr)

Min 
Voltage 
(p.u) Loc Size

Ploss 
(kW)

Qloss 
(kVAr)

Min 
Voltage 
(p.u)

V Yr DG 63 0.71 333.69 207.75 0.9153 9 1 330.81 204.17 .09154 9 1 326.24 202.41 0.9202

33 0.99 78 1 62 1

11 0.98 32 1 33 0.95

Cap 63 1 350.24 215.85 0.8841 9 0.86 346.35 213.69 0.8807 33 1 343.24 211.83 0.8784

25 0.99 62 1 63 1

51 0.88 48 1 77 1

DG & 
Cap

33 1 202.23 125.22 0.9247 62 1 201.06 124.69 0.9203 33 1 198.25 123.45 0.9249

76 1 48 1 76 1

43 1 35 1 47 1

Cap- Capacitor,  Ploss- Active Power loss, Qloss-Reactive Power loss, Min Voltage, Yr-Year, Loc- Location of DG & Cap, Size-Size of DG & Cap in 
MW & MVAr.
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I year, 208.69kW for II year, 247.13kW for III year, 283.94kW for IV year 
and 333.69kW for V year. Similarly, Figure 1.5 shows the active power loss 
reduction with independent implementation of Capacitors for five years. 
Minimum power loss is obtained with AQiEA for all years including base 
year, i.e., 156.63kW for base year, 181.18kW for I year, 210.49kW for II 
year, 245.8kW for III year, 287.3kW for IV year and 343.24kW for V year. 
In comparison with SA, PSO has maximum power loss reduction for all 
years including base year, i.e., 157.89kW for base year, 184.36kW for I year, 
211.92kW for II year, 247.47kW for III year, 291.46kW for IV year and 
346.3kW for V year. It is observed that optimal allocation of DG in the 
system has a significant reduction in power loss as compared with optimal 
allocation of Capacitors.

Figure 1.6 shows the active power loss decrease with simultaneous 
implementation of DG and capacitor for five years. It is also seen from 
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tabulated results that placing both DG along with capacitor with AQiEA 
has minimum power loss as compared to other algorithms (SA and PSO) 
that have been reported in the literature. AQiEA has minimum power loss 
for all years including base year, i.e., 67.86kW for base year, 64.65kW for 
I year, 101.66kW for II year, 123.37kW for III year, 156.14kW for IV year 
and 198.25kW for V year. Whereas SA and PSO has power loss of 72.43kW, 
68.86kW for base year, 70.19kW, 66.86kW for I year, 105.08kW, 103.77kW 
for II year, 131.81kW, 127.3kW for III year, 161.81kW, 158.76kW for IV 
year, 202.2kW, 201.06kW for V year.

Simultaneous implementation of DGs and Capacitor improves the 
voltage in the system. Figures 1.7–1.12 show the voltage profiles of test 
bus system for every year including base year. Figure 1.13 shows the 
power losses without and with DG and Capacitors using AQiEA for five 
years.
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1.5 Discussion

Distribution utilities are facing huge challenges, as loads at load centres are 
increasing speedily every year. Load growth on system results in erection 
of new transmission lines or increasing the capacity of substation. In order 
to cater to the required load demand, DGs are used as one of the alterna-
tive techniques. In the present work a study of precalculated increase in 
load for the next five years and with an objective to reduce the power loss 
is presented. From the tabulated results it is evident that increase in load 
demand for each year results in an increase in power loss and reduction 
in voltage. Placement and sizing of DG are two key factors which play a 
major role in the distribution network system for minimizing the power 
loss. Inappropriate location and sizing of DG leads to increases in power 
loss and poor voltage regulation. In some cases, Capacitors which inject 
only reactive power into the system are also used to minimize the power 
loss. In the study, autonomous implementations of capacitors are also used. 
It is seen from the tabulated results that placing both DG along with capac-
itor offers the best reduction in power loss in comparison with the use of 
individual implementations of DGs and Capacitors for every year. It is also 
seen that sizing and optimal location of DGs and capacitors are changing 
for every year due to increment in load. An AQiEA was implemented in 
order to locate the optimal location and capacity of DG and Capacitor. It 
is used to overcome the limitations associated with EA. AQiEA uses prob-
abilistic representation with Q-bit. To improve the convergence rate and 
minimize premature convergence, AQiEA does not require extra opera-
tors such as local search and mutation. Three rotation strategies (R-I, R-II, 
R-III), variation operator converges the search towards a better solution. 
Power losses obtained with AQiEA for DG, Capacitor and simultaneous 
implementation of both DG and Capacitor are low in comparison with 
SA and PSO. Graphical representation shows the percentage increase in 
power loss reduction with AQiEA in comparison with SA and PSO for 
every year. It is also seen from tabulated results that placing both DG along 
with capacitor with AQiEA offers high reduction in power loss in com-
parison with individual implementations of DGs and Capacitors for every 
year. Under normal operating condition without integrating DGs and 
Capacitors decrement in voltage profile for every year is observed. It is also 
seen from tabulated results that placing both DG along with capacitor with 
AQiEA improves the voltage profile in the system for every year. The sim-
ulation results in the table show that AQiEA outperforms other algorithms 
(SA and PSO) that have been reported in the literature.
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1.6 Conclusions

In this work, the effect of an increase in load on a distribution network 
was briefly examined with the use of AQiEA algorithm. In order to cater 
to the required load demand, DGs and Capacitors are placed at appropri-
ate places in the network so as to reduce the power loss. Multiple numbers 
of DGs and Capacitors are placed in benchmark test bus system at differ-
ent nodes optimally. Placement of DGs and its sizing with Capacitors is 
a difficult multi-variable optimization problem. There have been numer-
ous efforts documented in the literature for solving this critical problem. 
The best placement with the sizing of DGs and Capacitors is computed 
with the help of AQiEA. Incorporation of DGs and Capacitors into dis-
tribution will decrease the power loss and also improve the voltage profile 
of the entire distributed network. In this paper simultaneous implemen-
tation of Capacitor and DG for an 85 bus radial distribution system is 
proposed with AQiEA algorithm. The demonstrated result in the table 
shows that simultaneous implementation of Capacitor and DG for every 
year including base year gives a better result in comparison with indepen-
dent implementation of DG and Capacitor for every year.  AQiEA was 
implemented to minimize power losses by locating DGs and Capacitors 
at an optimal location with the appropriate size. The performance of the 
proposed algorithm has been compared with the existing techniques pro-
posed by several researchers presented in the literature. The performance 
shows that the proposed algorithm gives better results as compared with 
other algorithms.
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Abstract
Power demands of the twenty-first century are growing rapidly because of popu-
lation increase, and efforts are being made to make the energy grid smarter, with 
greater attention to the power needs of the purchasers, and to offer stepped-up 
performance and reliability of energy systems. The Internet of Things (IoT) has 
emerged as one of the allowing technologies for a smart grid network. As IoT-
related gadgets keep growing at a fast pace, one of the most important needs is 
safety, since having gadgets online puts the smart grid at risk of full-scale assaults. 
Since a primarily IoT-based smart grid might include tens of thousands of nodes, 
it represents the most important assault floor for an IoT-centered cyberattack. A 
cyberattack on a smart grid might have devastating results on the reliability of 
considerable infrastructure given the likely capability cascade effects of shutting 
down the energy grid, given that most of the gadgets in our homes, offices, hospi-
tals and trains require energy to run. Once a single element tool is compromised, 
the entire grid becomes at risk of cyberattacks. Such assaults on energy delivery 
can result in entire towns grinding to a halt, thereby inflicting large economic 
and monetary losses. This makes safety a crucial issue to remember before the 
 massive-scale deployment of primarily IoT-based smart grid networks. 

Keywords: Cyberspace, cyber security, Internet of Things (IoT), smart grid

2.1 Introduction

Over the last few years, the burgeoning Internet of Things (IoT) has made 
it viable to attach something and the whole thing to the internet. This has 
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caused a global revolution in how we use a multitude of devices. Using IoT 
it is now possible to attach mild bulbs, refrigerators, drones, puppy feeders, 
sensors, smart TVs and virtual set-pinnacle boxes, safety cameras, wearables, 
automobile structures and scientific gadgets to the internet. Numerous indus-
tries, from healthcare to production to utilities, transport, and houses have 
been converted and are actually smarter than ever. The boom of Machine-to-
Machine (M2M) communications over the past decade has furnished a verbal 
exchange paradigm that has enabled connectivity among gadgets alongside 
the potential to talk autonomously without human intervention. With time, 
M2M communication has advanced and is now identified because of the real-
istic implementation for the adoption of IoT [1, 2] (Figure 2.1).
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Figure 2.1 Rise in adoption of IoT.

Increasing cell and net usage and social media are among the key fac-
tors contributing to the explosive rise in adoption of IoT [3]. However, 
due to the fact that IoT associated devices are developing at a quick pace, 
numerous worrying conditions abound. Amongst them is the capacity 
vulnerability of these net-going-through systems to hackers. Contrary to 
traditional power grids in which most of the attacks came from physical 
access to vital infrastructure facilities, the ubiquity of IoT-based totally 
absolutely smart-grid devices means that the risks are cyber-based infra-
structures that can be accessed from anywhere and at any time [3, 6]. As 
the ubiquity of the IoT era infiltrates further into a smart grid’s infrastruc-
ture it becomes increasingly prone to cyberattacks. First and foremost, the 
variety of capacity attack elements in the course of the network is notably 
huge, and as quickly as a single device is compromised, then the whole grid 
becomes vulnerable to cyberattacks. Even in instances in which the infra-
structure is considered extensively consistent but the communications net-
work is not, then the whole tool is still at risk. The capacity cascade effect of 
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shutting down the power grid makes it a key issue of a cyberattack. Finally, 
the dire need is to defend the power grid in the most economical way.  

This paper is prepared as follows. In segment II we briefly describe IoT, 
SG and the hyperlink among them. In segment III we observe the advan-
tages collected from the usage of a primarily IoT-based totally smart grid. 
In segment IV we look into safety problems and demanding situations 
within the primarily IoT-based totally SG. In segment V we discover differ-
ent demanding situations of the smart grid in the IoT context. In segment 
VI we observe what the future holds for primarily IoT-based totally SG, 
and we present our conclusions in segment VII.

2.2 Usage of IoT in the Smart Grid Context 

IoT is considered as the next-step evolution of our cutting-edge grid net-
works. IoT communications is superior to M2M communications. IoT aims 
at connecting the devices at a huge scale using IP-based totally completely 
solutions while letting them engage with every other speakme device over 
the Internet. As proposed in [7] connectivity is probably the most essential 
building block of the IoT paradigm.

The National Institute of Standards and Technology (NIST) defines the 
smart grid as the aggregate of the ultimate century energy grid with the 
cutting-edge century development in information and verbal exchange 
technologies [8]. Unlike the traditional energy grid, the smart grid maxi-
mizes the energy name for distribution, with growth efficiency, minimizes 
losses and moreover makes huge-scale renewable energy, which includes 
solar and wind deployments, a reality. The cutting-edge grid network 
manages extreme disturbing conditions inclusive of ordinary black-outs, 
overloading within the direction of peak hours, and company disruptions 
which may be due to old infrastructure. However, the deployment of some 
remote sensing gadget capable of measuring, monitoring and speakme 
information about the grid components makes it extra related and smarter. 
The received energy records are then used to put in force a self-recovery 
grid, thereby developing the quantity of self-monitoring and desire making 
and ultimately developing the overall efficiency [9].

The IoT permits a better and extra related grid via permitting bidirectional 
information drift and connectivity at some point of the grid infrastructure. 
Through the IoT, consumers, manufacturers and software program agencies 
lower human intervention in coping with smart meters, home gateways, 
smart plugs and unique related domestic device, for that reason ensuring 
that the grid abilities are optimal in response to the environment.
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The Smart Grid (SG) is a smart energy grid and is the most import-
ant instance of the IoT network within the near future [10]. The entire 
energy grid chain, starting from the power energy plant technology to the 
final strength consumers (houses, constructing, factories, public lighting, 
electric powered vehicles, smart domestic equipment, etc.), along with 
the energy transmission and distribution networks, will be equipped with 
intelligent and two-way conversation abilities to show and manipulate the 
energy grid remotely. This will be enabled via the usage of smart meters, 
smart domestic equipment, sensors and actuators. The intention of the SG 
is to hold a real-time balance amongst power technology and consump-
tion, via allowing monitoring and manipulation over the energy chain, to 
the two-way talking smart gadgets (smart meters, smart domestic equip-
ment, sensors, actuators, etc.).

The Smart Grid (SG), is considered one of the most important infra-
structures, and is seen as one in each of the most important functionality 
IoT network implementations. Setting up smart grid networks consists 
of integrating numerous wireless sensors, smart meters, smart domestic 
equipment, sensors and unique smart gadgets, all of which communicate 
with each other uniquely over a related network. In this regard, it’s cru-
cial to uniquely address each object simply so its far effects are identified 
within the network. Most smart grids observe the SG reference model as 
defined via NIST as established in Figure 2.2 below, which shows the form 
of a smart grid network as defined by NIST.
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Figure 2.2 Usage of the IoT in smart grid context.
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IoT technology plays a crucial role within the smart grid. It permits 
streamlining the transfer of a large amount of facts over the internet. 
Moreover, it establishes seamless and effective conversation between most 
of the sensors, actuators, the smart meters installation at the customer’s 
premises and the software program servers, resulting in power monetary 
financial savings and charge bargain on top of things of the grid. With 
an IoT-based absolutely smart grid, software program organizations can 
leverage the usage of IoT to beautify the development and operation of 
smart grids as it offers incredible promise of a future enabled through 
smart devices that enhance overall performance, ease congestion, reduce 
waste and eliminate human error. Adopting IoT within the smart grid per-
mits a large-scale two-way conversation flow between most of the unique 
components of the SG. The conversation is made viable due to the mas-
sive presence of sensors/actuators and extraordinary smart gadgets along-
side the transmission and distribution areas, further to the usage of smart 
meters and extraordinary smart gadgets at the end-customer side. This 
permits the tracking of real-time power consumption and phone for the 
power supply whilst assisting customers to show their non-public usage 
and modify behaviors [7]. IoT permits devices on the smart grid infra-
structure to be sensed and controlled remotely through a scalable conver-
sation network which permits easier integration of most of the physical 
worldwide grid devices and computer-based absolute control systems 
essential to advanced overall performance and accuracy, allowing the grid 
to fulfill the power needs of today and of future generations.

2.3 Advantages of IoT-Based Smart Grid

1. Advanced Metering Infrastructure (AMI).
 Using an IoT smart grid, the superior metering infrastruc-

ture can effortlessly be implemented. The AMI is answerable 
for collecting, analyzing, storing and imparting the metering 
facts despatched by means of the smart meters to the soft-
ware company’s servers for billing, outage control and call 
for forecasting. The availability of real-time pricing offers 
clients and suppliers’ precious information to assist them in 
controlling their electricity needs and supplies, respectively.

2. Improved reliability of the power system.
 An IoT smart grid is a grid that has the cap potential to 

speedily repair itself (self-healing), in the event of any out-
side or inner disturbances or threats. It additionally offers 
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self-recovery of the community, after attacks, disasters, 
blackouts or disasters of community factors with the aid 
of using dynamic reconfiguration to repair energy, the cap 
potential to create microgrids and autonomously powered 
islands after an energy failure in addition to figuring out 
reassets of power leakages. This offers higher efficiency, pre-
diction and prognosis of the energy community and for that 
reason enhances reliability of the energy community.

3. Enhanced functions of SCADA (Supervisory Control and 
Data Acquisition).

 Due to using a huge quantity of sensors, actuators and smart 
meters are deployed to reveal the entire strength of the grid 
infrastructure. They can document statistics periodically, 
upon request or in reaction to a few occasions to the appli-
cation even as additionally responding to requests from 
the application way to their two-manner communication 
capability. In addition to presenting records at the final mile 
grid’s status, those gadgets may be managed, monitored and 
managed remotely, therefore presenting stronger features of 
SCADA.

4. Management of power in the grid.
 It enables bidirectional electric powered go with the drift in 

which the end-client buys and also can promote any extra 
strength from the house specifically at some point of peak 
hours from reassets including from sun or biogas round the 
house.

5. Demand response.
 Using an IoT smart grid allows dealing with load and call for 

reaction on a smart grid as a result allowing the effecting of 
dynamic strength pricing mechanisms. The use of dynamic 
strength pricing improves the capacity to control height load 
with the aid of using charging better expenses at some point 
of height instances to deter intake and decrease expenses at 
some point of off-peak instances to inspire better intake and 
make use of the idle capacity.

2.4 Cybersecurity Challenges 

There is no doubt that cybersecurity is one of the most important, com-
plicated and demanding situations regarding IoT gadgets. Internet-linked 
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sensors, gadgets, and networks are steady objectives of online probing, 
espionage, ransom, theft, or even destruction. Since an IoT primarily 
based totally smart grid includes probably hundreds of thousands of online 
nodes, spanning extensive geographical regions, it is most at risk of vast 
cyberattacks. A cyber-assault might consequently bring about devastating 
results in addition to substantial monetary loss considering that such an 
assault might bring whole nations to a halt. A recent study on reported 
assaults in the USA observed that the power infrastructure is the top goal 
of assaults at 54% at the same time as the range of assaults keeps on grow-
ing (Figure 2.3). 

Thus, safety is an awesome mission within the deployment and exer-
cise of IoT-based totally definitely smart grid networks. With the demand 
for IoT products developing, vendors are rushing to supply new products 
into the market, which ends up in safety being an afterthought and clients 
being put at risk. What in addition complicates the IoT safety problem is 
the fact that there can be definitely be no sound way to functional safety of 
the devices already in the market. Unlike pc structures and specific devices 
that have the cap potential to reinstall or enhance software program appli-
cation after the device has been offered to the consumer, most current IoT 
devices no longer resource that. So, as quickly as the devices have been 
installed, consumers, organizations and manufacturers overlook them 
altogether and given the likelihood of a vulnerability later on, getting the 
vulnerabilities steady is the real mission.
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With the developing volume and sophistication of cyberattacks, relent-
less attention is needed to shield sensitive private and business agency 
information, further to preserve national safety. Widespread adoption of 
an approach that will ensure that vital services of most countries are effec-
tively protected in cyberspace networks is essential. At the present time, 
cyberspace is a totally attractive and strategic medium of attack. In fact, 
cyber battle has been acknowledged as the fifth region of battle after land, 
sea, air, and space. Unlike the other domains, cyberspace has trends that 
make it an attractive frontier for launching attacks. The main one being 
the benefit of getting right of entry due to the global scope of the internet, 
which in turn lets attackers roam cyberspace freely and attack systems in 
locations that would otherwise be no longer viable to get right of entry, and 
because of this making attacks easier to execute and quicker than conven-
tional battle.

2.4.1 Review of Recent Attacks

In order to better recognize the dangers posed by cyberattacks on essen-
tial infrastructure, we are going to evaluate some of the most high-profile 
examples of cyberattacks throughout the world.

2.4.1.1 Tram Hack Lodz, Poland

In 2008 a tram device hack in the town of Lodz, Poland escalated to a 
point that a dozen passengers were injured, making this the number one 
cyber-kinetic attack to result in human injury.

2.4.1.2 Texas Power Company Hack

In 2009 an employee who had been fired from the Texas Power Company 
hacked their network to cripple strength forecasting structures. He used 
his logins which had been, however, disabled.

2.4.1.3 Stuxnet Attack on Iranian Nuclear Power Facility

In 2009, a pc virus allegedly created with the useful resources of the U.S. and 
Israeli governments and centered on Iranian uranium enrichment devices 
is thought to be responsible for causing large damage to Iran’s nuclear 
utility with the purpose of destroying uranium enrichment centrifuges 
at an Iranian nuclear facility. Stuxnet is a malicious laptop pc virus that 
targets SCADA systems with the useful resource of the usage of centered 
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on programmable not unusual place experience controllers (PLCs), which 
allow the automation of electromechanical processes.

2.4.1.4 Houston, Texas, Water Distribution System Attack

In November 2011, the Water Distribution System on the Water and Sewer 
Department for the City of South Houston, Texas, was hacked.

2.4.1.5 Bowman Avenue Dam Cyberattack

In 2013, the Bowman Avenue Dam in New York was the victim of a 
cyberattack and the hackers managed to manipulate the floodgates. 
Investigations showed they could have changed the settings related to 
water drift or perhaps changed the amount of chemicals applied in water 
treatment to catastrophic effect. This would possibly have delivered devas-
tating consequences.

2.5 Other Major Challenges Hindering Growth 
of IoT Network  

Implementation of IoT-enabled smart grids comes with its private set of 
disturbing conditions, and it is the disturbing conditions that open up 
opportunities for ultra-modern services and products. In order to tap into 
the whole cappotential of IoT-enabled smart grids, an understanding of the 
disruptive conditions is required. Here, we study some of the opportunity 
disturbing conditions in building and deploying a smart grid network and 
the one-of-a-kind methods being taken internationally to address them.

2.5.1 Standardization Protocols

While some of the IoT devices can communicate with others, no exten-
sive language exists for the IoT. The absence of necessities has resulted in 
a fractured collection of solutions that are cobbled together rather than a 
cohesive set of solutions. Device manufacturers want to therefore choose 
amongst disparate frameworks at the same time as clients must decide if the 
devices that they want are desirable and compatible with what they already 
have. What is even more stressful is that most IoT devices are easy to hack 
as they lack stringent protection protocols and secure encryption mecha-
nisms. This is an assignment as most of the IoT devices in the market in 
recent times were developed for connectivity rather than cyber protection.
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Although there were attempts at standardization, device manufactur-
ing companies are split regarding the manner of standardization. There are 
some groups, such as the Open Interconnect Consortium, and the AllSeen 
Alliance, that are developing private frameworks, with policies regarding 
intellectual property, structure, and bylaws. It is paramount that these 
efforts be merged into one collective entity to work towards a single frame-
work so as to useful resource the present products and come up with a now 
no longer rare certification process.

2.5.2 Cognitive Capability

The rise in type of associated topics translates to extra statistics which 
requires processing. With the type of associated devices having passed 
the human population in 2017 and on a path to developing to an extra 50 
billion devices by 2020, a question arises as to how to navigate this vol-
ume of new statistics. The volume of statistics generated by this massive 
IoT-based completely smart grid infrastructure is large. Transferring, 
storing, and analyzing such large portions of statistics might require 
complex statistics analytics software program application capabilities. 
Since most IoT devices have low computing power, conventional cryp-
tography cannot work because devices have limited memory which can’t 
address the computing and storage requirements of advanced cryptogra-
phy algorithms.

A solution that has been proposed is to adopt a cognitive method which 
could effectively address increasingly extra massive inputs, at the same 
time as generating tremendous output. Cognitive computing lets in the 
processing of this developing volume of statistics through interpreting, 
diagnosing and adapting to their environment without the need for human 
intervention. Cognitive IoT has the cappotential to combine more than 
one statistics streams, select out patterns, take a look at interactions and 
internally review their environment and finally be able to extrapolate the 
intricacies of the IoT and select statistics correlations that could otherwise 
remain undiscovered. Cognitive computing is, however, a fledgling tech-
nology and will need development in order to be employed in this large-
scale form.

2.5.3 Power

Although most IoT devices are low-energy devices, most of them rely on 
batteries and are not associated with energy reassets and in the end run out 
of energy. The contemporary low type of devices remains capacity in terms 
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of converting run-down batteries. However, with the type of devices pre-
dicted to run into billions of devices, a sustainable and long-term energy 
solution is required.

For manufacturers of IoT devices, making IoT devices with large bat-
teries is usually difficult due to the tradeoff between providing a reliable, 
steady delivery of energy at the same time as making the devices sleek, 
attractive and light. Some of the devices require mobility in order to gain 
whole capacity without being bogged down with the useful resource of the 
usage of energy needs. Recent hurdles in developing immoderate energy, 
compact and miniature batteries has seen present-day breakthroughs in 
developing wireless energy to be anticipated due to the fact the future solu-
tion within the path of transformative and steady reassets of energy to allow 
IoT devices to gain their whole capacity, increase their lifespan independent 
of electrical outlets. Some of the areas being studied for delivering wireless 
energy include magnetic resonance, laser, ultrasound/ultrawave and radio 
frequency. These areas are, however, need research to determine their com-
mercial enterprise viability and the outcomes if any to human health.

2.5.4 Consumer Illiteracy

Most IoT devices have only some updates or patches that update their 
safety vulnerabilities. These IoT devices encompass production unit set 
default logins. The device’s password may generally be too complex for the 
ordinary purchaser to understand or the purchaser is not aware of how to 
change default logins on their devices. This has made it much easier for 
cyber criminals to make the maximum hack into the devices.

2.5.5 Weak Regulations

There is a massive amount of regulatory and legal problems surrounding 
the implementation of IoT devices that needs to be addressed. The pri-
mary problems regarding IoT devices embody information retention and 
destruction guidelines and criminal penalties for safety breaches. The 
guidelines trouble is laid bare while a number of infected IoT devices are 
used to attack each different network for a time body finally essential to 
losses for the affected business corporation. In the type of case, are the 
producers constructing the IoT devices to be held liable for the out of place 
business corporation due to their inclined devices? Recommendations 
for concrete criminal penalties are therefore required to deal with such 
exposures as this loophole has brought through negligence of some man-
ufacturers in effecting protection functions within the IoT devices they 
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produce. Legislation is therefore required to present stricter recommen-
dations that keep devices off the market until they have got stronger safety 
or require manufacturers to recall or withdraw products that have been 
shown to have safety flaws. In specific instances, lack of recommendations 
in governing IoT devices has hampered the technology in taking off. In 
some countries, like Kenya, it is illegal to fly unmanned aerial vehicles 
(UAVs) because the regulatory framework has yet to be drafted. Currently, 
it seems, technology is advancing at a much faster pace than the associated 
insurance and regulatory environments.

2.5.6 Fear of Reputational Damage

A breach in the safety of IoT devices has associated costs to the device-pro-
ducing commercial enterprise corporation or the consumers. Such costs 
include incident investigation, purchaser perception, logo reputation, fall-
ing income and problems to do with public safety. Everywhere a breach 
takes place which incorporates a large information breach at a monetary 
group, the monetary group might not be disclosing the said breach in order 
not to injure its reputation and preserve purchaser confidence. By hiding 
such information, they hamper future designs and development of new IoT 
products. Device producing corporations may also cover up information 
on newly determined bugs in their products in order not to have an impact 
on the earnings of the said products. As only some corporations are will-
ing to acknowledge losses springing up from cyberspace, this has created a 
situation wherein most cybercrimes are unreported or underreported. This 
results in the underestimation of the danger of such incidences taking place, 
which in turn creates a false sense of safety about the lurking cyber threats.

2.6 Future Prospects  

Over the previous few years, hundreds of loads of analog controls in smart 
grids were modified with digital structures. Digital controls provide bet-
ter control within the area and transmission of power within the electri-
cal grid. Advances in information generation and operational generation 
have enabled the new devices but have also made them extra vulnerable 
to cyber threats. The protection of critical infrastructure in competition 
to modern-day cyber threats is one of the most exigent disturbing con-
ditions in this era of ubiquitous connectivity. New attack techniques and 
threats emerge constantly while present ones continuously evolve, making 
the cyber-protection landscape very dynamic and unpredictable.
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Cyberattacks on critical infrastructure cause damage. The vulnerability 
of nuclear facilities, power grids, dams, and specific critical infrastructure 
to cyberattack is developing through the methods of the day. Most of their 
infrastructure is getting old and is underfunded; however, they should pro-
tect against advanced cyber threats as their risk will grow exponentially.

While using IoT is presenting prominently in generating future imple-
mentation of the SG, it’s nevertheless a nascent generation and has a num-
ber of disturbing conditions which if not addressed could end up being its 
Achilles heel. First and foremost is the element of protection. As a critical 
infrastructure, the SG will now be extra attractive to cyber-assaults, whilst 
its monitoring and control is carried out over massive net-based protocols 
and solutions, and may depend upon public communication infrastruc-
ture. The reality is that it has loads of devices online and is continually 
being developed due to the fact the population grows and the power 
demand increases. As a consequence, an attacker could cause massive eco-
nomic losses to the software company. With the smart grid being taken 
into consideration as a precursor and a critical detail of the smart city, its 
breakdown may possibly cause whole cities to grind to a halt.

Recent studies by means of juniper studies shows that the wide variety of 
cyber-assaults is forecasted to rise surprisingly because the wide variety of 
related IoT gadgets will increase and with it will grow the value of breaches 
to approximately $2.5 trillion globally—nearly 4 instances the predicted 
value of breaches in 2015 as proven in Figure 2.4 above. Increased penetra-
tion of cellular telephones has caused greater publicity to the net through 
cellular telephones. Increased utilization of the telephones without safety 
software program collectively with proliferation of reasonably-priced net 
connections in houses without stable structures will render increasingly 
IoT structures to be greater susceptibility to cyberattacks. Also the com-
mon value of a single cyber safety breach is projected to rise thanks to 
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improved connectedness of IoT gadgets. Therefore, cyber-assaults are 
anticipated to rise within the coming years. If crucial steps aren’t accom-
plished to cope with those issues, then it’s only a matter of time before a 
nightmare state of affairs as a result of crippling cyber-assaults on crucial 
infrastructure occurs.

2.7 Conclusion 

IoT is the next step towards a globally and pervasive connection to any 
conversation and computation enabled objects, regardless their get entry 
to generation, available reassets and location. The smart grid is the max-
imum crucial deployment of IoT generation, in which smart devices are 
deployed along the electricity path, all the way from the generation plant 
to the end-customer. The software program of IoT will beautify the win-
ning energy grids with the resource of the use of providing real-time con-
trol and monitoring of the energy grid components. However, cyber safety 
is seen as one of the important factors impeding the fast and large-scale 
adoption and deployment of IoT within the smart grid. Ensuring safety 
for grid devices related to the internet is a great challenge. This is due to 
the extensive kind of devices related within the network presenting many 
more opportunities for a cyberattack and functionality, with grave results. 
With the modern-day IoT based totally absolutely smart grid being imple-
mented, the scope of possible attack ground is growing exponentially.

In this paper, we supplied the software program of IoT as allowing gen-
eration for the smart grid. We then supplied a whole survey of the num-
ber one safety issues and worrying conditions for the IoT-based totally 
absolutely SG. We moreover supplied a summary of the maximum crucial 
worrying conditions in IoT-based totally absolutely Smart Grid and func-
tionality solutions. While the IoT can produce large-scale improvements, 
like most growing concepts, some technical, legal, and economic elements 
of the IoT ought to be dealt with carefully in advance, then it turns into a 
mature, ready-to-use generation for large adoption within the smart grid. 
As increasingly smart grids and smart meters are installed, the extensive 
kind of functionality gets entry to elements to grid networks and will grow 
enormously. It is likely therefore, that cyberattacks will grow over time, 
and they will end up more sophisticated and capable of causing substan-
tial disruption to town services, the wider monetary machine and society. 
Despite the worrying conditions, using the IoT is established to beautify 
the smart grid networks to facilitate better monitoring and control of the 
energy grids. It is therefore important to popularity on safety issues within 
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the route of the superb tiers of designing, enforcing and integrating of the 
IoT devices within the smart grid.
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Abstract 
As the smart grid development advances in India, load forecasting of power is 
a must. Electric power demand forecasting is critical for energy providers and 
energy consumers in the electrical industry sector, i.e., power generation, trans-
mission, and its distribution to electric markets as it helps organizations maintain 
a demand-supply power equilibrium. Precise models in electrical load forecasting 
have been basic to the activity and planning of any company-based organization. 
Machine Learning algorithms like Artificial Neural Networks (ANNs) are incred-
ibly powerful and are only limited by their implementation and execution. This 
paper focuses on minimizing the error between predicted and actual load demand 
for the industry. That means we will use the ANN method to minimize the Mean 
Absolute Percentage (MAP) Error between predicted load demand and the actual 
load values to overcome MAP_Error through graphs and show the advantages of 
using a Bayesian network over other forecasting techniques like using standard 
analytical functions. We are using a Bayesian algorithm neural network through 
MATLAB Simulink. Also, we are focusing on implementing this concept into a 
renewable solution, as it will support a clean environment and will enhance the 
quality of life.
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3.1 Introduction

In the present world, electricity has become an essential part of our day and 
night need. To ensure that electric energy reaches consumers or customers 
safely and through a monetary method, any electrical industry encounters 
numerous practical or specialized difficulties. Among these difficulties, 
load flow study, load analysis, and electrical operation are generally notice-
able. Load Forecasting is moreover the best and updated developing area 
of examination for this important and analyzing field in a neoteric couple 
of times. Load forecast can be categorized as the amount of correctness of 
the divergence amongst real and projected valuation of future electrical 
load demand [1]. It emboldens an electrical utility to be mature in making 
important decisions by recalling the decisions to buy and generate elec-
tricity, exchange the load, and improve their fundamentals. The subject 
of load forecasting has been present for quite a long time to gauge future 
interest [2].

Electric load forecasting will help improve the start-up costs of pro-
duction units and possibly also ready to standby the concern in emerging 
the necessary number of concentration offices. It can also help examine 
dangerous activities, inconsistent awareness, encouragement to change 
supplies, and weakness to disenchantment. Load forecasting basically pro-
vides the most approved actual noteworthy datasets to govern conveying-
cum- arrangement. It additionally assumes a noteworthy part in energy 
the board framework. This includes the precise expectation of both the 
extent and geological areas of electric burden over the various times of the 
arranging skyline [3-4]. The greatest reserve funds can be accomplished 
when load forecasting is utilized to control tasks and choices like monetary 
dispatch/unit duty and fuel distribution/online network examination. The 
determination of the electricity demand helps to progress the start-up costs 
for the creation of units and can also be ready to always auxiliary our inter-
est and focus on the latest developments of the detailed number of con-
centration blocks. It can also help look for dangerous activity, changeable 
concern, demand to transform business, and weakness into dissatisfaction. 
It also contains the most important data for controlling transportation and 
organization. It moreover fulfills a significant function in the energy man-
agement system or in any smart grid [1].

Systematically, the load forecasting methods could be classified into two 
classes, parametric or non-parametric procedures. Linear regression, auto-
matic regressive moving average techniques, i.e., ARMA, universal expo-
nential technique, and stochastic time series methods, are some instances 
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of parametric (measurable) methods. The core disadvantage of this method 
is its ability to produce unexpected differences in all kinds of climatic or 
societal fluctuations. In any case, this weakness is overwhelmed by using 
a non-parametric technique (artificial awareness) given the likelihood of 
global law enforcement. Amongst these artificial brain-based practices, the 
fake neural organization has appeared as one of the greatest compelling 
strategies that have received significantly more attention from analysts. 
For this reason, we recommend a probabilistic understanding of Neural 
network learning with Bayesian methods [5]. The Bayesian handling of 
the display offers critical preferences compared to the conventional NN 
learning measurement. Among other things, reference can be made to the 
programmed adaptation of the regularization coefficient or constant using 
all available information and to the determination of the most important 
information factors by a certain method known as automatic determina-
tion of relevance or, in short, ARD as Automatic Relevance Determination. 
It also takes into account the consistency of the estimate as the strategy 
includes an error bar for the performance of the model [6].

Through this paper, we would contend that in order to get a decent model 
for predicting the charge of electrical energy, it is necessary to accentuate 
the plane of the NN. At the end of the day, regular NN learning techniques 
must be improved. The Bayesian way to deal with neural learning is applied 
to genuine burden information. We apply this method to attain less power 
usage error through this future load prediction process. And also, we are 
applying this solution through a renewable solar source (dual-axis solar 
tracker), which we will explain in detail in the sections below. We ensure 
that this technology should be applied in the coming future to reduce load 
over-usage.

3.2 Algorithm

3.2.1 Levenberg-Marquardt Algorithm

ANN has run through a few small interconnected units called neurons. For 
the best results, we use massive processing of neurons at the same time, 
which has been artificially interconnected. A continuous repetitive pro-
cess is carried out by neurons also to connect the input, along with output 
and unknown layers of the neural network. The relationship among input 
and output can be measured by neural weight updates obtained through 
teaching algorithms which are used in ANN. The necessary and produced 
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output fault can be reduced by adjusting the weight and biases. Further 
details are discussed in [7] and are represented as:

 ∑A = PWc c c
c=1

k

Where c = 1,2,…,k-1,k; Pc is the cth input, where Wc is the distribution 
weight for kth term, and Ac is the cth ANN output. ANN has been checked in 
[8]. In ANN calibration, architectures are selected, and the numbers of neu-
rons are considered as necessary. In addition, ANN training algorithms for 
updating weights would also be specified. The hustle, correctness, and dif-
ficulty of the load forecasting model also depend on the machine learning 
algorithms used in the model. The feed-forward three-layer multi-perceptron 
neural network is being applied. Using an activation function for the desired 
result that would be achieved using veiled neurons. The most common log 
sigmoid math function is used for teaching. Further details are taken from [9]:

 
e
c-

F(c) = 1
1+

In the projected predictive model, the LMA is applied for the hidden 
layer of weight updates in propose to resolve the non-linear least-squares 
problem. Numerous algorithms used to form the ANN model of multilayer 
perception are LMA, the decent gradient, and Bayesian regularization. The 
planned forecasting approach used the LMA to update the hidden shift 
weights to achieve the desired results. Initially, the random weights Wc are 
made in LMA. Then, the squared error of sum Ec is calculated from the 
initial weights using this below-mentioned formula:

 
E ec

2∑= 1
2

 
  

where 1≤rR
1≤q ≤Q

Where er,q is the learning error that we can calculate using desired out-
put dr,q, and although the actual output Ar,q is given by: 

 e = d - Ar,q r,q r,q
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After this operation, LMA weights are updated by:

 Wc+1 = Wc -(H)-1Jen

where J is Jacobian matrix and H is the Hessian matrix that could be fig-
ured by: 

 H=JT J +(BI) 

Where I is an identity matrix and also grouping coefficient, then this 
value is taken into account when the rationalized error Ec + 1 becomes 
fewer than the unique Ec. If the updated error Ec + 1 becomes larger than 
the original En, the process is restarted from the initial generation of ran-
dom weights [7, 8]. The LMA process can be witnessed in-depth from 
Figure 3.1 given below.

3.2.2 Bayesian Regularization

Neural networks are proposed for load prediction because of their ability 
to non-linearly model large multivariate data sets. Researchers have imple-
mented many ways to use these Bayesian methods.
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Figure 3.1 Flowchart of LMA process.
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Bayesian regularization is easy to contrivance individually for the rest 
of the Bayesian toolkit. Checking [10, 11] with another technique to take 
precaution from overfitting in load forecasts.

Cross-validation is an observed method that can be used for many pur-
poses – relating diverse architectures or input sets, evading overfitting, and 
adjusting training parameters. [12] proves that no guaranteed model cho-
sen by CV is indeed the best. These are easy to comprehend as the count-
less number of models given is constantly likely to find a model that will 
outperform both the training and justification set.

3.2.2.1 Comparison of Bayesian Models

The Bayesian process of choosing the right number of neurons started through 
a set H of candidate models. An option of every model Hy is as follows:

 

( ( )

( )

p H | Hy)P Hy
p D

Let us assume that the hyperparameters are liberated of the use of the 
Gaussian calculation of their proof, and therefore let us assume that the 
non-informational priorities are those obtained by the logarithmic proof 
of a model expressed below as:

 
( ) ( ( )∫∫ α β α α βp D | Hy =  p D | , , Hy)p , | hy d dβ( ) ( ( )∫∫ α β α α βp D | Hy =  p D | , , Hy)p , | hy d d

3.2.2.2 Bayesian Ways to Neural Network Modeling

A fundamental section that provides a brief introduction to Bayesian 
methods of modeling neural networks and is taken from [12]. The meth-
odology consists of introducing the concepts of proof and automatically 
determining relevance on the basis of which the investigations of this study 
are based on Bayesian neural network modeling started by guessing the 
weights of a neural network that would be Random variables and would be 
considered a prior distribution.

 
( )

( ) ( )

( )

p v | T = p T | v p v
p T
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where v is the weight vector considered and T = (t)n   is the set of target 
vectors taken.

We have been implementing a new methodology on the basis of the 
Bayesian approach to load forecasting. This is different from old-style 
neural network techniques like cross-validation, where the ways are 
able to compact with the full capability with the model over the use of 
the proof agenda and model selection are quite effective. It also pro-
vided the ability to select the key input variables of the model. Using 
the Bayesian method, the calculation was able to show error bars in the 
model output. 

3.2.3 Scaled Conjugate Gradient Algorithm

The Conjugate Gradient algorithm has been mainly used to minimize the 
functions of many variables since there is no need to store a matrix. The 
convergence rates of the algorithms are only linear unless the iterative pro-
cedure is restarted occasionally.

3.2.3.1 Steps of Algorithm

1. Vector v1 and scalars

 £ρ<0 10-4 , 
1
£µ<0 10-6 ,

 Set B1= g1= -F’(v1), m=1 with success = true.
2. If success=true, then calculate 2nd order information

 k  = ρ / Bm

 Sm  = (F’(V + B ) - F’ V /k m m m m�) / ρ / Bmm

 m  = B Sm
T

m  

3. Scale δ δ δ µ µ( )′:  = + - Bm  m m m m m
2

 
 And so on as in reference [11].
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3.2.4 Gradient Descent

The gradient descent, also known as the sharpest succession, is the green-
est training algorithm. It needs information from the gradient vector, and 
so it is a first-order method.

 ηK = K - gi+1 i i i( ) ( ) ( ) ( )

The parameter η which is used in this is known as the training rate. 
This value can be established to a fixed value or determined by 1-D 
optimization beside the learning direction at each step. An ideal value 
of the learning rate acquired by minimizing lines at each consecutive 
step is usually desirable. Newton’s method is a second-order algorithm 
because it uses the Hessian matrix. The objective of this process is to 
find better commands of technics using the second derivative of the 
loss function.

Let’s take ( ) ( )f(K ) = fr r , ( )
( ) ( )∇f K = gr r  and ( )

( )( )K = H rr   . 
Take the quadratic guesstimate off at using Taylor’s series expansion.

 ( ) ( )
( ) ( ) ( ) ( ) ( )f = f + g . K - K + 0.5 . K - K . H0 0 0 0 2 0

(0)H  is the Hessian of f evaluated at the point (0)K , Newton’s method 
iterates as follows:

 ( )
(0) (0) (0)g = g + H .  K - K = 0

 g
( +1) ( ) ( )-1 ( )K = K - H .r r r r

3.2.5 Conjugate Gradient

The conjugate gradient or ascent technique can be viewed as something 
that falls amid gradient descent and Newton’s method. It is inspired by a 
desire to accelerate the generally slow convergence associated with gra-
dient descent. These operations also avoid the info necessities associated 
with evaluating, storing, and reversal of the Hessian matrix as essential 
by the Newton method. In the conjugate gradient teaching algorithm, the 
search is performed with conjugate directions that normally produce faster 
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convergence than gradient descent directions. These learning instructions 
are combined in relation to the Hessian matrix.

3.3 Methodology and Modelling

The MATLAB code for the process of forecasting [14] of Technology Tower 
Load at the VIT University comprises sub-divisions such as ‘Data transfer’, 
that is, extracting the data from the excel worksheet in serial date format 
then replacing non-numeric cells with NaN as well as creating output vari-
ables and tables and therefore allocating imported array to column variable 
names.  

The TT data is taken for every 15-minute interval, as shown above in 
Table 3.1, and system load is observed in Watts then the  predictor  function 
that adheres to the prediction of   forecasts in MATLAB editing mode is 
shown: 

function [X, dates, labels] = TTPredictor1(data)
dates = datenum(data.Date);
if all(floor(dates)==dates) 
    dates = dates + (data.Minute)/60;
end
Holide = datenum({ꞌ01-Jan-17ꞌ,ꞌ26-Jan-17ꞌ},ꞌdd-
mmm-yyꞌ);
Prev_Day_Same_Hour_Load = [NaN(103,1); data.
SYSLoad(1:end-103)];
Prev_Week_Same_Minute_Load = [NaN(721,1); data.
SYSLoad(1:end-721)];
Prev_24Hrs_AvgLoad = filter(ones(1,103)/103, 1, 
data.SYSLoad);
dayOfWeek = weekday(dates);
istheWorkingDay=~ismember(floor(dates),Holide) & 
~ismember(dayOfWeek, [6 7]);
X = [data.Minute dayOfWeek IstheWorkingDay Prev_
Week_Same_Minute_Load Prev_Day_Same_Hour_Load 
Prev_24Hrs_AvgLoad];
labels = {ꞌMinuteꞌ, ꞌWeekdayꞌ, ꞌIstheWorkingDayꞌ, 
ꞌPrev_Week_Same_Minute_Loadꞌ, ꞌPrev_Day_Same_Hour_
Loadꞌ, ꞌPrev_24Hrs_AvgLoadꞌ};
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Before neural Training: 

[X, dates, labels] = Predictor1(data);
y = data.SYSLoad;

Here we use the neural net fitting tool in order to use Bayesian regular-
ization [15]. The reason for using this algorithm is it may acquire a good 
amount of time but certainly results in better rationalization for all chaotic, 
difficult, tiny as well as noisy datasets. Training stops according to adaptive 
weight minimization (regularization) and backpropagation algorithms[16] 
by selecting the mapping between X and Y rows, and it gets completed in 
272 iterations, and ten epochs were processed.

After neural Training: 

Y_predicted = sim(net,Xꞌ)ꞌ;
plot(Y_predicted,ꞌDisplayNameꞌ,ꞌY_predictedꞌ);
hold on; 
plot(y,ꞌDisplayNameꞌ,ꞌyꞌ);hold off;
r = y-Y_predicted;
map_error = nanmean(abs(r./y*100))

Table 3.1 A part of load data for Technology Tower.

Data Time Date Minute SYSLoad

01-01-2017 0:15 01-01-2017 15 156866.00

01-01-2017 0:30 01-01-2017 30 147948.10

01-01-2017 0:45 01-01-2017 45 158323.60

01-01-2017 1:00 01-01-2017 60 155874.20

01-01-2017 1:15 01-01-2017 75 165594.20

01-01-2017 1:30 01-01-2017 90 162549.70

01-01-2017 1:45 01-01-2017 105 157064.40

01-01-2017 2:00 01-01-2017 120 164749.00

01-01-2017 2:15 01-01-2017 135 155710.30

01-01-2017 2:30 01-01-2017 150 162394.40
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Now the graph is being plotted between the predicted demand Y predict 
and y, i.e., the actual load; hence we determine the difference between them 
very accurately and precisely. All the tasks are associated with the Neural 
Net Fitting tool of MATLAB. The map_error (mean absolute percentage 
error) is observed between the plots, and that much is overcome through 
distributed generation techniques through solar PV generation [17–21].

The number of iterations achieved is shown below in Figure 3.2. 
Now, here comes an example to illustrate the system-level model of a 

photovoltaic generator (Figure 3.3) that can produce solar power in order to 
provide the requirements of decentralized generation and overcoming error 
between the predicted and actual loads, which was forecasted earlier. The DC 
to AC converter is used as a device that converts battery power or solar power 

Figure 3.2 Neural network training.
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into ac (currently used in homes) to be used in CFL (compact fluorescent 
lamp) bulbs, mobile charging, etc. The device consists of transformer, IC, etc.

3.4 Results and Discussion

Figure 3.4 shown above tells us the difference between predicted demand in 
blue and actual load in red for the particular timeline. As we know, the math-
ematical concept of map_error, also known as mean absolute percentage 
deviation, is a measure of predictive accuracies of electric load forecasting 
methods in statistical analysis, for instance, in trend estimations and analy-
sis, also utilized as loss definitions for regression problems in deep learning. 
It, however, establishes the accuracy as ratio interpreted with ‘At’ is the actual 
value and ‘Ft’ is the forecast value, and the statistical formula becomes:

MAP_Error = 4.7353 to 5.0939 in our Outputs.

 

1∑M =
n

A - F
F

t=1

n

t t

t

Our technique for electrical load forecasts will definitely help all such 
power or energy providers and distributors to calculate the power/energy 
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needed to meet the demand and supply steadiness. The accurateness and 
precision involved in forecasts are certainly of great importance for the 
operations and managerial actions in the loading of an electrical profitabil-
ity company and energy investors.

The simulation results for the photovoltaic generator to help in supply-
ing the insufficient production (that is, the error obtained), and the power 
obtained plots are displayed below in Figure 3.5, Figure 3.6, and Figure 3.7:
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The plot obtained thus displays output power, DC voltage, and AC 
power as well as current and temperature in Kelvin of panel used over for 
‘an hour testing’. The surrounding external temperatures vary over time, 
thus totally affecting its conversion efficiencies. 
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Figure 3.6 AC Power and AC current graphs.
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3.5 Conclusion

Machine Learning algorithms like Artificial Neural Networks (ANNs) are 
incredibly powerful and are only limited by their implementation and exe-
cution. Load forecasting better helps in modeling power generation and 
transmission by helping organizations maintain a demand-supply equilib-
rium. In this paper, we have used its versatility to help solve load fore-
casting problems. This paper has shown the advantages of using a neural 
network-based load forecasting over other methods that are currently used 
like extrapolation, correlation, or the combination of both. Since the neu-
ral network-based model can learn from past data, factors affecting load 
forecasting like the weather impact will not significantly impact the model 
as the weather is based on seasonality. Also, since the load data is non- 
linear, neural networks can model it and predict future outcomes better 
than any other technique. Neural networks are likewise invulnerable to 
noise in the figures and are very much fault-tolerant. In further research, 
we can combine different machine learning techniques together like an 
ensemble neural network, boosting techniques, and recurring neural nets 
like long- and short-term memory and gated recurring units in order to 
increment accuracy to a great extent.
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Abstract
A smart grid is the combination of electrical networks and communication-based 
facilities which include smart metering, automation facilities and time-based mon-
itoring techniques with the existing electrical network. A smart grid represents a 
two-way power transfer capability from utility to consumer and from consumer to 
utility. Smart grid infrastructure is also used in industries for continuous monitor-
ing and safety of the electrical equipments and regulation of electrical network. The 
smart grid does this through a network of transmission lines, smart meters, distri-
bution automation, substations, transformers, sensors, software and more that are 
distributed to a grid across the city. Internet of Things (IoT) technology in sensible 
grid provides an approach to collect and retrieve information from all the equip-
ments connected in the system and speed up the informatization of facility system; it 
is helpful for effective management of the power grid infrastructure. The smart grid 
with part of IoT Framework give us facilities like remotely monitoring and man-
aging everything from lighting, faults warnings, early maintenance warning and 
early detection of things like power influxes as the result of earthquakes and extreme 
weather changes.
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4.1 Introduction

The term Internet of Things (IoT) is associated with an intelligent network 
that provides the facilities to communicate with the devices which are far 
away using wireless technology. The IoT has become universal to focus on the 
vision that all the physical objects must communicate with each other. The 
smart grid (SG) is more advanced than the normal electric grid. The demand 
of electric power is increasing day by day. Theft of electricity is a very big prob-
lem in the electricity sector, especially in developing countries; many times, 
companies’ losses are so high that the government must give them subsidies. 
In some regions power theft is frequent; this can be reduced if we detect the 
area of power theft [4]. The VAR acquisition is the only way in a smart grid 
for identification of the theft location. By victimization the IoT technology in 
the grid leads the digitalization and sight changes in it. The system developed 
must establish communication between the consumer and the utility. 

4.1.1 Power Theft Identification

We can identify any kind of power theft by implementing IoT into our 
power distribution network. The arduino in the circuit of a smart energy 
meter provides information about the amount of power measured to the 
raspberry pi hub through zigbee network. Smart transformers provide 
information to raspberry pi hub about the amount of power it has deliv-
ered to the loads. Now the raspberry pi hub compares the amount of power 
delivered by smart transformer with the actual amount of power measured 
by smart energy meter. If there is a difference then raspberry pi informs the 
monitoring center about the power theft, then the monitoring center stops 
the power supply to the power theft area [8].

4.1.2 Basic Structure of Smart Grid

Power Internet of Things (PIoT) is the integration of various perception 
devices in generation, transmission and distribution of power to observe 
and control the changes in power systems in different conditions. PIoT is 
divided into three layers: perception layer, network layer and application 
layer [6]. In the perception layer the sensors gather information about the 
changes in position of objects and environment. The information gathered 
by sensors is collected by backbone node and the information is trans-
mitted to the monitoring center through a wireless network. Some of the 
sensors which monitor the transmission of power are:
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A. Tension sensor
 These sensors gather information about icing of the con-

ductor because snow accumulates on the conductors in cold 
areas and this causes flashover between the conductors.

B. Micrometeorology sensor 
 These sensors gather information about rise and fall of tem-

perature, humidity, rainfall and solar irradiation. According 
to the information provided by the sensors, the monitoring 
centers operate the transmission of power to the loads.

C. 3D acceleration sensor 
 These sensors gather information about velocity of wind and 

galloping of conductors so that monitoring centers decide 
whether to continue the power supply or not.

D. Leaning sensor
 These sensors provide information about the tilt angle made 

by transmission towers or electric poles. According to the 
information, monitoring centers take preventive measures.

Network layer helps in transmitting the information gathered by sen-
sors to monitoring centers in the form of packets. The functions of the 
network layer are:

1. Routing 
 This layer makes different paths in between sources and des-

tinations for transmitting different packets of information.
2. Logical addressing
 This layer adds header to the packets which includes logical 

address of both source and destination.
3. Internetworking 
 This layer provides the logical connections between different 

types of networks by using gateway devices and routers.
4. Fragmentation
 This layer breaks the packets of information into small indi-

vidual units so they can travel through different networks. 
This is done because maximum transmission unit size varies 
router to router.

Application layer provides interface between networks and applications. 
The functions of the application layer are:

1. This layer is responsible for the packets to be identified and 
accepted by receiving devices.
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2. This layer ensures the required communication interface to 
transmit packets.

3. This layer also makes sure about the problem recovery, inte-
gration of data and privacy.

4. This layer provides certain rules so as to transmit the packets 
of information in between sources and destinations.

5. This layer helps us to access information from our systems 
and to make modifications in the information.

4.2 Problem Identification

4.2.1 Power Theft Methods

1. Bypassing meter
 In this power theft method the consumer connects the phase 

and neutral terminals of the load directly to the phase and 
neutral of distributed overhead lines at the input of the 
energy meter. Therefore, the energy meter cannot measure 
the power consumed by the load.

2. Direct hooking from the line
 In this power theft method, the consumer connects the phase 

and neutral terminals of the load directly to the phase and 
neutral of distributed power lines to supply power to the load.

3. Injecting foreign element in the energy meter
 In this method an electronic circuit is installed inside the 

meters, so it’s very easy to slow down or fasten the meter any 
time using remote. This modification is also not detected by 
authorities during external inspection because there is not 
any problem in the meter until the remote is not operated.

4. Different theft techniques for meter tampering 
 In this type of tampering method the phase from distrib-

uted overhead power line is connected to the output phase 
terminal instead of input phase terminal of energy meter to 
supply power to the load. So current does not flow through 
current coil and hence current cannot be determined. Hence 
power measured is zero.

Figure 4.1 represents the normal working condition of meter. P in and 
P out are phase input and phase output, respectively. N in and N out are 
neutral input and neutral output respectively. CC is current coil and PC is 
pressure coil.
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In this type of tampering method the phase from distributed overhead 
power line is connected to the input phase terminal of energy meter and 
the neutral from distributed overhead power line is grounded. The out-
put phase terminal of energy meter is connected to load and the load is 
grounded. Therefore, neutral is not connected to pressure coil then voltage 
cannot be measured. Hence total power measured by energy meter is zero.

In this type of tampering method, the load is connected in between 
the phase and neutral which are from distributed overhead power line at 
the input terminals of energy meter. Here the neutral point is grounded. 
Therefore meter cannot measure voltage as the pressure coil is connected 
to neutral. As the output terminals of energy meter are open circuited cur-
rent does not flow through current coil. Therefore, current cannot be mea-
sured. Hence power measured by energy meter is zero.

Another type of tampering method is when the phase and neutral from 
overhead power line of distributed network is connected to input terminals 
of energy meter directly and some part of load is connected in between the 
output terminals of energy meter, and the remaining part of load is grounded 
as shown in Figure 4.2. So voltage cannot be measured across the remaining 
part of load. So power measured across the remaining part of load is zero [5].
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Power
Supply

To
Load

P in

N in N out

P out

Figure 4.1 Block diagram of energy meter.
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Figure 4.2 Partially tampered energy meter.
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4.3 Methodology for Implementation of IoT to 
Different Theft Mechanisms in Smart Grid

Here we tried to implement monitoring in real time of medium and high 
grids of voltage and this is the base of our prototype that we used in this 
paper. The block schematic of the implementation logic is as shown in 
Figure 4.3. The estimation of network state of the active distribution sys-
tem by monitoring system using Phasor Measurement Unit (PMU). Use of 
PMU here provides the significantly low latency and also high state esti-
mation frames rates during monitoring. Short line combined power, heat 
generation units, high volatile loads and injections of active power are gen-
erated using the photovoltaic panels offered by it. This prototype offers val-
idation of the precision and time latency in real time for a three-phase state 
estimation process deployed in a real active Distribution network (ADN).

The three main components of such a type of system are:

1. Secondary network substation, on its medium voltage, PMUs 
are connected with the help of specific current transducers.

2. For supporting time limits a communication network is 
needed.

3. Phasor-data concentration and the real-time monitoring 
that consider a state estimation process.

The step-by-step process of implementation of IoT in the smart grid in 
our prototype is as:

1. Sensors and actuator
 PMU offers fast and synchronized measurements of phase, 

amplitude, and frequency of power system waveform 
as it considered as an AMI. Synchrophasor estimation 

IoT Aided Smart
grid system 

Different
theft possible

combinations  

Web of thing
based SG 

Real-time
monitoring system

Figure 4.3 Schematic diagram of implementation of IoT to theft mechanisms in smart 
grid [2].
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algorithm which allow improvement of the performance of 
interpolated- DFT method which use specific compensation 
method for spectral interference that generated by nega-
tive image of the spectrum; due to this reason this PMU is 
adopted for our prototype. To feed the power system to the 
analog input module of the PMU the high voltage/current 
have to be transformed into considerable lower values cur-
rent and voltage signals with very minimum distortion of 
the phase as well as in amplitude for this purpose we use 
ALTEA CVS-24 having 0.1-class complaint.

 Dedicated shielded cables used for the connection between 
the PMU and sensors for every substation and RG213 was 
used for the connection between the PMU and GPS antenna 
and as well as for PMU synchronization, Global positioning 
system (GPS) had been used for every substation.

2. IP gateway for communication
 The IPv6 used for building the communication network 

which used the twisted pair cables already exist and through 
which with the help of single pair high-speed digital sub-
scriber line (SHDSL) technology communication takes 
place. It is needed to store all the data coming from PMUs, 
hence all the collected Data centered near the SHDSL con-
centrator is placed inside the PBX box room. As the bit-rate 
speed of the optical fiber is high at 100MB/s was used for 
connection between the Phasor Data Concentrator (PDC) 
and PBX room and not using SHDSL due to its low bit-rate 
speed of 2Mb/s that is not sufficient for our purpose. 

3. Date management and storage unit 
 An IP version with a protocol of parallel redundancy is 

developed for this prototype that is known as iPRP (Parallel 
redundancy protocol) that checks the duplication of UDP 
packets at PMUs and also removes these duplicate packets at 
PDC. Previously iPRP was used as a transport layer solution 
for Linux operating system used in PDC and PMUs, which 
provides us very precious advantage of not to apply any new 
modification in any network devices used for PDC or PMUs. 
When the PMUs estimate the data for frequency as well as 
rate of change of frequency, nodal absorbed or injected 
power and the data of synchro phasor, all these data are col-
lected by a device known as PDC. The PDC used to com-
municate with PMUs and their datagram was capsulated by 
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it. As the synchro phasor are time aligned and buffer which 
is circular, aggregated subsequent subset of these measure-
ments is further given to the state estimators. To identify the 
accurate amount of reception time of the data packets is also 
too difficult due to diverging report rates among devices and 
data streaming which induces the measurements to delay.

4. User and visualization interface
 For development of our prototype use of adaptive algorithm 

is suitable for us that distinguishes the time for each dataset 
required to wait for the rest of phasors that were based on 
an event timeout having an identical timestamp. After trig-
gering of events, the current created datasets is transmitted 
to application of state estimator. Hence we considered that 
this procedure assures the available estimation to forward 
at streaming of 50 Fps to reach under acceptable time range 
of 20 ms of PMUs that increase the chances for acceptance 
of the process. Here the PDC is hosted by machine and 
state estimator are synchronized by GPS, which allows us to 
identify and solve the bottleneck of whole chain that cause 
higher delay. The PDC feed its output data to state estimator 
through which state of the system is identified.

The Discrete Kalman Filter is adapted in this prototype for providing 
more accuracy in estimation as compared with weighted least square 
method. The no control input required for Discrete Kalman filter gives the 
solution for identify the state of a discrete time system process which is 
useful for the three-phase system and majorly depends on the synchropha-
sor measurement yielded with the help of the PMUs. 

In the case of Power outage, the whole system is durable for 8 hours. 
This archetype appears to be harmonious for real-time assurance with all 
control, functionalities, that is presumed to be advanced for active distrib-
uted networks (ADN).

4.4 Conclusion

After completion of our prototype, we can measure the real-time data of 
electrical quantities and we also are able measure the power output data 
from grid versus usage of power at utility level. If any unbalancing of data is 
recognized at the monitoring level then the software automatically detects 
the area of theft to be abandon with GPS location or outage to undergo 
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repair. Here we conclude that the implementation of the IoT devices and 
structure like PMU, PDC, synchro phasor, etc., in the power system for 
any purposes especially for theft detection, identification, and controlling 
provides us a very satisfactory result and it’s also very compatible with 
software uses in the electricity industry. The real-time monitoring systems 
greatly helps in overcoming the different problems related to transmission, 
distribution at both substation as well as utility levels. This prototype is also 
used as the monitoring device for power outage at the grid and in lines. 

4.5 Future Work

Moreover, it is important to note that this is not overall the latest technol-
ogy; however, particular ones are more fitting to singular SG utilization 
than others. In general, wired technologies before-mentioned as DSL, PLC, 
and optical fiber are pricy for wide-area deployments, notably in provincial 
areas. Nevertheless, they can maximize both communication potential and 
security. Wireless technologies, on the other hand, could diminish instal-
lation expenses although they have bandwidth and security restrictions.
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Abstract
The discovery of electricity forever changed the future of mankind. It now plays 
a significant role in our day-to-day lives and it has been a significant contributor 
to the development of various fields of science and technology. India has seen a 
significant increase in its capability to generate power. But its measurement tech-
nologies and mechanisms remain inadequate, in view of its growing population. 
When left unchecked, this might cause serious repercussions leading to a deficit of 
power and natural resources. This power deficit may eventually lead to a blackout 
in the future. Further, these old methods and techniques have paved the way to 
power theft, which is one of the major problems concerning the Central Ministry 
of Power. We have designed a wireless prototype, a smart electricity meter utilizing 
concepts of IoT. This helps us in calculating the bills more efficiently by reducing 
human errors; it also minimizes power thefts and allows us to regulate our own 
power consumption by providing real-time data related to energy and pricing.

Keywords: Energy meter, smart meter, Arduino, Zigbee

5.1 Introduction

There has been a significant shift in global technological advancements 
pertaining to automated wireless technologies. These advancement are at 
the heart of progress, as they include and integrate the latest and important 
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technologies of IoT and artificial intelligence. These smart and intelligent 
systems can act autonomously without instructions or human involve-
ment. There are two types of meters, electromechanical and electronic. The 
former are used in rural areas and have become outdated. The latter, how-
ever, are widely used nowadays. These consist of an LCD/LED to display 
the reading. The LCD is calibrated to indicate the instantaneous values of 
power and energy. A bill is generated by the ratings produced by these 
meters, thereby reducing human efforts and errors. This IoT-based smart 
meter is regulated by using an Arduino mega. The micro-controlling board 
is extremely efficient, reliable and has an impeccable memory and GPIO. 
This data can be transferred to the cloud via the internet. 

This data can be transferred without any interference of noise and can 
be recovered accurately and efficiently, free from the problems of distance 
or human interference. However, there are many other technologies such 
as Bluetooth and Zigbee, which are used within a certain range because of 
the restrictions due to distance. This project helps consumers get updated 
with essential data which helps us to realize and modify our consumption 
patterns. This also reduces many drawbacks faced by the electricity boards.

The consumption of electricity has seen a tremendous upsurge in recent 
years due to the demands of a growing population and electrical gadgets 
inundating the market. Despite increase in production, there is a deficit of 
power in many developing and underdeveloped regions of the world. This 
calls for using our resources warily. The aim of this research work is to pro-
vide smart and innovative methods to track and analyze our consumption 
patterns, thereby helping us regulate our consumption and save power by 
using a Smart energy meter. The Smart energy meter provides consum-
ers with information about their power consumption and makes efficient 
billing calculations, thereby avoiding excess reliance on human effort and 
minimizing man-made errors [1–8]. 

1. Energy meters are used in various industrial domains, 
thereby proving to be an invaluable tool in saving and uti-
lizing power. However, little effort has been made to track 
and analyze the household consumption which is a potential 
source to save power. In this research paper we have focused 
on architectures which are directed towards implementation 
of smart network meters which are consumer friendly. 

2. Smart energy meters provide various advantages com-
pared to traditional energy meters. Yet the design of a smart 
energy meter needs to be properly made in order to tailor fit 
the needs of the organizations and consumers. This research 
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goes into detail regarding implementation of proper com-
munication network along with other major issues of secu-
rity and maintenance of the equipment and infrastructure.

3. Though smart energy meters equip us with a tremendous 
advantage over conventional meters, there is an enormous 
amount of data being recorded which study consumer 
behavioural patterns and habits. In this research we have pro-
vided some mechanisms which ensure the safety of data with 
or without the involvement of third parties. Mechanisms to 
measure the degree of privacy also have been discussed. 

4. Energy consumption has become a prime need. People are 
tending towards a transparent and reliable metering system 
rather than depending on traditional means. Timely feed-
back plays a major role in going towards energy conservation 
and management. So, energy consumption and errors can be 
eradicated by providing fallible feedbacks and real-time data.

5. There has been tremendous support in Europe to shift from 
conventional energy meters to smart energy meters. But we 
have to uphold our commitments to minimize the impacts 
of energy generation on the environment. In this research 
we discuss the transition of Europe from traditional energy 
metering to smart energy systems, the knowledge that can 
be learnt and implemented in developing and underdevel-
oped countries which may be undergoing drastic changes in 
these metering technologies, whilst upholding our commit-
ment to fighting climate change. 

6. Smart metering is an essential and advanced software system. 
This system is mainly employed at the consumer level but can 
also be implemented at the production side. It is highly used 
for fraud-detection and theft management. In these rapidly 
changing times, a smart meter is a breakthrough revolution. 
With proper research and development, it could be a potential 
game changer. It has lower cost and is highly efficient.

7. In the near future there will be considerable advances which 
will revolutionize the smart metering technology by home 
automation and communications technology. Many coun-
tries have implemented advanced metering infrastructure. 
In this research we have discussed the developments in AMI 
and its implementation in various developing countries 
thereby increasing efficiency, providing consumer informa-
tion and preventing power theft [9, 10].
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8. Over the years, energy grid trends have gradually changed. 
Recent trends are towards clean and green electricity. It has 
also been about efficiency over cost. Though there has been 
a significant cost decline, efficiency has always shown an 
upward graph.  Its evolution has also significantly increased 
the complexity of the system. This has led to a few loop-
holes. These downfalls are carefully identified and are being 
analyzed.

9. This research discusses the architecture which enables the 
transfer of real-time demand and price based on peak load 
and therefore controls the smart appliances. Dynamic dis-
tribution of demand is employed, in order to ensure lower 
operating costs as well as minimizing damage to the envi-
ronment.  This also uses advanced OLTP systems and data 
from AMI’s and supply data from SCADA. OLAP systems 
are used to provide deep real-time data about pricing and 
consumption patterns [10].

5.2 Smart Meters and Billing Systems

Energy meters are basically devices that are used to measure the amount of 
energy that is consumed by the end user in a residential or commercial site. 
The main aim of these is to monitor the real-time bills of the energy that is 
utilized by electric or electronic devices. 

5.2.1 Arduino Mega 

The Arduino Mega 2560 is used in designing the smart meter. It has a total 
of 16 inputs that are analog in nature and 54 that are digital. It is perfect 
for open face interfacing and has all the necessary functions to support the 
metering system. We could connect it with a UCB or an AC-DC adapter 
could be used for the microcontroller to start. This process could also be 
done using a battery.

5.2.2 LCD

The high-resolution LCD module is used along with the Arduino mega 
2560 to display the necessary data. It is has 18 bits, 240x320 pixels control 
of each and every pixel. This make the LCD compatible and highly efficient 
to use.
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5.2.3 Proteus Software

The Proteus Design Suite is a proprietary software tool suite used primarily 
for electronic design automation. The software is used mainly by electronic 
design engineers and technicians to create schematics and electronic prints 
for manufacturing printed circuit boards. It is a software suite containing 
schematic, simulation as well as PCB designing.

5.3 Working

Arduino 2560 consists of 16 analog and 54 in-out digital pins, 4 serial 
ports, an ICSP header, a power jack, USB connection, 4 hardware ports, 
16 Mhz crystal oscillator, and a reset button. LCD is interfaced with the 
help of digital pins. By the USB connector, the setup is connected to a 
computer. The Arduino is connected to Vcc and the ground terminals. The 
LCD displays the power and energy reading from the Arduino. These pins 
of LCD and Arduino are paired in the following order: 3, 4, 6, 12, 13, 14 
and 22, 23, 24, 25, 26, 27 respectively. The 5th pin of the LCD is connected 
to the ground. The microcontroller is connected to a serial monitor, which 
enables transmission and receives signals within the circuit. The 53rd pin 
of the Arduino is connected to a relay circuit which is connected to an 
LED. This LED is then grounded. The LED acts as a load indicator. It is 
turned ON at a certain limit and when it crosses beyond a threshold value 
it turns OFF. The commands are sent to the Arduino using a computer. 
The code has been written in Arduino IDE which is dumped to the micro-
controller. The Arduino IDE is designed in a way to debug and modify the 
code or to control the Arduino from the PC keyboard. 

Potential transformers and current transformers reduce the magnitude 
of voltages and current to enable the smooth functioning of the Arduino 
which is a low-voltage device. The Arduino receives the low voltage and 
current signals from the potential transformers and current transformers 
within the circuit. The potential transformers are connected to the ADC0-
ADC2 sections, whereas the current transformers are connected to AD06-
ADC4 of the Arduino board. We have used 6 sensors to receive the inputs 
for 3 PT’s and CT’s.

In the code initially we have declared the values of LCD and its working 
in order to display the values. Then we have declared working of the serial 
board and allocation of output pins. We have set loops for different val-
ues of voltages and currents, so that the maximum values are assigned to 
the variables V1, V2, V3, and I1, I2, I3 respectively. We have declared the 
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required formulas in the code which enable us to compute the cumulative 
values of power, energy, and the final price.

5.4 Applications

• Energy meters are widely used in private areas for the mea-
surement of electric power utilized by the customers, and 
these energy meters are commonly used in the industrial 
sector for regulating the electric power of diverse contriv-
ances according to its reading and for measurement of elec-
tric power.

• The system can be used in the Domestic and Commercial 
areas for electric supply. For Gas supply lines as well as 
Water supply.

5.5 Time of Use

The Time of Use (ToU) net metering consists of a smart electric meter 
which directs the control and consumption of electricity throughout the 
day. The cost of production is usually low when its consumption graph 
is minimum. Production cost of electricity is usually highest at the time 
when its consumption reaches the peak value. Therefore, production could 
be done at a time when its utilization is minimal which is mostly at night. 
This technique of time of use metering is employed efficiently for renew-
able sources like in solar power schemes, for example, Italy has installed 
several photovoltaic cells, that the peak prices have shifted to the evening 
times. This method helps us in regulating the peak prices of electricity.

5.6 Observations

By observing the results of the experiment, we can observe that, in a 
basic energy meter, only the reading of energy is measured. Whereas, in 
the case of a smart meter, we can obtain various parameters like voltage, 
current, power factor, power and energy consumption with real-time 
pricing. The load limit is also indicated by the LED. This would help the 
user to get a comprehensive understanding of the energy usage and the 
generated cost.



Energy Metering and Billing Systems Using Arduino 75

5.7 Equations

Power (P) = current (I)*voltage (V)
Pt = V1I1 + V2I2 + V3I3
Energy (E) = Pt * time (t)
Cost (c) = Energy (E) * (cost per unit kWh)

5.8 Results

All the results are observed on the virtual terminal. As we can see, at initial 
instant the values of current and voltages are indicated. This corresponds 
to no utilization of power and energy and hence, there is no initial charge. 
Figures A and B represent the initial output and output at time instant t 

Figure A Initial output at T = 0.

Figure B Output at a later instance time T = t.
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respectively. However, in a real case scenario, the metering starts with an 
initial base-price.

5.9 Adoption in India

The implementation of this system in the country is adequate. The policy, 
however, varies from state to state. Each state produces its own share of 
power through its solar arrangement and gets paid for the surplus pro-
duced. For instance, the Indian states Karnataka and Andhra Pradesh 
implemented these policies back in 2014. After careful scrutiny by the 
respective brands, bi-directional meters are installed and 30% of the dis-
tribution transformer capacity has been allowed on a first-come basis 
and other important criteria. From Sept. 2015, Maharashtra state has also 
allowed the utilization of solar rooftop grip net metering system. This also 
has a provision of 40% of transformer capability on solar net metering.

Various DISCOMS such as Torrent power, Tata and MSEDCL are 
required to maintain net metering. Currently, MSEDCL does not utilize 
this TOD charging tariffs consumers and net metering.

5.10 Excess Generation of Electricity

Net metering is used in cases when global generation offsets a certain por-
tion of its demand. Therefore, whenever there is an insatiable demand for 
electricity, net metering could be employed. This can be generated by cer-
tain kinds of fuel generators that are renewable in nature. In the case of a 
TOU, there is a separate determination process for each time-of-use tier. 

In other words, it can also be determined as the difference of energy that 
is delivered to the customer and the energy that is essentially produced by 
the renewal generation.

5.11 Commercial Use & Home Energy Monitoring

Large companies and industries use electronic meters to record power 
usage in chunks of thirty minutes. These grids have multiple demand 
surges within the day; the companies will be inclined to provide compen-
sation to such customers, so as to decrease the demand at such times.

One of the best ways to conserve energy consumption is to utilize the 
data obtained through smart meters. One of its salient features is that it 
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provides real-time feedback. This real-time data reveals the consumption 
patters of consumers. This in turn creates awareness among the consum-
ers about how changes in their consumption patterns should be made and 
implemented. There have been several instances in recent times, where such 
data has positively impacted the behavior of consumers and brought a sig-
nificant decrease in the consumption of energy. An experiment in Ontario 
using consumer readable meter in 500 homes in Hydro One showed an 
average of 6.5% drop in total electricity in total households. Subsequently, 
30,000 customers were provided with power monitors. Many companies, 
such as Google, have espoused the use of power meters and endorsed their 
use, thereby enabling us to identify devices that consume maximum power 
along with those that use excess standby power. Though there are several 
models available in the market, the underlying principle remains one and 
the same.

5.12 Conclusion

The proposed Smart metering system integrates both the producer and the 
users to utilize power efficiently. Consumers can monitor the load at any 
time. If the consumption is regulated during peak hours this would reduce 
the need for excess production at that instant, thereby reducing the pro-
duction cost. The problem of power theft also can be addressed by adher-
ing to proper tariff norms and integrating a proper theft detection system 
within the circuit. This system can efficiently measure values of current, 
voltages, and energy utilized, which are then utilized in generating a real-
time bill.
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Abstract
Global smart meter deployment is gradually increasing throughout the world 
due to the apparent benefits over traditional meters. The most crucial frame-
work Smart Grid comprises the Advanced Metering Infrastructure (AMI). Smart 
meters are the most pivotal and revolutionary component of the AMI which are 
capable of changing the face of the current energy consumption scenario. Smart 
Meters will not just be a sustainable alternative but will also benefit the various 
stakeholders economically and socially. While the Smart meter is one of the most 
revolutionary ideas in the field of energy management we cannot overlook the 
various threats and security concerns accompanying it. The automation of energy 
meters and the vast amount of user data that it can access exposes the consumer 
to breach of privacy and various threats. This is why cybersecurity has been one 
of the major concerns for companies deploying smart grids and smart metering 
technologies. In this article, an in-depth look into the many forms of smart meter 
attacks and vulnerabilities, as well as possible countermeasures, is presented. This 
paper also provides an opportunistic framework by providing a cryptographically 
based Attack detection model implemented on Python. Hence this paper will pro-
vide a better understanding of the vulnerabilities of a smart meter for researchers 
and provide a base to propose and improvise protection techniques so that smart 
meters can be used safely and securely.
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6.1 Introduction

The key to successful global economies comes from their successful use 
of advanced technological methods which in turn is dependent on their 
abilities to harness energy for their usage. However, everything comes at a 
cost and this massive surge in energy has taken a toll on our environment 
and at the same time posed new threats in the form of an energy security 
breach [1]. The measurement of the consumption of energy utilized in a 
household or an organization is mostly performed via conventional energy 
meters. The role played by these meters is inevitable as they give consumers 
an insight into their energy consumption. However, as technical advance-
ments occurred and the need for energy further increased, it just wasn’t 
enough to know how much energy an individual or an organization con-
sumed. Considering the environmental damage, it was also important to 
utilize energy sustainably as well as in a secured way to ensure minimal 
energy loss. For a long time, efforts have been made to overcome the hur-
dles caused due to increased demand for energy. A breakthrough in this 
domain was made by the introduction of the concept of Smart Grids. They 
are comprised of network structures that facilitate bi-directional data com-
munication as well as supply and data transfer networks to the end users 
from the source power generation units. The key advantage of this technol-
ogy is that it incorporates Information and Communication Technology 
(ICT) in all of its operational levels right from generation to transmission 
and distribution to consumption. Thus, the use of ICT has enabled these 
grids to be an eco-friendly and sustainable, not to mention more efficient, 
safer, and feasible alternative to traditional methods of energy production 
and transmission as well as consumption and utilization [2]. 

Efforts are underway to make the existing network of Smart Grids 
more receptive and minimize the errors existing in the current models. To 
understand this, we need to look at the technological composition of the 
Smart Grid. The most crucial framework of the Smart Grid is the Advanced 
Metering Infrastructure (AMI). Smart meters are the most pivotal and a 
revolutionary component of the AMI; they are capable of changing the 
face of the current energy consumption scenario. The Smart Meters are not 
just a sustainable alternative but they also benefit the various stakeholders 
economically and socially.
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Conventional energy meters provided one-way measurement and anal-
ysis of our energy consumption. These measurements were performed via 
manual data collection and analysis, thus making it impossible to under-
stand the trends of energy consumption via consumers. This was made 
viable by the bidirectional communication of a smart meter. This tech-
nology allows the amassing of an enormous amount of data that could be 
employed for advanced data analytics to extract information. This infor-
mation could help in deriving valuable statistics. Such statistics would not 
only help in billing the data but also give a detailed analysis of the electric-
ity usage by each device. Thus, the employment of a smart meter could help 
optimize the electricity generation using different algorithms according to 
the consumer usage trends. 

Moreover, it could also give us an insight into the future demands of 
the respective consumers and generate electricity accordingly. Thus, this 
could also serve as a useful tool for predictive maintenance and early fault 
detection which in turn could strengthen the security of the entire power 
generation and measuring system. The most crucial aspect of a Smart Grid 
that could play a key role in its success is smart meter data analytics. These 
data analytics use the methods of data acquisition, transmission, process-
ing, and interpretation to achieve unerring statistics and automated deci-
sion support to handle errors promptly. The raw data collected from these 
meters could help make giant leaps across the utility enterprises [3]. While 
Smart Grid is one of the most revolutionary ideas in the field of energy 
management we cannot overlook the various threats and security concerns 
accompanying it. The automation of energy meters and the vast amount 
of user data that it can access can expose the consumer to breach of pri-
vacy. Let’s say access to one’s smart grid data could enable an attacker to 
understand when the institution is occupied by assessing the operational 
behavior of the electrical appliances. This could expose the consumer to 
severe threats. Thus, cybersecurity has been one of the major concerns for 
companies deploying smart grids and smart metering technologies. 

Moreover, there is still uncertainty as to what extent these meters are 
exposed to cybersecurity threats. With the growing technologies, correla-
tively also increases the risk of cyberattacks on devices and systems. This 
often leads to several organizations suffering losses that could amount to 
millions of dollars [4]. Thus, the vulnerabilities of the smart meter technol-
ogy and the increase in cybersecurity attacks pose a matter of serious con-
cern to all the stakeholders. Thus, it is important to address these security 
concerns to develop confidence in various stakeholders with regard to this 
technology and to ensure successful adoption as well as operation of Smart 
Metering. This research paper will explore the negative nuances of smart 
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metering technology and  review different types of attacks on smart meters 
and advance metering infrastructure as a whole and some practical solu-
tions to mitigate these threats. This paper will also analyze implementation 
of a secured algorithm using Python 3.6 to detect an attack during com-
munication of data through cryptography between smart meter and utility. 
The paper is structured as follows: section (6.2) contains an introduction 
to advance metering infrastructure architecture, smart meter working 
and block diagram. In section (6.3) a review of different type attacks on 
advance metering infrastructure is done and a review of some sustainable 
countermeasures is also presented. In section (6.4) cryptography-based 
algorithm is explained, in section (6.5) implementation of algorithm and 
other discussions are done. Section (6.6) concludes the whole work of the 
paper and suggests future work that can be done.

6.2 Advanced Metering Infrastructure Architecture

Advanced metering infrastructure is a system comprising contemporary 
electronic-digital hardware and software. The combination facilitates data 
computation intermittently as well as enables continuous remote com-
munication. These frameworks have a foundation that can make precise 
estimations, collect periodic information regularly, and coney it to the 
stakeholders as required [5]. The architecture of the advance metering 
infrastructure is presented in Figure 6.1.
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Homes

Figure 6.1 Architecture of advance metering infrastructure.
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6.2.1 Smart Meter Architecture and Design

The gathering of data in the smart meters is done locally and the trans-
mission to the collector is accomplished using the LAN (local area net-
work). However, when the data is needed to be transferred to the utility 
central collection central point to enable the processing of data and its use 
in applications of business, it is transmitted via wide-area network (WAN). 
Due to the bidirectional path of communications, the direct sending of 
signals or commands to the meters, customer premises or distribution 
devices is facilitated quite conveniently. Figure 6.2 is a typical schematic 
representation of a smart meter design that shows the primary and aux-
iliary components of a smart meter [8]. For system management, many 
types of sensors, front end electronics, an energy source with related power 
management circuitry, a communication node, and a microcontroller are 
employed [6, 7].

6.2.2 AMI Communication Network 

The AMI communication network consists mainly of the Smart Meter 
Data Collector (SMDC), smart meter, and a structure linking the above 
two. The linking structure in general comprises either Frequency Hopping 
Spread Spectrum mesh or another cellular network [9].
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Figure 6.2 Schematic representation of a smart meter design.
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6.2.3 Home Area Network 

The customer facet of AMI is the Home Area Network (HAN). It has a 
wireless connection, normally ZigBee. The HAN is initiated from the smart 
meter to a consumer gateway system in the home. It is a network that linked 
with the consumers’ personal computers and their internet.  This allows the 
consumers to collect data and inspect, by providing internet access utilizing 
advanced statistics on individual devices for energy use, or by themselves 
remotely monitoring appliances while they are not present at home [10].

6.2.4 Data Concentrator 

The Data Collector is a Linux microkernel-based hardware computing sys-
tem that collects huge real-time data from a smart meter bank. It provides 
the utility with a collection cum management point. Utilizing several mesh 
radios, per data collector handles a few thousand smart meters. It then pro-
vides, via Ethernet or some other WAN backbone, a direct connection to 
the utility. The data collector is normally responsible for the smart meter’s 
cryptographic key management as well [9].

6.3 Possible Attacks on AMI 

Broadly attacks on AMI are classified as of two types: Manual Attacks and 
Cyberattacks.

6.3.1 Manual Attacks 

a) Meter spoofing: The ID number of smart meters is procured 
by attackers via physical access. 

b) Meter manipulation: Any external influence/element intro-
duced in meters or in the metering circuit, which results in the 
loss of energy measurement or fallacious energy measurement. 

c) Physical Attacks: This affects the SM data collectors and dis-
rupts the interaction between the energy provider and the 
power user [11]. 

6.3.2 Cyberattacks 

a) Eavesdropping: Eavesdropping allows the intruder to listen 
to the information that is being transmitted or transferred 
between the smart meter and the service providers. Such 
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attacks on consumers’ privacy are carried out quite easily via 
a wireless transmission channel or a power line. It is very 
difficult to detect eavesdropping, since it does not hinder 
communication [12].

b) Packet Injection Attacks: These attacks are initiated by inject-
ing the network with false packets. Such false packets can be 
in the form of false commands. These attacks are usually car-
ried out by cutting back the amount of power to certain parts 
of the smart metering system or by tampering with the billing 
mechanism in order to produce erroneous bills. These attacks 
thus result in enormous monetary losses [13]. 

c) Denial of Service (DoS) Attacks: DoS attacks target the entire 
smart meter system, the smart grid or a portion of it. A com-
petitor performs DoS attacks by dispatching various com-
mands to the smart meter gateways or across the other end 
of the utility servers than is necessary. The attack inundates 
the smart meter system to the point that it is no longer in a 
position to respond to valid requests. Subsequently, the grid or 
portions of the grid for critical utilities would shut down [13].

d) Malware Injection Attacks: These attacks are carried out 
by injecting malware into the network. The attack compro-
mises the transmission between the grid equipment, which 
results in erroneous billing and reporting process. The load 
on the grid is destabilized by the disturbance of the demand/ 
consumption condition of the grid.

e) Remote Disconnect/Connect Attacks: The smart grid or 
its components can be stopped by utilizing the smart grid’s 
remote disconnection/connection feature. This attack thus 
is able to affect users by disconnecting them from electricity, 
gas and water supplies.

f) Firmware Manipulation Attacks: Manipulation of a smart 
meter’s firmware or a metering gateway could interrupt the 
meter’s billing and accounting process. This involves manip-
ulating the pre-payment feature or disclosing to the remote 
readout entity incorrect usage status. The attack is carried out 
by rigging a smart meter via physical access or through the 
WAN on the condition that remote firmware updates are sup-
ported by the gateway. Such attacks typically affect a single 
person, but they have the potential to have a large impact [14].

g) Man-in-the-Middle Attacks: In such attacks, an attacker 
establishes a link with one of the targeted communicating 
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parties. The party’s messages are then collected by the 
attacker and transmitted to the other party, in a way that it 
sees that the parties are communicating directly. This allows 
the attacker to easily eavesdrop or alter the data transmitted 
between the communicating parties. A man-in-the-middle 
attack may be launched within the WAN in the context of 
smart metering, which can result in incorrect measurements 
being transmitted [4].

Below is Table 6.1 showing the different types of attacks discussed above, 
the attack Surfaces of these attacks and the impact these attacks can have 
on AMI or grid.

Table 6.1 AMI attack, attack surfaces and impact.

Attack Attack surface Impact

Denial of service 
(Dos) 

Via Wide Area Network This can affect part or all of 
the grid, including AMI 

Firmware 
manipulation 

Giving physical access 
to the SM. Upgrade 
remotely via the 
gateway via Wide 
Area Network 

This affects the smart 
meter’s meteorological 
and non-meteorological 
components, which can 
affect single to many 
gateways

Man in the middle Wide Area Network 
or Inside local 
meteorological 
network (LMN or 
WAN) 

False measurement of one 
of the gateways within 
the LMN or of all the 
meters connected to the 
gateway through WAN 

Remote connect/
disconnect 

Through Wide Area 
Network 

It can range from one 
premise to the entire grid 

Wi-Fi/Zigbee Through HAN Can facilitate denial of 
service and replay attack 

Packet injection Through Wide Area 
Network 

False billing for both 
suppliers and customers 

Eavesdropping Remotely through Wide 
Area Network or 
power line 

Tough to detect and can 
expose customer’s 
privacy 
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6.3.3 Threats and Countermeasures of Attacks on Smart Meter

In Table 6.2 below are some of the effective countermeasures of attacks on 
the smart meter.

6.4 RSA Attack Detection Model 

Data that is critical to the AMI’s operation is the major target for attack-
ers looking to disrupt the smart meter’s and AMI’s smooth operation. To 
avoid cyber dangers, it is critical to recognize any unauthorized manip-
ulation of data that is being transferred. The suggested model shown in 
Figure 6.3 is a cryptographic-based methodology for detecting data theft 
in smart meters that can be applied to a variety of data flows in the AMI 
[19]. 

Let x be the ideal measurement of the data for period of time t. A cypher 
message x with the help of an encryption function f is generated by the 
equation: 

 x  = f(x) (6.1) 

Table 6.2 Threats and countermeasures of attacks on smart meter.

Threats Countermeasures

Energy Theft Multiple measuring stages to measure the 
delivered energy and compare the reading 
predict the tampering based on the behavior of 
the smart meter [15]

Identify Spoofing Implementing good Encryption Algorithm using 
advanced authentication schemes implementing 
good Communication protocols [13]

 Denial of Service Using intrusion protection systems properly 
configuration packet filtering rules [16]

 Sniffing and Traffic 
Analysis

Implementing a good Encryption Algorithm [17]

 Malware Trading Implementing periodic security updates [18]

Eavesdropping of 
Private Information

Encrypted data before transmission using 
encryption standards like AES 
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Now the inverse function f ’ i.e., the decryption function of cryptogram  
x reports the original value 

 x = fʹ (x ) (6.2) 

The proposed Attack Detection Model’s core idea is to encode smart 
meter readings prior to sending them to the company, and then have the 
utility decode the obtained value to get the initial message. However, the 
main issue is determining whether the value obtained is originally from 
the decryption function or has been tampered with intentionally or inad-
vertently during the smart meter-company communication stages. A 
reference value is required to solve this problem so that the received mea-
surement value can be checked for accuracy. A second encryption proce-
dure on the smart meter side creates another code x  for this purpose with 
the help of function g where: 

X

XX

CONSUMER

F(x) F(x)

x1 x2

AMI

NO YES
If (y==z)

FRAUD CMP NORMAL

y Z

COMPANY

F(y1) G(y2)

y1 y2

Figure 6.3 RSA attack detection model.



Smart Meter Vulnerability Assessment Under Cyberattack 89

 x  = g(x) (6.3) 

As mentioned in Eq. (6.2), the original value of x must be returned by 
the decryption function g’ of the code x . 

 x = g’(x) (6.4)

In normal instances, the recipient (utility) will get two cryptograms, 
and once they are decrypted, the two decryption functions f and g should 
report the identical value x. (no manipulation). If the reported values 
show discrepancy, it signifies that the data exchanged during transmission 
has been tampered with. The procedure is straightforward: the measured 
quantity of data (for example electricity usage) is encrypted two times at 
the consumer end, i.e., at the smart meter, before being relayed across the 
AMI networks to interested parties (e.g., billing services). At the first stage, 
one value is split into two codes. The recipient compares the two crypto-
grams after they have been decrypted. The two obtained values must be the 
same in the regular procedure because the two codes are derived from the 
same value; however, if the received messages are different it is indicative 
of the fact that an unethical action tampered with the data during the com-
munication between the consumer and the utility.

6.4.1 RSA Keys Creation

Figure 6.4 shows the step-by-step procedure to generate public and private 
keys.

There are three main stages:

1. Keys creation, public and private keys.
2. Message is encrypted by using public key.
3. Message is decrypted by means of decryption key.

6.5 Hash Code for Data Integrity

Hash values are fixed-length numeric values that uniquely identify data. 
Hash values can be used to check the accuracy of data. To determine 
whether data was modified or not, comparison between the hash value of 
received data and the hash value of data as it was sent should be made. To 
make this algorithm more reliable Hash values of both the decrypted mes-
sages from different pairs of keys are compared. If the compared values are 
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not the same that means some unethical action is taken on the data during 
communication. Hence comparison of hash values ensures data integrity 
and confidentiality. 

6.6 Results and Discussion

6.6.1 Attack Detection System

In this system, two detection codes are developed from the smart meter 
reading before they are sent to the company for any task, as mentioned in 
the Attack detection model (example billing task). As a result, the amount 
of data is encrypted two times using two different encryption keys (e, n) and 
(eʹ, nʹ), so the resulting Eq. (6.1) and Eq. (6.3) as mentioned in ADM become 

 x  = (x) => x  = xe mod(n) (6.4)

 x  = g(x) => x  = xemod(n) (6.5)

The two codes x  and x  are received by the utility company. By per-
forming the decryption operation by using the different decryption keys 

Large Prime Numbers p and q

Modulus n = p*q

Totient = (p-1)*(q-1)

E relatively prime to Totient
1<e<Totient

Public key (e,n)

e*d = 1mod(Totient) - 1

Private key (d,n)

Figure 6.4 RSA public and private keys creation.
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(d; n) and (dʹ, nʹ) associated to their encryption keys (e, n) and (eʹ, nʹ)
respectively, Eq. (6.2) and Eq. (6.4): 

 x = fʹ( x ) => x = ( x )d mod(nʹ) (6.6) 

 x = gʹ( x ) => x = x d mod(nʹ) (6.7) 

As a result, the conclusive outcome of the bi-decryption operations should 
be the same value x, which corresponds to the initial data (electricity usage 
data) sent. However, if the values do not correspond, it is symptomatic of 
the fact that either one or both of the conveyed values x  and xwere altered, 
which appears to be unethical behavior. The following output depicts the 
entire attack detection model based on the cryptographic RSA algorithm.  

6.6.2 Python Implementation 

To implement the above algorithm on Python 3.6, take two different sets of 
a prime number (11,13,17) and (23,29,37) to generate two different public 
and private keys. The program will generate two pairs of public and private 
keys. Give some message (example money) that will be encrypted by both 
the pair of keys, and then both the messages are decrypted by using their 
respective private keys. Since no attack has been done both decrypted mes-
sages will be the same. Further hash values of both decrypted messages are 
compared by using the SHA512 inbuilt function to ensure the data integrity. 

import random
import hashlib
# Find GCD of 2 numbers
def gcd(x, y):
    while y != 0:
        x, y = y, x % y
    return x
# Find multiplicative inverse
def egcd(x, y):
    if x == 0:
        return y, 0, 1
    else:
        g, b, a = egcd(y % x, x)
        return g, a - (y // x) * b, b
def inverse(a, m):

    g, x, y = egcd(a, m)
    if g != 1:
        return -1
    else:
        return x % m
def check_prime(n):
    if n == 2:
        return True
    if n < 2 or n % 2 == 0:
        return False
    for i in range(3, int(n**0.5)+2, 2):
        if n % i == 0:
            return False
    return True
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# function which generates key 
pairs
def key_pair(p, q ,r):
    if not (check_prime(p) and check_
prime(q) and check_prime(r)):
        raise ValueError(‘All numbers 
must be prime.’)
    elif p == q or p==r or q==r:
        raise ValueError(‘Numbers  
cannot be equal’)
    n = p * q * r
    ph = (p-1) * (q-1) * (r-1)
    e = random.randrange(1, ph)
    g = gcd(e, ph)
    while g != 1:
        e = random.randrange(1, ph)
        g = gcd(e, ph)
        d = inverse(e, ph)
    return ((e, n), (d, n))
def encrypt(public, text):
#Unpack the key
    k, n = public
    #Convert letters using a^b mod 
m
    ci = [chr((ord(c) ** k) % n) for c 
in text]
    return ci
def decrypt(private, text):
#Unpack the key
    k, n = private
    #Generate plaintext using a^b 
mod m
    p = [chr((ord(c) ** k) % n) for c 
in text]
    return ‘’.join(p)
if __name__ == ‘__main__’:
    print(“Enter first set of 3 prime 
numbers, each should be different 
from one another”)

    key1 = list(map(int,input().
split()))
    print(“Enter second set of 3 prime 
numbers , each should be different 
from one another”)
    key2 = list(map(int,input().
split()))
    print(“\nGenerating your public/
private keypairs for first input”)
    public1,private1 = key_
pair(key1[0], key1[1] ,key1[2])
    print(“Your public key is “, pub-
lic1 ,” and your private key is “, 
private1)
    print(“\nGenerating your public/
private keypairs for second input”)
    public2,private2 = key_
pair(key2[0], key2[1] ,key2[2])
    print(“Your public key is “, pub-
lic2 ,” and your private key is “, 
private2)
    message = input(“Enter a mes-
sage to encrypt with your public 
key: “)
    encrypt1 = encrypt(public1, 
message)
    print(“\nYour encrypted message 
from first key is : “)
print(‘’.join(map(lambda x: str(x), 
encrypt1)))
    encrypt2 = encrypt(public2, 
message)
    print(“\nYour encrypted message 
from second key is : “)
    print(‘’.join(map(lambda x: str(x), 
encrypt2)))
    print(“\nDecrypting message 
with private key of first “, private1 
,” . . .”)
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    msg1 = decrypt(private1, 
encrypt1)
    print(“Message from key pair 
1”,msg1)
    print(“\nDecrypting message 
with private key of second “, pri-
vate2 ,” . . .”)
    msg2 = decrypt(private2, 
encrypt2)
    print(“Message from key pair 
2”,msg2)
    print(“\nComputing hash Values”)
    h1 = hashlib.sha512(msg1.
encode())

    h2 = hashlib.sha512(msg2.
encode())
#print(msg1,msg2,h1.hexdigest(), 
h2.hexdigest())
    if h1.hexdigest()==h2.hexdigest():
        print(“computed hash values 
from both decrypted messages are 
same”)
        #print(“Hash value of first”,h1)
        #print(“Hash value of 
second”,h2)
    else:
        print(“Values are different”)

6.7 Conclusion

Smart meters prove to be an invaluable alternative to the conventional 
meters still in use, but in the present era of digitization, the potential 
cybersecurity threats presented by smart meters cannot and should not 
be ignored. Thus, it is pertinent to classify and peruse the types of poten-
tial cybersecurity threats possessed by smart meters and find different and 
effective ways to mitigate them. It is also necessary to know about the dif-
ferent vulnerabilities which expose the smart meters to such threats. In this 
paper, an attempt is made to review the different types of attacks a smart 
meter is subject to and to understand the vulnerabilities of the smart meter. 
Some sustainable protection techniques are also presented to minimize the 
risk. This thesis provides an opportunistic framework by providing a new 
ADM idea. This technique encrypts data from the smart meter twice before 
delivering them to the utility. In the utility the data is decrypted and exam-
ined to ensure that the given values are correct. The RSA method is used 
to construct the Attack Detection System and implemented on Python 3.6 
because of its robustness and power against hacking. Hash values of data 
are also compared in the algorithm which ensures data integrity and makes 
the algorithm more reliable. As the world progresses towards automation, 
cyberattacks become more and more serious. For future work, this attack 
detection system (ADS) can be used as a base to enhance the cybersecu-
rity of smart meters, and some more extensive mitigation plan could be 
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proposed by studying different vulnerabilities of smart meters to minimize 
the breach of privacy by different types of attackers. This would ensure that 
the implementation of Smart Meters can be performed in a hassle-free and, 
most importantly, safe way.
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Abstract
This paper describes a grid-interfacing power quality (PQ) compensator and 
grid-connected hybrid wind-solar renewable energy sources and nonlinear loads. 
It is connected to the electrical power system and plays a major role to provid-
ing a stable and safe energy supply to critical communities, as well as communi-
ties in remote locations. Power quality problems within the power distribution 
system were caused by distributed power generation sources integrated with a 
large distribution system, which provides many edges. The power quality issue 
emerges as a result of the integration of renewable energy source’s intermittent 
nature with sophisticated power electronics device technology. The availability 
of nonlinear and unbalancing loads in the distribution system also appears to 
provide an impact on the Power quality of energy providers in the power dis-
tribution system. The distribution system on the power system is analyzed for 
power quality impacts such as variation of electrical power, voltage fluctuation, 
Total Harmonic Distortion (THD), and Unbalance voltage levels. This proposed 
compensator scheme is interconnected with the battery energy system at a point 
of common coupling (PCC) to minimize power quality issues. Its battery energy 
storage system (BESS) is designed mainly to assist the actual power sources when 
wind, Photovoltaic generating power is fluctuating and nonlinear load generates 
harmonics condition.
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7.1 Introduction

Integration of an environmentally friendly renewable power system gen-
erating power (RES) into electrical power systems is becoming a required 
and important concern in order to meet the enormous increase in elec-
trical energy consumption while also reducing pollution issues generated 
by the usage of conventional energy sources [1, 2]. In order to generate 
electricity, various types of RES such as wind, photovoltaic (PV), bio-
mass and fuel cell are used. Wind and PV are the two most common 
RES integrated into electrical systems due to their numerous benefits, as 
evidenced by the yearly increase rate of RES. Hybrid renewable energy 
systems primarily based on wind energy systems and PV systems are 
unable to provide the desired reactive power for the duration of fault 
incidents within the system. As a result, the voltage fluctuates at the PCC. 
The performance of the electrical network, particularly system stability, 
power factor, and power quality, is affected by such voltage fluctuations. 
Moreover, if these voltage fluctuations are not effectively controlled, they 
will reach dangerously high levels, resulting in the disconnection of these 
RESs. Nowadays, improving PQ is a major challenging issue in the field 
of distribution networks. Arc furnaces, Variable speed drives, switched 
mode power supplies (SMPS), uninterruptible power supplies (UPS), 
and different power electronic device using equipment are all nonlin-
ear characteristics in nature. These loads are the source of different PQ 
issues, including voltage regulation, stability, and harmonics in source 
and load voltages and currents, all of which have a negative effect on sys-
tem efficiency, safety, and stability. As a result, many researches have been 
carried out using various custom power devices (CPD) to improve the 
system’s PQ [3, 11]. To address these power quality issues, the proposed 
scheme interfaces a Static Synchronous Compensator (STATCOM) with 
BESS at the PCC, which maintains voltage profile at PCC due to reac-
tive power variation in wind generator, fluctuating real power from solar 
power and nonlinear load generate harmonics condition [4, 12, 13]. The 
proposed grid interconnected hybrid system with STATCOM control-
ler is used to improve power quality at the PCC as shown in Figure 7.1. 
The STATCOM performance mainly depends on the choice of harmon-
ics extraction algorithm, current control algorithm and DC link voltage 
control, which is implemented and explained with help of the flowchart 
shown in Figure 7.2.
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7.2 Proposed Current Control System 

The proposed current control method in VSI injects opposite current into 
the power system to cancel out the reactive power and harmonic com-
ponents of the nonlinear load and induction generator current, thereby 
improving power factor and PQ [14, 15]. In order to achieve the objective, 
the power system gridvoltages are detected and synchronised in the form 
of compensating current.

a) Grid Synchronization Control Scheme
Figure 7.3 illustrates the indirect method-based reference current genera-
tion for generating the switching signals to the STATCOM. The magnitude 
of the source RMS voltage in a three-phase balance system for grid syn-
chronisation is estimated  at the sampling frequency from the three-phase 
source voltage (Vsa,VSb,VSc) [3, 5]. Represented sample peak voltage Vsm as

 
V V V Vsm sa sb sc

2
3

2 2 2

1
2

 (7.1)

The desired RMS value of unit vectors template can be calculated by 
the difference between AC source of phase voltage and the sampled peak 
voltage Vsm obtained as  
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Where, Usa is RMS value of unit vector, the calculated reference cur-
rents are using an in-phase unit voltage template as a reference value are 
obtained as

 i I u i I u i I uSa Sa Sb Sb Sc Sc. , . , .  (7.3)

b) Hysteresis Current Controller 
The primarily control technique depends on injecting the currents into the 
grid and to using a conventional hysteresis current controller (HCC). The 
HCC can maintain current variable in between the hysteresis boundaries 
and generate the required control pulse by comparing the actual current 
to reference current for obtaining an error signal. The resulting generates 
the requisite control PWM switching pulse for the operation of STATCOM 
shown in Figure 7.4. For phase ‘A’ the switching function SA is written as If 
isa < (isa

* - HB), upper switch SA is switch OFF (SA = 0) and if isa > (isa
* - HB), 

Lower switch SA
* is switch ON (SA

* = 1) [5], [18]. Similarly, the switching 
characteristic SB, SC can be obtained from the hysteresis current-band “b” 
and “c” phases.

c) STATCOM - Battery Energy Storage System (BESS)
The BESS will normally keep a constant dc-link voltage and is especially 
suitable for STATCOM because it quickly injects or absorbs requirement 
of reactive power to stabilize the power system. When there is a power 
variation in the network, the BESS will be used to stabilize the fluctuation 
by charging and discharging [6, 10, 17]. BESS can also work properly as 
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an active power storage medium, supplying or consuming the appropri-
ate amount of active power to maintain Squirrel cage induction generator 
(SEIG) frequency constant.

d) Grid-Connected Photovoltaic Systems
According to the photovoltaic effect, the PV cell is an electrical device 
modeled as a P-N junction that converts sunlight into electricity falling 
on its surfaces into electrical energy. Because no battery is utilized in this 
type of system, capital costs are reduced, and we use a grid-intercon-
nected system. If PV generated energy is incorporated into the conven-
tional grid, it can meet load demand from morning to evening, which is 
the time period when solar photovoltaic systems can be delivered to the 
power network. The grid-connected inverter converts DC power gen-
erated by PV modules into AC power; the Inverter technology is very 
important for a PV system’s grid interconnection to be safe and reliable 
operation [7, 16].

e) Grid-Connected Wind Energy Generating Systems
When a wind turbine generating system (WTGS) is disconnected from the 
connected load, the asynchronous generator self-excites. There’s a possibil-
ity of self-excitation when WTGS has a compensating capacitor, Reactive 
power compensation is provided by a capacitor linked to the in. However, 
the system’s balancing determines the voltage and frequency. Self-excitation 
has some drawbacks, including safety and the balancing across real and 
reactive power [5, 8, 9]. the potential power of a wind energy system is 
shown as follows. In Eq. 7.4,

 
P AVwind energy l wind

1
2

3  (7.4)

Wind turbine mechanical power is extracted from the rotor blades. It is 
obtained as follows

 
P AV Cmechanical l wind

1
2

3
1  (7.5)

where C1 is the power coefficient (or) Betz limit, which varies depend-
ing on the type and operational conditions of the wind turbine. Such a 
co-efficient can be represented in terms of pitch angle and tip speed ratio.
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7.3 Simulation Analysis and Discussion

The grid-interconnected hybrid system with STATCOM Controller 
depicted in Figure 7.1 is modelled in MATLAB/simulink using the sys-
tem configuration listed in Table 7.1. Nonlinear loads inject harmonic cur-
rent into the source current waveform, and induction generators require 
reactive power demand at startup, which affects the PQ issue in the grid. 

Table 7.1 Simulation parameters of grid-connected hybrid system.

S. no. System parameters Specifications

1 Grid Voltage 3-phase, 415V, 50Hz

2 PV system parameters Maximum PV power=210.166W, Max. 
power point voltage=46.6, Max. power 
point Current=4.51, No. of series cells 
(Ns)=5, No. of parallel cells (Np)=5, PV 
Array=7

3 Induction Motor/
Generator

3.5KVA, 415V, 50Hz,
P=4, Speed=1440rpm, Rs=0.016Ω
Rr=0.015Ω, Ls=0.06H, Lr=0.06H, Lm=3.5H

4 Line Series Inductance 0.05mH

5 Inverter Parameters DC side Voltage =800V,
DC link Capacitance =100μF,
Switching frequency =2 kHz

6 IGBT Rating Collector Voltage=1200V, Gate voltage 
=20V, Forward Current =50A, Power 
dissipation =310W

7 Battery Batter type=Nickel-Metal-Hydride, 
Nominal voltage = 800V, Rated 
capacity = 500Ah, Initial state-of-
charge = 100%, Battery response time = 
30 Sec. 

8 PI Controller Kp=0.5, Ki=0.16 

9 Snubber resistance Rs 5000 Ω

10 Snubber capacitance Cs 250 μf

11 Load Parameter Non-linear Load of C = 1μf, R=10Ω,
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The STATCOM generate opposite current hormonic waveform such that 
the grid will purge the harmonics generated by the nonlinear load and 
reactive power demand of SEIG. The SEIG is connected to grid at 0.1s. It 
starts to vary voltage and current at the time of starting as shown in Figure 
7.5.

The STATCOM Performance Under Distorted System Voltage Condition 
controller is turned ON at 0.18 s. It starts to reduce the demand of reactive 
power as well as present in harmonic current. The result of before and after 
compensation of supplied source voltage and current, nonlinear load gen-
erate harmonic current is shown in Figure 7.6. As can be seen in Figures 
7.7 and 7.8, the results of injecting current from STATCOM controller are 
shown.
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It is observed that the output of STATCOM controller When nonlinear 
loads and induction generators have an impact on the source current on 
the grid, STATCOM's output is shown in Figure 7.9.

The source continues to deliver average active and reactive power flow 
to the nonlinear load, the STATCOM delivers reactive power demand, and 
the induction generates reactive power demand monitored with and with-
out the controller at the PCC in the grid, as shown in Figure 7.10.
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The source current is analysis without STATCOM controller with help 
of the Fourier analysis is expressed, the source current waveform at PCC 
the THD is 22.94 percent as shown in Figure 7.11. When the STATCOM 
controller is turned on at 0.18s, the source current at PCC with STATCOM 
is 1.70 percent of THD Value, so that the PQ improves at the PCC as shown 
in Figure 7.12. It is demonstrated that the THD has been significantly 
improved and good harmonic mitigation is within the standard IEEE 519 
the standard norms.
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7.4 Conclusion

This paper analyses power quality issues generated by hybrid wind-solar 
energy conversion and nonlinear loads. The current harmonics produced by 
nonlinear loads were significantly reduced to use an Indirect method-based 
Reference current generation control strategy in this work. It compensates 
the reactive power requirement for the induction generator and nonlinear 
loads at PCC in the power system by keeping the source voltage and current 
in phase. By eliminating harmonic current, the performance and efficiency 
are enhanced. The power factor is also maintained at the source.
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Abstract
Recently it has been observed that the occurrences of power outages are increasing. 
Two plausible reasons for this are the boom in power consumption due to the pro-
liferation of more interconnected devices and the inflexibility of traditional power 
grids to adapt to changing demands. Smart grids have been an alternative for tradi-
tional grids. However, the inherent intermittent characteristics of smart grids are a 
challenge. Virtual Power Plant (VPP) is a demand-side management approach that 
manages Distributed Energy Resources (DERs) by virtual aggregations. However, 
in such transactions the data being handled may be compromised, which leads 
to several vulnerability issues. Hence in this paper we have focused on proposing 
an energy trading approach which is both efficient and secured with concerns to 
embrace social welfare requirements as well. In our model we have considered three 
objectives: a) to maximize the profits for buyers and sellers in the market through 
a Double Auction based algorithm, b) to ensure the most optimal route to be used 
for end-to-end transmission of energy supply among the chosen sellers and buy-
ers, and c) to provide protection for the transactions being made during auction 
through asymmetric encryption (ElGamal) in combination with blockchain-based 
architectural concepts. Our experimental results depict that the suggested scheme is 
successful in maximizing social welfare while minimising energy transmission time.
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8.1 Introduction

Microgrids are networks which allow two-way supply of electricity and 
information between their customers [1]. Smart grids, specifically micro-
grids, provide efficiency and are more environmentally friendly than their 
counterparts [2]. The disadvantages of repeated use of fossil fuels have 
shifted attention towards renewable forms of energy to be utilized via these 
microgrids. But a major problem is the irregularity of power generation 
through these renewable sources. This is where distributed technologies 
come in as feasible solutions [3]. Nowadays, the individual microgrids 
in a grid system store their surplus energy to be utilized in need. Further 
through peer-to-peer energy trading the microgrids can even act as trad-
ers and sell or buy energy from others in a community [4]. Energy trad-
ing means the buying and selling of various energy items like electrical 
power, coal, crude oil and natural gas. However, power shortages caused 
by human error or natural calamities have severe consequences on these 
grids. The year 2019 was one of the worst for power supply systems, leav-
ing almost 70% of Venezuela powerless as well as 100 million people in 
Indonesia and surrounding countries. In 2020, the number was 30 million. 
Still, a majority of solutions in this domain are preventive, as discussed in 
section 8.2. 

Microgrid communities also face certain security risks. The entire auc-
tion process can be compromised or individual bids can be manipulated. An 
efficient solution is implementing blockchain methodologies. Blockchain 
is a decentralized distributed system in which the blocks containing the 
ledgers are growing lists interlinked through cryptographic algorithms. If 
someone attacks a node and manipulates the data then as the next block 
is generated it cross checks with all the other nodes in the database and if 
there is any discrepancy then the attacked block is replaced with the origi-
nal block. The blocks in the blockchain contain a ledger which is the back-
bone of the entire system [5]. After the virtual power plant securely stores 
the data, it can be mined and decrypted for conducting the trading process. 
The bids stored and encrypted on the VPP in our mechanism include a 
unique trader ID, no. of energy units to be bought/sold, price for each unit 
and a timestamp when the bid was sent to the VPP. 

The main contributions of this paper can be summarized as: 

• A Double Auction (DA) mechanism to decide winning trad-
ers in an energy trading market through trading between 
microgrids with insufficient supply (buyers) and surplus 
supply (sellers).
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• Assigning each winning buyer to the closest seller that can 
satisfy its demands in the least time, i.e., take location aware-
ness into consideration. 

• Blockchain-based architectural concept to provide pro-
tection for the transactions being made among the bid 
traders during auction and also for the transactional data 
generated and stored in VPP through asymmetric encryp-
tion (ElGamal).

The remainder of this paper is organized as follows: in Section 8.2, we 
elaborate on the related work. In Section 8.3, we introduce the architecture 
and methodology of the scheme. In Section 8.4, we present and explain the 
results. Finally, we give conclusions in Section 8.5.

8.2 Related Work

In this section, we discuss the existing literature related to our work. In [6], 
Dileep G. presents an in-depth analysis of the various enabling technolo-
gies and future applications of a smart grid which is the base of our work. 
In [1], the authors discuss the implementation of such technologies in a 
developing country. The economic aspects of such an adaptation are well 
explained in [7]. Authors in [8] have worked upon modelling load demand 
response based on real meteorological values using PSO approach to esti-
mate the economic cost to be incurred in establishment of a medium-sized 
microgrid satisfying 4MWh industrial plants for Tamil Nadu, India. Now 
most grids have renewable energy sources but their huge disadvantage is 
the irregularity in energy production. In [9] the authors propose an energy 
function virtualization-based optimized method to build smart grids that 
are fault tolerant and reliable in an emergency situation. [10] and [11] pro-
pose preventive measures to estimate the occurrence of a power shortage 
or blackout in advance by using a Grey Wolf-pattern search algorithm and 
a Markov chain model, respectively, and then find the paths in the grid that 
are most likely to fail and protect them.

But it is difficult to predict such circumstances. Here energy trading is 
a useful solution. It is commonly used to solve the previously discussed 
problem of irregularity of renewable sources. 

In [12] Donghe Li et al. use a modified double auction energy trading 
mechanism to ensure a fair trade among Electric Vehicles. The mechanism 
also maintains privacy of the traders. In [13] a privacy-preserving protocol 
while conducting double auctions among microgrids is suggested where the 



114 Intelligent and Soft Computing Systems for Green Energy

bids are encrypted using the Paillier cryptosystem and every trader is given 
a pseudo-identity. But the entire process still has some computational over-
heads. The importance for secure storage and transfer of data is further high-
lighted in [14] where the author presents an architecture for data aggregation 
on a smart grid system using fog and blockchain technologies noting that it 
is a more secure and effective way of collecting data. In [15] the author has 
introduced a mechanism for secure data transfer in the grid using a multi-
tiered blockchain architecture. There is a lack of study of energy transmis-
sion and distribution between microgrids in a community through a safe 
and secure multi-unit location aware double auction mechanism in a power 
shortage. The paper aims to work towards eliminating such issues. 

8.3 Proposed Methodology

Figure 8.1 depicts the system architecture for the proposed mechanism. The 
demand area consists of trader (buyer and seller) microgrids which repre-
sent their respective communities. These microgrids send their encrypted 
bids which include a unique trader ID, no. of energy units to be bought/
sold, price for each unit and a timestamp, to a VPP or the master wallet, 
which acts as the central resource pool/ controller. The bids are encrypted 
using an ElGamal algorithm and no traders can access information about 
others. These bids are then sent to a double auction mechanism and based 
on an equilibrium price, winning traders are identified. Further, depend-
ing on the equilibrium price as well as the distance between the traders, 
the most optimum seller microgrid is selected for each buyer microgrid. 
The least distance is calculated based on a distance matrix. This helps in 
maximizing trader profits and minimizing time of flow of power, hence 
overall maximizing social welfare while also ensuring the transaction data 
remains secure. 

N {N1, N2.....} are Producer
Wallets where N1, N2 represents

Microgrid communities

M{M1, M2.....} are Consumer
Wallets where M1, M2 represents

Microgrid communities

Token Credit

Token Debit

Elgamal Encrypted Bids
(Trade details pertaining to 

energy availability)

Elgamal Encrypted Bids
(Trade details Pertaining 
to energy requirement)

Master Wallet

VPP

Virtual Power Plant

Phase 1

Phase 2
Efficient Line Routing

Module

Double auction based
energy trading

Winning/Optimum
Sellers and Buyers

from auction

Figure 8.1 Conceptual architecture diagram.
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8.3.1 System Model

The system model is designed to ensure maximum social welfare (MSW) 
by maximising incentives as well as ensuring privacy of each bidder. The 
privacy of each bid is ensured using the ElGamal encryption and MSW is 
ensured using the VPP. 

The VPP has two objectives namely, 1) Optimum reimbursements for 
both the traders, and 2) shortest line routing system. The workflow of the 
proposed methodology of VPP auction-based decision-making method-
ology is portrayed in Figure 8.2. The most optimum seller is matched with 
the buyer to maximise social welfare. In this proposed mechanism, some 

Start

End

Initialize bids and split the
market into two sets using

random sampling

Compute equilibrium price
through walrasian

mechanism for each set  

Bids sent by
microgrids (unique

trader ID, no. of
energy units to be

bought/sold, price for
each unit,  timestamp)

Market
type?

Implement lottery auctionImplement vickrey auction

SBBWBB

Closest seller microgrid
selected for each buyer

microgrid based on a
distance matrix

Winning
traders 

Winning
traders 

Figure 8.2 Represents the workflow of the proposed work. Here WBB and SBB represent 
the two different market types.
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assumptions have been made for convenience: (a) the power loss during 
transmission is negligible, (b) auction market is open whenever there are 
both sellers and buyers, (c) each trader in the market has a Diminishing 
Marginal Utility (DMU), and (d) each bid is a unique bid. These winning 
bids are passed onto phase 2 to compute the efficient seller for each buyer 
using a shortest line routing mechanism.

8.3.2 Problem Formulation

In this section, firstly we define the objectives of the paper. 

8.3.2.1 Objective 1 (Optimum Reimbursements for both the Traders)

 
Obj p p Q s t m marketi m i

i

T
1

1
. , .   (8.1)

In Eq. 8.1 pi is the valuation of each bidder, p*m is the market equilibrium 
price that is computed for each market exogenously to avoid manipulation 
of the auction results, Qi is the quantity of units the buyer/ seller wanted to 
purchase/sell. It is defined as the difference between its bid and the actual 
payment or remuneration of that market. 

8.3.2.2 Objective 2 (Shortest Line Routing System)

 Obj D D s t i WB j WSj i2 , . ,   (8.2)

Eq. 8.2 D is the location of the buyer/seller in the community. WB and WS 
denote the winning buyers and winning sellers from the double auction, 
respectively. Without loss of generality we assume in this work that traders 
location-based distance matrix is available before the auction. This helps 
save resources in computing the least distance during the auction and min-
imises further overhead time taken. 

8.3.2.3 Utility Function (Maximum Social Welfare)

 U max Obj min Obj s t i Ti i i w1 2 , .   (8.3)
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The MSW of each trader in the market is denoted through its utility func-
tion Ui. Eq. 8.3 Obj1 and Obj2 denote the two objectives and Tw represents 
the winning trader. Here profit for the traders is maximised and time/ 
distance of flow of power is minimized hence maximising Ui or MSW. 

Along with these two objectives, the proposed double auction scheme 
must also ensure the following:

• Dominant Strategic Incentive Compatibility (DSIC): indi-
cates traders are able to achieve the maximum social welfare 
if and only if bids are truthfully reported. 

• Individual Rationality (IR): indicates that traders will earn 
non-negative profit.

• Budget Balance (BB): indicates that the total payment of 
all the buyers should be equal to or larger than the total 
reimbursement.

• Prior free: Even if there is a lack of statistical information on 
the valuations, the auction should prevail in the worst-case 
scenario (conflicting bidding).

8.3.3 Our Approach 

Firstly, we have designed a multi-unit double auction system that helps 
in determining the winning traders. The traders’ bid values are encrypted 
through ElGamal algorithm and stored on the VPP beforehand. It is later 
mined and decrypted and bid values are used to conduct the auction so as 
to identify winning traders. These winning buyers and sellers participate 
in a line routing scheme to find the most optimum seller for each buyer.

8.3.3.1 Double Auction

Unlike a one-sided market where there is a 1 : N relation, in double auc-
tion, there is a N : N, i.e., there exist multiple buyers and sellers. Therefore, 
there is a need to find an equilibrium point at which the market agrees and 
no trader makes a non-negative utility to ensure IR.

Equilibrium price – To keep the integrity of the market, an equilib-
rium price is proposed at which the majority of the market ensures indi-
vidual rationality. Denoted as p*, to find the equilibrium price we use the 
walrasian mechanism. We classified all the buyers who have bid above the 
equilibrium price and all the sellers below the equilibrium price as active 
buyers and active sellers, respectively. This is evident as buyers who have 
quoted a price less than the equilibrium price cannot match the price to 
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participate in the auction and sellers who have bid a higher price will not 
receive profits in this market. 

Market type – In a realistic competitive scenario, markets are classified 
into two types, i.e., a monopolistic market and a free market. A monopo-
listic market is one wherein the market/market controller makes profits in 
trading fees. This is a type of a Weakly Budget-Balanced (WBB) market. 
In other words, the total Gain-From-Trade (GFT) of the market is always 
higher since only the most profitable selections occur. A free market is a 
type of market wherein the market makers do not make profits during the 
auctions. This is a strongly budget balanced (SBB) market. The total GFT 
is always equal to traders GFT. Based on the market type, an auction is 
proposed. 

Winning Determination – Before we introduce the winning determi-
nation scheme, we randomly halve the market and for each market we 
compute an equilibrium price. Random halving and sampling the market, 
as mentioned above, further ensures a truthful market as the equilibrium 
prices for each side of the market are computed exogenously. There are 
three possible scenarios that can occur while trading. In an ideal scenario, 
the surplus energy could be equal to the required or demanded energy and 
the market can freely trade at the equilibrium price. Each seller is uniquely 
matched with a buyer. However, in a realistic world, either the demand or 
the supply is greater than the other. As those two scenarios are similar, for 
our convenience, we shall describe the solution to one of the scenarios. In 
case of demand being greater than the supply, the short side is identified as 
supply and long side as demand. Since demand is greater than supply, we 
have more than enough buyers for each seller. The challenge is to match 
the best buyer for each seller. Different market types have different auction 
schemes that propose the best solution in their case. 

Lottery Auction: Here, are chosen at random and each buyer purchases 
energy at the equilibrium price defined till the seller’s supply is satisfied.

Vickrey Auction: Here, the highest GFT is buyers are chosen, therefore 
buyers are sorted in descending order and each buyer purchases at the 
equilibrium price defined till the seller’s supply is satisfied. Vickrey auc-
tions are followed with a trading fee that each winning buyer has to pay. 
This is taken as a reimbursement for the buyers who could not participate 
in the auction.

In any case, both these auction schemes maximise the incentive of each 
active trader participating in the auction. It also ensures various economic 
objectives that we defined earlier. Lottery and Vickrey are both individ-
ually rational for the long and short side. For the short side, each trader 
maximises their gains and chooses the highest GFT. In the long side of 
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the lottery auction, due to the DMU assumption, each trader only sells till 
its optimal for them. In Vickrey long side auction, the highest valuation 
traders are chosen for the most optimal gains. Since the scheme choses 
traders with highest GFT, the trading fee that each winning trader pays 
is still non-negative and hence maintains IR characteristics. The Vickrey 
auction is proven to be a DSIC. In second price schemes, truth telling is the 
dominant strategy, and therefore Multi-unit Vickrey Auctions also ensure 
truthful bidding.

8.3.3.2 Shortest Line Route Detection 

Generally in energy trading, only the winning traders are identified, but 
here we introduce a route for each buyer to the closest optimum seller. 
We categorize the winning traders and use a distance matrix to calculate 
the optimum seller. The minimum distance between the seller and buyer 
inversely maximises social welfare.

8.3.3.3 Blockchain 

Prosumers (producer and consumer) are considered as participants being 
involved in the energy trading process. There is a chance for vulnerable 
sniffing during the bids when being exchanged among such participants 
since such channels of communication are mostly insecure. In our pro-
posed model each Prosumer (producer and consumer) is provided with 
a unique e-wallet that consists of tokens. Wallets in our work constitute 
a unique ID, private and public key used to encrypt and decrypt the bids 
placed by each trader in the market more securely. For every defined region 
of the Microgrid, a regulatory local controller is present, which is actu-
ally involved in the trading business which owns a wallet and represents 
the corresponding microgrid community as a single entity. All the traders 
(regulatory local controllers) of the energy market own their individual 
wallets; however, only the Virtual Power Plant (VPP) owns a special wallet 
called the master wallet. The master wallet is responsible for providing the 
initial private key for encryption where bids are encrypted using ElGamal 
cryptography and further it’s been mined into the ledger. In the further 
section below, details about ElGamal cryptography are described in detail.

The encrypted data is added to the ledger of the blockchain being main-
tained by VPP. Inside the ledger, time-stamp (when the bid received time 
from the trader), previous hash and the encrypted bids where in these bids 
contain details like Unique trader id, energy units being bought or sold and 
price for each unit) are considered as the attributes for the generation of 
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the final hash value using SHA 256. This is further used as a previous hash 
for the succeeding block which will be generated. When a bid is submitted 
to the VPP either for buying or selling energy units the encrypted infor-
mation is decrypted successfully and phase 1 (double auction algorithm) of 
our workflow process proceeds. Subsequently after the DA approach iden-
tifies the winning trader, phase 2 (efficient line route detection algorithm) 
of the workflow process proceeds. 

At this juncture tokens are deducted from the consumer wallet and are 
subsequently credited to the producer wallet. These tokens are fixed by the 
regulatory controllers in proportion to the energy units consumed. Finally, 
the respective quantity of tokens are duly exchanged between the producer 
and consumer through VPP and energy flow is directed between the two 
winning traders in the market. The details on how the tokens are generated 
is actually beyond the scope of our paper. But our work can be extended 
to add incentive-based token generations and motivational approaches as 
future work. 

8.3.3.4 ElGamal Cryptography

The ElGamal cryptosystem [16] is an encryption scheme that assists the 
sender and the receiver while exchanging sensitive information over any 
insecure channel. ElGamal encryption is a non-deterministic asymmetric 
key encryption that is based on the Diffie Hellman key exchange algorithm 
enhanced with additional security layers. The security mechanism (equa-
tions) of this algorithm benefit from using private and public keys which 
are interlinked with the masters and prosumers wallet for encryption. Like 
all the other cryptography, this approach also has two phases: Encryption 
and Decryption. Unless both of the keys are known, the prosumer-VPP or 
the consumer-VPP communication and access to the bid information will 
be denied.

Encryption Process:
In the encryption scheme, the sender Public Key(E2) is derived from a 
triplet (E1,E2,P) where E1,E2 and P, where the E1 is a randomly chosen 
number and P is a prime number (usually a very large number) as specified 
in the Eq.4. The private key D (chosen between 1 and P-1) is generated by 
the traders involved in the transactions locally and subsequently used in 
decryption of the ciphertext also. 

 E2 = (E1)mod P (8.4) 
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On the sender side, the sender receives the public key (E2) from the 
receiver and encrypts the bid details(M) with the receiver’s public key 
and generates a Ciphertext. The sender uses an ephemeral key(R) for the 
encryption (random integer between 1 and p-1) of the plain text as in Eq. 
8.5. Once the sender uses an ephemeral key for encryption of a bid, the 
key is discarded and a new key is generated. The sender uses encryption 
algorithm C2 with the public key as in Eq. 8.6.

 C1 = (E1^R)mod P (8.5)

 C2 = (M*E2^R)mod P (8.6)

 Cypher text = (C1,C2) (8.7)

Decryption Process:
This Cypher text (C1, C2) obtained using Eq. 8.7 is sent to the receiver and 
the receiver uses his private key(D) for deriving the plain text Y with Eq. 
8.8. 

 Y = [C2*(C2^D)^-1]mod P (8.8)

8.4 Performance Evaluation

In this section, we discuss the experimental results of the proposed auction 
scheme.

8.4.1 Evaluation Methodology

This algorithm is simulated using a static grid setup with distances between 
them stored. It uses the NYSE Stock Exchange data [17] as bids in the auc-
tion market to add a realistic bidding scenario. The dataset used represents 
similar behavior as the bidders in any market [18]. All VPP simulations are 
carried on PYTHON, and conducted on a computer with 2.4 GHz Intel 
Core i7 CPU and 8Gb RAM. The DA algorithm is simulated over 144 auc-
tions for each of the 1,000 traders to reach an empirical distribution of 
results. To understand the time involved in processing blockchain-based 
VPP operations, we used various different processors, namely i3 (3.4GHz 
– 4.2GHz); i5 (1.2GHz-3.6 GHz); i7 (2.9GHz-4.2 GHz) and found out 
that the mining rate is dependent on the processing capacity of the device. 
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We observed as in Figure 8.3 that the number of transactions increased 
per minute when the processing capacity was increased. 

8.4.2 Evaluation Results

In every individual experiment there are n traders, where n = 10, 20, 30 
... 1000. Totally 1000 · 144 auctions were simulated and then averaged the 
144 auctions for each value of n. To evaluate the scheme, a social welfare 
ratio is defined as the cumulative result of the GFT for all traders in the 
auction based on the market type and the minimum time taken for each 
buyer to associate with a seller. In Figure 8.4, blue wedges represent the 
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Figure 8.4 Represents Vickrey and Lottery Double Auction graphs, which depict that as the 
number of traders increases, the probability of traders’ demand being met also increases.
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total welfare ratio and the green wedges represent the welfare ratio of the 
traders in the Vickrey market. The red discs represent the welfare ratio in 
the lottery market. The difference between the total ratio and traders’ ratio 
is the market fee that each winning trader pays. Both graphs depict that as 
the number of traders increases, the probability of traders’ demand being 
met increases as well. Additionally, in the 144 simulations, the lottery mar-
ket takes lesser time on average to complete the auctions compared to the 
vickrey market. Their run times are represented in Figure 8.5 alongside the 
buyer’s requirements in each auction.

8.5 Conclusion

In this paper, we addressed the energy imbalance during a blackout through 
an energy trading scheme with complementing objectives. The scheme is 
executed using a double auction mechanism. We further introduce a line 
routing mechanism to optimise energy trading and maximise social welfare 
in the market. Most importantly, for safety and privacy purposes, an encryp-
tion methodology for the auctions’ information using blockchain is also sug-
gested in the architecture. The experimental results satisfy the objectives of 
the paper and give a new direction to the recent development of decentralised 
energy transmission. The paper also opens doors to various paths such as the 
evaluation of this mechanism with a dynamic line routing scheme and real-
world application of ElGamal encryption-based blockchain schemes.
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Figure 8.5 The total time taken for the proposed system to run is depicted along the x 
axis in Figures 8.5(a) and 8.5(b) for lottery and Vickrey double auctions respectively and 
the y axis represents the auction number. Figure 8.5(c) plots all the buyer energy unit 
requirements in each auction number from 1-144. This value remains the same for both 
types of markets. After taking the mean of all 144 values it was found that the program 
calculates results for lottery double auction in an average of 0.0186s and Vickrey double 
auction in 0.0216s. 
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Abstract
Demand forecasting helps in estimating the requirements of products in the 
future, based on past and present data. The future depends on trends and other 
aspects of the market. Nowadays, organizations are not able to predict future prod-
uct demand, which leads to unnecessary storage and decay of products. So by ana-
lyzing the past and current market data, future demands are well predicted; thus 
those demanded products can be manufactured in the near future. This paper is 
mainly focused on predicting the demand of any particular goods and services that 
are available at a particular time of the year to satisfy consumer needs. Demand 
forecasting can also be helpful to both the consumer and the retailer; the con-
sumer satisfies his needs and therefore, the retailer gets profits. This paper mainly 
presents the forecasting of sales of data by using Time Series analysis and XGboost 
algorithm, where we can see the trend and recession of sales in different times of 
the year. The accuracy reached is “0.14” by reducing overfitting and underfitting. 
Here, Root Mean Square Percentage Error Value is used; the accuracy is calculated 
in the range of 0.1 to 0.9. Value closer to 0.1 is considered as the best-suited model, 
well trained and so the prediction is accurate.

Keywords: XGBoost, forecasting, machine learning, time series analysis, goods, 
consumer
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9.1 Introduction

Demand Forecasting in retail [2, 4] is the demonstration of using informa-
tion and bits of knowledge to anticipate the amount of a particular item or 
service clients will need to buy during a characterized time-frame. This strat-
egy for predictive analytics assists retailers with seeing how much stock to 
have close by at a given time. While clarify ing a request measure is signifi-
cant, the appropriate response ranges across a few zones of a retail business. 
One Retail Frameworks Exploration report found that almost 75% of “win-
ning” retailers rate request determining innovations as “significant” to their 
business and their success. Excess inventory can also lead to increased stor-
age, labor, insurance costs and quality reduction, etc. Beyond simply having 
enough product to meet demand, forecasting can also be used to inform 
staffing decisions. This can reduce unnecessary investment in inventory. By 
making sure what goods and services are necessary to keep in stock can bal-
ance supply chain mechanism and can preclude being out of stock.

Time Series analysis is a statistical technique that deals with time series 
data. Time series data is the data which shows the series of particular time 
periods. Exponential Smoothing in Time series analysis is a method that 
predicts the trend of anything in the future based on past and present trend 
of values. It involves averaging of data such that the nonsystematic com-
ponents of each individual case or observation cancel each other out. It is 
used for short-term prediction. Alpha, Gamma, Phi, Delta are the parame-
ters which estimate the effect of the time series data. Alpha is used on non- 
seasonality data. Gamma is used when data is a series which shows a trend. 
Delta is used on seasonality data. A model is applied according to the pat-
tern of our data. Initially, reducing the amount of capital that has been tied 
up in unneeded inventory is accomplished and therefore less stock will be in 
hand, then holding costs will be also be reduced. This pre-planning will be 
beneficial by avoiding out-of-stock, since the prediction gives the amount 
of goods and services of different products that need to be available at a par-
ticular period of time in a year. Using demand forecasting for retail market 
can help in maintaining a lean and agile business where investing money in 
in-demand services make the business more profitable. When forecasted 
demand techniques are used, then the supplier can easily check in prior to 
see if the business is on target to hit the predicted sales or not. If it looks like 
the sales are underestimated or not reaching the required point, then the 
supplier could cross-promote a related product via advertising.

In the past 10 years, a lot of research work has been published demon-
strating the capabilities and shortcomings of different demand forecasting 
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techniques [5, 8]. There are conditions where the pattern in the data becomes 
very complex and demand depends upon a number of factors. The above-
mentioned review shows that forecasting has become one of the most 
influencial techniques practiced by many global companies. Based on the 
different review papers, there are many machine learning algorithms [11] 
and statistical methods available to do forecasting, like Time Series analy-
sis, Predictive analysis, Regression analysis, Random Forest, etc.

9.2 Related Work

Business Intelligence integrated with Machine Learning [7] is proposed to 
predict the demand forecasting which produced accuracy of 92.83%. ‘Time 
Series forecasting models’ says ‘Automatically defining parameters’ because 
giving any random parameter values can lead to biased output; therefore 
if the model after fitting can itself tune the parameter values then accuracy 
will be good. Cost reducing [13] and customer service can be improved by 
cost benefit analysis by proper planning and scheduling because customer 
satisfaction is the main concern of any business to run successfully for a long 
time. Gaussian Naïve Bayes [6] produces the best accuracy in estimating a 
demand for a specific product. ‘Regression Analysis’ explains about ‘Item 
Classification and Prediction’. Initially identifying the various predictions 
of different classified items and services make the market balance equally 
where this can be done using forecasting. Extreme Learning Machine [9] 
was experimented on real-time sales data for an e-commerce company in 
China which gave good accuracy with high speed. The Gray extreme learn-
ing machine [1] was proposed to examine the sales data in retail industry 
which performs well since it is based on back propagation neural network. 
Forecasting techniques [12] are adapted in many sectors and have been 
practiced for many years, such as in weather prediction. Time series and 
Regression Analysis [10] explains the forecasting that can be used for 
various predictive analysis techniques and methods where it is merely 
dependent on the type of data the model needs to deal with. Bayesian New 
Equipment [9] explains the ‘Demand (Conventional Technique) Approach’. 
Bayesian experimental design provides a general probability where all the 
other conventional methods are derived. ‘Regression Analysis’ with reli-
ability z-regression model is the most popular and widely used technique 
where the model gets input of various features [14] or attributes and it 
predicts the desired output. Time series forecasting Estimation using alge-
braic methods in time series’ indicates that the model that should be used 
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is any regression model where the data is linearly dependent where output 
variable is continuous [15]. 

9.3 Methodology

Demand forecasting for the retail market is a method or estimation of 
the demand and requirements of any goods and services in coming days. 
This method is effectively practiced by many organizations like Walmart, 
Reliance and many other marketing companies. There are many models 
built based on various machine learning algorithms, where the models 
vary based on input dataset. The dataset used to build, train and test the 
model is ‘Rossman Stores’ and ‘Rossman Sales,’ which are two separate 
datasets. Model fitting, training and testing is done by Machine Learning 
algorithm called ‘XGBoost,’ which is a very sophisticated algorithm used 
to build and predict the sales of data. In order to increase performance and 
speed, XGBoost algorithm is developed which is the implementation of 
gradient boost decision trees. 

9.3.1 XGBoost Algorithm

Step 1: Initially distinct leaf tree is created
Step 2: Average target variable is computed for prediction and 

residuals are calculated using loss function.
Step 3: Computer Similarity Score = Gardient2/H + λ, H is the 

number of residuals, Gardient2 is the squared sum of residu-
als, λ is regularization hyperparameter.

Step 4: Suitable node is selected based on the similarity score, 
the higher the score the more homogeneity.

Step 5: Information gain is calculated using similarity score, 
which is the difference between the new similarity and old 
similarity. 

 New Residuals = Old Residuals + ρ Σ Predicted Residuals, 
 Information Gain = Left Similarity + Right Similarity – 

Similarity for Root
Step 6: Creation of Tree.
Step 7: Predicting Residual Values
Step 8: Using the above formulas, new set of residual values are 

calculated, where ρ is the learning rate.
Step 9: The process is repeated for all the trees by going back to 

step 1.
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9.3.2 Architecture 

Figure 9.1 shows the general architecture which shows all the steps 
involved like preprocessing the data that includes many operations like 
finding missing values, dropping them from dataset, preparing new data 
from cleaning old data and applying Machine Learning algorithm for data-
set and predicting the output using the trained model.

9.4 Experimental Results

The main modules that are involved in any machine learning are collection 
of data, importing necessary packages, conducting various exploratory 
data analysis, applying Machine Learning techniques and finally getting 
output. The two data sets which are being used for training the model are 
Rossman data and Rossman Store data. Rossman train dataset has columns 
like Store Id, Day, Date, Total sales on that day, Total number of customers 
visited on that day, whether a particular shop is opened or closed. Rossman 
store dataset is an extension for the Rossman train (Sales) dataset, where 
this gives the information about the holidays and promotions applied or 
used by any store. These are the two data sets which are being used for 
training the model. Rossman train dataset has columns like Store Id, Day, 
Date, Total sales on that day, Total number of customers visited on that 
day, whether a particular shop is opened or closed, etc. These can help 
in understanding how many stores are present in the dataset, which store 
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Machine
Learning  

Training Model

Model Prediction

Testing Model
and Predicting

Retail 

Daily Needs

Data Set

Understanding
Data

Figure 9.1 Architecture.
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has more sales and so on. Rossman store dataset is an extension for the 
Rossman train (Sales) dataset, where this gives the information about the 
holidays and promotions applied or used by any store.

9.4.1 Exploratory Data Analysis

Exploratory data analysis is exploring the dataset and understanding a few 
insights about the data available. Operations performed in this section 
involve finding missing values, removing them, converting all the wrong 
data types to correct data types, plotting the data and asking questions, 
dimensionality reduction, feature engineering and so on. Sales column 
represents the total sum of sales on each particular day; customers column 
is the number of customers visited on that day, and Open column tells us 
whether that store is opened (1) or closed (0).

9.4.1.1 Empirical Cumulative Distribution Function (ECDF)

ECDF is a distribution function which takes multiple data samples from 
the training dataset with 1/n distribution. From Figure 9.2, it is understood 
that the first plot is ECDF of amount of ‘sales’, the second plot is ECDF of 
number of ‘customers’ and the third plot is ECDF of number of ‘Sales per 
Customer’. The main takeaway from the above graph is that almost 20% of 
data has ‘zero’ sales per customer (3rd plot), and almost 80% of time daily 
amount of sales was less than 1000. 
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Figure 9.2 Empirical Cumulative Distribution Function.
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9.4.1.2 Exploring the Dataset and Making Visualizations  
between Months and Sales

Figure 9.3 shows the plot between month vs. sales with constraint of 
‘Promo’, i.e., how are sales amongst each store (a, b, c, d) in each month 
with and without any promotion. Interestingly, when plotted to know 
which store has more sales, store type ‘B’ has more sales. Almost every 
store had increased number of sales when they applied promo, i.e., 
(promo=1) and except store ‘B’, the other three store types had very poor 
and similar amount of sales. Another interesting insight found is, every 
store has increased number of sales at year end (October, November and 
December).

Figure 9.4 shows the plot between each month and amount of sales per 
customer; the store type ‘B’ has least amongst other stores. This means that, 
store type ‘B’ has the most number of customers visited and the most turn-
over is also done by store ‘B’ only (as shown in above 2, 3 graphs), but why 
are the sales per customer low in store type ‘B’? It is because the amount of 
money spent by most of the individual customers in this store ‘B’ is very 
low, i.e., maybe the customers who visit this store buy small things which 
cost much less. Therefore, when added up with total number of sales, store 
‘B’ has high sales due to a high number of customers. Similarly, store type 
‘D’ has the highest number of sales per customer; this is because, although 
store type ‘D’ does not have the highest turnover (Revenue), the amount of 
money spent by each individual customer is high. This is maybe because 
the goods each customer bought were of high cost and so valuable. 
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9.4.1.3 Correlation between each Feature or Attribute

Figure 9.5 shows the relation between each column with each other column 
in the dataset whether they are positively related, neutral or negatively 
related. Correlation between the different columns present in the dataset 
can help us in feature engineering the columns and knowing what fea-
tures or attributes most contributed to shape the output or result. Here, the 
relation between customers and sales has a dark blue color, which means 
they both are positively correlated to each other. Figure 9.6 shows the con-
tribution of each feature or attribute in our dataset to the output that is 
predicted. 

9.4.1.4 Time Series Analysis

Figure 9.7 shows the entire data plot of seasonality starting from ‘Jan-2013’ 
to ‘July-2015’. The four plots are for four different store types (a, b, c, d) 
respectively. Every store has increasing number of sales in end of each year 
(4th quarter). For store type ‘D’, the plot is blank from ‘July-2014’ to ‘Jan-
2015’, this is because there is no data available in our dataset. Figure 9.8 
shows the Yearly Trend, which shows the overall sales direction or slope 
of the business from ‘2013 to 2015’. Since the graph of ‘store type (b, d)’ 
i.e., [plots 2,4] has an upward direction it has a positive slope; that means 
these stores have had profitable business since they started. For ‘store type 
a’ – [plot 1], the graph is upwards but sometimes they faced losses, in year 
‘2014’ from month of ‘July to September’. Store type ‘C’ in overall, has been 
at a loss, because since they started in ‘2013’, the graph went downwards 
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only, even though they got up between in ‘2014’. Figure 9.9 shows the over-
all sales direction from 2013.

9.4.2 Model Prediction

Prophet model is used for Time series datasets which contains a huge num-
ber of entries of data and if the dataset is too large. Input data is Sales 
data set and Store data set where they both have columns and are related 
based on unique store id. Figure 9.10 shows that the sales of testing dataset 
is being increased because, since the sales in the 4th quarter of every year 
is being increased, therefore since the test data is started in the month of 
September, which is in the 4th quarter, the sales will increase.

As the overfitting is high, XGBoost model is used. To reduce the overfit-
ting and underfitting for avoiding biased output for our data, we use grid 
search for getting the parameter values to the XGBoost model and then 
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give these integrated values to functional testing to get the error value. 
Assigning the integrated values provided by grid search gives us the best 
possible model with reduced bias; therefore this gives us the least possi-
ble error value. Figure 9.11 shows the output of prediction. The black dots 
are the observed values by the model and the dark blue line is the trend 
which is fitted by the model accurately without having any overfitting and 
underfitting and the shaded blue region is the outlying values which can be 
varied. XGBoost machine learning algorithm is used for testing the model 
which is built using Prophet model. This machine learning algorithm is a 
sophisticated algorithm which will support both classification and regres-
sion problems, where you need to give the right parameters for getting 
good accuracy. The accuracy of approximately (0.1) which is nearly “92% 
of accuracy” achieved. 

9.5 Conclusion

Demand forecasting enhances the operational productivity and reduces 
losses and wastage. High forecast accuracy helps in formulating estab-
lished market strategy, stock turnover increase, decrease in supply chain 
cost, and an increase in customer satisfaction. Here, in the proposed sys-
tem, Rossman Store sales are increased at the start of every week and then 
slowly decrease by the end of every week. Also, when we fitted the training 
data to “Prophet” model, sales decrease, as the graph has the “NEGATIVE 
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SLOPE” tending downwards. It is also found that, every year at the time 
of “CHRISTMAS” in the month of “November – December” the sales are 
increasing and are very high. Overall, the sales of the “Rossman Store” 
have decreased from “2013” to “2015” and then since the testing data 
started from ‘2015-September’, the sales initially went up in the months 
of November and December. Finally, the accuracy we got is “0.14” after 
reducing overfitting and underfitting. Using “RMSPE” (Root Mean Square 
Percentage Error Value), the accuracy is calculated in the range “0.1 to 0.9”. 
Value closer to “0.1” means the model is best suited and well trained and 
so the prediction is accurate. 
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Abstract
In recent years, image stitching and selective search using neural networks has 
had an increasingly significant role in various fields, including moving pictures, 
astronomy and healthcare. Image recognition through selective search consists of 
complex algorithms, and several cumbersome calculations produce “scans” which 
then merge together to form a real-life representation of the required area. This 
paper introduces a low-cost modeling method with user-friendly application that 
involves the concept of Image Stitching. It also discusses graphics rendering soft-
ware with simulation of user movement in the scenario created on the computer. 
This study investigates a type of Harris picture stitching technique that is based 
on the OpenCV setup environment, in light of the immense scene and high- 
resolution image stitching challenges. To begin, the feature points are extracted 
using Harris corner detection. The feature points are then rough-matched using 
Normalized Cross Correlation, then the algorithm RANSAC is employed to elim-
inate incorrect matching. Second, to implement the image registration process, a 
cylindrical projection transformation model is used. Finally, to fuse photos, this 
study employs an enhanced weighting average fusion technique, which reduces 
image fusion’s computational complexity while also eliminating seams in stitched 
images.
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10.1 Introduction 

Modeling is a term used in computer graphics to describe the process of 
creating a mathematical representation of any surface object using spe-
cialised software. It has various uses in different industries like film and 
architecture and has a wide range of applications. The first real-life sim-
ilar models were created in the 1960s. Back then, only those profession-
als in the field of computer engineering and automation who worked with 
mathematical models and data analysis were involved in 2D panoramic 
image creation and also with the limitation of resources and technology. 
The presence of image modeling using stitching in various areas increased 
greatly with over time. The first step involves the capturing of multiple 
photos of the desired area using a stereo-vision camera installed in UAVs. 
These UAVs are programmed to capture all photos identically and in a 
sequential manner. The end result of it is the set of images which encom-
passes the entire field of view. The whole process introduces the involve-
ment of the machine learning algorithm which is modified in a way to keep 
the entire work precise and ahead of schedule. This approach decreases 
image overlapping during image stitching and improves image registra-
tion and mosaic speed. It accomplishes the goal of paying attention to both 
precision and efficiency [3]. Open3D is an open-source library that helps 
developers quickly create software that works with 3D data. In both C++ 
and Python, the Open3D frontend exposes a collection of well-chosen data 
structures and algorithms. The backend has been extensively optimised and 
is parallelizable. The open-source community is encouraged to participate. 
Panorama image stitching is the process of integrating two or more pho-
tos of the same scene to create a single high-resolution panoramic image. 
Image stitching is still a difficult challenge for single and panoramic photos, 
according to the literature. Many algorithms have been developed in recent 
years to solve the challenge of panorama image stitching. Image registra-
tion, image warping, colour correction, image labelling, and image mixing 
are the four primary components of the panorama image stitching pro-
cess. This document provides an overview of the panorama image stitching 
technique. This paper will go through the basic components of panorama 
image stitching. On the basis of these ideas, a framework for a comprehen-
sive panorama image stitching system will be shown. Finally, we’ll go over 
some of the current issues with panorama image stitching. RANSAC is a 
resampling technique that creates candidate solutions by estimating the 
underlying model parameters using the smallest number of observations 
(data points) possible. Unlike traditional sampling techniques, which use 
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as much data as feasible to find an initial answer and then remove outliers, 
RANSAC uses the smallest set possible and then expands it with consistent 
data points, as Fischler and Bolles point out [13].

10.2 Literature Review

In the paper [1], the image stitching approach is examined. The three primary 
processes of image stitching are explained here: registration, calibration, and 
image blending. Image stitching techniques such as direct and feature-based 
are also discussed. Additionally, an image stitching model is described, 
which includes image capture, feature identification and matching, image 
matching, global alignment, blending and composition, and global align-
ment. Image registration is a feature that matches photos in a group and also 
searches for image alignments using the direct image alignment method, 
which minimises the sum of absolute differences between overlapping pix-
els. Image calibration is a technique for reducing the disparities between an 
ideal lens model and the lens model utilised on the camera. Through calibra-
tion, various optical flaws like distortion and exposure variations were also 
addressed. Image blending combines the changes found during the calibra-
tion stage with the remapping of the pictures to a projected output. Image 
registration is a feature that matches photos in a group and also searches for 
image alignments using the direct image alignment method, which mini-
mises the sum of absolute differences between overlapping pixels [14].

In the paper [2], in a variety of subjects and educational contexts, the 
emergence of additive manufacturing and 3D printing technology is intro-
ducing industrial skills shortfalls and opportunities for innovative teaching 
techniques. As a result, research into these behaviours is appearing across 
a wide range of education fields, although often without reference to other 
disciplines’ research. To address this issue, this article compiles these dis-
parate sets of research into a comprehensive analysis of where and how 3D 
printing is being used in the education system. Although evidence of 3D 
printing-based teaching techniques can be discovered in each of these six 
areas, adoption is still in its early stages, and recommendations for future 
research and education policy are given.

Paper [3] offers the visual representation of a 3D printing evaluation, 
analysis, and classification. 124 papers with a high degree of relevance pub-
lished between 2014 and 2018 were selected using the CAPES Sucupira 
platform. These publications were categorised into nine categories: 
research kinds, affiliations, approaches, study origins, geographic scope, 
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unit of analysis, scope, benefits, and drawbacks. The findings revealed that 
the number of articles about 3D printing is increasing year after year, indi-
cating its importance and popularity. The majority of scientific research is 
undertaken and led by individuals affiliated with institutions in Europe, 
Asia, and the United States.

In the paper [4], powder bed fusion is the most widely utilised 3D print-
ing process in the medical profession. Powder bed fusion is widely utilised 
in medical equipment because it works with a wide range of materials, 
including titanium and nylon. It is the most common plastic substance 
and is a synthetic thermoplastic linear polyamide. Because of its flexibility, 
durability, minimal friction, and corrosion resistance, it is a well-known 
3D printing filament. 3D printing was referred to as “rapid prototyping” 
in the publication [5]. In 1984, 3D Systems Corporation’s Chuck Hull 
invented the first functioning 3D printer. Dr. Deckard at the University 
of Texas at Austin created Selective Laser Sintering (SLS) technology later 
in the 1980s. The technology was developed further in the 1990s with the 
discovery of a method for solidifying photopolymer, a viscous liquid mate-
rial, using ultraviolet light. 3D printers were incredibly expensive in the 
late twentieth century, and they could only produce a limited number of 
objects. The bulk of the printers were used for research and presentation by 
scientists and electronics enthusiasts. The printing technology was a blend 
of modelling both science and building technology, using some of the most 
cutting-edge technological breakthroughs of the time, even though it was 
still in its early stages of development.

In the paper [6], rapid prototyping was the term for 3D printing. In 
1984, 3D Systems Corporation’s Chuck Hull invented the first functioning 
3D printer. Dr. Deckard developed Selective Laser Sintering (SLS) tech-
nology at the University of Texas at Austin during a project funded by the 
Defense Advanced Research Projects Agency (DARPA) later in the 1980s. 
The technology was developed further in the 1990s with the discovery of 
a method for solidifying photopolymer, a viscous liquid material, using 
ultraviolet light. According to the paper [7], each rapid prototyping (RP) 
process has its own set of benefits and drawbacks.

In the paper [8], Chandwani Sharma and Kumar talk about 3D Printing 
Technology. They discuss the uses and the type of materials that can be 
used for this technology. The findings were very positive and very infor-
mative in regard to the technology and its uses in the advancement of sci-
ence. According to the article, a lot of different methods can be used in 3D 
printing. It is also known as additive manufacturing process. This technol-
ogy can be applied in various fields and industries. Importantly, using this 
technology we can produce products that can meet human need.
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10.3 Existing Method

The present system consists of the X-ray medical image stitching and 
another one is 3D indoor mapping. Traditional screen-film X-ray images 
have a limited field of view, making it impossible to show the entire bone 
structure of large hands on a single frame. Image stitching can be used to 
combine digitised images from X-ray films to create images that show the 
entire hand structure. A new medical image stitching method identifies and 
merges pairs of hands X-ray medical images using minimum average cor-
relation energy filters. The improved algorithm does not detect the SIFT 
feature points for the entire reference image area but it also utilizes the 
statistical registration data of every single adjacent picture to process the 
affine matrix. Consequently, the improved strategy lessens the SIFT feature 
detection area of the reference picture, and furthermore builds the quantity 
of matching feature points and improves the proficiency of stitching time.

A mobile mapping system for constructing a geometrically exact 3D 
model of an unfamiliar indoor space is presented in this research. From 
small office halls to long, twisting underground mine tunnels, the same 
general design concept can be used in a number of contexts. Surfaces and 
features can be properly mapped using images taken by a unique config-
uration of multiple types of optical imaging sensors and a dead reckoning 
positioning system. This option ensures that the data obtained contains all 
of the necessary information to create a 3D model of the area. Our virtual 
environment facility’s system, data collecting and processing procedure, 
test results, modeling, and display are all described [16].

10.4 Proposed Methodology

The system given here is useful in image stitching by using selective search 
convolutional neural network. This process will result in 3D mapping of the 
preferable area. The images will be taken by UAVs in the form of PCD file 
and then sent to the station where we collect the whole data to process it 
further. Once all the pictures of the desired area have been taken then the 
pre-processing of the images will be done and the process will continue fur-
ther. This project is based on an algorithm which will do every work from 
image pre-processing to image stitching i.e., we can just transform this algo-
rithm to any system fulfilling the minimum requirements to ensure that the 
algorithm will run smoothly and effectively and this will do the work com-
pletely. So, there is nothing like uses of the high-end machines which are 
expensive and also, we can use the normal camera to collect the data which 
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can be used to proceed further. This states that our project is totally feasible 
economically. A brief description of the process is given below.

Feature extraction
To discover and classify images with differentiating features such as 
image size, rotation, and contrast, the feature selection approach uses 
feature-point algorithms such as the Scale Invariant Feature Transform. 
Relationship between the feature and the pixels around it is determined to 
provide a descriptor that describes the feature data of the feature.

Feature matching
Find the feature with the reference of descriptor. The overlapping image 
that is most similar to the feature of the current image and feature match-
ing next to the pixel are verified. RANSAC is used to discover the best- 
fitting model with the most available data within the interior value and to 
remove outliers from outside area. In the proposed model, a matrix that 
maps the point in one image with the point in other corresponding images 
are employed to store the relationship between matching pairs of images.

Model Estimation & Image Warping
Multiple stitching images are mapped from the current image to a coordi-
nate point of the system such as spherical, cylindrical, planar, and annular 
so that multiple images lead to a single picture, and then projected and 
stored as a 2D plane image.

Image blending
The seam finder is used to locate the seam between the photos with minimal 
mistakes, and blending creates a natural relationship between neighbouring 
pixel values. Several photos are warped and combined into one, but wide view 
images have resulted in an alternation of the original image to find the differ-
ences between the images, as if they were hidden together with a post-it note.

This project uses a dynamic architecture; however, basic functionality of 
the components remains the same. Image collector may be a single drone 
or a fleet of drones or vehicle loaded with 2D or 3D Camera. At first the 
image is made suitable for processing. This process includes removal of any 
noise or reducing the size of the image to save space. File store system man-
age the stored images to make it readily available whenever it is needed by 
any component or even other external processes. Blended and finalized are 
stored in disk for future reference by user.

We have the image object with attributes like size, file type. Date/time taken 
and other attributes. Then there are three arrays for x-axis, y-axis and z-axis 
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describing the x, y, and z axis of a given point, respectively. If the file contains a 
value with certain x-y-z, that means we have a data point at that certain coor-
dinate and if the value is not present that simply means we do not have the 
specific point in our image. We can have an unprecedented number of use 
cases in various fields but we will limit us with only two but the most important 
use cases. We will have a scene (say a landslide affected area). The image can be 
captured using drones preloaded with maybe a 2D but preferably a 3D camera 
shown in Figure 10.1. These drones will send a series of images to our system. 
After determining the type of file, we will send our image to the analyzer along 
with file type in the parameter. The image analyzer will check the image to 
see if it is suitable for stitching or not. Once the overlapping is found we will 
forward it to the image stitcher core. This core program will be joining the two 
images with proper orientation and overlapping percentage.

10.5 Implementation and Results

Our input and output may be of several types. Input may range from 2D 
images with extension .jpeg, .png or it may be a 3D image with extension 
.pcd. The output of the program will in the same format as the input is. 
For example: an input with 2d image will give output a 2d image and a 3D 
image will be the output for a pair of 3D images. Input can be read from 
a fixed temporary location, an external program keeps changing these 
images and repeatedly runs the stitcher program. This ensures the real-
time joining of the image. The input is always a pair of images, whether 2D 
or 3D shown in Figure 10.2. The input is always a pair of images, whether 
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Figure 10.1 Architecture.
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2D or 3D. The output is a single file with panoramic view of the scene. 
These outputs are securely saved to the other location as copy. This output 
image is usually one input for the next trigger of the program, especially in 
the case of real-time stitching shown in Figure 10.3.

The existing system can be used to stitch the medical images like X-rays 
and in 3D mapping of the indoor environment. This can be done by using 
the specific devices and a particular set of modules which are very time- 
consuming as well as space while the proposed system is feasible in every 

Figure 10.2 Input and output image.

Figure 10.3 Input and output image.
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manner and can be used in any device fulfilling the minimum requirements. 
This system is very useful in making the 3D map of the desired environment 
and to minimize the number of casualties shown in Figure 10.4.

10.6 Conclusion 

In the domains of computer vision and computer graphics, image mosaic-
ing is a hot topic of research. It offers a lot of different algorithms for detect-
ing and describing characteristics. The feature detector to use is determined 
by the problem. In this project, we focused on the real-life-based prob-
lems which include natural disasters like landslides and floods. Our study 
majorly focuses on these two disasters and the destruction and impact 
caused by them. The following data will used to map the 3D model of the 
area affected by these natural calamities and then used to rescue the victims 
and in managing the loss. The data was collected and tested using the image 
stitching process to generate the panoramic view of the desired area. In the 
future, we’d like to compare our algorithms against existing feature- based 
image stitching algorithms, as well as stitching images together to generate 
dynamic panoramas and stitching images with a lot of parallax.

Figure 10.4 Fınal image.
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Abstract
Mobility refers to a human being’s ability to move his or her body in an environ-
ment and to manipulate objects. Collectively, these activities enable the individual 
to pursue life activities of their choosing. An individual’s ability to perform any 
mobility task can be compromised by impaired body functions or structures. The 
proposed system mainly focuses on the “transfemoral” type of above-knee ampu-
tation (AKA) in which both knees are amputated above the knee joint. Prosthetic 
legs are used by shaping the limbs. But not everyone is capable of using pros-
thetic legs as they have their own concerns. The proposed system aims to develop 
a mobility system for such persons with system clearance nearly six inches from 
ground level, at standstill, so that the amputees can use their hands to get onto the 
system and perform a transition without the help of the caretaker. Horizontal and 
vertical transitions are included in the system. The horizontal transition is realized 
using wheels controlled by an electric motor at constant speed. At standstill condi-
tion the amputees can elevate themselves using vertical transition. This aids them 
in performing necessary activities at a considerable height above ground level. 
Vertical movement is implemented using scissor lift technique actuated by a per-
manent magnet DC (PMDC) electric motor. Vertical transition height is restricted 
to two feet in order to ensure safety. 
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11.1 Introduction

Double Amputees is a type of a disability caused due to trauma, congeni-
tal limb deficiency and cancer. Double Amputees are of two types, Lower 
Limb Amputation (LLA) and Upper Limb Amputation (ULA). In LAA 
“transfemoral” is a type in which both legs are amputated above the knee 
joint [1].  For a transfemoral-type person, mobility is achieved by using the 
hands. Movement of such a person inside a home requires a caretaker to 
lift him from one place to another. This project aims to develop a mobility 
system for such persons with height less than one foot at standstill; thereby 
the amputees can use their hands to move themselves to the system without 
the help of the caretaker. Horizontal and vertical movements are included 
in the system. The horizontal transition is realized using wheels controlled 
by an electric motor at constant speed [2]. At standstill condition the ampu-
tees can lift themselves using vertical movement. This aids them in navigat-
ing the things above ground level. Vertical movement is implemented using 
scissor table technique controlled by an electrical motor. Vertical movement 
height is restricted to two feet in order to ensure safety.

11.2 Block Diagram

Mobility System for double amputees’ block diagram is shown in Figure 
11.1. It consists of converter, battery, motor 1 and 2, scissor lift and wheel 
drive. Electric power is supplied to an electric load using the power sup-
ply. The supply here is given to the battery. The battery used is lead acid 
battery [3] which incorporates both the horizontal and vertical transition 
with the help of PMDC motor. Motor 1 is employed for horizontal transi-
tion of the system whereas motor 2 is employed for vertical transition of 
the system. Motor 1 is coupled to the wheel through shaft linkage, which 
is present at the bottom of the system [4]. Motor 2 is used for scissor lift 
mechanism. Scissor lift is performed to exhibit the vertical transition of the 
system. A regulated power supply is a power supply circuit, which converts 
the unregulated DC supply into a constant DC. Rectifier circuit is used to 
convert AC supply into DC supply. Three terminal voltage regulators IC 
such as LM7812 are used to produce a constant DC voltage of 12 V. Thus 
in the proposed system the available ac supply 230V/ 50 Hz is converted 
into 13.2 V DC supply to charge the battery. A two 12 V, 7.5 Ah lead acid 
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battery is used to power the motor 1 for horizontal transition and motor 2 
for vertical transition. 

Motor 1 is employed to realize the horizontal transition. The motor is 
coupled to the wheels of the system to drive the system. This motor is capa-
ble of driving the system at low speeds so that the system is capable to 
provide a mobility system for the double amputees. The supply voltage of 
the motor 1 is 24V. The motor used is a brushed DC motor of 250W power, 
running at 1500 rpm at no load. Wheel Drive System Suitable arrangement 
of wheels is done so that the system is capable to perform the mobility 
with ease. The selection of wheels is such that it makes low clearance from 
the ground and provides perfect balance for the overall system [5–7]. The 
diameter of the wheel is 15 cm, and made of solid polyurethane.

Motor 2 is employed to realize the vertical transition. The motor used is 
a Permanent Magnet DC Motor, which drives the scissor lift mechanism. 
This transition is helpful in reaching certain heights, within the household, 
to perform the daily needful tasks. A 24V, 250 W brushless PMDC motor 
running at 1500 rpm is used. Scissor Lift Scissor lift mechanism enables 
a reliable vertical lift for the double amputees so that the major objective 
of performing activities independently  is achieved. It gives a reasonable 
ground clearance under standstill condition of the system. A linear actua-
tor type scissor lift made of mild steel having the dimension 45 cm X 45 cm 
X 8 cm. Seat A perfect square seating arrangement is advised so that a per-
fect balance of the system is achieved. Special care is taken for the comfort 
of the double amputees when they perform mobility through the system. 

11.3 Working Methodology

The main aim of the system is to realize the vertical and horizontal transi-
tions by the help of Electric Motors (especially DC motors). The Vertical 
transition is realized by a PMDC motor [11–13]. A PMDC motor consists 
of PM (Permanent Magnet) on the stator and the conventional armature 

CONVERTER
CIRCUIT

BATTERY

MOTOR 2

MOTOR 1
WHEEL
DRIVE

SCISSOR LIFT SEAT

Figure 11.1 Block diagram.
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core with electromagnet (EM) on the rotor. When a current carrying con-
ductor is kept in the magnetic field, a rotational force is produced. The 
force experienced by the conductor is given by the Lorentz force equation 
F = B.I.L sin θ where, B is the magnetic flux density in Tesla (weber/m2), 
I is the current in Ampere, L is the active length of the conductor in meter 
and θ is the angle of ro tation with reference to shaft axis. Similarly for 
realizing a vertical transition, PMDC motor with scissor arrangement is 
used. Rotation of the motor in clockwise and anticlockwise direction aids 
the vertical transition of the system in an upward and downward direction.

A Scissor Lift Mechanism (SLM) is actuated by a PMDC motor. A SLM 
uses linked, folding supports in a criss-cross ‘X’ pattern. A pinion arrange-
ment which is coupled to the shaft of the PMDC motor, the movement of 
the shaft drives the lift mechanism in an upward motion. By reversing the 
armature terminal, using special switching mechanism aids the movement 
in the downward motion. A linear actuator driven by the PMDC motor is 
to be used in the proposed system. 

11.4 Design Calculation

The modeling of the proposed system is done with the help of CATIA V5 
3D modeling software. This software helps in realizing the structure of the 
proposed system. With the help of CATIA, the exact dimensions across the 
whole system are realized [18]. The proposed system comprises the fixed 
base whose dimensions are 1100 x 600mm. The base is chosen such that it 
completely houses the scissor lift setup effectively. The scissor lift base (mov-
able base) dimensions are 648mm x 530mm. The setup is capable of elevating 
up to 530mm. The crossbars, in realizing the elevation 593 x 75 x 12mm. The 
cross bars are set for both the sides to be capable of holding the load [19–21].

The mechanism used to realize the scissor lift is by the help of a threaded 
rod 1000mm in length and 15mm in diameter. The threaded rod is coupled 
to the shaft of the PMDC motor, such that when the threaded rod is rotated 
clockwise the scissor lift is realized by the movement of the connecting 
rods of the cross bars from the bottom such that the up movement is real-
ized and vice versa [8]. Figure 11.2 shows the isometric view of the system 
and corresponding dimensions [22].

Figure 11.3 and Figure 11.4 give a clear picture of the system and the 
dimensions of the movable base and the fixed base, i.e., its length, breadth 
and width. It also gives the length of the cross bars, its thickness, so that a 
reliable system is obtained capable of meeting the load requirements. The 
length and diameter of the threading rod is also estimated so that proper 
scissor lift is realized [15–17].
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Figure 11.2 Solid isometric view.
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11.5 Hardware Implementation

To implement a vertical transition in a system, the thread rod is coupled 
to the rotor of the dc motor in such a manner that the clockwise rotation 
of the motor realizes the upward transition of the scissor lift mechanism 
and the anti-clockwise rotation of the motor realizes the downward transi-
tion of the scissor lift mechanism [23, 24]. The guide wheels are provided 
for the smooth realization of the scissor lift mechanism. The arrangement 
is shown in Figure 11.5.

The motor used to realize the transitions is shown in Figure 11.6. The 
motor rating is 24V, with a full load current of 10.4A. The torque developed 
is 5.23Nm. This is capable of generating enough torque for meeting the 
objectives. It runs at a speed of 6 to 8 km/hr, thus ensuring a safe transition 
within the household [25].

Polyurethane wheels are employed for the realization of the horizontal 
transition of the mobility system. Two front wheels and one rear wheel are 
placed in the mobility system [26]. The rear wheel is driven by the DC motor 
and front wheels perform the left–right transition through sliding arrange-
ment coupled to the wheels. A wiring diagram of the mobility system is shown 
in Figure 11.7. The battery is connected to the lower terminals of the DPDT 
switches 1 and 2. The motor loads are connected to the center terminals of the 
DPDT switch. The upper terminals of the switch establish the change in the 
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Figure 11.5 Scissor lift realization using thread rod.

Figure 11.6 DC motor used in the transition.
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Figure 11.7 Wiring diagram of the mobility system.
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polarities of the battery as the positive and the negatives are cross connected 
to the upper and lower terminals of the switch. Thus the control of the switch 
is responsible for the transition of the mobility system [27, 28].

A complete mobility system is shown in Figure 11.8. Transition of the 
system in the vertical movements is shown in Figures 11.9 and 11.10. Figure 
11.9 shows the up-lift arrangement, by proper switching, transition system 
moves upwards through the threaded rod actuated by the motor rotating 
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Thread rod
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Figure 11.8 Mobility system at standstill condition.

Motor 1
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Figure 11.9 Mobility system at up-lift condition.
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in the clockwise direction. Figure 11.10, shows the down-lift arrangement 
achieved by rotating the motor in an anticlockwise direction [29–31].

11.6 Conclusion

This system meets the basic objectives of the mobility solutions. The for-
ward transition, reverse transition, upward and downward transition is 
performed by a motor with manual switch control. But in future this can be 
replaced by using the remote controller, the wireless concept. This not only 
enhances the performances of the system, but also comes with an add-on 
of reaching to the system. This system can be controlled remotely, without 
the need of the person to be on the system to execute the task. A battery 
management system can be implemented for efficient control of charging 
and discharging of the battery. To reduce the weight of the system lead-
acid battery can be replaced by a Li-ion battery. Height of the system can 
be reduced by using wheel hub motor.
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Abstract
A large amount of study work has been carried out on traffic management sys-
tems, but intelligent traffic monitoring is still an active study topic due to the 
up-and-coming technology such as the Internet of Things (IoT). The integration 
of IoT with precision traffic management system and control techniques is for 
better and future achievements of urban growth. Software and hardware devices 
work in tandem to control the vehicle externally. To control the vehicle a com-
mand is issued from the authorized person through the universal or region-spe-
cific interface, and the given command is verified and broadcasted to the devices 
located all over the field. Once the command is broadcasted to all the field devices, 
the devices then start broadcasting arbitrarily; when the vehicle encounters the 
broadcast its preprogrammed program kicks in to control the vehicle. This paper 
describes the precision vehicle using IoT and compares the vehicle system with the 
existing and proposed one.

Keywords: Internet of Things (IOT), sensors, user interface, vehicle control

12.1 Introduction 

The IoT is a worldwide network of interconnected objects and equipment 
that exchange data. IoT was one of the most recent of the technology innova-
tions that are gaining traction across a wide range of businesses. According 
to estimates, the number of IoT-based equipment will reach 21 billion by 

*Corresponding author: srinivasanrajkumar28@gmail.com

mailto:srinivasanrajkumar28@gmail.com


164 Intelligent and Soft Computing Systems for Green Energy

2020. IoT systems include dependable device-to-device and human-to-
device interactions. Business and data analysis, control and tracking, and 
cooperation and data exchange are the three main deployment domains.

With economic development and population rise in cities, vehicle count 
also increases in tandem. The higher the number of vehicles, the higher the 
possibility of accidents, and safety measures and countermeasures are to 
be implemented at all levels. Reckless driving can be controlled through an 
autonomous vehicle. The concept of a smart city improves the sustainability 
and smartness of the city and the quality of life of the people. Evolvement in 
the Internet of Things (IoT) reduces the technical drawbacks in the smart 
city development. The physical infrastructure of the smart city is equipped 
with smart devices to produce a reliable environment for people with fewer 
risks. From that smart device, data is shared to centralized intelligence to 
improve the performance of the infrastructure. In this development there 
is a backlog in structuring the automobile vehicle traffic to overcome this 
issue. Smart city developers use the smart traffic infrastructure concepts to 
automate the vehicles and road signals to achieve efficiency of the model 
and reduce fuel consumption. Rapid changes in traffic infrastructure, such 
as increasing autonomous insertion will increase the tradeoff between 
vehicles. To overcome the issue, increasing the crossing delay time will 
reduce the traffic duration of the vehicles. Figure 12.1 shows the various 
applications of transport in IoT.

Despite the fact that traffic crossroads make up a minor portion of the 
road network, they are responsible for a substantial number of traffic acci-
dents and delays. As a result, traffic engineers are continually concerned 
about safe and effective intersection management. Traffic lights have been 
utilised as a key technique of intersection management since their intro-
duction towards the end of the nineteenth century. When traffic signals 
automatically adjust to real-time traffic circumstances, the efficiency and 
capacity of a traffic network skyrockets. As a result, static traffic light 
switching patterns gave way to dynamic traffic signaling, which makes 
extensive use of communication, computation, and sensing technologies 
to manage traffic flow. To perceive traffic conditions in real time, state-of-
the-art sensing systems such as RFID, microwave radar, and video image 
processor are deployed either on the road or at the roadside.

12.2 Related Works

This is an overview of the literature. M. Sarrab et al. proposed the IoT-
based model to improve the smart cities. The authors use the physical 
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infrastructure of the city with smart devices to achieve the smartness 
of the city. From these model data is stored in different spaces and data 
is used to improve the intelligence of the city. The model improves the 
environmental impact to control pollution of the city. M. Liyanage et 
al. proposed the multi-accessing Edge computing model to reduce the 
computational offloading. The authors use MEC structure instead of 
IoT structure to improve the performance and sustainability of the sys-
tem. This model also improves the cloud-based offloading. But the sys-
tem fails to achieve the computational efficiency compared to IoT-based 
smart devices [2]. X. Krasniqi et al. proposed the model to improve the 
low-power device efficiency in targeting mobile devices. The authors 
use mobile devices to structure the smart city environment to extrapo-
late the other mobility devices [3]. Existing systems lead to conjunction 
between vehicles in real-time environments [5]. A. Kassu et al. proposed 
the model to sense the modern vehicles which are connected through 
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Figure 12.1 IoT application in transport.
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the cabled network technology to increase the efficiency in the network 
controller [7]. 

B. V. Philip et al. proposed the mathematical model to calculate the 
number of sensors required to build the IoT-based infrastructures. The 
authors also calculate the estimation and maintenance cost of the sys-
tem. The intricacy of AV information/data (handling 1 GB each second) 
is expanding which is utilized for Advanced Driver Assistance Systems 
(ADAS) and amusement. Consequently, it is expected to develop equip-
ment and programming prerequisites, which use sensors, actuators gad-
gets and programming, to contend the capacities like the superhuman 
cerebrum as pointed through AI. AV sensors and gadgets produce infor-
mation containing data like time, date, movement discovery, route, fuel 
utilization, voice acknowledgment, vehicle speed with speed increase, 
deceleration, total mileage, voice search, suggestion motors, eye follow-
ing and driver checking, picture acknowledgment, assessment exam-
ination, discourse acknowledgment and signal, and virtual help. The all 
out information is accordingly over a 100 terabyte each year for 100,000 
vehicles [11].

12.3 Proposed Work

The information recovered from IoT gadgets is variable in term of con-
struction and is frequently accomplished progressively. Nonetheless, deal-
ing with this continuous information is an extensive issue as the entire 
daily practice of associated applications is seriously dependent on the 
properties of this information the executives administration. The net-
work of gadgets is now and again inaccessible while the vehicle is on a 
far-off interstate (for example, away from an IoT framework or in a non- 
network zone). Critical measure of use and venture is required in keeping 
up with the workers to manage data trade. Construction of organization 
convention is certainly not a simple assignment as it needs to fulfill the 
prerequisites of cost, convenience and execution of the entire framework. 
Organization geography and convention ought to be chosen cautiously, 
relying on a few variables. Each organization geography and conveying 
convention has its own qualities and limits. Dependability in convey-
ing IoT-based information from a legitimate and precise source is vital, 
explicitly with regard to the field of crisis control-based applications hav-
ing numerous tough prerequisites [3].
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12.4 Existing System

In existing models, maps in vehicles have been utilized primarily for route 
purposes, alongside applications around focal points. The goal of these 
guides isn’t exact enough for independent driving. Moreover, current 
guides don’t meet the necessity of continuous data (i.e., live guides) and 
don’t give adequate data for independent driving. Particularly in metro-
politan conditions with high traffic thickness, the prerequisites for safe, 
completely mechanized driving are huge—for vehicle details as well as for 
framework determinations. A decent outline of European advancement in 
this field of exploration gives the European guide for shrewd frameworks 
for robotized driving [12]. Figure 12.2 shows the existing system of vehicle 
control system with sensors. In this system the analyzer is used to send the 
signal to information sensor. Sensors are used for collecting the data or 
information about the vehicle control. 

12.4.1 Advantages

IoT is a network of smart devices, capable to organize the system by auto-
mation techniques, responsible for protecting the environment and shar-
ing information to intelligence system through the internet to improve the 
growth of the IoT-based devices. IoT applications are rapidly improving 
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Figure 12.2 Existing architecture diagram.
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their performance in a virtual environment. IoT devices are connected in 
a single environment and perform multiple tasks through the internet. It 
improves the smartness of the system.

12.4.2 Disadvantages

In the technical world all the technology has some limitation, and IoT 
has some limitation in choosing the sensors, protocols and commu-
nicating interface. IoT systems also have some security-related issues 
and latency. The selected sensors may affect the human life cycle, pri-
vacy issues, etc.  It leads to attacking activity and leakage of the secure 
data. IoT technology needs rapid improvement and changes in network 
topology to reduce the hacking and security breaches. It is challenging 
to retain connection between nodes and allocate resources for exchang-
ing data in real time.

12.4.3 Applications

• Once the instructions are passed from the registered and 
connected device and if the vehicle is connected to the 
Internet of Things device, then commands can be executed. 

• IoT air-conditioners are one of the connected devices which 
are available in the market for public use. Once the device is 
connected to the network in any way, then the desired com-
mand can be executed using the registered and connected 
application. Wearables have experienced an explosive 
demand in markets all over the world. Figure 12.3 shows the 
data processing of IoT cycle.

Data
acquisition

Data
processing

Data
statistics

Physical
architecture

Figure 12.3 Data process in IoT.
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• Sensors and software are included into wearable devices to 
collect data and information about their users. This infor-
mation is then pre-processed to derive key user insights. 
These gadgets address a wide range of exercise, health, and 
entertainment needs.

• Wearable apps must be highly energy efficient or ultra-
low power and tiny in size, according to Internet of Things 
technologies.

• Smart machines are more accurate and reliable in commu-
nicating through data than humans, according to the IoT’s 
guiding principle. Furthermore, this information might 
assist businesses in identifying inefficiencies and problems 
earlier.

12.5 Proposed System

With the help of the Internet of Things we try to reduce the number of road 
accidents and vehicle theft. Here we use multiple connected devices and 
connected car to achieve the safety.

An IoT device sends signals to the vehicles in a deterministic or ran-
dom way depending upon the configuration. To control the vehicle, a 
command is issued from the authorized person through the universal or 
region-specific interface; the given command is verified and broadcasted 
to the devices located all over the field. Depending on the priority of the 
issue the command will be issued by the authorized person and general 
configurations also can be made to stop the vehicles at the signals to adhere 
to the statutory warnings and the red/yellow signals.

Once the command is broadcasted to all the field devices, the devices 
then start broadcasting arbitrarily; when the vehicle encounters the broad-
cast its pre-programmed program kicks in to control the vehicle. Once the 
vehicle receives the commands from the broadcast or signal device, the 
received command will be validated and executed. Once the command 
starts to execute the Engine control unit will be controlled by the sensor 
to complete the instructions. Depending upon the instruction provided 
to the sensor the response is given accordingly. The response is processed 
in the broadcaster device and further it is sent to the command center as 
response to the command executed previously. The command center vali-
dates the response received from the connected vehicle. Multiple grids can 
be connected together to form a centralized grid to expand the network.
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Nodes can be configured in such a way that each node can emit the dif-
ferent signals as required by the command center or as required. Each can 
be accessed individually or can access all nodes at a single instance; there 
connectivity provides the interoperability that makes the system redun-
dant and always accessible. Two-way communication is enabled to achieve 
the high success rate; in two-way communications we can verify the result 
once the command is executed and the response is communicated. Figure 
12.4 represents proposed architecture of Precision vehicle control, the 
function of IoT using sensors.

12.6 Conclusion and Future Enhancement

We have proposed a Precision vehicle control using Internet of Things 
to reduce the numbers of accidents and vehicle theft on the roads. This 
effectively safeguards passengers and pedestrians on the road. Future work 
aims to simplify the user interaction with the application connected to the 
centralised grid and by avoiding the admin, multiple redundant ways to 
connectivity can be implemented. By connecting to the database of stolen 
vehicles, vehicles can be protected.
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Figure 12.4 Proposed architecture diagram.
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Abstract 
 Hydrological investigations, environmental tracking, and agricultural productiv-
ity are considered significant in soil moisture data. Agricultural yield is influenced 
by many factors such as pH, moisture, relative humidity, and temperature. Farmers 
have been increasingly using technology to enhance the quality and quantity of 
their agricultural output as time has passed. This study presents a multi -parameter 
tracking system that will keep farmers and users informed via the internet. The 
growing demand for organic farming has necessitated continual plant health 
tracking in recent times. Temperature, humidity, weather report, soil moisture, 
and air pressure are all important factors to consider when cultivating. Additional 
devices are equipped to keep track of crop conditions and infestations. Steps can 
be taken to avert harm or improve crop output depending on the data gathered. 
Scientists can use the information acquired to predict crop yield or make policy 
decisions. This becomes even more important to ensure quantity and quality. As a 
result, the goal of this study is to create a remote-tracking method that consistently 
analyzes the plant’s moisture levels. To achieve the stated goal, the WSN (Wireless 
Sensor Network) is combined with the IoT (Internet of Things). In addition, the 
suggested study uses the Exponential Weighted Moving Average (EWMA) inci-
dent detection technique to extend the lifetime of the network.
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13.1 Introduction

Because agriculture was such an essential part of many developing nations’ 
economies, it is critical to concentrate on improving farming practices. 
These nations not only meet their own needs, but they also help to deliver 
high-quality food to the rest of the globe. Irrigation and unbalanced waste-
water treatment for crops have an impact on agricultural output as well as 
the potential for water waste, which was a valuable resource. Temperature, 
humidity, weather report, soil moisture, and air pressure are all important 
factors to consider when cultivating. Additional devices are equipped to 
keep track of crop conditions and infestations. Steps can be taken to avert 
harm or improve crop output depending on the data gathered. Scientists can 
use the information acquired to predict crop yield or make policy decisions.

13.1.1 WSN

A WSN is a collection of sensor networks that are deployed in different 
locations and communicate with one another to create a network. Detector, 
processor, antenna, battery system, transceiver, analog to digital converter, 
and data memory make up a sensor node. WSNs are favored because of 
their minimal price, low voltage, and ease of maintenance, and they play an 
important role in smart home, agricultural, health care, and military sectors.  

13.1.2 IoT

The IoT is a worldwide network of interconnected objects and equipment 
that exchange data. IoT is one of the most recent technology innovations 
that are gaining traction across a wide range of businesses. According to 
estimates, the number of IoT-based equipment will reach 21 billion by 
2020. IoT systems include dependable device-to-device and human-to-
device interactions. Business and data analysis, control and tracking, and 
cooperation, and data exchange are the three main deployment domains 
[2]. The major goal of this study is to create a plant-soil humidity tracking 
system that allows the user to virtually check plant growth. Zigbee software 
was used to capture information for wireless transmission, which was then 
sent to a server. The EDA (Energy Driven Architecture) is used to extend 
the WSN lifetime. 



Analyzing Soil Moisture with the Integration of IoT and WSN 175

13.2 Literature Study

Farmers face a huge difficulty with rain in general and fresh water in par-
ticular. This is because the climates are so different. As a result, to properly 
utilize limited water sources without hurting production, it is necessary 
to use appropriate water for the plant. In this case, Cloud-based IoT tech-
nologies can be utilized to successfully feed water to the crops until the 
land around it reaches the desired humidity, and then shut off the water 
source by turning off the pump from a remote location. A mobile phone 
can detect the soil moisture and turn off the motor. Several studies have 
been published in the literature that describe the use of various proces-
sors and detectors to monitor and measure agricultural data. The following 
are some of the studies that have been done on soil moisture estimation 
by some scientists: In [3] a smart sensor network web technology-based 
device for in situ moisture detection was developed. The EC-5 soil humid-
ity detector and the XBee pro unit are part of the device. Wireless sensing 
technology provides 3D soil moist data as a factor of time for areas [4]. 
It is proposed that the environmental parameters acquired from the sen-
sors be recorded in a system. The data is processed and analyzed using a 
smartphone app (software). TDR100 moisture detector, DTH22 humidity 
sensor [14], ATMega2560 microcontroller,  and LM35 temperature sensor, 
are all part of the system. In 2012, a method was designed that uses embed-
ded sensors in a surveillance area to assess humidity, soil moisture, and 
temperature. The data from the sensors is sent to an Atmel ATmega328P 
microprocessor through BLE. The actual data was monitored using cloud 
technologies. The system’s goals are to reduce energy and water use.

[5] A GPRS-based device was created to monitor and measure the farm-
ing landscape in Indian agricultural fields. The moisture and temperature 
sensors are installed in the plant’s root zone. The data from the detectors 
is collected using the PIC24FJ64GA004 microcontroller. The information 
obtained is represented graphically using the GPRS unit. Photovoltaic solar 
panels are used to operate the entire system. The created system’s goals are 
to reduce water and electricity usage while also improving the quality of 
crop and food grains production. 

[6] A system is being designed that uses the ECHERP protocol and WSN 
to effectively distribute water in agricultural areas. The system collects and 
analyses information from various sensors before supplying water to the crop 
field [7]. A method is being developed to monitor and measure the moisture 
levels in agricultural areas. Moisture is determined by the resistance change 
between two sites in the soil, according to the moisture sensor’s theory. XBee 
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data transmission technology is used to send sensor information. A moisture 
sensor and a PIC16F876A microcontroller were used to create the hardware. 
Using GUI software, the moisture information is represented graphically on 
a PC. In 2015, a technology was created that uses wireless subsurface sensor 
networks and Spatial-Temporal connections to estimate moisture levels [8]. 

13.3 Proposed Work

This section lists the proposed study, which includes the following compo-
nents [4]:

1. Transmitter and Sensing Module
2. Receiver Unit
3. IoT activation
4. Event recognition method. The suggested soil moisture 

tracking system is [18] depicted in Figure 13.1.

13.3.1 Sensing and Transmitter Module

Figure 13.2 displays the sensing unit, which includes a soil moisture moni-
toring probe and a sensor panel with an LM393 microcontroller. For mois-
ture monitoring,  the sensing probe was inserted into the plant. Analog 
output, VCC, and GND are the three pins that link the sensor panel to the 
microprocessor [10].

Pump Control

Radio Valve
& sensors

Radio Valve

Radio node

Solenoid valve

Soil sensors

Central computer

Figure 13.1 Proposed soil moisture tracking system [9].



Analyzing Soil Moisture with the Integration of IoT and WSN 177

In the proposed study, a CC2500 Zigbee pair was used, which has a 
highly sensitive and cost-effective transmitter. It is made up of three Light 
Emitting Diodes that serve as indicators for energy, reception, and com-
munication. The range of frequencies is 2108MHz to 2541.9MHz. Battery 
power is used to power the whole transmitter and sensing unit. The inter-
action between the soil humidity sensor and the PIC microprocessor is 
shown in Figure 13.3. The suggested research employs a PIC micro-
controller since it is highly programmable. When contrasted to other 

Figure 13.2 Soil moisture sensor.

Figure 13.3 Sensor interfaced with PIC microcontroller and Zigbee.
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microcontrollers, the PIC 16F877A is less expensive. It includes an ADC 
that converts analog sensor information to digital. The ZigbeeTx transmits 
digitized information.

13.3.2 Receiver Unit

The receiver unit, which includes a Zigbee processor and a receiver, is 
shown in Figure 13.4. The Raspberry Pi 3 was used and it includes many 
capabilities including an Ethernet interface, an Xbee socket, a CPU, RAM, 
and a power source adapter. The information was then sent to the cloud via 
a wired connection.

13.3.3 IoT Activation

IoT is a type of inter-networking that allows a variety of physical devices 
or objects  to be connected to the internet. These gadgets are capable of 
collecting, exchanging, and storing data. IoT cloud is a data storage ser-
vice that allows information from these sensors to be saved and viewed 
remotely. Dropbox was the cloud file system used in this study, as indicated 
in Figure 13.5. Dropbox provides 2GB of free data storage. The presence of 
daily events is recorded in a file. 

The EWMA method is used to extend the lifetime of the WSN. If the 
value drops below or beyond the two predetermined criteria, the data is 
transferred to the cloud regularly.

Figure 13.4 Receiver Module [11].
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13.3.4 Event Recognition Algorithm [4]

The transmission among sensor networks consumes a lot of energy, which 
was a major downside of WSN. To address the aforementioned problem 
EDA is used [13]. EWMA was one of the threshold-based EDAs that was 
utilized in this study to set the moisture control parameters. For recogniz-
ing tiny shifts in position, the EWMA chart approach is a better and more 
effective tool [5, 6]. The following is the EWMA mathematical prototype. 

 λ λEWMA = Z = x + 1- Z( )t t t t-1  (13.1)

 for t=1,2,3,4……,n

Where t denotes the number of observations made at regular intervals, 
and w denotes the weighted sum of the preceding values and consists of a 
number between 0 and 1, x = the value acquired.

 Zt-1 = Zt’s former value

Equation (13.2) is used to calculate the Upper Control Limit (UCL) and 
Equation (13.3) is used to calculate the Lower Control Limit (LCL).

 
λ λ

λ λ
UCL = + LQ

(2 - )[1- (1- ) ]t0 2  (13.2)

Figure 13.5 Cloud enablement [12].
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(13.3)

Where μ0 denotes the mean, L is the breadth of the control boundaries, 
and = denotes the standard variance from the dynamic range graph.

13.4 Result and Discussion

In real time, an IoT-enabled soil moisture tracking system employing WSN 
[15] has been deployed. Figures 13.7 and 13.8 illustrate a soil moisture 
detector that is submerged in the soil and indicates the amount of water 
existing on an LCD [16]. The information from the detectors was then 
communicated to the Raspberry Pi via a Zigbee transceiver, from whence 
it is posted to the internet. When a soil moisture detector is submerged 
in dry soil, it reads zero percent. The reading rises as the amount of water 
injected into the soil rises [17].

The moisture level of the soil is shown in Figure 13.6, which is presented 
on the LCD. When data is transferred by Zigbee, an LED indicates this.

The 3 LEDs in the Zigbee Rx flicker to represent data reception, as seen 
in Figure 13.7.

Figure 13.6 Moisture level indicated on LCD.
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The files generated daily are depicted in Figure 13.8. Each file contains 
four soil moisture level readings collected at periodic intervals. Table 13.1 
displays the data collected from the document.

The control graph for the EWMA event recognition method is shown 
in Figure 13.9. The information from the detector is fed into the EWMA 
method as input. This method generates the upper and lower limits that 
are used as WSN input parameters [19]. LCL and UCL can be 40 and 50, 
correspondingly, based on the plot.

EM-506

GP-735

GND
VIN (4.5-6.5V)
RX (In)
TX (Out)
GND
Directive

GND
VCC (3.1-5.5V)

RX (In)
TX (Out)

V-BAT
PWR-CTRL

Figure 13.7 Data receiving image at the receiver unit.

Figure 13.8 Drop box-created files.
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13.5 Conclusion 

Real-time monitoring and control of agricultural factors are critical for 
agriculture development. Researchers created and built a method for mea-
suring and monitoring soil moisture utilizing WSN and the Cloud IoT sys-
tem in this study. Although Indian farmers face numerous challenges, the 
advent of wireless communication in agriculture could be beneficial in the 
current climate of water shortages and uncertain weather. The deployment 
of a WSN-based soil moisture tracking system was described in this work. 

Table 13.1 Data extracted from the proposed model.

Date 6am 10am 2pm 6pm 

02/04/2020 80 70 60 50

03/04/2020 41 69 52 49

04/04/2020 41 35 19 20

05/04/2020 09 80 60 50

06/04/2020 39 79 59 50

07/04/2020 45 39 29 35

08/04/2020 20 15 7 8

09/04/2020 79 69 59 54

Control charts

Data

Violation

Center

LCL/UCL

EW
M

A

This point shows that moisture content is low and the plant has to be watered

30

40

50

60

35

45

55

Figure 13.9 EWMA’s control chart.
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Because WSN is battery-powered, it has a longer lifespan. The EWMA 
object tracking method is utilized, and occurrences are only generated 
when certain threshold criteria are met. The networks are in a rest condi-
tion most of the time, which allows them to conserve energy. This research 
can be expanded upon by examining more than one detector.
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Abstract
Ambulances are widely used to transport patients injured in road accidents, and 
other emergency cases, etc. Due to rough road conditions these patients experi-
ence discomfort as the angle of the stretcher deviates from its original position, 
which makes the condition of the patient even worse. In this paper, an ambulance 
stretcher mechanism has been proposed which reduces the angular deviation. The 
idea is to use an Inertial Measurement Unit sensor which will detect the change in 
stretcher angle in two major axes, pitch and roll, and actuate the servo motors to 
bring the stretcher back to the desired position in real time. This makes the system 
an open-loop controlled system which stabilizes the angular tilt of the ambulance 
stretcher in real time.

Keywords: Ambulance, stretcher, inertial measurement unit, servo motor, 
stabilize, pitch, roll

14.1 Introduction

Ambulance transport is uncomfortable for a patient with moderate to 
severe injuries, considering two scenarios: linear vibrations and angular 
displacement of the stretcher. Along with the linear vibrations that the 
patient experiences, in some rare road conditions the ambulance is tilted 
for a brief amount of time, which tilts the stretcher. Some causes for this 
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angular tilt are shown in Figure 14.1. They are, first, an overbridge situation 
where the ambulance goes uphill and downhill, tilting the stretcher. The 
second cause is during breaking and acceleration of the ambulance where 
the patient experiences an inertial force in backward and forward motion. 
The third cause is a situation where there is an array of bumps on the 
road which leads to misalignment of the stretcher. The effects the patient 
experiences increase the intracranial pressure inside the brain, resulting 
in an increase in pain of patients in accident cases, discomfort for sensi-
tive newborn babies, etc. [1]. This angular tilt, which affects the patients in 
several ways discussed earlier, cannot be eliminated fully with the use of 
mechanical suspension systems. To eliminate this angular tilt, we need an 
active system which will detect the change in angular tilt with respect to 
the desired position of the stretcher and counteract it with the use of active 
devices such as electrical actuators, Inertial Measurement Unit sensors and 
microcontrollers.

In study [3] the authors utilized an exclusive purpose equivalent robot 
parallel to the stretcher. Furthermore, a potential control structure has 
been deployed to compensate for the unevenness of the road. [5] proposed 
a pitch-roll-interconnected hydro-pneumatic suspension which assets by 
seven DOF dynamic model, in which the behaviours of this are clearly 
formalized using hydrodynamic condition derivation, which is capable to 
achieve the obstacle control for pitch, roll, and bounce strategies for ambu-
lances to improve the quality and narrow the vibrations for the patients 
lying on the stretcher. Cohort [6] depicts the improvement of a suspen-
sion system for the stretcher with hydro-pneumatics, so as to decrease 
the vibration-actuated uneasiness. Elastic, hydro-pneumatic, slow- 
dynamic and dynamic isolators system are introduced to help the patient, 

Overbridge Array of bumps

Breaking and Acceleration

Inertia Inertia

Breaking Acceleration

Figure 14.1 Causes for the angular tilt of the stretcher.
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permitting movement comparative with the vehicle. The dynamic qualities 
and dependability of a mechanical plan for a solution to lessen problematic 
and destructive road actuated vibrations experienced in the patient-care 
compartment of ambulance using universal-joint were determined in [7], 
while in study [4], the system is designed with the help of a mechanical 
component called as “Inerter”, placed between the ambulance floor and 
the stretcher in both horizontal and vertical directions to reduce the vibra-
tions. In [8] the authors proposed a method to stabilize the stretcher using 
IMU sensors and AVR/ARM controller architecture which stabilizes the 
ambulance stretcher using complementary filter algorithm; the results 
were demonstrated with the help of a prototype. [12] manages the inves-
tigation of the Inverse Kinematics (IK) and the reachable workspace of a 
three-degrees-of-freedom (3-DOF) parallel manipulator, proposing vari-
ous changes and enhancements to improve on its utilization with Motion 
Cueing Algorithms (MCA) for self-movement generation in VR simula-
tors. It also incorporates objective measures (safe zones) on the workspace 
volume that can give a basic but productive method of contrasting the 
kinematic capacities of various types of movement stages for this specific 
application. The overshoot rate, rise time, and information arrangement 
perfection of Sensor Fusion (Complementary and Kalman channel) and 
Moving Average channel reaction in IMU information securing from step 
contribution of 20-degree rotation. Moving normal channel brought about 
the smallest overshoot level of 0% yet produced the slowest reaction with 
0.42 second rise time [11].

As the patients are in a much more sensitive state than a healthy per-
son, they experience the effects of these angular tilt displacements even 
more. Hence to reduce their discomfort and provide them a safe ride, in 
this paper, an actively controlled system is proposed which will detect as 
well as eliminate the angular displacement of the stretcher.

14.2 Materials and Methods

14.2.1 Interior and Flaws

The interior of any typical ambulance is enriched with many facilities such 
as advanced medical equipment, safety equipment, comfortable seats for 
an attendant and a stretcher for the patient to rest on.

The stretcher is kept on a bed (Figure 14.2) or on the base of the ambu-
lance interior. Due to this, the angular and linear vibrations that the ambu-
lance floor experiences are transferred to the stretcher where the patient rests. 
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The basic desire of any transported patient is to minimize his/her pain, but 
the current type of typical stretcher arrangement shown in Figure 14.2 is 
not suitable for the same.

14.2.2 Proposed Position of the Stretcher

The proposed system is shown in Figure 14.3. This system will eliminate the 
angular displacements transferred from the base of the ambulance to the 
stretcher.

14.2.3 Hardware and Software

The components for hardware and electronics used for designing the pro-
totype are listed below.

• Acrylic body.
• Three ball joints and two revolute joints.
• Metal links.

BED

AMBULANCE FLOOR

STRETCHER

Figure 14.2 Typical position of ambulance stretcher.

STRETCHER

Universal joint

BED

AMBULANCE FLOOR

IMU sensor

Servo motor

Ball joints

Figure 14.3 Proposed design of stretcher.
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• Servo motor.
• Arduino Uno microcontroller board.
• MPU6050 IMU Sensor.

In the prototype, for data acquisition, the MPU6050 Inertial Measurement 
Unit sensor which has a 3-axis accelerometer and 3-axis gyroscope embed-
ded on a chip is used in order to measure the angular displacement. To pro-
cess the data and to compute the output of the prototype model Arduino 
UNO microcontroller board is used. The electrical actuators used to rotate 
the stretcher in order to stabilize it are two DC angular rotation servo motors 
each for Pitch axis and Roll axis. To increase the precision in the proposed 
system, servo motors are used instead of Permanent Magnet DC motors [8].

14.2.4 Methodology

The angular tilt is measured by the MPU6050 sensor placed at the inte-
rior base of the ambulance and is provided as input to the Arduino UNO 
microcontroller board. The Arduino UNO is programmed to compute the 
required commands that should be given to the servo motors such that the 
stretcher rotates and goes back to the initial position. This action happens 
in real time so the patient experiences much less angular displacement 
(Figure 14.4).

As shown in Figure 14.5, with the help of an open-source library the offset 
values for the MPU6050 sensor used are calculated. In order to reduce the 

INT
ADD

XCL
XDA

SDA
SCL

CND
VCC

MPU6050

Figure 14.4 Schematic of the system.
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effect of noise and drift, the DMP (Digital Motion Processor) which is the 
internal processor on the MPU6050 chip to get greater accuracy and fast 
response instead of complementary filter is used. DMP outputs quaternion 
angles of the MPU6050 inertial frame, from which the Euler angles are calcu-
lated and finally the Pitch and Roll values of the MPU6050 inertial frame are 
obtained. The Arduino Uno is programmed to compute the required servo 
angle with the help of kinematic equations of the system. These angles are 
then converted to PWM signals and the servo motors are actuated [2, 13].

The relation between the stretcher angle and the servo angle is non- 
linear and hence to compute the required servo angle so as to stabilize the 
stretcher, a set of equations is required. These equations are derived with 
the help of Crank-Rocker mechanism [10].

Referring to Figure 14.3 and Figure 14.6, the angle ‘Y’ between links ‘d’ 
and ‘c’ is already known while designing the system. The relation between 
angle θ and angle α is given in (14.1):

Start

Initialize
all variables

Intialize
MPU-6050

Read MPU
6050

Get the
FIFO Bu�er

values

Get
Quaternion
from DMP

Calculate
Euler angles

from
Quaternion

Calculate 
Pitch and 
Roll values
from Euler

Transform
Pitch and

Roll angles
to servo
angles

Transform
servo

angles to
PWM

signals

Transmit
the PWM
signal to

servo motor

Stop

Figure 14.5 Flow chart of the system.
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The angle between the links a and b, i.e., ‘β’ is computed with the help of 
diagonal length ‘L’, as in (14.2):
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 (14.2)

The diagonal length ‘L’ is calculated using the angle ‘α’, lengths of the 
links ‘d’, ‘c’ and the sensor reading which gives the tilt of the stretcher as in 
(14.3).

 L d c d c c2 2 2 cos( )  (14.3)

By calculating the angle ‘θ’ the servo motor angle for every sensor read-
ing is calculated using (14.4):

 Motor Y  (14.4)
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Figure 14.6 Modeling of links.
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14.3 Results and Discussion

14.3.1 Results

To demonstrate the working and feasibility of the proposed system, a proto-
type model has been developed and shown in Figure 14.7. For construction 
of the prototype, two sheets of acrylic with dimensions 15 cm × 30 cm × 
0.5 cm each, two acrylic links – 10.5 cm each, one metal link – 15 cm with 
0.25-inch diameter, universal joint having 0.25-inch diameter are used. Two 
wooden platforms 3.5 cm × 2 cm to elevate the servo motors required for 
movement of servo arms attached to the servo shaft are attached below 
the servo motors. The MPU6050 sensor and the Arduino UNO board are 
embedded in the electronics box.

The MPU6050 sensor is placed in the electronics box which senses the 
tilt of the ambulance base. The Arduino UNO then calculates the servo 
angles based on the sensor reading and the kinematic equations. The servo 
motors are then driven by the PWM pulses which are converted from the 
servo angles calculated by the Arduino UNO. Figure 14.8 shows the angle 
of the motor (Motor_Roll) for stabilizing the Roll motion of the stretcher 
based on the IMU sensor reading (Roll).

We verified the calculations using an online tool which calculates the 
interior angles of irregular quadrilaterals based on any one angle as an 
input [9]. We can observe in Figure 14.9 that if we increase the angle  (Roll) 
by 10 degrees, then the angle  (Motor_Roll) is increased by 12 degrees. 

Acrylic sheets

Acrylic links

Electronics

Metal link

Universal metal joint

Figure 14.7 Prototype images.
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Hence to make the angle  to its original value, angle  needs to be rotated 
by 12 degrees in negative direction. Comparing Figure 14.6, Figure 14.8 
and Figure 14.9 we can also verify the other angles used for calculating the 
“Motor_Roll” which are α, θ and β.

In Figure 14.10 we can observe the plot of the Roll (stretcher angle) ver-
sus the Motor_Roll (servo motor angle) which shows that when the “Roll” 
of the stretcher is positive the motors are rotated with “Motor_Roll” angle 
in negative direction and vice versa to stabilize the stretcher. 

In Figure 14.11 the results from the prototype model designed are 
shown. We can observe how the top acrylic sheet (imagined as a stretcher) 
stabilizes in the horizontal position against the tilted bottom acrylic sheet 
(imagined as the ambulance floor).

Figure 14.8 Dimensions of bottom acrylic sheet of the prototype.
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Figure 14.9 Verification of the calculation.
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14.4 Discussion

In order to make the system response faster, any control strategy such as 
PID controller, etc., is not proposed, which makes the proposed system an 
open loop system and helps to perform faster and more stable than [6, 14, 
17]. Moreover, in contrast to [5, 6, 14–16], use of only electric actuators 
(servo motors) is proposed due to the drawbacks of hydraulic, pneumatic, 
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Figure 14.10 Roll (Stretcher angle) vs. Motor_Roll (Servo angle).

Figure 14.11 Prototype results.
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electro-hydraulic and electro-pneumatic systems which are, bulkiness, 
complex, dangerous in certain circumstances, high operating costs, high 
maintenance costs, less accuracy and slow response compared to electric 
actuators [18]. We also observed that the position of the servo motors is 
affecting the feasibility of the design in [8] even though only electric actu-
ators are been used. So, the design of the system was optimized and is now 
more feasible and reliable. The aim of the proposed system is to stabilize 
the stretcher when there is a continuous tilt in the pitch and roll orien-
tation. Considering this, the systems proposed in [4, 6, 7, 17] are more 
focused on reducing the vibration depending on the acceleration of the 
ambulance while braking and accelerating the vehicle. But when there is 
no acceleration and only tilt in the case of overbridged roads, these systems 
fail to stabilize the stretcher.

14.5 Conclusion

An open-loop system which can stabilize the angular tilt of the ambu-
lance stretcher in real time is proposed. The system stabilizes the stretcher 
by measuring the tilt of the base of the ambulance and then calculating 
the servo angles with the help of the kinematics equations derived with 
the help of crank-rocker mechanism. The servo motors are then driven 
by PWM pulses and the stretcher is stabilized immediately. The proto-
type of the system was designed using SG90 servo motors, IMU sensor 
(MPU6050), Arduino UNO microcontroller board, metal and acrylic 
links, universal joint, acrylic sheets and wooden base for the motors. The 
results were observed, verified and discussed. We believe that the system is 
feasible and will be an added advantage to the existing suspension systems 
for ambulances. Our future work will include the elimination of the verti-
cal vibrations and designing a bigger prototype.
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Abstract
Ploughing is a method which is used to separate the soil on the surface and bring 
fresh nutrients to the surface. Before each crop is planted in the agricultural field, the 
farmers will plough their field using tractors. But this needs a lot of labor and more 
manual efforts required for seed feeding. To reduce this manual effort, automation in 
a ploughing, seeding and water management system is proposed. This employs ultra-
sonic sensors, a high torque low speed gear DC motor, and relay circuit, connected 
to two microcontrollers, Arduino and ATmega16. The sensor mechanism will help 
the microcontroller to control the movement of the machine in such a way that it 
will operate in  the desired field without crossing the borders. This machine is spe-
cially designed to do ploughing and seeding for paddy fields. The water pump motor 
is controlled by a microcontroller using ultrasonic sensor during ploughing and a soil 
moisture sensor further. It is a pollution-free vehicle as it uses electrical power.

Keywords: Ploughing, seeding, automation, high torque DC motor, 
ultrasonic sensor, soil moisture sensor

15.1 Introduction
India is a predominantly agricultural country. In south India, paddy is 
the most important crop. Working in the field for longer periods of time 
is difficult and requires more effort. Ploughing the field area, sowing, 
water management, cutting, and other agricultural procedures are only a 
few examples. In the past, animals were used to perform all of these tasks. 
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Later, machines took the place of animals, resulting in a significant rise 
in agricultural productivity [1–3]. Humans must, however, operate 
the machines. The use of equipment such as tractors, for example, has 
increased pollution. Agricultural systems are operated automatically in 
several countries. Because agriculture is such a big deal in India, farm-
ers will benefit if automation is applied. As a result, our effort focuses 
on automating basic working procedures such as ploughing and seeding 
[4–6].

The project’s goal is to use automation to modernize farm technol-
ogies. It ploughs any type of field, regardless of size or shape, automat-
ically. Existing systems have problems such as automated systems not 
being created, remote control systems requiring an operator with oper-
ational experience, and computer operated systems requiring internet 
access [7]. 

The goal of this study is to automate agriculture for better results and 
lower overall costs by combining ploughing and sowing into a single pack, 
as each of these tasks is now performed by separate machines. Additionally, 
to reduce pollution by minimizing the use of petroleum-based automo-
biles in favor of battery-powered vehicles [8–10].

15.2 Block Diagram

The description of the various blocks and how they work is explained in 
this section. The many blocks involved in the design and implementation 
of an automated ploughing, sowing, and water management system are 
depicted in this diagram. The system’s block diagram is shown in Figure 
15.1. The Arduino UNO, ATmega 16, DC gear motor, ultrasonic sensor, 
driver circuit, relay, soil moisture sensor, battery, and seeder make up the 
system design [11].

The motor driver circuit named IC L293D can drive a variety of motors 
like DC geared motors and even bi-polar stepper motors [12–16]. It acts as 
a switch between a low voltage circuit and a high voltage circuit. The motor 
terminals and the input are connected to the pins of L293D according to 
the logic in it. A set of similar DC geared motors are used for prototype 
of our project. The DC motor takes an input voltage of 12V, which can be 
used in variety of robotics applications. The motor can run at a speed 60 
RPM. 

The block diagram contains two separate systems. One is  a ploughing, 
seeding system which uses ATmega 328p and the other is a water manage-
ment system which uses ATmega 16.
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15.3 Working Methodology

The ultrasonic sensor is used to determine the distance between two points. 
This will be connected to the ATmega 328p microcontroller. When the rover 
approaches the end of the field, the sensor detects it and sends a signal to 
the controller. According to the coding, the controller will cause the rover to 
turn in the desired direction [17]. When the rover reaches another field cor-
ner, it will do a U-turn and repeat the process until it reaches another field 
corner. When the rover is first at the first corner another ultrasonic sensor 
will sense its presence; it will give a signal to ATmega16 which will turn on 
the water pump. A soil moisture sensor will be placed in the field and when 
the field is sufficiently moisturized then the water pump will be turned off 
automatically. This mechanism can be used further [18]. A box with holes 
will be placed under the rover, through which the seeds will come out when 
it rotates [19, 20]. A normal DC motor will be used for this purpose. Figure 
15.2 shows the rover movement across the field while ploughing. Separate 
commands will be given for ploughing and seeding. The movement that is 
used for ploughing and seeding is shown below. Figure 15.2 shows rover 
movement across the field while ploughing; Figure 15.3 shows the rover 
movement across the field while seeding [21–26].

Ultra sonic
sensor

Power
supply

ATmega
328P

Motor
control of
ploughing

and
seeding

Relay
circuit

Water
pump

Ultrasonic
sensor

ATmega 16

Soil
moisture

sensor

Wired connection:

Wireless communication:

Figure 15.1 Block diagram.



202 Intelligent and Soft Computing Systems for Green Energy

15.4 Design Calculation

The movement of the rover depends upon the output of the ultrasonic sen-
sor. So proper distance calculation should  be done for accurate movement 
of the rover. The distance is calculated using the formula,

 Distance = ((N * T) / 20000) in cm (15.1)

Figure 15.2 Rover movement across the field while ploughing.

Figure 15.3 Rover movement across the field while seeding.
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Where N is the speed of sound in air, T is the time it takes the receiver 
to read the echo from the obstacle in seconds. When the plougher is 
attached, the machine is 32 cm in length. As a result, the distance input for 
the ploughing operation is set to 35 cm in the coding. When the seeder is 
connected, the machine measures 16 cm in length. As a result, the distance 
input for seeding operation in the code is 18 cm.

15.5 Simulation

Proteus Design Suite software is used to create the working model. It com-
bines computing, visualization, and a programming environment in one 
package. Proteus is also a modern simulation programme with advanced 
data structures and built-in editing and debugging capabilities that sup-
port many types of sensors and simulation connections. Proteus is a test 
software that simulates several types of microcontrollers, including the 
Arduino series. A stable version of Proteus such as V 8.0 is used to develop 
our working model [27]. The components required can be added by click-
ing on “Pick devices” button on the left of the schematic capture. After add-
ing all the components it will be connected to form the complete circuit. 
The software circuit for the robot is shown below in Figure 15.4. 

Figure 15.4 Proteus design circuit for plougher system.
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The controller will function based on the coding that has been created. 
The ATmega 328p controller is used in this robotic system. Ultrasonic 
sensor, DC motors, and motor driver kit are all included. The Proteus 
design circuit for the plougher system and water management system is 
shown in Figures 15.4 and 15.5. The logic is programmed in the Arduino 
Integrated Development Environment (IDE), which employs an embed-
ded C language. It is time to create the built binary (.hex) file, which will 
be submitted to the Proteus Design Suite’s controller. After you’ve finished 
programming, go to the menu and choose the sort of board you’ll be using, 
then compile the programme. Debug any errors and recompile the applica-
tion before generating the hex file if any are identified. We utilized a switch 
to provide the input because the soil moisture sensor library is not avail-
able in Proteus. 

A. For ploughing and seeding system
After completing the circuit connection simulation will be started. The 
motors will rotate as per the command given in the coding. At first the 
motors will run in a forward direction, then after getting the signal from 
the sensor the motor will rotate in such a way that the whole machine will 
turn left side or right side based on the respective position of the system 
in the field [28]. When the machine reaches the other corner, it will make 
a U-turn and the process will continue. It will end based on the command 
given in the coding.

Figure 15.5 Proteus design circuit for water management system.



Automated Ploughing Seeding System 205

During the initial condition, the supply will be OFF and the switch 
will be open so that there will be no rotation left and right. When the 
supply is ON and switching is open the left and right wheel perform 
forward rotation. When supply is ON and the switch is closed the left 
wheel performs forward rotation and the right wheel performs back-
ward rotation. 

B. For water management system
This system uses soil moisture sensor and relay mechanism to operate the 
water pump motor. When supply is ON and switch is open the water pump 
will become ON and the relay open. When supply is ON and switch is 
closed the water pump will become ON and the relay closed. When the 
controller gets the input from the soil moisture sensor the water pump 
motor will be turned on. When it gets a second input from the sensor the 
motor will be turned off.  

15.6 Hardware Implementation

The hardware implementation of an automated ploughing, sowing, and 
water management system, as well as a description of the circuit’s main 
components, are presented. The outcomes are examined and debated. 
Table 15.1 shows the component description. The Arduino has 14 digital 
input/output pins (six of which can be used as PWM outputs), six analogue 
inputs, a 16 MHz quartz crystal, a USB connection, a power jack, an ICSP 
header, and a reset button on the hardware side.

It comes with everything needed to get started with the microcontroller; 
it simply has to be plugged into a computer with a USB cable or power it 
with an AC-to-DC adapter or battery. The Atmel AVR 8-bit microcontrol-
ler ATmega 16 is a high-performance, low-power microcontroller based 
on sophisticated RISC architecture. It has 131 effective instructions. It can 
operate at a frequency of up to 16 MHz. It contains a customizable flash 
memory of 16 KB. It features 16 KB of programmable flash memory, 1 KB 
of static RAM, and 512 bytes of EEPROM. The endurance cycles of flash 
memory and EEPROM are respectively 10000 and 100000. It is a micro-
controller with 40 pins.

A set of similar DC geared motors are used for the movement of the 
robot. The DC motor takes an input voltage of 12V, which can be used in 
a variety of robotics applications. The motor has a speed range of 10 to 
500 RPM. The Ultrasonic sensor offers information on the absolute posi-
tion of a target or moving object. Ultrasonic methods are typically the 
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sole alternative to mechanical probing for glossy surfaces, transparent 
objects, or environments with a high level of dust and humidity. In this 
project the sensor gives the input to ATmega 16 and ATmega 328p. It is 
used for distance detection. The IC L293D can drive a variety of motors 
like DC geared motors and even bi-polar stepper motors. It acts as a 
switch between a low voltage circuit and a high voltage circuit. The motor 
terminals and the inputs are connected to the pins of L293D according 
to the logic in it. 

The volumetric water content in soil is measured by a soil moisture 
sensor. Because direct gravimetric measurement of free soil necessitates 
the removal, drying, and weighting of a sample, soil moisture sensors use 
features such as electrical resistance and neutron interaction to determine 
the volumetric water content. It is utilized to water the agricultural area by 
operating the pump in this project. A 12V, 1.2A battery is utilized to supply 
the circuit with the power it requires. It is a rechargeable battery that uses 
a 12V converter to recharge. 

The ultrasonic sensor is used to measure distance. This will be con-
nected to the microcontroller ATmega 328p. The sensor will sense when 
the rover reaches the end of the field and give a signal to the controller. The 
controller will make the rover turn in a desired manner according to the 
coding. When the rover reaches another corner of the field then it will do 
a U-turn and the process goes on until it reaches another corner. When 
the rover is first at the first corner another ultrasonic sensor will sense its 

Table 15.1 Components used in hardware setup.

Components Quantity Rating

Arduino (ATMEGA 328P) 1 5V

ATMEGA 16 1 5V

DC motor 4 12V

DC motor 2 6V

Soil moisture sensor 1 -

Ultrasonic sensor 2 -

Relay 1 12V

Battery 1 12V,1.2A

IC L293D 1 -
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presence; it will give a signal to ATmega 16 which will turn on the water 
pump. Soil moisture sensor will be placed in the field and when the field is 
sufficiently moisturized then the water pump will be turned off automati-
cally. This mechanism can be used further. A box with holes will be placed 
under the rover, through which the seeds will come out when it rotates. 
A normal DC motor will be used for this purpose. Separate commands 
will be given for ploughing and seeding. Figure 15.6 shows the hardware 
deployed for ploughing and seeding system. The hardware for water man-
agement system is shown in Figure 15.7.

Figure 15.6 Hardware circuit of ploughing and seeding system.

Figure 15.7 Hardware circuit of water management system.
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15.7 Conclusion

We may conclude from this research that the system executes the majority 
of agriculture labour automatically without the need for human interven-
tion. Water management systems deliver precise water to specific crops 
while reducing water waste that occurs with other methods. Overall, we 
can state that the system is totally automated, saving money and time while 
also improving manufacturing quality. If properly implemented in every 
farm, it will result in green evolution. It should be noted that the move-
ment utilized for seeding can also be used for harvesting. As a result, the 
cutting system can be installed in the same rover in the future, allowing for 
the development of a fully automated irrigation system.
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Abstract
With the growing number of online transactions due to ease of use, the probabil-
ity of fraud being involved in smart card transactions is increased. Online users 
are most vulnerable with a credit card, and banks and vendors employ debit card 
facilities for online banking systems. There are multiple middle-man transaction 
processing websites, and the user may not know whether he is being subjected 
to fraud or not. Auto-encoder is a deep learning technology used for many real-
world applications, especially in fault detection and fault diagnosis. In this paper, 
a deep learning-based, stacked auto-encoder system has been designed for pre-
dicting the accuracy of normal and fraud clauses in credit card fraudulent data-
sets. The system is built using TensorFlow with a three-layer stacked auto-encoder 
and tested using a real-world credit card transaction set. The experimental results 
show that the proposed system outperforms in terms of accuracy of prediction.

Keywords: Smart card security, fraudulent data, classification, prediction, 
deep learning, stacked auto-encoder

16.1 Introduction

Banking systems have generally been built using expert systems running 
on outdated rules to identify fraud, and these systems usually are easy to 
bypass. An increase in the complexity of fraud detection algorithms is to 
be implemented to raise the standard of security in the financial services 
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industry. According to reports [1], credit card fraud in the USA for the year 
2016 amounted to $9 billion. This was higher than the revenue of compa-
nies such as PayPal and MasterCard for 2017, which amounted to $10.8 
billion each [2]. The advancement of the fraud detection algorithm would 
prove to be essential for such companies. 

Machine Learning algorithms have proved to be highly efficient in solv-
ing problems of this sort, involving data analysis to predict when an occur-
rence is errant and to detect any similar occurrences as they are under 
process. Methods such as classifiers and Support Vector Machines have 
been employed to solve such problems. But the more advanced machine 
learning algorithms, such as deep neural networks and auto-encoders, 
have proved to be even more accurate in solving complex problems. Auto-
encoders involve analyzing given input, identifying the input’s core fea-
tures, and reconstructing the input based on the core features. This process 
is unsupervised, and it encodes the input by determining the vital features 
of the input by itself. Thus, recreating the input proves to be useful for sev-
eral applications.

16.1.1 Deep Learning 

Deep learning helps with the modeling of complex relationships between 
data, helping advance the field of Machine Learning. The representation 
of deep learning models involves multiple layers to represent the model, 
employing supervised and unsupervised learning algorithms for succes-
sive levels. The lower levels one brings in high abstraction levels, as the 
higher levels are defined by modifying the output variables from lower 
levels of the data model. Deep neural networks such as the Deep Belief 
Network (DBN) and the Stacked Autoencoder (SAE) are often employed 
for extracting significant characteristics from input before prediction [3].

16.1.2 Auto-Encoders 

Auto-encoders are widely employed in the field of deep learning and are 
used in the current solution. A feature extraction algorithm runs on unsu-
pervised neural network architecture, choosing the best features from the 
given set to construct an encoded input set that produces the output set with 
the best accuracy. It is robust compared to Principle Component Analysis 
(PCA) as it provides generalization in a non-linear manner [4]. Figure 16.1 
shows the block diagram of an auto-encoding system. The auto- encoding 
system comprises an encoder function (We) to encode the given input 
data (x) and decoder function (Wd), which decodes the encoded data.  
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The  reconstruction part brings the decoded data into its original for-
mat(x~). The performance of the auto-encoding system will be analysed 
based on the deviated value (error) from the original. 

The basic ideology behind the model is to apply back-propagation and 
make the target values match the input. We are trying to make the model 
learn an approximation to the identity function. 

An auto-encoder generally has an input layer, a hidden layer, and an 
output layer, similar to neural network architecture. The difference is the 
output layer having the same dimension as the input layer, as we are trying 
to reconstruct the input to make the algorithm efficient. The hidden layer 
has a smaller dimension compared to the input layer. 

Figure 16.2 shows the typical architecture of an Auto-encoder system. 
Auto-encoders are generally used to modify input structures to create 

Input Data (x)

Encoder Function
(We)

Decoder 
Function(Wd)

Reconstructing
original Data (x~)

Error Identification

Figure 16.1 Block diagram of general auto-encoding system.

Input Output

Encoding Layers Decoding Layers

Constructed/Encoded data

Figure 16.2 Architecture of auto-encoder system.
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other data structures that would be practical for the problem statement 
at hand. This is done by placing constraints on the network, creating the 
alternate data structure, and then comparing the results with PCA. 

This paper is structured as follows. Section 16.2 delivers related research 
on the corresponding work and the place of the article. Section 16.3 pro-
vides a proposed methodology. In Section 16.4 the results are discussed, 
and Section 16.5 summarizes the conclusion with future work.

16.2 Related Work

Dal. A et al. [5] have proposed formalized the realistic detection problem 
using everyday credit card transactions. Real-world data, which consists 
of more than 75 million card transactions, have been used, and a learning 
strategy has been designed for assessment. The system also addresses the 
class imbalance problem with concept drift. A Scalable Real-time Fraud 
Finder (SCARFF) was proposed by Carcillo. F et al. [6] is the machine 
learning approach for real-time fraud finding. This is the integration of 
Spark, Cassandra, and Kafka. The system has been tested with used imbal-
ance, feedback, and nonstationarity parameters. The framework has used 
real-world card transactions.

Pure machine learning algorithm-based credit card detection is pro-
posed by Randhawa et al. [7]. It is the hybrid method to evaluate the model 
efficacy using Adaboost and Majority voting algorithms. The proposed sys-
tem has been tested with real-world data and shows that Adaboost and 
Majority voting outperform well. The results have also been compared 
with NB, DL, and SVM algorithms. V. Bhusari and S. Patil [8] have pro-
posed a fraud detection model using Hidden Markov Model (HMM). The 
model uses a sequence of operations, while card transactions create HMM 
and are trained with cardholder behavior. The system has resulted in a low 
false alarm rate. 

Jiang has proposed a window-sliding strategy for credit card fraud 
detection by aggregating the transactions [9]. Each group is aggregated, 
and the behaviour patterns have been extracted. Each group has been 
trained with classifiers and transactions. A feedback module has also been 
adopted to solve the concept drift problem. It was proved that the proposed 
system gives better results than other existing models. Another stacked 
auto-encoder [10] has been proposed for solving gearbox fault diagnosis. 
It extracts necessary features and eliminates handcraft features from the 
frequency domain. Using two different gearbox datasets, the efficiency of 
the system has been proved.
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Randomization-based autoencoders (AE) are used in multi-layer (deep) 
neural networks to extract unsupervised features, which are then processed 
by an Extreme Learn Machine (ELM) classifier. Each randomization-based 
AE functions as a stand-alone feature extractor, and a deep network is built 
by stacking several of them [11]. An autoencoder can automatically learn 
deep hierarchical semantic features representations of data automatically, 
replacing operations extracted with hand-designed features [12].

16.3 Proposed Methodology

The paradigm put to use here is an encoder-decoder structure. The input 
is converted to a lower-dimensional hidden layer then reconstructed into 
a higher dimensional output layer that matches the dimensionality of the 
input layer [13]. The code layer present in the middle of the deep auto- 
encoder architecture uses classification by employing a compressed feature 
vector. It can also be combined within a stacked auto-encoder. 

The conversion of a lower-dimensional layer in the form of the hidden 
layer forces the auto-encoder to select the features of the data that influ-
ence the output the most. In the most optimal solution possible, the output 
of the auto-encoder provides a better result and envisioning of the data 
entries compared to the raw data. 

The non-linear hypothesis to be learned by the auto-encoder is defined 
as shown in equation (16.1)

 hW,b (x) ≈ x  (16.1)

where h represents the non-linear hypothesis to learn using the parame-
ters W and b, which represent the weighting and bias to fit the given data. 
It tries to approximate itself to the identity of the function. The process 
employed is reconstruction error minimization, using a loss function to 
calculate the error and penalizing based on the error. 

The loss function is defined as in equation (16.2). 

 L(x, d(f(x))) (16.2)

L is the loss function which penalizes d(f(x)) for varying from x. In 
auto-encoder terms, d is the decoder, and f is the encoder function.

A deep auto-encoder structure involves two deep-belief network places 
symmetrically. Each consists of four or five shallow layers that encode and 
another set of four or five layers. Deep learning, as such, can be placed in 
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auto-encoders, multiple hidden layers can be placed to provide complex-
ity in a method called stacked auto-encoder [14]. The output from a hid-
den layer is sent as input to a higher level. Each layer progressively learns 
first-order, second-order features, and so on. Figure 16.3 shows the struc-
ture of a stacked auto-encoder. 

Where xi is the input, and x`i is the output. Wei represents the encoding 
function with respect to 1st layer and Wdi denotes the decoding function 
with respect to 1st layer. The dataset is initially scaled to bring all the fea-
tures to fit in similar scales of magnitude. This is done to ensure that one 
feature does not overwhelm the others just because the values of the fea-
ture are higher. As mentioned before, the PCA transform is fitted onto the 
dataset. The dataset is then split into the training and test datasets, where 
the training set is used to build the model, which is then fitted onto the test 
dataset. The tuples are then labeled as Normal and Fraud classes, based on 
the detection of fraud. Since the number of fraud cases is highly nominal 
compared to a Normal transaction, the frequency graph, for instance, of 
Fraud and Nominal classes, shows the frequency of the Fraud class to seem 
insignificant. Figure 16.4 shows the frequency graph for the class labels 
present in the dataset. 

The auto-encoder structure involves symmetric encoding and decoding 
layers. In this specific case, the layers are dense, making sure the layers are 
fully connected. Designing an auto-encoder for this particular fraud detec-
tion is done using different models for the auto-encoder, varying number of 
layers in the auto-encoder, the activation function, and the threshold value. 

The variation in the number of layers is shown using a two-layer stacked 
auto-encoder and a three-layered stacked auto-encoder to explore the 
accuracy differences shown with variation in the layers. 

X1

X2

X3

X4

X5

X’1

X'2

X'3

X'4

X'5

In
pu

t

En
co

de
d 

La
ye

r

Encoding
Layer 1

Encoding
Layer 2

Encoding
Layer 3

Decoding
Layer 3

Decoding
Layer 2

Decoding
Layer 1

We1

We1

We1

We1

We1

We2

We2

We2

We2

We3

We3

We3 Wd1

Wd1

Wd1

Wd2

Wd2

Wd2

Wd2

Wd3

Wd3

Wd3

Wd3

Wd3

O
ut

pu
t

Figure 16.3 Structure of stacked auto-encoder with three layers [15].



Detecting Fraudulent Data Using Stacked Auto-Encoding 217

The activation function is used in the auto-encoder to map a given 
node’s output into the required range based on the input to be sent to the 
next node. This is done to ensure all the nodes get inputs of a similar range 
and make sure the desired solution is obtained. 

The activation functions used are tanh and relu, where tanh brings data 
into the range (-1,1), and relu brings data into the range (0,x). The thresh-
old value is used to validate whether a specific output value is to be taken 
into consideration or not. If the value does not exceed the threshold value, 
it can be deemed insignificant and need not be taken into account. The 
stacked auto-encoder is built using these parameters, the flow diagram of 
which is shown in Figure 16.5. 

The dataset taken into consideration contains transaction details for 
credit cards used by European cardholders during September 2013, span-
ning two days. The dataset has 284,807 entries, of which 492 entries are 
labeled to be a fraud. The number of fraud accounts for only 0.172% of all 
transactions, making the dataset highly unbalanced. The dataset is subject 
to an initial PCA transformation, as all original details about cardhold-
ers and the transactions cannot be disclosed. The dataset contains 28 col-
umns of PCA transformed features and two other features. One is ‘Time’ 
for indicating the elapsed time between the first and current transaction. 
The second additional feature is the ‘Amount’ which indicates the amount 
involved in that transaction. The feature ‘Class’ is the response variable; it 
takes the value 1 in case of fraud and 0 otherwise. 
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16.4 Results and Discussion

The proposed system is implemented in Keras; an API is used to build deep 
learning models for complex operations. It is used in research activities, fast 
prototyping, and production because of its advantages, as it is user-friendly, 
modular, composable, and easy to extend. The Keras API is imported and 
extended using the TensorFlow platform provided by Google. Deep learning 
models are designed, built, and trained using TensorFlow. To do numerical 
computations using data flow graphs, we used the TensorFlow framework. 
TF’s is more advanced, especially when it comes to high-level processes such 
as threading and queues, and debugging. TensorFlow is valuable because it 
can scale issues indefinitely—graph nodes can run throughout a dispersed 
network. The logic in TF is unique in that it uses both the CPU and the GPU 
of the computer. TF now has a lot more power per machine because of the 
addition of the graphical processor unit.

Statistical data for the dataset is calculated, the mean, standard devia-
tion, min, and max values for the original data and the reconstructed data 
after passing through the auto-encoder. The statistical data is shown in 
Table 16.1. 

There is a general loss in data quality after passing it through the 
auto-encoder. Hence, we have designed an auto-encoder for predicting the 

Initial dataset = 2,84,807 records

Classification of Normal(0) and Fraud (1) classes

Dividing the dataset for training(2,27,450 records) and test(57,357 records) cases

Training the data

Hidden dimensions = 7

Pass through stacked auto-encoder

Representing the outputs in confusion matrix

Prediction accuracy

Figure 16.5 Flow diagram for the building of stacked auto-encoder model.
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accuracy of normal and fraud clauses in the credit card fraudulent data-
set. There are three different conclusions obtained with the variations in 
the accuracy of the prediction. All these values directly affect prediction 
accuracy. 

Case 1: For the first case, the accuracy predicted is 87.19512%. Here 
there is no threshold value used, and those prediction list values that are 
more than 0.126 are used for the accurate prediction. It is a simple stacked 
auto-encoder with two layers of encoding and decoding. The activation 
functions “tanh” and “relu” are used in predicting a non-linear output. 

Case 2: For the second case, the accuracy predicted is 74.39024%. Here a 
three-layer stacked auto-encoder is used with additional usage of the “sig-
moid” activation function. By this experiment, there was a belief in the 
increase in the accuracy of the prediction. But with the threshold value 
fixed to 1, the accuracy reduced to an approximate value of 74%. Thus with 
the increase in layer and introduction of the threshold value, the accuracy 
seemed to reduce. 

Case 3: The second case was extended to new conclusions by increasing 
the threshold values. When the value reached 5, the accuracy obtained was 
98.17073%. This is the highest value of accuracy obtained, and with further 
change, the accuracy fluctuates around the same value. 

Figure 16.6 shows the various accuracy achieved through the stacked 
Auto-encoder model under no threshold value, threshold value=1 and 
threshold value=5. Thus for the three-layer stacked auto-encoder with a 
given threshold value of 5, maximum accuracy is obtained. The confusion 
matrix for this scenario is shown in Figure 16.7. 

Table 16.1 Statistical output for the proposed system.

Reconstruction error True class

Count 56962.000000 56962.000000

Mean 1.094645 0.001703

Std. Deviation 3.999082 0.041231

Min 0.164545 0.000000

25% 0.430645 0.000000

50% 0.658607 0.000000

75% 1.003150 0.000000

Max 333.940175 1.000000
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The key features for the change-in accuracy are due to different acti-
vation functions, the number of layers in stacked auto-encoders, and the 
threshold values. An activation function is one that is used for getting 
non-linear outputs. In the case of different encoding layers, the activation 
function helps prevent the collapse of layers of encoding. The increase in 
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Figure 16.6 Accuracy of stacked auto-encoder system with different threshold values.
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stack level is directly proportional to the efficiency of the prediction as it 
involves an additional layer of processing. The threshold value is used for 
the construction of a confusion matrix. 

16.5 Conclusion

Online users are most vulnerable at the credit card and debit card facili-
ties for online banking systems. A stacked auto-encoder with three layers 
has been designed for detecting credit card fraud in this proposed system. 
The deep learning-based system was tested with credit card transaction 
data set, and the accuracy has been measured. The statistical data and final 
result in all three different cases show that the system outperforms accu-
racy. In the future, the system can be extended for medical image process-
ing applications.
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Abstract
Street gridlock turns into a significant issue for exceptionally packed metropol-
itan urban areas. India is the second most populated country on the planet and 
is a quickly developing economy. It is confronting awful street blockage in the 
urban communities. As per Times of India, around 30% of deaths are caused 
because emergency vehicles experienced delays in reaching a clinic. In the pro-
posed framework we are attempting to reduce the delay for the rescue vehicle. To 
smooth the development of emergency vehicles we think of “Keen Ambulance”. 
We are attempting to give green signs to the path where the emergency vehicle 
needs to go by physically turning a switch on a specific path. We will utilize the 
innovation loved RF Module. This framework was planned so that it would be 
initiated when it got a signal from a rescue vehicle dependent on radio recurrence 
(RF) transmission, and we utilized Arduino to change the succession back to the 
typical arrangement before the crisis mode was enacted. In the second stage, we 
are building up a site for doing enrollment about clinical history, everything being 
equal. This information will assist with saving time in the clinic as it prepares to 
treat the incoming patient. This information can be recovered by utilizing excep-
tional id and unique finger impression confirmation. This produced information 
will be shipped off to the specific clinic before the arrival of the emergency vehicle. 
As this framework is completely computerized, it perceives the emergency vehicle 
and control traffic lights. This framework controls traffic signals and saves time in 
a crisis period. Accordingly, it counts as a lifeline project.

Keywords: RF module, traffic monitoring, fingerprint authentication
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17.1 Introduction

17.1.1 Problem Statement

In today’s world even with an increase of the number of vehicles, traffic 
signals are programmed and still running on fixed timers, which do not 
vary based on the volume of vehicle accumulation at junctions. Due to 
this scenario there will be a chance of increased waiting time. No provi-
sions are available with present traffic monitoring system for getting any 
information about vehicles. Because of this, it will become very difficult to 
track a vehicle and to control signals. So, this creates complexities in emer-
gency situations and may put lives at risk. Medical records containing all 
information connected with medical care of the patient is the most crucial 
information in terms of treatment of the patient [1–5]. When a patient 
enters the hospital in emergency conditions, delay occurs in starting the 
treatment and analyzing the patient’s medical history and maintaining 
the patient medical records manually may result in loss of information of 
patients. Nowadays, policies and technology are rapidly moving towards 
the security of patient records [6–10].

17.1.2 Field of the Project

The project mainly focuses on sensing information with the help of human 
biometrics. This is a secure method for keeping records. Just by perceiv-
ing aunique mark we can acquire the data related to that patient. This is 
exceptionally advantageous in terms of keeping records. Biometric reacts 
quickly, ordinarily distinguishing a patient in just one second. Just by per-
ceiving finger impression reality that biometric certifications are special 
for every persistent and can’t be neglected or replicated. This innovation 
will serve to precisely follow a patient time. The following field of our 
undertaking centers on correspondence innovation. For correspondence 
we use RF module 434 MHz; this is utilized for  single-way correspon-
dence and works under Amplitude Shift Keying (ASK) Modulation, oth-
erwise called Binary ASK. RF Transmitter is joined to the crisis vehicle 
and RF Receiver will be introduced closer to the flagging framework. The 
other significant zone of this venture is robotization, where the patient’s 
clinical records can be recovered and shipped to the specific medical 
clinic. By utilizing the gathered information, the specialists or medical 
attendant can plan essential therapy or emergency treatment for the spe-
cific patient.
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17.1.3 Objectives

¸ to provide basic first aid to every patient on time. ̧  to attend to the patient 
and send him or her to hospital as soon as possible amidst the heavy traffic 
zone. ¸ to change the traffic signal according to the direction of the ambu-
lance. ¸ To achieve this condition, the direction switch in the ambulance 
must be pressed, then the signal is immediately transmitted from the ambu-
lance to the receiver of the traffic control system via RF Module. ¸ To start 
the treatment immediately, previous medical records can be accessed with the 
help of biometric sensor and the patient health records can be analyzed prior.

17.2 Proposed System

17.2.1 Block Diagram of Traffic Signal Control System

Whenever a switch is pressed, a parallel data is sent to HT12E which encodes 
the parallel data into serial data and feeds it to RF transmitter. The RF receiver 
receives the serial data and feeds it to HT12D which decodes the serial data 
into parallel data, and it is sent to Arduino NANO. It then processes the 
received data and adjusts the traffic signal accordingly. The overall block dia-
gram of traffic signal control system is shown in Figure 17.1. The biometric 
system logic is shown in Figure 17.2.

RF Module Transmitter

HT12E (ENCODER) HT12D (DECODER)

L1 L2 L3 L4

S1 S2 S3 S4

RF Module Receiver

Arduino NANO

Figure 17.1 Traffic signal control system.



226 Intelligent and Soft Computing Systems for Green Energy

17.2.2 Block Diagram of Biometric-Based Medical Records

While escorting a patient to hospital, their medical records are accessed 
using their fingerprint and it will be sent to the hospital immediately via 
email. Another feature of this system is to send information about what 
type of patient is arriving to the hospital via email.

A. Circuit Diagram of Traffic Signal Control System:
The following circuit diagram consists of two parts. The first, Figure 17.3, 
represents the receiver side in the ambulance and the second, Figure 17.4, 
shows the transmitter side in the traffic signal.

B. Circuit Diagram of Biometric-Based Medical Records:
The following Figure 17.5 is the circuit diagram of biometric-based medi-
cal records and it is set in the ambulance.

17.3 Implementation of Traffic Signal Control System

17.3.1 Flowchart of Traffic Signal Control System

This flowchart shows the step-by-step procedure of control of signals in a 
traffic signal control system.

Pushbutton
Switches

Fingerprint
Sensor NodeMCU Display

Power
Supply

Figure 17.2 Biometric.
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17.3.2 Algorithm of Biometric-Based Medical Records System

¸ The system waits for user input.
¸ Then it captures the fingerprint using a sensor.
¸ After capturing the fingerprint, it analyses and matches the 

fingerprint with its medical data of the particular person 
which is already stored in it and that data is sent to the hos-
pital via email.

¸ If the fingerprint captured does not match with any data, it 
again comes to its initial mode, where we can use the pre-
defined options to notify what type of patient is arriving at 
the hospital.

17.3.3 Methodology of Traffic Signal Control System

The main methodology of the proposed model is to allow clear flow of 
vehicles in order to prevent emergency vehicles encountering traffic con-
gestion during emergency situations, as the existing model is inefficient to 
solve congestion controlling for priority vehicle clearance. So, this project 
illustrates the “Intelligent Traffic Control System” using radio frequency 
wireless communication technology. The adopted flow is depicted in the 
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SD0
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128x64
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Figure 17.5 Biometric-based medical records.
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flowchart shown in Figure 17.6. This system primarily consists of Arduino 
Uno (ATmega 328p) microcontroller, Encoder (HT12E), Decoder 
(HT12D), RF transmitter and RF receiver are mainly designed to work 
under two modes, normal mode and emergency mode.

17.3.3.1 Normal Mode

In normal mode the whole working of the system is based on operation of 
on-chip microcontroller which is programmed to control traffic signals with 
fixed predefined time intervals. So, based on predefined time intervals signals 
in different ways are getting altered at different intervals of time. Similarly, 
every 18 central traffic control system is programmed with different func-
tions and methods according to the traffic congestion in a particular way.

TURN ON CIRCUIT

INITIALIZING I1=0 , 12=0 , 13=0,
14=0

IF I1=1 IF I2=1 IF I3=1 IF I4=1

NO YES NO YES NO YES NO YES

NORMAL FOUR WAY
TRAFFIC WORKING

LANE 1 = GREEN
LANE  2 = RED
LANE  3 = RED
LANE  4 = RED

LANE  1 = RED
LANE 2 = GREEN

LANE  3 = RED
LANE  4 = RED

LANE  1 = RED
LANE 3 = RED

LANE  2 = GREEN
LANE  4 = RED

LANE  1 = RED
LANE 4 = RED
LANE  2 = RED

LANE  3 = GREEN

Figure 17.6 Flowchart.
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17.3.3.2 Emergency Mode

In this system, emergency mode is activated by changing switch state to 
high on transmitter side. When a particular switch gets activated then a 
signal along with encoded data is transmitted through RF transmitter to 
the RF receiver installed at central traffic control system nearer to every 
traffic junction. After data reception the microcontroller will control signal 
states for the smooth passage of the emergency vehicle. So, in emergency 
mode traffic lights will be controlled by received data. In emergency mode, 
the radio frequency signal is transmitted by activating switches. When the 
switches are activated a particular voltage of signal which is produced will 
be encoded (parallel data will be converted into serial data) along with 
some address bits which provides security to transmission data. Finally, 
this encoded data is given to data pin of RF transmitter to establish serial 
communication between transmitter and receiver. After establishment 
of connection a signal of frequency 434 MHz will transmit the encoded 
data to the receiver which is connected to the microcontroller through a 
decoder which decodes the received data signal by frequently checking 
security bits of signal. If the received security bits are matched then valid 
transmission pin of decoder will get activated and decoded data is given to 
microcontroller. And the microcontroller will control the system accord-
ing to decoded signal. So, when an emergency mode is activated it gives a 
Green signal to that particular direction and sets Red signals to all other 
roads or directions approaching the junction.

17.3.4 Methodology of Biometric-Based Medical Records System

This Biometric-based Medical Record System works in the following man-
ner. At whatever point a patient gets into the emergency vehicle, his/her 
unique mark is filtered; their recently put away clinical information is 
recovered and it is shipped off the clinic by means of email. Something else 
about this framework is that it has predefined choices in it which is gotten 
to utilizing the given press catches and the ideal alternative is chosen which 
is additionally shipped off to the clinic through email. Those alternatives 
address what sort of patient will be showing up at the emergency clinic. 
The convention utilized here is SMTP (Simple Mail Transfer Protocol).

17.3.4.1 SMPT

Simple Mail Transfer Protocol is a TCP/IP convention utilized in sending 
and accepting email. Be that as it may, since it is restricted in its capacity 
to line messages at the accepting end, it is normally utilized with one of 
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two different conventions, POP3 (Post Office Protocol) or IMAP (Internet 
Message Access Protocol), that let the client save messages in a worker let-
ter box and download them occasionally from the worker. As such, clients 
ordinarily utilize a program that utilizes SMTP for sending email and either 
POP3 or IMAP for accepting email. SMTP fills in as a three-venture measure, 
utilizing a customer/worker model. Initial, an email worker utilizes SMTP 
to communicate something specific from an email customer, like Outlook 
or Gmail, to an email worker. Second, the email worker utilizes SMTP as 
a hand-off help to send the email to the accepting email worker. Third, 
the receiving worker utilizes an email customer to download approaching 
email by means of IMAP and place it in the inbox of the recipient.

17.4 Result and Discussion

17.4.1 Comparison of Results

The proposed traffic control system was implemented and the following 
Table 17.1 shows the output of the traffic signal in which the ambulance or 
any emergency vehicle passes through that particular lane.

The Biometric-Based Medical Records System is implemented when a 
patient gets into the ambulance; their fingerprint is scanned and it will find 
its match in the database. After finding its match, the acquired data will be 
sent to the hospital immediately via email.

17.4.2 Hardware Result
In this manner, the traffic light control framework was tried under vari-
ous conditions and the yield was checked. The typical data transfer logic 
is shown in Figure 17.7a and the respective mail output is displayed in 
Figure 17.7b. Figure 17.8 below shows the hardware setup of Traffic Signal 
Control System.

Table 17.1 Output of the traffic signal in four lanes.

Switch R1 Y1 G1 R2 Y2 G2 R3 Y3 G3 R4 Y4 G4

L1 0 0 1 1 0 0 1 0 0 0 0 0

L2 1 0 0 0 0 1 1 0 0 0 0 0

L3 1 0 0 1 0 0 0 0 0 1 0 0

L4 1 0 0 0 0 0 1 0 0 0 0 1
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Figure 17.7 (a) Flowchart for data transfer. (b) Mail output.
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 Figure 17.8 Hardware.

Figure 17.9 Hardware 1.
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The Biometric-Based Medical Records System was tested and the output 
was verified. Figure 17.9 above is the hardware setup of Biometric-Based 
Medical Records System.

17.5 Conclusion

This venture, “Savvy Ambulance”, has been effectively planned and tried. 
In this execution of traffic light control framework, we have utilized Radio 
Frequency Technology. It is created with reconciliation of all equipment 
segments. The presence of each module has been analyzed out and set cau-
tiously along these lines adding to the best working of the unit. Besides, 
with the advantage of growing innovation utilizing exceptionally prog-
ressed IC’s the task has been effectively executed. The primary advantage 
of this Biometric-Based Medical Record System is online increase of the 
patient information base. Quite possibly the main application is that it 
very well may be utilized during a crisis situation. Patient record errors can 
be limited by utilizing biometric procedure. Fingerprints are permanent. 
Our fundamental objective is to make a maintainable, helpful and secure 
arrangement that permits the specialists to all the more successfully utilize 
patient information to improve generally well-being, quality and effective-
ness of care.

17.6 Future Scope

¸  Further upgrades should be possible to the model by testing 
it with longer reach RF modules.

¸  As of now, we have carried out a framework by thinking 
about one street of the traffic intersection. It tends to be 
improved by extending it to every one of the streets in a 
multiroad intersection.

¸  Basic health details can be included by government. Further, 
we can identify the address and contact number by using a 
card.

¸  The Biometric-Based Medical Records system can be used 
by healthcare providers to keep records and secure patient 
health records. The system is expected to enhance the 
effectiveness and the overall efficiency of hospital manage-
ment. The integration of biometrics is to increase the user’s 
confidence in this system.
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Abstract
In the cutting-edge situation, because of expansion sought after and supply through 
the world, the force framework field is going ahead and headways were being 
acquainted to our day-to-day routine. The Electric Power System is divided into an 
extensive range of sectors, one of which is transmission framework, where force is 
sent from creating stations and substations through transmission lines into shop-
pers. The HT lines flow between power transformer and distribution transformer. 
The voltage that flows through HT line is 11KV, 22KV and 33KV. Flaw is charac-
terized as various unwanted yet unavoidable episodes that can incidentally upset 
the steady state of the force framework that happens when the protection of the 
framework fizzles anytime. A brilliant GSM-based flaw recognition and area frame-
works was utilized to precisely show and find the deficiency confinement that had 
happened. LoRa is utilized for the long reach correspondence and the LoRa corre-
spondence is utilized to impart in the middle of the transmitter and the recipient. 
The UNO gives the essential data the whole circuit and the potential transformer 
is utilized the action the voltage of the HT line and the LCD is utilized to show the 
situation with the yield like voltage and address of the post. The Relay is utilized to 
guarantee the stumbling conduction under any deficiency conductions and the heap 
is associated with guarantee the stumbling of whole circuit. Finally, the issue data is 
communicated to the control room and the time needed to find an issue is radically 
diminished, as the framework consequently and precisely gives exact deficiency area 
data. GSM is utilized to send SMS to determine versatile number. The proposed 
technology will help to sense and rectify the faults within a short time period. This 
system will help us to save the power system from damage and disasters.

Keywords:  LoRa, GSM, Arduino uno, relay, transformer
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18.1 Introduction

The power system has different operating elements, and there may be the 
possibility of disturbances and faults at all times. HT lines are more vul-
nerable to faults and they are exposed to atmosphere and there is a chance 
of occurring faults, the fault to be sensed and cleared as soon as possible 
to ensure the system consistency. The framework imperfections are natu-
rally recognized and afterward convey the information, for example, loca-
tion and transmission fault to the control room. The GSM network gives 
solid correspondence quality cross country inclusion. Message system has 
now suited the most broadly utilized help dependent on GSM standard. 
Simultaneously the diminishing expense of GSM gadgets, for example, cell 
phones and the GSM SMS give a remarkable location to the controller unit 
and orders can be sent in the remote correspondence organization. There 
are numerous courses of deficiencies in power transmission prompting 
blackouts, if not appropriately overseen.

Notable among these deficiencies are:

• Faults because of inappropriate earth to HT posts.
• Damage HT lines (tree falling on lines or birds in the middle 

of lines).
• Faults because of inappropriate support of circles/pins and 

mistake at the appropriation transformer.
• Lightning strike.

18.1.1 Different Types of Transmission Line Fault

18.1.1.1 Single Line-to-Ground Fault

The most well-known sort of shunt inadequacies is Single Line-to-Ground 
flaws. This sort of shortcoming happens when one conveyor tumbles to the 
ground or gets into contact with the unbiased wire. It could likewise be the 
consequence of the falling of tree branches in a storm. The Single Line-to-
Ground fault type is shown in Figure 18.1.

18.1.1.2 Line-to-Line Fault

This fault happens mostly due to shunt shortcomings in the Line-to-Line 
deficiency (LL). This is declared when two of the HT lines are short cir-
cuited, caused for example by a tree falling on the HT lines or by contact of 
birds in between two HT lines, as shown in Line-to-Line fault at Figure 18.2.
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18.1.1.3 Double Line-to-Ground Fault

The Double Line-to-Ground deficiency (DLG) is shown in Figure 18.3. 
This could be a consequence of birds in between two electrical cables, or 
from different causes. This causes a short in two stages where the twofold 
line gets short during any shortcoming conditions.

18.1.1.4 Balance Three-Phase Fault

The three phases come in contact with each other and get shorted due to 
any critical situations. The power supply of HT lines gets interrupted by 
this type of fault. Balance three-phase fault is shown in Figure 18.4.

R
Y

B

Figure 18.1 Single line-to-ground fault.

R
Y
B

Figure 18.2 Line-to-line fault.

R
Y
B

Figure 18.3 Double line-to-ground fault.

R

Y

B

Figure 18.4 Balance three phase fault.
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18.2 Objective

This work deals with the GSM based on HT line checking and sign frame-
work that sends data of the equivalent to control room through messaging 
system. The carried-out framework arrangement mainly focuses on the 
appropriation framework. The main venture has continuous monitoring 
framework organizing ARDUINO microcontroller with GSM-based com-
munication. The execution of the framework will save a huge measure of 
power and subsequently power will be available for a greater number of 
consumers, residential homes, and hospitals in a heavily populated coun-
try like India. Consequently, we could give an electrical inventory with no 
aggravations and can amend when the issue happens. For this situation, 
there can be large savings in labor and time.

18.3 Literature Survey

A system is used to find a fault in the HT transmission lines using the Wide 
Area Measurements (WAMS) where the fault is detected with their loca-
tions that uses the voltage to measure [1–3]. Here different techniques are 
used for the finding, location and organization of several faults in a trans-
mission network [5, 6]. The transmission losses are also included that esti-
mation factors like to affect the physical losses to various technical losses 
[7]. There are different faults on the transmission lines, where the voltage is 
measured and a signal is sent to the microcontroller, where the fault con-
dition message to display the LCD [4]. Using Discrete Wavelet Transform 
(DWT) the fault condition to be detected on the three-phase transmission 
line, whereas the detailed coefficient of fault signals is obtained using soft-
ware coding to classify the fault in transmission line [8]. 

The fault to be detected on HT transmission lines which are monitored 
in terms of Temperature, Voltage, Current which are transmitted by using 
GSM modem and also used to represent the hardware structure and soft-
ware flow, also could save a large amount of electricity [9]. Detecting failure 
in the network of electric grid and also the electrical theft can be identi-
fied, various sensors are provided to gain symptoms that lead to network 
failure [11]. A new intelligent technique is used to sense and classify the 
transmission line faults which are interconnected to Phasor Measurement 
Units (PMUs) which is used to measure both the voltage and current [12]. 

Capacitors are connected in series with the transmission lines; Artificial 
Neural Network (ANN) technique is used to detect the fault and improve 
the performance transmission system, and also it is used to sense and 
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classify the different faults power system [14]. GSM algorithm and IOT 
technique use a thermopile sensor and microcontroller which will help in 
better functioning of the fault controlling in the transmission lines [15]. 
The flaw can be quickly identified and the reactive control shutdown will 
not contribute to any harm to the load. Also the time taken to restore 
power to the affected region decreases significantly [16]. A fault indicator 
that comes with the GPS coordinated to find fault location, LoRa trans-
ceiver is used for fault indicator for increasing range [10].

18.4 Proposed System

In this system, considering three numbers of poles for the execution of 
line fault detection. The HT pole consists of only three phases, R, Y and B. 
The HT lines are placed in a 9.14-meter pole due to flow of high voltage of 
about 11KV, 22KV and 33KV. Also, they have a high induction, so they are 
placed by 9.14-meter pole. In our system, in this technique used Potential 
Transformers, LCD, LoRa, Power Supply Unit and the Microcontroller 
Unit as shown in block diagram of HT pole in Figure 18.5.

The Power Supply Unit provides necessary electrical power backup to 
the entire circuit placed in the pole. This paper consists of three Potential 
Transformer for three phases, R, Y and B. The main motivation of this sys-
tem to behind this voltage level monitoring with end-to-end transmission 

LCD

GSM

POWER SUPPLY
UNIT

LORA

ARDUINO
MICROCONTROLLER RELAY LOAD

Figure 18.5 Block diagram of HT Pole.
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line estimation. These are associated across or corresponding to the line 
which is to be checked. The power supply to the Potential Transformer is 
about 12V. LCD full forms liquid-crystal display. Here the LCD is used to 
display the output such as voltage of each phase, address of the pole, timer 
that has been programmed in a regular interval of time. The power supply 
to the LCD is about 5V. A Microcontroller is a small chip which is made up 
of a silicon semiconductor chip. 

A Microcontroller has been programmed to send the information to 
the main device using LoRa as a transmitter, and it also transfers data 
to main devices at a particular interval of time. The power supply to the 
Microcontroller is about 5V. The LoRa is used for the communication 
purpose. Here the LoRa is used to transmit the essential data to the main 
device that is placed in the control room. LoRa is a wireless long-range 
communication which is more advanced in wireless communication for 
a longer distance [13]. Here the LoRa is connected with a diode and the 
voltage used by this device is about 3.3V. Similarly pole 1, pole 2 and pole 
3 have the same block diagram.

Main Device
The portions that are related in the standard contraptions are Power Supply 
Unit, LCD, LoRa, Relay, Load, GSM and the Microcontroller Unit. The 
Power Supply Unit gives significant electrical power support to the entire 
circuit put in the Main Device. LCD full constructions liquid valuable stone 
grandstand. Here the LCD is used to show the yield like voltage of each 
stage, address of the shaft, clock that has been tweaked in a standard time-
frame. The power supply to the LCD is about 5V. The Microcontrollers have 
been redone to send the information to the crucial contraption using LoRa 
as a beneficiary, and moreover, move data to essential devices at a particular 
time-frame. The power supply to the Microcontroller is about 5V. 

The LoRa is used for the correspondence reason. Here the LoRa is used 
to send the key data to the guideline contraption that is set in the control 
room. LoRa is a far off long arrive at correspondence which is additionally 
evolved in far off correspondence for a more broadened distance. Here the 
LoRa is related with a diode and the voltage used by this device is about 
3.3V. An exchange can be portrayed as a switch. Switches are generally 
used to close or open the circuit truly. Relay is, moreover, a switch that 
partners or withdraws two circuits. However, instead of manual movement 
an exchange is applied with electrical sign, which consequently interfaces 
or withdraws another circuit.

Hand-off is used to ensure the staggering condition for the entire cir-
cuit during the lack circumstances. GSM is a compact device; it addresses 
overall system for adaptable correspondence (GSM). GSM is an open and 
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progressed cell development used for conveying convenient voice and data 
organizations work at different frequency ranges with repeat gatherings. 
GSM was made as an electronic system using the time division distinctive 
access (TDMA) procedure for correspondence purposes. Here the GSM is 
used to send the nuances to a foreordained compact number practically all 
the information, for instance, address of the post that is gone lack, voltage 
level. The Relay is connected in the main device which ensures the tripping 
condition of the entire circuit when any fault condition occurs. The main 
device which is connected to the sub-power station will act as a receiver, 
where the GSM is connected to the receiver (Main Device). When the HT 
feeder gets tripped, it automatically trips the entire feeder. Then fault loca-
tion is located through GSM and the service line technical team sent to 
rectify the fault. After the fault is cleared the feeder is charged.

The voltage transmitted through the HT lines is about 11KV, 22KV and 
33KV. In any fault condition the Address of the pole and the voltage level 
of the pole is transmitted by LoRa in the pole and this data is received in 
the main device, displayed in the LCD. After fault condition the message 
is forwarded to the specified mobile number through GSM. The Relay in 
main device Trips the entire circuit after fault. The technical crew is sent 
to the fault location to service it. After the rectification of the fault, the 
HT feeder line is charged. The block diagram for LoRa based flaw location 
detection is shown in Figure 18.6.

LCD

LORA

POWER SUPPLY
UNIT

ARDUINO
MICROCONTROLLER

POTENTIAL
TRANSFORMER 1

POTENTIAL
TRANSFORMER 2

POTENTIAL
TRANSFORMER 3

Figure 18.6 Block diagram of LoRa – based flaw –Location detection in HT line using GSM.



244 Intelligent and Soft Computing Systems for Green Energy

18.5 Flow Chart

When any interruption occurs, the HT feeder line gets tripped. In pole, 
the LoRa acts as a transmitter and transmits fault location and address of 
the pole. It also transmits the voltage level that flows through the LoRa 
to  the main to be monitored. The entire process flow of proposed tech-
niques is shown in Figure 18.7. 

18.6 Result and Discussion

In this paper, the fault in the HT lines can be identified much faster and 
can be rectified as soon as possible by the technical crew. In this case there 
will not be any power loss for a long duration of time and the power loss 
can be minimized. Here, both manpower and time can be saved and also a 
clear power supply from the respective sub-power station can be provided 
without any interruption. Here LoRa is being used as a mode of wireless 

HT line 11KV,22KV & 33KV

Location and distance

Message to sub power
station mobile number

Supply of the feeder
gets tripped

Services provided to
the fault located line

Charge the feeder 
line

Figure 18.7 Process flow of proposed methodology.
.
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communication which makes it much simpler. If the LoRa is used by gain-
ing license the information that is communicated can be transmitted and 
received from any part of the word.

The Hardware setup of pole-1 is shown in Figure 18.8, which represents 
a real-time application of the pole. The circuit diagram consists of potential 
transformer, LoRa, Microcontroller Arduino, LCD. The switch box is to 
ensure the low voltage and could make fault at any phase. LoRa is used to 
communicate data through the LoRa antenna. The poles are connected in 
series as a real-time application.

The Hardware setup of pole-2 that is shown in Figure 18.9 represents a 
real-time application of the pole. The circuit diagram may consist of poten-
tial transformer, LoRa, Microcontroller Arduino, LCD. LoRa is used to 
communicate data through the LoRa antenna. The switch box is to ensure 
the low voltage and could make fault at any phase either at R, Y or B.

The Hardware setup of pole-3 that is shown in Figure 18.10 represents a 
real-time application of the pole. The circuit diagram consists of potential 
transformer, LoRa, Microcontroller Arduino, LCD. LoRa is used to com-
municate data through the LoRa antenna. The switch box is to ensure the 

 Figure 18.8 Hardware setup of Pole-1.
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 Figure 18.9 Hardware setup of Pole-2.

Figure 18.10 Hardware setup of Pole-3.
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low voltage and could make fault at any phase either at R, Y or B. The load 
is connected to pole-3 to ensure the tripping condition and each phase is 
connected with separate load.

The Hardware setup of main device shown in Figure 18.11 is connected 
in the control room at the sub-power station. The circuit diagram of the 
main device consists of LoRa, Microcontroller Arduino, LCD, Relay, GSM 
module. LCD displays output data of poles 1, 2 and 3 in a particular inter-
val of time. Relay is used to ensure the tripping condition of the entire cir-
cuit. GSM module is used to send a message to a particular mobile number 
at any fault conditions. A manually operated switch is provided; at the time 
the fault condition is rectified the switch is used to charge the entire circuit 
and the switch is operated manually.

Figure 18.12 represents the entire circuit. The entire circuit of main 
device, pole 1, pole 2 and pole 3 is connected in series as a real-time appli-
cation and connected to a load. In any fault condition the load connected 
to the circuit gets tripped, which ensures the tripping of the entire circuit. 
A manually operated switch is provided; at the time the fault condition is 
rectified the switch is used to charge the entire circuit and the switch is 
operated manually. The main device is connected in the control room of 
the sub-power station and the pole circuits are connected in poles.

Figure 18.11 Hardware setup of main device.
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When the fault occurs in the line the data is transferred through LoRa. 
Data is received by the main device. Then the message is delivered to the 
specified mobile number as shown as the output in Figure 18.13. In the 
message the fault phase is indicated and the address of the pole is also 
indicated.

As mentioned, the message the fault pole addresses will be sent and 
the voltage level will be sent by the GSM module to the respective mobile 
number. Then the entire circuit gets tripped; that’s no current through the 
entire circuit so these messages will be sent unless the fault condition is 
rectified; the output is represented as Figure 18.14.

18.7 Novelty of Work

Transmission lines (110kv, 230kv, 400kv) are electricity carrying con-
ductors from the generator plant to the sub-power station. HT lines 
(11kv,22kv,33kv) are high tension line which carry electricity from sub-
power station to distribution transformers (DTs). The IoT is used to 

 Figure 18.12 Entire circuit.
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transmit the identified transmission line faults and the results are displayed 
in numerical value. By using LoRa and GSM, the exact location of the pole 
is identified and result is displayed through SMS. Normally the transmis-
sion lines are up to 50-100 km and when the fault occurs in the line, a large 
number of technical crews are required to rectify the faults.

In case of HT lines, the authorized person knows the exact position of 
the fault and hence fewer crew members are required to solve the problem 
and a lot of time can be saved. Each pole of HT lines is monitored sepa-
rately and the final result will be viewed in the control room. The result will 
be as shown in the figure. Initially it displays the pole number and then it 
displays the voltage of R.Y. B phase. From this method, the entire HT line 
feeder can be monitored completely and if any fault occurs in the line, we 
can identify the exact position of the fault and can rectify it in a short inter-
val of time rather than seeking help from line patrol.

  Figure 18.13 Output of GSM.
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18.8 Conclusion

This paper presents an audit on the procedures utilized for flaw identifica-
tion, order, and area in HT lines. Different sorts of changes are introduced. 
Here the flaw in the HT line is located through the LoRa. The goal of the 
project is success, in which uninterrupted power supply can be provided 
to consumers like the public, offices, hospitals, industries, etc. There comes 
a small search area rather than searching a vast area on- and off-territory. 
Also, wastage of power supply can be minimized and the fault can be recti-
fied in the minimum of time by identifying the location. In older methods 
the high voltage transmission lines (where transmitted from generation 

 Figure 18.14 Output of GSM.
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plant to sub-power station) are provided with these types of features. Here 
this feature is provided to the HT lines and a non-interrupted power sup-
ply is provided directly to consumers.

18.9 Future Enhancement

A. Fault detection of a Generator and motor
A novel various leveled signal handling system is proposed for gener-
ator condition checking, also, flaw determination dependent on crude 
electrical waveform information empower organizations, which can 
regularly be estimated by determinedly tracking down the waveform 
sensors. The effect of generator hamper blames on deliberately found 
electrical waveform sensors in power networks are immediately exam-
ined and approved in MATLAB Simulink. In light of the huge arrange-
ment of electrical waveform information created by MATLAB Simulink, 
a various leveled calculation is at that point intended to find deficiency 
site area and screen the state of generators in force organizations. At 
last, the proposed strategy is approved in 14-transport IEEE standard 
force network under various situations (e.g., one generator shortcom-
ing, two-generator-flaw, different maturing levels, and so on). Our out-
comes show that it could find the flaw site area and screen the maturing 
state of generators in force organizations. Contrasted with conventional 
condition observing, what’s more, flaw analysis dependent on generator 
sensors, our proposed philosophy can screen countless generators based 
on a predetermined number of waveform sensors, which promises to 
decrease the expense of the upkeep and upgrade of the unwavering qual-
ity of the force matrix.

B. Improvements to human-machine interface
Visual showcase frameworks indicating the sidelong street position of a 
vehicle have been utilized in cutting-edge vehicle control and wellbeing 
frameworks for driver help with risky conditions, e.g., in snow-plowing 
tasks. A straightforward reproduction of parallel control soundness of the 
vehicle demonstrates the unfriendly impact of dead-time coming about 
because of the driver looking among windshield and show. An occasion 
driven inciting show is introduced to diminish the impact of the dead-
time and improve the wellbeing of the driver help framework. The test 
brings about genuine driving gives an examination of the presentation of 
the new showcase versus the first showcase framework and demonstrates 
the improvement in sidelong security in driving a vehicle.
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C. Improvements in computer-based protection of industry automation
PC-based frameworks, by and large, alluded to as Programmable Electronic 
Systems (PESs), are being progressively utilized in the process business, 
additionally to perform security capacities. The interaction industry as we 
mean in this report incorporates, yet isn’t restricted to, synthetics, oil and 
gas creation, oil refining, and force age. Beginning in the mid-1970s, the 
wide application prospects and the connected turn of event issues of such 
frameworks were perceived. From that point forward, numerous rules and 
principles have been created to coordinate and manage the utilization of 
PCs to perform wellbeing capacities (EWICS-TC7, EC, ISA). 

Exercises learned over the most recent twenty years can be summed up 
as follows:

• Wellbeing is a social issue;
• Security is an administration issue;
• Security is a designing issue.

Specifically, security frameworks must be appropriately tended to in 
the general framework setting. No single technique can be viewed as ade-
quate to accomplish wellbeing; highlights are needed in numerous security 
applications. Designing methodology needs to address not just equipment 
and programming issues in disengagement but also their interfaces and 
man- machine interface issues. At long last, the financial and mechanical 
parts of the security applications and improvement of PESs in measure 
plants are confirmed through all the Report. The extent of the Report is 
to add to the improvement of satisfactory attention to these issues and to 
represent specialized arrangements applied or being created.
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Abstract
In the modern era, breast cancer is one of the most common cancers worldwide. 
In 2020, nearly 2.3 million women were diagnosed with breast cancer (one in every 
eight women). The goal of this study is to compare three machine learning mod-
els, namely, logistic regression, decision tree, and random forest classifier which have 
been implemented for breast cancer. The patient’s dataset was collected; the dataset 
contained 569 rows of data, that is 569 patients’ data and 33 columns which are the 
features based on the classification. The dataset consists of attributes of the nuclei 
measurements which consist of texture, radius, perimeter, area, concavity, etc. In this 
breast cancer classification, the cancer is mainly classified based on the type of can-
cer cells, that is either benign or malignant (already given in the dataset as patients 
having cancer or not). Benign are non-cancerous tumour cells which do not invade 
neighbouring cells, whereas malignant are the cancerous cells causing tumours which 
invade neighbouring cells. The split data consists of 25% of testing data and 75% of 
training data. Machine learning models such as logistic regression, random forest 
classifier and decision tree classifier models are implemented. The results showed that 
random forest classifier has a comparatively higher accuracy with 98%.

Keywords: Breast cancer classification, breast cancer prediction, benign, 
malignant, random forest, decision tree, logistic regression

19.1 Introduction

The goal and aim of this project is to compare the accuracy of the vari-
ous classification models to detect whether the patient has cancer or not 

*Corresponding author: varshabalaji02@gmail.com
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given the relevant data. The classification of breast cancer divides car-
cinoma (cancer that occurs in skin cells) into categories based on how 
they have spread or whether they have spread. Classification algorithms 
predict and analyze one or more discrete variables while maintaining 
opposing attributes in a dataset. Classification and clustering are two of 
the most widely and often used methods of data processing. On the other 
hand, classification (supervised learning in machine learning) aims at 
classifying unknown situations supporting learning existing patterns and 
categories from the information set and then predicting future situations. 
The training set, which is used to create the classifying structure, and 
the test set, which tends to be evaluated by the classifier, are commonly 
referred to as classification task. Classification can be quite a complex 
optimization problem for this dataset. The researchers used a number of 
machine learning algorithm techniques to solve this classification prob-
lem. Women who are diagnosed with early carcinoma have a higher sur-
vival rate.

19.2 Related Work

Information from different papers based on breast cancer using machine 
learning with techniques like ultrasound, RBC and blood vessels, etc., 
was collected and analyzed. In [1] the authors used a novel feature 
selection technique that was used for diagnosing breast cancer survival. 
It is found that the data features were reduced dimensionally and the 
accuracy is improved. From [2] the authors used the Wisconsin diag-
nostic dataset for prediction. In [3] the authors have proposed classifi-
cation and prediction using machine learning techniques. From [4] the 
authors have predicted the malignant tumour cells in the breasts. In [5] 
the authors have implemented the translation of the associated disease 
with gene structures across tissues. This proposed paper has attempted a 
new combination of feature selection approach for a dimensionally high 
data which uses independent component analysis. The papers [6] and 
[7] depict supervised machine learning techniques and prediction of 
diagnosis. In [8] the classification is using machine learning techniques. 
From papers [9] and [10] the authors have implemented various data 
mining techniques for prediction. In [11] applications of cancer diagno-
sis and prognosis were referred. From [12] a review of data mining and 
risk assessment techniques on the data is made. In [13] a medical screen-
ing on breast cancer is done. In paper [14], the authors have predicted 
breast cancer using the Decision tree algorithm. In paper [15] prediction, 
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detection and classification on cancer data is performed. From [16] and 
[17] the authors have referred for factors that affect breast cancer. From 
[18] and [19] various deep learning techniques have been implemented 
by the authors. The authors of [20] discussed various machine learning 
classification approaches.

19.3 Research Objective

The main goal of the research is to build a model that will effectively 
identify or detect breast cancer among female patients. To achieve this 
objective, implementation of three classifiers, logistic regression classifier, 
random forest classifier and decision tree classifier has been made. With 
these models, the accuracy will be calculated for the training and testing 
data, respectively. The one with higher accuracy on testing data will be 
taken into account and will be compared with the original output dataset 
value, all under confusion matrix. This method does not take a long time 
and huge data analysis can be performed.

19.4 Methodology

Here, Figure 19.1 shows the steps involved in classification.

Training Data

Pre-Process

Feature Extraction

WBCD (ML Model)

Test Data

Classification

Cancerous Tumor/
Non-Cancerous Tumor

Figure 19.1 Classification model.



258 Intelligent and Soft Computing Systems for Green Energy

19.4.1 Dataset Description

The breast cancer dataset is taken from Wisconsin which is a diagnostic 
dataset of breast cancer. The dataset is collected from Kaggle in CSV for-
mat. The dataset contains attributes like patient’s id and the cancer diagno-
sis whether it is benign or malignant. The dataset contains features and the 
measurements of the nuclei tumour cells like radius, the texture of the cells, 
perimeter, smoothness, concavity, symmetry and fractal dimension which 
is the coastline approximation of the invading tumour cells. There are 569 
rows of data, representing patients and 33 columns which represent the 
33 features or data points for each patient. Here the target class is mainly 
based on the diagnosis of cancer data.

From Table 19.1, it is found that the obtained dataset is a multivari-
ate dataset and the attributes of the dataset taken are real entities of the 
patients. The number of instances and the number of attributes are found 
and checked for the missing and displayed in the above table. 

19.4.2 Data Preprocessing

Data preprocessing is one of the major techniques that executes certain 
tasks like data cleaning, checking for the missing values, training and test-
ing and makes it suitable for the machine learning models. The data pre-
processing that has been applied here are the following:

1. Checking the missing or null values
2. Feature scaling of the dataset, here feature scaling is done 

using the standard scalar.

19.4.3 Exploratory Data Analysis

Visualizing the counts, by creating a count plot. The count plot depicts the 
count of the benign and the malignant cancerous cells. The blue colour 

Table 19.1 Characteristics of the dataset.

Data Set 
Characteristics:

Multivariate Number of 
Instances:

569 Area: Life

Attribute 
Characteristics:

Real Number of 
Attributes:

32 Date 
Donated

1995-11-01

Associated Task: Classification Missing 
Values?

No Number of 
Web Hits:

1093558
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indicates malignant cells and orange indicates benign tumour cells as 
shown in Figure 19.2. 

From Figure 19.2, we infer that benign cells have a comparatively high 
ratio. 

Representing the diagnosis of malignant (M) and benign (B) tumours in 
Boolean format as 1s and 0s as shown in Figure 19.3.

Creation of pair plot. A “pair plot” is also known as a scatter plot, where 
one variable in the same row of data is matched to the value of another 
variable. The pair plot for all the features has been plotted.

From Figure 19.4, the blue points represent Malignant cases and orange 
points depict the Benign cases. 

A heat map is built to indicate the correlation between all features. Some 
of the features had higher numerical integer values and on the other hand 
had much lower numerical values as shown in Figure 19.5.

M B
diagnosis
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Figure 19.2 Count plot.

Figure 19.3 Values after encoding the categorical data.
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19.5 Model Selection

To achieve the goal, the machine learning classification models are used to 
fit a function and to predict the class of the new input. Three classification 
models have been implemented for breast cancer classification. 

19.5.1 Logistic Regression

Logistic regression is a form of supervised learning algorithm, which is 
used to predict a categorical dependent variable using a given set of inde-
pendent variables. In medicine, frequent application is to find if variables 
have an influence on the disease. 0 could stand for ill, 1 for not ill. In this 
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Figure 19.5 Heat map indicating correlation between all features.
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model, data is pre-processed and the criteria is chosen as ‘entropy’. Fitting 
of the logistic regression to the training set. The formula for the logistic 
regression model is given in Equation (19.1). The accuracy of the training 
dataset in logistic regression classifier is given as 99.06%.

 1/ (1+ e^-value) (19.1)

19.5.2 Decision Tree Classifier

Decision trees are a form of supervised machine learning technology that 
aids in determining a course of action by displaying various outcomes on 
each branch of the decision tree. Here, in this decision tree classifier the cri-
terion “entropy” is used and random state is 0. In this classification model, 
the data is obtained and then the training and testing of data is done.

The decision tree generation is formulated for each step and then the 
model evaluation is done and finally the performance evaluation measures, 
i.e., accuracy and recall are obtained. The accuracy of the training dataset 
in random forest classifier is given as 100%.

19.5.3 Random Forest Classifier

Random forest model is a kind of non-parametric model, i.e., the popula-
tion in it does not have a normal distribution. They operate by building a 
multitude of decision trees randomly, hence the name as random forest. It 
is a popular ensemble technique, and majorly uses bagging method. 

Here, in this classification, the number of estimators is taken as 10 (i.e., 
10 trees are taken to build for maximum and accurate prediction) and the 
random state is taken as 0. The accuracy of the training dataset in random 
forest classifier is given as 99.53%.

19.6 Results and Discussion

19.6.1 Confusion Matrix

The confusion matrix in Figure 19.6 shows the accuracy for all the model 
classifiers based on the test data. The number of cancer patients who were 
mistakenly diagnosed as not having cancer (false negative). The number of 
patients who were misdiagnosed as having cancer when they didn’t have 
it – false positives. The total number of correct diagnoses (both true posi-
tive and true negative). 
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19.6.2 Model Evaluation and Prediction

The model is evaluated for the test dataset and the performance of the 
model is verified. Here the actual target column (diagnosis) values are 
compared with the values predicted by the model. The performance crite-
ria used are F1 score and accuracy measure. Table 19.2 demonstrates the 
performance of all the three models.

From Table 19.2, accuracy and metrics, the classification model that 
worked best with the test data was the random forest classifier with an 
accuracy score of 98.0%. To make predictions/classifications on the test 
data and display both the random forest classifier model’s classifications/
predictions and the actual values of the patient indicating whether they 
have cancer or not.

 The best model is used to predict the diagnosis value for a new patient 
data which is not there in the training dataset. The new patient record with 
row number 571 and its last 6 attributes has been shown in Figure 19.7. 
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Figure 19.6 Confusion matrix for test data.

Figure 19.7 Prediction for new data.

Table 19.2 Model evaluation.

Algorithm model
Logistic 

regression
Decision tree 

classifier Random forest

F1 score  0.97 0.93 0.98

Testing Accuracy  0.98 1.0 0.99
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These values are given as input to the model and it predicts a value of 1 in 
the target column (diagnosis). A value of 1 in the target column means the 
tumour is Malignant.

19.7 Conclusion

In this work the Wisconsin dataset was taken to compare the performance 
of various classification algorithms to predict breast cancer in patients. 
Logistic regression, decision tree classifier and random forest classifier are 
implemented in Python to detect breast cancer. The performance of the 
study is measured by its testing accuracy and F1 score. The results showed 
that random forest has the highest testing accuracy and F1 score of 0.98 
and 0.99. To further assure this prediction, a new patient’s data was added 
to the Wisconsin dataset and tested with a random forest model. The pre-
dicted value obtained was in parallel with the actual value. The optimiza-
tion of the model also should be done in future. This further optimization 
requires more standardization and validation. 

Future work may involve methods to further improve the performance 
of the classifier.
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Abstract
Quantum circuits that solve arithmetic problems find immense application in 
many quantum algorithms like Grover’s search algorithm, quantum cryptography, 
and quantum image processing applications. In this paper, a T-count optimized 
quantum comparator structure for single-qubit and two-qubit input is proposed. 
When compared to previous works, the proposed quantum structures show a bet-
ter reduction in the number of T gates count and offer less T-depth.

Keywords: Quantum circuit, T-gates, quantum comparator, quantum gates, 
fault-tolerant, quantum computing

20.1 Introduction

Qubits are units of data that operate on quantum gates that can take |0⟩ 
state, |1⟩ state and superposition of both states represented as |ψ⟩ = α |0⟩+β 
|1⟩ where, α and β are satisfying ||α||2 + ||β||2 = 1. The output states can 
be measured by finding the values of α and β. Upon measurement the 
output state collapses to one of its measurement in standard basis states 
0 and 1 [1]. To maintain unique mapping between input and output vec-
tors, quantum circuits consume ancillary qubits and garbage outputs in 
the input and output section, respectively [2–4]. To employ the quantum 
circuits completely on quantum algorithms the garbage generated by the 
circuit has to be erased by running the circuit backwards after copying the 
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required output. The quantum computing hardware are highly susceptible 
to noise errors [5]. Noise resisting quantum circuits can be created utilizing 
fault-tolerant quantum gates as shown in Table 20.1. Quantum CCNOT or 
Toffoli gate is widely used in quantum algorithms but it does not fall into 
the fault-tolerant gates set family. 

Hence, fault-to Fault-tolerant implementation of CCNOT gate has 
received much attention in research and several notable decompositions 
were proposed. Among the handful of decomposition schemes, the 
Clifford+T decomposition of CCNOT gate proposed by Amy et al. [6] is 
shown in Figure 20.1 which decomposes to seven T-gates and with three 

Table 20.1 Universal Clifford+T quantum gates.

S. no Gate Matrix Symbol

1 Pauli-X 
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layers of T-gates. This decomposition shows resource efficiency by using 
a smaller number of T-gates and can be used for quantum circuit design 
that can implement functions other than classical logic AND operation. 
To realize a logic AND function using CCNOT gate a decomposition 
by Gidney can be utilized [5]. Figure 20.2 shows the logic AND realiza-
tion of a Toffoli gate decomposition using Clifford+T gates that utilizes 
only four T-gates with two layers of T-gates. Fault-tolerant quantum 
algorithms can be implemented in two ways, namely (i) deploying error 
correction circuits, and (ii) designing the circuit using fault- tolerant 
gates. The former may result in high time complexity by increasing the 
overhead job for the processor and the latter is preferable in many algo-
rithms [8–11]. 

Fault-tolerant quantum circuits can be analyzed using the following 
parameters,

1. T-Count: T-count is defined as the cumulative number of 
T-gates utilized the entire quantum circuit.

2. T-depth: T-depth is defined as the number of layers of 
T-gates that have the ability to perform parallel quantum 
information processing.

3. Qubits: It is defined as the total number of input qubits in 
the quantum circuit including ancillary qubits.
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Figure 20.1 Toffoli gate decomposition using Clifford+T gates [6].
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Figure 20.2 Temporary logic and decomposition of Toffoli gate using Clifford+T gates [7].
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20.2 Related Works

Several works have been accomplished in quantum comparator design 
using serial-based technique [12, 13, 15] and tree-based technique [15, 16]. 
Wang et al. proposed a quantum comparator that implements a quantum 
comparator using serial-based design with n qubits [12]. Al-Rabadi pro-
posed a quantum comparator design by cascading a group of single-qubit 
magnitude comparator using tree-based technique [17]. Thapliyal et al. 
also proposed a quantum multi-qubit magnitude comparator by cascading 
many single qubit comparators using tree-based model [14]. Oliveira et al. 
[18] proposed a quantum comparator to implement in the oracle of the 
Grover’s search algorithm. Xia et al. proposed a novel multi-qubit magni-
tude comparator for quantum image binarization [19]. The designs men-
tioned above are optimized in terms of number of auxiliary qubits.

20.3 Proposed Quantum Comparator

The proposed single qubit magnitude comparator is inspired from the 
classical Boolean model and utilizes two CCNOT gates with two ancillary 
qubits that is producing no garbage output as shown in Figure 20.3. The 
proposed single qubit magnitude comparator is compared with existing 
counterparts and it is presented in Table 20.2.

20.3.1 Multi-Qubit Magnitude Comparator

Any quantum circuit proposed must be uniformly scaled to perform 
comparison operation on a string of qubits. In this section a serial-based 
comparator design is proposed using serial-based technique [17]. The pro-
posed multi-qubit magnitude comparator computes the greater, lesser, and 
equal output between strings by employing two stages: In stage 1, single 
qubit comparator cells are cascaded to compute the outputs of each qubit 

A A

B

A>B

A<B

A=B

0

0

X X

X X X

Figure 20.3 Proposed single qubit magnitude comparator.
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in the string. In the second stage the outputs of the single qubit comparator 
cells are processed as per the Boolean expressions provided below,

 G(p, q) = Gq + Eq.Gp (20.1)

 E(p, q) = Ep.E(q) (20.2)

 L(p, q) = [G(p, q) ⊕ E(p, q)]′ (20.3)

Here p and q denote the operand bits of the given string where p > q. 
Figure 20.4 shows the quantum circuit of two qubit magnitude comparator. 

Table 20.2 Comparison of the proposed single qubit magnitude comparator 
with existing works.

Designs

Parameters

T-count T-depth Ancilla

[15] 24 12 6

[18] 8 4 2

[19] 11 7 1

[20] 14 6 0

Proposed 8 4 2
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Figure 20.4 Proposed two qubit magnitude comparator.
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The proposed two qubit magnitude comparator offers reduced T-count 
and T-depth when compared with the existing counterparts, and the com-
parison is shown in Table 20.3.

The proposed magnitude for two qubit string offers a T-count savings 
of 31.42% and 57.14% over the existing works by [18, 19], respectively, 
and shows a T-depth savings of around 20% and 50% by [18, 19] over the 
existing works, respectively.

20.4 Conclusion

The proposed single-qubit magnitude comparator shows a better T-count 
savings than the existing counterparts. The proposed magnitude for two 
qubit string offers a reduced T-gate count around 31.42% and 57.14% over 
the existing works in [19] and [20], respectively. The proposed work also 
shows a reduced T-depth around 20% and 50% over the existing works pre-
sented in [19] and respectively. This paper presents a single and two qubit 
string magnitude comparator that is optimized in terms of T-count and 
T-depth. Future work in this direction is to optimize the number of ancil-
lary qubits and it can be applied on quantum image processing applications.
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Abstract
Non-invasive and continuous monitoring of the heart is necessary to ensure the 
good health of every human being. The underlying challenge faced is the distance 
between the doctor and the patient, followed by lack of transportation, poverty, 
and poor-quality services. The other constraints are obtaining the proper mor-
phology of the QRS complex of the Electrocardiogram (ECG) signal followed by 
R peak detection and calculation of heart rate. Various techniques were proposed 
to resolve this problem but obtaining the accurate morphology remains one of 
the biggest challenges since the raw ECG signal is corrupted by noises like power 
line interference and motion artifacts. This paper aims at developing an IoT-based 
heart rate monitoring system. Fractional Fourier transform is used to estimate 
the QRS complex of the ECG signals and thereby the heart rate. The proposed 
algorithm is validated using ECG signals from the Physionet MIT arrhythmia 
database. The proposed algorithm ensures accurate heart rate detection and is 
implemented on the Amazon Web Services (AWS) cloud on the internet. The pro-
posed robust algorithm for heart rate detection combined with secure and flexible 
cloud servers like AWS provides an efficient heart rate monitoring unit. 

Keywords: Fractional Fourier Transform, Internet of Things (IoT), 
ECG monitoring, R-peak detection
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21.1 Introduction

Unexpected deaths due to cardiovascular diseases are one of the signif-
icant causes of mortality these days. According to a recent survey, the 
number of people affected by this disease has increased from 25.7 mil-
lion in 1990 to 54.5 million in 2016 [1]. In India, the number of deaths 
due to cardiovascular diseases has increased from 1.3 million in 1990 
to 2.8 million in 2016. Continuous monitoring of cardiac activity is 
necessary to ensure good health conditions and prevent fatality due to 
heart diseases. The challenges underlying the availability of timely and 
quality medical intervention include the distance between the doctor 
and the patient and accurate detection of heart rate. Internet of things 
(IoT) based real-time monitoring of patients can reduce the mortality 
rates as the continuous information on health status is made available 
to the physicians. 

The primary functionalities of IoT-based heart rate monitoring 
include: (1) Acquiring a real-time ECG signal from the patient using a 
sensor and transferring it to the cloud. The following two steps are per-
formed in the IoT cloud: (2) Denoising acquired signal to remove noises 
like powerline interference and baseline wander and storing the data to 
have a historical log. (3) Extracting the vital parameters like heart rate 
from the processed signal. (4) Transferring the extracted information 
to the physician. The quality of the information provided to the physi-
cian has a significant, life-saving impact on the patients. Hence, a robust 
algorithm for the accurate detection of vital parameters like heart rate 
is essential. The proposed approach uses Fractional Fourier transform 
(FrFT) to accurately detect the R-peaks and provide precise heart rate 
[2]. FrFT is a linear operator that rotates the signal by an angle a

2  
in the time-frequency plane, where is the fractional parameter. FrFT 
transforms a signal to an intermediary domain between time and fre-
quency, i.e., fractional frequency plane. The proper choice of can well 
distinguish the QRS complex from other ECG components and ensure 
accurate detection of R-peaks. The availability of such a powerful tool in 
connection with IoT-based platforms provides efficient real-time heart 
rate monitoring systems.

The authors propose a prototype for monitoring the heart rate of a 
patient using a cloud environment. The rest of the paper is organized as 
follows: Section 21.2 presents the related works. Section 21.3 discusses the 
methodology proposed. Section 21.4 provides details on obtained results, 
and the conclusion is presented in section 21.5. 
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21.2 Related Work

Several algorithms were presented in the literature related to IoT-based 
ECG monitoring. In [3], the authors propose an IoT-based ECG moni-
toring system with a local liquid crystal display (LCD) to display the ECG 
waveform through Web Interface/Mobile-Application. The acquisition of 
real-time ECG signals is made using three electrodes. Data are sent to IoT 
Cloud stored. The ECG data can be visualized and stored in the IoT cloud 
servers. In [4], the authors present real-time heart rate monitoring. The 
IoT system is connected through a wireless cloud for long-distance trans-
mission. The sensor module for data acquisition uses an embedded device, 
myRIO 1900, that can be interfaced with LabView.

In [5], the authors present a technique to acquire the ECG remotely. The 
algorithm utilizes single-lead ECG, which is appropriate for the IoT envi-
ronment. The novelty of the method is with selecting authenticated ECG 
using template matching by the sum of squared difference. The availability 
of such a classification procedure improves the efficiency of the unit. A 
real-time ECG monitoring system is implemented using AD8232 in [6]. 
The signals acquired are pre-processed using digital filters to remove pri-
mary noises and interfaced with Arduino Uno. The data is transferred to 
the cloud using the communication module, and the results are accessed 
using the graphical user interface (GUI).

A prototype for monitoring multiple parameters like SpO2, pulse rate, 
ECG, and blood glucose is developed, and the data is communicated to the 
cloud in [7]. The authors investigated four different transmission modes for 
efficiently utilizing the computing resources. The multi-parameter moni-
toring enables complete supervision of a patient’s health status. In [8], the 
authors presented Cypress Wireless Internet Connectivity for Embedded 
Devices (WICED) IoT module for effective ECG monitoring. Several 
communications and device management protocols, including Message 
Queuing Telemetry Transport (MQTT), User Datagram Protocol (UDP), 
and Hypertext Transfer Protocol (HTTP), etc., are investigated. The wire-
less data transmission is enabled between the sensor and the cloud using a 
Wi-Fi module. 

ECG signals acquired by the AD8232 sensor are processed to extract 
features such as Mean RR, root mean square of successive differences 
(RMSSD), Ratio SR, and Standard deviation of NN intervals (SDNN) is 
proposed in [9]. The complete framework consists of a sensor unit inte-
grated with a Wi-Fi module and the feature extraction algorithm run-
ning on the IoT cloud. A similar combination of hardware modules for 
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implementation for quality-assisted ECG monitoring is proposed in [10]. 
The additional ability of the proposed approach underlies the availability 
of an intelligent technique to accept only the quality signals for processing. 
The existence of such signal quality assessment techniques further enhances 
the efficiency of IoT-based monitoring systems. The integrated unit with 
ECG acquisition sensor, Arduino, Bluetooth communication module, and 
cloud servers is proposed in [11] to provide continuous ECG monitoring. 
The novelty of the contribution lies with enabling secure data transmission 
using Lightweight Secure IoT and Lightweight Access Control. After care-
ful study of existing techniques, it is observed that real-time ECG monitor-
ing using cloud servers relies on similar hardware architecture. However, 
their performance can vary based on other aspects like the type of com-
munication protocol adapted, the ability to promote secure transmission, 
and the nature of the feature extraction algorithm. The primary focus of 
the proposed technique is on the efficiency of the algorithm in extract-
ing accurate features like heart rate. The robust method Fractional Fourier 
transform is adopted for detecting the heart rate. The integration of such 
powerful algorithms in IoT cloud like AWS can perform efficient real-time 
monitoring.

21.3 Methodology

The objective of the paper is to implement an efficient real-time heart rate 
monitoring system. The complete framework involves two primary folds: 
(1) Robust algorithm to accurately detect heart rate from the ECG sig-
nals, and (2) Secure and flexible AWS platform for implementing real-time 
monitoring. There are three primary modules in the generic IoT-based 
monitoring systems:

1. Sensing network where the ECG signals are acquired from 
the patient using a hardware module. The hardware unit 
consists of electrodes as transducers followed by digital fil-
ters like bandpass filter and notch filter to remove noise as 
power line interference and baseline wander. The sensing 
network is usually integrated with a communication module 
like Wi-Fi, Zigbee, or Bluetooth for data transmission from 
the patient’s locality to the IoT cloud.

2. IoT Cloud is where three primary functionalities are taken 
care of: data cleaning, data analysis, and data storage. Data 
cleaning is responsible for pre-processing the ECG signals 
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to eliminate any noises added during transmission. The 
signal quality assessment is part of data cleaning to ensure 
valid signals are processed. Data analysis involves process-
ing the ECG signals to extract relevant features like heart 
rate. Efficient algorithms with minimum error detections 
are implemented for such purposes. Data storage enables 
the availability of historical data of the patient to assist the 
physician.

3. Graphical User Interface is the end terminal application 
implemented on smartphones or it can be available as a web-
page. This is made available so that physicians can track the 
health status of their patients, and the patients can, too. 

Figure 21.1 depicts the block diagram of the proposed IoT-based heart 
rate monitoring system. The ECG signals acquired from the sensor are 
sent to the IoT cloud using transmission protocols like Wi-Fi or Zigbee, or 
Bluetooth. However, the paper is evaluated using the real-time data from 
the Physionet database, and the details are presented in the results sec-
tion. Figure 21.1 depicts the practical framework involved in acquiring the 
signal and transmitting it to the cloud. The proposed method uses AWS 
cloud due to its more secure and beneficial storage and other flexibilities. 
On the cloud, the algorithm is run to denoise the ECG signal and estimate 
the heart rate. A robust algorithm based on Fractional Fourier transform 
(FrFT) is proposed. The ECG signal is initially pre-processed using digital 
filters to suppress the noises. Later, the FrFT is applied to the pre-processed 
ECG to transform it to the fractional-frequency domain. The purpose of 
converting the signal to fractional frequency is to distinguish the QRS 
complex from other components of ECG waves. The application of FrFT 
well enhances the QRS peaks and then improves the detection of R-peaks 

Sensing Network

Hardware for
ECG aquisition

Communication 
Protocol WIFI,

Zigbee,
Bluetooth

IoT cloud
Memory

Pre-processing
Fractional

Fourier
Transform

R-peak
detection

GUI on
smart
phone

Hospital

End user

Figure 21.1 Block diagram of proposed IoT-based heart rate monitoring unit.
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at higher accuracy. The final step is to run an R-peak detection algorithm 
to identify the peaks. Then the heart rate can be computed based on the 
R-R interval detected.

The algorithm’s output is the heart rate that can be communicated to the 
end user or the physician using a mobile application or web page. Further, 
the processed ECG and the detected heart rate can be logged in the cloud 
storage and the time-stamp to have a history of patient data. The theoret-
ical details of FrFT and AWS cloud servers are presented in the following 
sections.

21.3.1 Fractional Fourier Transform

The Fractional Fourier transform is capable of transforming the signal into the 
fractional frequency domain. It was initially proposed by Namias and Ozaktas 
[12] and is an improvement to the already existing Fourier Transform. This 
method has become more prevalent and widely applied in the signal pro-
cessing domain due to its exciting characteristics and features. The Fractional 
Fourier transform has proven its importance and significance in the Separation 
of Multicomponent Chirp signals [13], radar, noise removal in the frequency 
domain, quantum physics, and analysis of optical signals [14].

The objective of the paper is to detect the R-peaks of an ECG signal and 
compute the heart rate. FrFT is a linear operator capable of rotating the 
signal in the time-frequency plane by a subjective angle α = aπ/2 where 
a is the fractional parameter. Since FrFT represents the signal in a frac-
tional frequency plane or transforms the signal to an intermediary domain 
between the time and frequency, it becomes hugely easier to differentiate 
the QRS complex from other components of the ECG signal. The range 
of α is usually between 0 < α < π/2. When a is substituted as 1 the angle 
becomes π/2 and this results in the ordinary Fourier transform of this sig-
nal. The FrFT of the continuous abdominal ECG signal (t) is presented in 
equation (21.1) [2].

 ∫( ) ( ) ( )=
−∞

∞

Y u x t K t u tˆ , dx a  (21.1)
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 ( )K t u,a  = 
α α−

π
+ −







j j t u jut x1 cot
2

exp
2

cot csc
2 2



IoT-Based Heart Rate Monitoring System 279

when

 α ≠ πp  (21.2a)

 δ( ) ( )= −K t u u t,  a

when

 α = πp  2  (21.2b)

 δ( ) ( )= +K t u u t,a

when

 α ( )= + πp2 1    (21.2c)

Here Ka (t, u) is called the fractional Fourier kernel. 
For a discrete-time abdominal signal x(n), the expression for discrete 

Fractional Fourier transform and its kernel is as defined in equations (21.3) 
and (21.4).

 ∫= −∞

∞
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 δ( ) ( )= +K n u u n,a

when

 α ( )= + πp2 1  (21.4c)

The FrFT of the signal is estimated and is subjected to thresholding for 
estimating the r-peaks of the ECG signal. The r-peak locations are config-
ured and heart rate is computed.

21.3.2 Amazon Web Services 

In addition to the algorithm proposed, the availability of cloud infrastruc-
ture makes it easy and affordable to determine the heart rate. Amazon Web 
Services (AWS) provides virtual servers on the internet, called the public 
cloud. The benefits of AWS include providing additional processing, mem-
ory, and storage to process the algorithm. AWS allows the user to increase 
the capacity with ease and on a pay per use model, making it economical 
and straightforward to use AWS to provide processor, memory, and stor-
age on a pay per use model. We can allocate and use the system as required 
and pay for the time we use. It is connected to the internet on a high-speed 
network.

The steps for loading the system on the cloud are as follows: 1) Launching 
an AWS windows instance; 2) connecting to the instance; 3) Installing 
MATLAB on AWS Windows Instance Elastic Compute Cloud. It allows an 
AWS subscriber to request and provision a computer server. This instance 
is chosen because it provides cloud-based amendable computing power. It 
is a high-performance, stable, safe, and reliable environment for deploying 
Windows-based applications. AMI is the acronym for Amazon Machine 
Image. It is a model for an Operating System and serves as a foundation 
in the creation of the desired instance. The type of instance selected is t2. 
medium which is a 2vCPU and 4GB memory server. The Remote Desktop 
Protocol is used to establish the connection to the instance. This is a 
Microsoft protocol that lets users connect to another device or system over 
an internet connection. This cloud infrastructure provides a robust method 
to deal with storing and processing of data. The data is secured and stored 
in the cloud and can be continuously monitored and used. This architec-
ture ensures Instant enhancement of processing, storage, and memory 
capacity for additional requirements. One of the best and affordable cloud 
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infrastructures is the Amazon Web Services (AWS). AWS is flexible as we 
can allocate and use the system as required and pay for the time we use. 
In addition to the flexibility and good security, it also provides processor, 
Memory, and Storage on a pay per use model.

21.4 Results and Discussion

The presented paper implements IoT-based heart rate monitoring using 
an AWS cloud server. An algorithm combining Fractional Fourier trans-
form and R-peak detection is proposed for estimating the heart rate from 
the ECG signal. The proposed algorithm’s performance is validated using 
MATLAB 2020b on a 64 bit 8bit RAM processor. The efficiency of the pro-
posed approach is tested using ECG signals available in the Physionet MIT 
arrhythmia database [15, 16]. There are two prominent channels available 
in the database: a modified limb II (MLII) and each modified lead, other-
wise called precordial leads, M1, M2, M4, or M5. Each record is sampled 
at 360Hz with an 11-bit resolution. The details of results obtained on these 
data with their inferences are presented in this section.

Figure 21.2(a) presents the ECG signal acquired from the MIT arrhyth-
mia dataset, and its pre-processed version is shown in Figure 21.2(b). The 
bandpass filtering having cut-off frequencies followed by a notch filter of 
resonant frequency 50Hz is done to remove baseline wander and power line 
interferences. The pre-processed ECG is then transformed to the fractional 
frequency domain using FrFT. The FrFT for various values of the fractional 
parameter are presented in Figure 21.3. Figure 21.3(a) illustrates the pre-pro-
cessed ECG signal, which is transformed to fractional frequency domain for 
various rotation angles as in Figures 21.3(b)-(e). As observed in the Figure 
21.3(b), for the value of the fractional parameter a = 0, the signal is not rotated 

(a) Raw ECG data

(b) ECG signal after pre-processing
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and the FrFT of signal is the signal itself. For the value of a = 1, the signal 
is rotated by 90 degrees, and the result is the same as the Fourier transform 
of the signal as shown in Figures 21.3(e) and 21.3(f), respectively. Figures 
21.3(c) and 21.3(d) represents the signal in the intermediate time-frequency 
domain. For the intermediate values of between 0 and 1, the signal is mapped 
to the fractional-frequency domain. The proper choice of will help in analys-
ing the signal in fractional frequency domain. 

For the current problem of interest, the role of FrFT is with the identifi-
cation of R-peaks. Hence, the choice of is such that the QRS complex of the 
ECG wave is well distinguished from the other components. After careful 
analysis, the value of a is chosen as 0.01. Figure 21.4 presents the FrFT of 
the ECG signal for the value of a = 0.01. From the figure, it is observed that 

(a) Pre-processed ECG signal

(b) FrFt of  filtered  ECG  for a=0

(d) FrFt of  filtered ECG  for a=0.5

(e) FrFt of  filtered ECG  for a=1

(f) FFt of filtered ECG

(c) FrFt  of filtered ECG  for a=0.25
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the application of FrFT with the right choice of a can enhance the QRS 
complex and make them distinguishable from other components of ECG 
signals like P and T waves. This behavior is the ability of FrFT to transform 
the signals into the fractional-frequency domain and separate the signal 
components that overlap in time and frequency domains.

The final step in the proposed algorithm is to find the R-peaks for which 
threshold is applied to the FrFT signal. Figure 21.5 presents the output 
of the peak detection algorithm. The identified peaks are marked on the 
FrFT signal, and it is observed that the R-peaks are detected at higher accu-
racy. Any false detection can be eliminated by considering the higher peak 
over a window of 50ms. The estimated heart rate is found to be 76 bpm. 
The proposed algorithm is implemented on the AWS server by following 
the steps explained in section 21.3.2. The results show that real-time ECG 
monitoring can be effectively implemented on IoT cloud and extended for 
remote monitoring applications. 

21.5 Conclusion

This paper implements an IoT-based heart rate monitoring system. The 
proposed method is validated using the signals from the Physionet MIT 
arrhythmia database. The proposed algorithm based on Fractional Fourier 
transform is implemented on AWS cloud, and heart rate is computed. The 
potential benefits of FrFT are utilized to distinguish the QRS complex 
from other ECG components. The proposed system can efficiently pro-
vide a solution for real-time monitoring of heart rate and can be a life-
saver. Further, the algorithm implemented on AWS cloud offers flexibility 
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in terms of storage and processing. The future work of the paper is tar-
geted at developing a prototype for signal acquisition and utilizing FrFT 
for extraction of other features from ECG morphology. 
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Abstract
A recommendation process is usually the most commonly used form of commer-
cial website. The custom recommender method is of vital importance in modeling 
users’ choice of movies based on their previous interest. In today’s internet apps, 
recommender services play a crucial role. However, the existing Deep Learning 
(DL) approaches have some limitations, which have a negative impact on the effi-
ciency of the suggestion models. This paper provides an innovative deep learning 
architecture to improve filtering results in recommender systems. This method-
ology proposes new movies for users based on individual and related tastes. By 
studying user trends of film watching, we offer a technique of anticipating and 
suggesting a film. The similarity between any set of users is estimated using movie 
rating information and review data. Further we classified the user with similar film 
preferences and analysed the user group’s consumption behavior to increase fore-
cast accuracy by factoring the change in preferences over time. As films are an 
important source of entertainment, we have proposed a Recommender System 
(RS) in this work. Collaborative filtering and content-based filtering methods 
provide a conventional approach to recommendation systems with sentiment 
restrictions. We use a Hybrid filtering system based on simple Recurrent Neural 
Network (RNN) to demonstrate the efficiency of the suggested technique. The 
proposed system outperforms in terms of Root Mean Square Error (RMSE) and 
Mean Absoulte Error.
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22.1 Introduction

Recommender mechanisms have become ever more important in today’s 
unbelievably busy environment. In the limited 24 hours, the various tasks 
they need to do are still out of time. The consulting programs are often 
vital since they help people decide correctly without using their emotional 
resources. A Recommendation System goal is primarily to find content 
that is valuable to an individual. It also provides a range of explanations for 
making customized user-specific and interesting content lists. RS are arti-
ficial intelligence-orientated algorithms that cover all possible options and 
have a personalized, individual and fascinating list of items. Those results 
are based on their profile; search/browsing backgrounds, what other peo-
ple are looking for, and how many films you can view with similar charac-
teristics and demographics. The details and heuristics are used to do this 
using mathematical analyses [1, 2]. Usually, the recommenders include 
content-based filters, knowledge-based filters, and shared methods of fil-
ters [3].

For content-driven filtering, articles based on user profile similarities 
and item specifications are recommended. It is a widely used way to filter 
texts and articles and has explicit material on artifacts, user preferences, 
and knowledge-based filtering approaches guidelines [4]. The most fre-
quent use of the independently chosen approach is Collaborative Filtering 
(CF). Users receive intuitive predictions in this filtering by assembling 
statistics from different users [5]. Memory-based and model-based is the 
main classification of collaborative filtering. The rating information and 
suggestions during the mutual memory filtering process are used to cal-
culate the similarities for users or artifacts. An autoencoder-based recom-
mender system for movie recommendation was proposed in [6]; the deep 
learning model with the multi-layer concept has been utilized to improve 
the performance of RS.

Different computer and mathematical approaches are cast off to under-
stand in model-based CF. The model-based CF method of the Netflix Prize 
[7] is the most popular model-based CF method. In the interior product, 
the user’s relationship with objects is modeled on latent space utilizing 
Matrix Factorization Netflix Prize, which is the greatest widely held model- 
based CF method. The matrix factorization procedure is effective, but only 
by interacting as a user’s dot and a latent vector can hinder success. 
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The paper is structured as follows. Section 22.2 defines the compre-
hensive portrayal of the corresponding work and the place of the article. 
Section 22.3 provides a proposed methodology. In Section 22.4 the results 
are discussed, and Section 22.5 summarizes the conclusion with future 
work.

22.2 Related Works

Another CF-based algorithm is proposed in a deep Neural Network (NN) 
by continuously increasing the number of times problems are caused with 
fitting in standard algorithms [8]. Using the batch normalization tech-
nology on each layer of NN, the proposed algorithm overcomes the over-
all problem for the continuous rise in the number of eras. The NN layer 
receives the data as a user classification vector and a standard object classi-
fication vector. The classifier is constructed by a stochastic gradient descent 
system with back propagation. The forecast was made based on conditional 
likelihood. The algorithm was tested with 100k and 1M dataset film lenses.

Katarya et al. have suggested a model of a data clustering method of rec-
ommendations [9]. The method was proposed for a cuckoo search-based 
K-means clustering model. This model focused on collective filters. Li et al. 
suggested a technique of data sparsity handling for the recommendation 
[10]. This model bases on two main problems in the recommendation sys-
tem; data sparsity management and the identification and management of 
the drifting principle. Deep neural networks were used for computer vision 
testing and Natural Language Processing (NLP) problems many years 
ago. Writers are the first to extend profound learning in predictive analyt-
ics to the greatest of our experience and have also recommended Neural 
Collaborative Filters (NCF). The NCF approach addresses the problem of 
low-dimension representation of Matrix Factorization (MF). 

In [11], the authors suggested a recommendation framework method 
of Deep Matrix Factorization (DMF). The characteristics were collected 
from a user-item matrix and integrated into the NN by the authors, with 
this profound learning approach. They also utilize DMF feedback results, 
explicit and implicit. Applying Bi-clustering or Bi-max algorithm for simi-
larity measures and further for item recommendation [12] is another well-
known technique in RS.

In [13], the authors used the CNN model with the Method of probabil-
ity factorization and suggested the Conv. MF quality service guideline. In 
[14], Collaborative Neural Social Recommendation (CNSR) presented a 
neural architecture that combines social networking information and the 
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interaction between users and social media in an online social networking 
approach. In [15], the writers explored a novel technique focused on cus-
tomized Long-Short Term Memory techniques (LSTM) and matrix factor-
ization. This could include the tacit representation of many different users 
and services; the predictive procedure may be redesigned to process new 
knowledge.

In most cases, the user ID and object ID are only used to achieve excellent 
outcomes for the Recommender System domain. In [16], a Deep Hybrid 
Web Service Recommendation (DHSR) method has been proposed, which 
used the Multi-sectoral Perceptron to integrate textual knowledge similar-
ity to learn the non-linear connection between services and the construc-
tion of mashups. The Stacked Denoising Auto-Encoder (SDAE) approach 
[17] has been proposed to construct a Deep Learning-based Long-Tail 
Service Recommendation (DLTSR) architecture to report the long-tail 
problem of the web services recommendation mechanism.

The writers used the picture-based methodology for the suggestion of 
resources in [18]. The picture functionality is obtained using the JPEG 
coefficient algorithm, and by using the NN convolution, the Random 
Forests set technique is often used as a basis for learning. 

While the new user dilemma is well debated, the new group and the new 
item issues are equally critical when building a good recommender system. 
A new user challenge is when the user has not submitted sufficient ratings 
to receive customized reviews. New customers also feel ignored, and they 
may even abandon the application.

22.3 Proposed Methodology

The ultimate objective is to suggest products that are more closely related to 
the user’s interests. To achieve user recommendation, this project proposed a 
recommendation system with an approach based on user  behavior-oriented. 
We use the Douban data set to compare different classification algorithms. 
A hybrid method is used for this recommendation. We have to do some 
steps before we reach our recommendation process. We consider both the 
ratings and reviews which the user gives to the movies [19]. 

Initially, sentiment analysis has been implemented to filter the negative 
feedback. Only positive feedbacks are given to the users. The similar user 
prediction will help the user to predict exactly what they need to them. We 
are applying RNN for the data for both ratings and reviews. The proposed 
system uses a collaborative filtering-based movie services recommenda-
tion framework as shown in Figure 22.1.
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It works on four online cloud servers: cloud C1, cloud C2, cloud 
C3, and cloud C4. The dotted lines indicate bags of wireless paths. The 
complete movie service is the collaborative works of user1, user2, user3 
and user4. The system may recommend the movie for the user who 
searches for it based on the rating or other parameters provided by 
other users.

22.3.1 Dataset Used for the Proposed System

The Douban dataset is a Chinese dataset that has a huge collection of both 
movies and books data. It has both ratings and reviews given by the user 
and has different forms of interaction. The dataset contains 14,864 users’ 
information, 17,008 item information, 638,393 user-item interactions, 
10,816 number of lists, and 775,877 user–list interaction details.

22.3.2 Architecture Diagram

The workflow of the proposed Recommendation system is given in Figure 
22.2. Initially, the data is split into review features and rating features. Stop 
word analysis, Tokenization, and Stemming word analysis have been imple-
mented as preprocessing steps. As we need only positive feedback for the 
recommendation process, the sentimental analysis has been implemented. 
To extract the Key phrase natural language processing algorithm has been 
used. RNN classification is applied on the features to classify them into 
positive, neutral, and negative. 

C4 (movie
search)

C3 (movie
search)

C2 (movie
search)

C1 (movie
search)

Collaborative
model

Figure 22.1 CF movie services recommendation scenario.
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22.3.3 Sentiment Analysis

Sentiment analysis is a prediction activity where the model is taught to pre-
dict the polarity of textual information or feelings such as Positive, Neutral, 
and Negative. It becomes quite difficult to interpret the enormous volume 
of textual data, and we are already overburdened with many unstructured 
data. However, the study of sentiments can be quite valuable to label such 
messages by companies. Feedback, film reviews, etc., may be calculated 
with a sentimental analysis. Even the identification of emotions is part 
of the sentiment analysis, which can influence how good the film is, how 
average and terrible.

In the realm of machine learning, sentiment analysis has been a hot issue. 
It’s mostly used with data that has been tagged with a sale, like product 
reviews from product datasets. A scalar score is included with the review 
text a user submits, and it allows for accurate text polarity identification. 
When it comes to social data, this capacity to detect positive or negative 
emotion behind a piece of text is even more intriguing. Every second, new 
user data is added to reviews. We’ll be able to identify the most current user 

Opinion Data

Read Opinion from user interface

Categorize the opinion data

Review Features Rating Features

Data Preprocessing

Stop Word Analysis

Stemming Words

Tokenization

Key Phrase Extraction

Natural Language Processing

Categorize the opinion data

Positive Neutral Negative

Recommendation
System

Similar User Prediction
using Collaborative 

Filtering

Sentiment Analysis

Training Data

Figure 22.2 Process flow of the proposed system for movie recommendation.
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attitude toward a range of issues if our algorithm can predict sentiment 
labels for incoming product reviews. 

Recurrent Neural Networks are made up of neurons with weights and 
biases that may be learned. Each neuron gets some inputs, does a dot prod-
uct, and optionally adds non-linearity to the result. From the raw picture 
pixels on one end to class scores on the other, the entire network still rep-
resents a single differentiable scoring function. On the fully connected 
last layer, they still have a loss function, and all methods we established 
for learning conventional neural networks still apply. We use three main 
types of layers to build LSTM, and Fully Connected Layers. Based on RNN, 
reviews are classified and labeled as “Positive”, Negative”, and “Neutral” 
with improved accuracy.

22.3.4 Hybrid Recommendation

Collaborative filters imitate the user-to-user suggestions. It forecasts 
the preferences of the users as a weighted and linear mixture of other 
preferences.

22.3.4.1 Filtering Based on Content

It is based on similarities between the products’ characteristics. It suggests 
things to a client based on the highest goods that the same client previ-
ously evaluated. It is necessary to construct a list of these elements. A pro-
file of the object is included with each item. These qualities are organised 
into a table. Comparison function on ratings has been used to best items. 
The highest-ranked item is recommended. The user will be given the best 
scoring match. This technique depends solely on items and not on user 
choices.

22.3.4.2 Collaborative Filtering

It depends upon how other people have reacted to the identical products. 
It does not depend on the element’s features but on other users’ choices. 
Figure 22.3 shows how the NCF part will work. There needs to be a similar 
user survey. Users have a table with several classified goods they like or 
prefer. Based on similarities, what the user likes may be predicted based on 
what comparable users have done. The list is sorted and adapted to users 
who have used the same goods to compare and advise. All are summa-
rized and suggested for the highest score. Code is based on an algorithm 
and given a user x, an item that x may enjoy is recommended. The highest 
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scoring item is preferable. The problem is that you need data to make 
suggestions.

From highly rated movies to the lowly rated movie for our understand-
ing. Next, we are moving to the significant part which is user and item 
interaction. This user-item interaction matrix will give details of every 
movie. The particular movie has how many users provide the rating for 
the particular movie and also has a total number of ratings. The User item 
interaction matrix has two more important steps they are user-based inter-
action and item-based interaction. These give the individual contribution 
of user and item details. The matrix also contains NAN values which may 
affect the results also. The Pearson correlation method will help to fill the 
NAN values in the matrix. 

22.3.5 Neural Collaborative Filtering (NCF)

NCF depicts the user/item as a vector of hidden features projected onto 
a common feature space. In this feature space, the inner product of user-
item latent vectors might be utilised to represent user-item interactions. 
This basic implementation of Matrix Factorization (MF) can be improved 
by merging it with neighbor-based models, combining it with item- content 
topic models, and extending it to factorization machines for broader fea-
ture modeling. In Neural Collaborative Filtering, the user-item inner 
product is replaced by a neural architecture. NCF hoped to accomplish the 
following by doing so:

1. Under this framework, NCF attempts to express and gener-
alize MF: MF is a specific instance of NCF, generalized and 
expressed. Because MF is so effective in the recommenda-
tion arena, doing so will boost NCF’s credibility.

2. NCF uses a multi-layer perceptron to learn user-item inter-
actions: Neural network design is used to model the inter-
action between user and object features. It learns user-item 
interactions using a Multi-Layer Perceptron (MLP). This is 
an improvement over MF since MLP can learn any contin-
uous function (theoretically) and has a high level of nonlin-
earities (due to numerous layers), making it ideally suited to 
learn user-item interaction functions.

NCF joins two subnetworks together. The GMF is a Generalized Neural 
Network variant of matrix factorization, with the element-wise product of 
the user and item latent factors as the input. It is made up of two layers. 
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One is the Hadamard product of vectors in user matrix P and item latent 
matrix Q, and the prediction score of the user u on item i. They are given 
by equations 22.1 and 22.2.

 Hadmad product p qu i  (22.1)

 Prediction Score y ui h xT^ ,  (22.2)

Where, pu is the uth row of P and qi is ith row of Q.
MLP is just another element of this architecture. The MLP subnetwork 

does not exchange user and item embeddings with GMF to increase model 
flexibility. As input, it takes the combination of user and item embeddings. 
It can estimate the various interactions between users and items thanks to 
the sophisticated linkages and nonlinear transformations. The MLP sub-
network is more clearly described in equation 22.3. 

 
y ui hT^ z(L )L 1  (22.3)

Where ϕ is the function of the concerned layer, α is the activation func-
tion and z is the output of that layer. 

The pictorial representation of the NCF is shown in Figure 22.3. To col-
lect the sequential/time-series data, RNN was built. In RNN, we multiply 

NCF Layer

Concatenation

Concatenation

Xi

pu

pu

qi

qi

GMF

Layer L

Layer 2

Layer 1

MLP

Uu Vi

Figure 22.3 Flow of neural collaborative filtering.



296 Intelligent and Soft Computing Systems for Green Energy

the weight of the input from the preceding state by the result from the 
preceding state. Then we transfer them to the new status Tanh function. 
Now we multiply the new status with a Tanh function output to achieve 
the output vector. 

22.3.6 User-Based Recurrent Neural Networks (RNN)

In the preceding section on time-dependent suggestions, we discussed 
several developing techniques for formalising a sequential problem. We’ll 
go through how we employ DL approaches in RS to account for tempo-
ral dynamics, and we’ll show a novel gated architecture for RNNs with a 
unique gated recurrent unit that allows user-related information to be eas-
ily integrated into the model. Other DL methods for RS, which usually 
focus on consumption sessions without particularly reflecting on the user, 
are distinguished by the distinct idea of user information in our study.

The process of recurrent neural networks for this hybrid recommender 
system is shown in Figure 22.4. Initially, it must make the generalized, 

User

Search for
interested Movies

Recurrent Neural Network
with Neural Collaborative

Filtering

Evaluation for Best
Solution

Movies 
Recommended

Figure 22.4 Process of recurrent neural network.
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domain-independent formulation of RNNs concrete and move to RS in 
order to make sequential recommendations. 

RNNs are effective tools for modelling any type of sequence, especially 
when combined with grading layers. We depend on a variant of RNNs that 
generates the o(t)∈ RI at each phase of the time by smooth processing of 
secret current state to h(t) ∈ ℝn.

• o(t) Indicates the output of the model at the index sequence 
t. X(t) is input of the training sample sequence

• h(t) representing the model’s hidden state at the index 
sequence t. h(t) determine by (Z(t)), x(t), h(t-1), b

• b is bias and ơ is activation function and D,E,V are linear 
parameters

• y(t) indicates output of the training sample sequence 

 o(t) = Vh(t)+c (22.4)

Let ϒ be the set of users, then the one-user is given by the variable υ (t) 
∈ {0, 1} |ϒ|. It is used to integrate the actual set of characteristics into the 
proposed model. We want the data to consist of user-item tuples that may be 
interpreted as a point of the user-uncontrollable item’i’ at a specific time step 
t in the structure. We extend the creative concept of the unseen state based 
on this:

 h(t) = ơ(Z(t)) = ơ(Dx(t) +Eh(t-1)+b) (22.5)

 y(t) = ơ(o(t)) (22.6)

Explicitly remembering ideas about the user into the recurrent cells may 
improve the network’s prediction capability. We’ll go over a few different 
implementations of (22.5) that structurally change the basic recurrent unit. 
We may extensively incorporate user-related information into the network 
by integrating a user variable.

22.4 Results and Discussion

Keras and sklearn packages have been used to incorporate the proposed 
model. For prediction success measurement, this model uses Movies data 
collection. The dataset comprises 1 million recommendations and is a 
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Regular Recommendation System Benchmark. Information on movies, 
consumers, genres and reviews are given. This dataset is separated by 70:30 
ratios of training and testing results. The performance of the proposed 
Mean Absolute Error (MAE) models was calculated by, 

 MAE = ∑ −( ) ( )N
P R1

z i z i, ,  (22.7)

By equations 22.7 & 22.8, the user rating for P(z,i) on item I, is R(z,i) 
and N is anticipated as the overall rating on the item set. As the MAE falls, 
the predictor of user raters is increasingly precise. The low values of MAE 
indicate the high power of the predictive models. When compared to the 
other models, our model has the best MAE values.

Figure 22.5 shows MAE loss dependency on the rating density and fixed 
the item and User count at 6,000 and 3,000. They mainly focused on the 
Hybrid method in specific category, i.e., Content-based approach and col-
laborative filtering method. The density and the item counts are fixed at 
range 3,000 and 4%, respectively. the density and the user counts are fixed 
at range 6,000 and 4%, respectively.

Root Mean Square Error (RMSE) emphasizes more on greater absolute 
error, and if RMSE is little, it is better than the accuracy of a recommen-
dation system

 Root Mean Square Error = ∑ ( )−( ) ( )
=

P R

N
i

n

z i z i
1

, ,
2  (22.8)
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Figure 22.5 MAE by the proposed system for varying density value.
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Figure 22.6 shows the RMSE comparisons of the recommender algo-
rithms at different levels of data density. Our results are compared with the 
previous literature and its similar matches, and the recommendation algo-
rithms also demonstrate the highly predicted accuracy of the Douband 
datasets. The important one is the right side of the graph in Figure 22.6, 
which shows the rating data’s density level, Here the notable impact on this 
work is neighborhood-based collaborative filtering techniques where the 
rating data become sparser by RMSE. In our sparsest samples, however, 
these approaches are marginally more sensitive to add new ratings as the 
data grows sparser. While considering the rating density with 0.351%, the 
RMSE values of, both CF_Item and CF_User are significant on the scale 
of rating 1 to 5 and positive reviews similar to movies. The baseline and 
hybrid methods, on the other hand, are significantly more stable and com-
patible across density levels. In particular, the experimental results demon-
strate that the Hybrid method (User_Avg, Item_Avg, User_Item_Avg) is 
very resistant to changes in data density. The RMSE analysis yields a result 
that supports this approach. We ignore the persistent prediction rule’s 
basic baseline.

Our proposed system improves the performance of RNN with regular-
ization with a dataset split of 80%-10%-10%. The loss of training is signifi-
cantly as much as the affirmation at first loss. 

22.5 Conclusion and Future Work

The system of recommendations allows one to avoid the information over-
load that the modern world gives us. This article suggested a profound 
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Hybrid RNN model that would have improved forecasts in film recom-
mender systems. Experiments have shown better results concerning MAE 
and RMSE in the proposed model. This model’s main benefit is to tackle the 
cold beginning problems. Even though the proposed system still outper-
forms, the MAE values can be optimized by investigating the methods of 
avoiding fake reviews. Our future work will focus on analyzing movie web-
sites for fake reviews based on the reviewers’ MAC address or IP address.
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Abstract
This work is based on identifying disease in plants by using Neural network 
(Convolutional Neural Network) that suggests pesticide or insecticide for that disease 
and also providing the overview of the disease.  In addition we need to gain environ-
mental details around the plant using different types of sensors. This whole process 
is done by rover, which captures images and feeds them to the processor which does 
image classification and then sends results to the user via wireless technology.

Keywords: Processor, rover, convolutional neural network, image classification, 
neural network

23.1 Introduction
The Indian economy majorly depends on agriculture and farm produc-
tion. India is the major exporter of farm products around the globe, 
amounting to about 943.53 lakhs tons [2]. The GDP share of agriculture 
has grown 19.9% in recent years. Due to sudden climatic changes and 
increased pollution plants are more prone to different diseases which 
farmers nowadays are not able to detect [1, 8]. The major challenge in 
agriculture is identifying disease, giving the remedy for it, and stop-
ping the spread of disease in the field [4, 5]. To achieve this we have 
to combine traditional methodology with new, modern technologies 
which create a revolution in the field of agriculture and enable farmers 
to not only identify and classify diseased plants but also make it easier to 
choose medicine for the diseased plant [3, 7]. The process is controlled 
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by wireless technology which makes modernized agriculture for the 
future [6, 11]. To make this scenario possible we designed, analyzed and 
tested a rover that is controlled by a microprocessor [9]. The rover can 
be monitored and controlled by the user from a remote area [10]. The 
rover contains a camera which captures images then feeds that captured 
image into the neural network. This proposed idea is focused on solving 
problems like identifying animal intervention in field, delivering real-
time notification to the farmer and processing without human interven-
tion [13, 14]. In this rover there are sensors and electronic devices and 
they are combined using Python scripts. Based on attempted test cases, 
we were able to achieve a success rate of 85% while using Convolutional 
Neural Network [12]. The Convolutional Neural network uses image 
classification algorithm to classify images based on a binary classifica-
tion method to predict diseases in plants. After image classification the 
predicted details will be sent to the farmer via wireless communication 
technology.

23.2 Related Works

A. Image classification
In recent years, image classification has boomed. Majorly, Image classifica-
tion using neural network has become a new trend of the era; nowadays, 
a special neural network called convolutional neural network is used for 
segmenting and classifying images. From 2012 the competition on Image 
Net the Alex net was proposed, then in 2015 VGG was proposed. After 
this, NasNet was proposed by Google in 2018 and it is trained in GPU. In 
Image Net competition it is noted that the accuracy of image classification 
increased up to 92.85%.

B. Convolutional Neural Network
The Artificial Neural Network is simply called as Neural Networks. The 
Neural Network is a combination of neurons of circuit or network or algo-
rithm which are used to identify the relationship between the series of data 
through a process of mimicking how the human neuron works. A neural 
network is an interconnectional layer of previous one or previous function. 
The Convolutional neural network is a special type of Neural Network that 
is used to work with image data.
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23.3 PV Module

The proposed idea is based on identifying diseased plants using deep learn-
ing technique by the concept of image classification algorithm by using 
convolutional neural network. The rover is controlled by the farmer from 
a remote area. The control signal for the rover is sent by the farmer/user 
by wireless transmission using ZigBee transmitter. In the rover there is a 
ZigBee receiver that receives the signal and controls the rover according to 
the signal sent by the user. The Pi camera in the rover captures the image of 
a leaf and sends it to the Microprocessor (Raspberry Pi); in the processor 
the captured image is fed into the Neural Network. Here, image classifica-
tion takes place, the Deep Neural Net finds the plant is diseased or healthy. 
If the Neural Net finds the leaf is healthy it sends a message to the user to 
that effect; if the leaf is diseased the Neural Net describes the disease of 
the plant and offers some recommendation of pesticides or insecticides. 
Sensors present in the rover send information about the environmental 
conditions in the plant location to the user; the environmental data of tem-
perature, moisture and humidity is measured often and updates in the data 
base storage. The proposed block diagram is shown in Figure 23.1.

Farmer/User

Mail

ZigBee Microprocessor

Sensor
readings

relay

Rover

Camera

Captured image

Sensors
Deep Learning
programme

Figure 23.1 Block diagram of proposed system.
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23.4 Hardware Description

A. Microprocessor
It is a central controlling unit minicomputer which is fabricated on a 
small chip which is capable of doing some operations like a computer, like 
arithmetic, logical and controlling operation. The proposed system uses 
Broadcom BCM2837 which is a 64-bit Microprocessor with a clock fre-
quency of 1.25 GHz and consisting of 1GB RAM. It is 40 GPIO pins. The 
chosen microprocessor also has one port for connecting the camera and 
also for connecting display. It supports Python programming language to 
code in it. The Processor uses ARM A35 architecture, which is faster for 
running Deep Learning program. It has 4 USB 2 ports Micro SD card sup-
port to load Operation System and to store data. It also supports wireless 
connectivity and Bluetooth. The microprocessor used in the proposed sys-
tem is shown in Figure 23.2.

B. Relay
Relay is just a switch but it is operated electrically, which is why it is called 
as electrically operated switch. It contains a coil; inside the coil the flux is 
created. This flux induces a magnetic field and cuts the contact between the 
switches. It consists of DPDT. It only allows one circuit to work at a time and 
keeps the second not functioning until the relay allows for the current flow 
to the second circuit. There won’t be any electrical connections in between 
those two circuits. The link can be done only via magnetic field and mechan-
ical. Whenever the overcurrent is detected, the circuit disconnects and pro-
tects the system. The structure of the relay in shown in Figure 23.3.

Figure 23.2 Broadcom BCM2837 Microprocessor.
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C. ZigBee
ZigBee is a wireless data transmission device which operates at a frequency 
of 2.4Ghz having a maximum data transfer rate of 250Kbps. It transfers 
data over a short distance range of 10-100 meters. The ZigBee image in 
shown in Figure 23.4.
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Figure 23.3 Relay circuit.

Figure 23.4 ZigBee.
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D. Humidity Sensor
The sensor that is used to detect humidity is known as a humidity sensor. 
Since agriculture highly depends on temperature it is the primary detail to 
be noted. The non-conductive polymer film in the sensor detects the mois-
ture in air which creates a voltage between the plates. The change in voltage 
level shows the humidity measurement. Figure 23.5 shows the image of 
Humidity sensor.

E. Temperature Sensor
The sensor that detects the temperature of the surroundings and provides 
the temperature value is known as a temperature sensor. The LM35 sensor 
provides an output of change in voltage linearly proportional to tempera-
ture in centigrade. Figure 23.6 below shows the temperature sensor.

F. Moisture Sensor
This type of sensor is majorly used to find the moisture level in soil. It pro-
vides high output if the moisture level is good and low output when there 
is low moisture level. Figure 23.7 shows a moisture sensor.

Figure 23.5 Humidity sensor.

Figure 23.6 Temperature sensor.
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G. Pi Camera
This device is used to capture an image of the plant. After the capture, the 
image is saved in microprocessor for the next step. It consists of 1-Megapixel 
high-quality camera with IR filter removal. Figure 23.8 below shows the Pi 
camera.

23.5 Software Implementation

A. Deep Learning
Deep learning is the subfield of Machine Learning that functions like the 
human brain using Neural Network by pre-processing data and creating a 

Figure 23.7 Moisture sensor.

Figure 23.8 Pi Camera.
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pattern to make a decision. This deep learning is used in the field of com-
puter vision, speech recognition, machine translation, bio-informatics 
and in the medical field. Figure 23.9 shows the outline of Deep Neural 
Network.

B. Tensor Flow
It was created by Google Brain team. Tensor is a free open-source tool 
for machine learning. It consists of a variety of tools and libraries. It has 
a wide variety of uses but specifically focuses on deep neural networks. 
It can be accessed with Python that makes tensor flow easier to code 
and faster in solving problems. Figure 23.10 below shows the features of 
tensor flow.
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Figure 23.9 Deep neural network.
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Figure 23.10 Features of tensor flow.
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23.6 Hardware Implementation

The experiment was conducted in standard environment where we 
achieved the accuracy of 89.75%. Here we used image augmentation tech-
nique to crop the correct shape of the image and to avoid unwanted back-
ground learning. The prototype developed is shown in the Figure 23.11.

Figure 23.12 below shows the relay module which is used to control the 
movement of the rover and speed of the rover.

Figure 23.11 Rover prototype.

Figure 23.12 Relay module.
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Figure 23.13 shows the ZigBee module is divided into two parts, namely 
data receiving area and data transmission area. The transmission ZigBee is 
used to transmit signal from user regarding the motor direction and the 
ZigBee receiver receives the signal from the user. Figure 23.14 shows the 
experimental output and model prediction.

Figure 23.13 ZigBee module.

Figure 23.14 Experimental output.
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23.7 Conclusion

The proposed Farmer’s Eye was done using pre trained leaf models and is 
effectively used for detecting disease in plants with an accuracy of 85%. The 
proposed system was implemented and tested successfully and effectively.
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Abstract
The undertaking is aimed at planning a response-based traffic signal system where 
the exigency of signal timing will change consequently on identifying traffic strength 
at any intersection. Gridlock is an issue, in which continuous movement of vehicles 
along an entire network of intersecting streets in all directions comes to a complete 
halt. Present-day traffic mark out system is time limit-based, where the chance is 
wasteful for the off traffic paths. To overcome this, we have made a new traffic signal 
control structure. The heavy density side of the intersection needs longer green time 
than the standard time. We proposed the controlled operation of red light and green 
light based on the thickness of traffic present around that surrounded area. This task 
is achieved by photoelectric proximity Infrared sensors. Based on proper determina-
tion of traffic thickness; green light is assisted by the processor. The specified sensors 
are placed on roadsides. These will identify the existence of vehicles and send the 
data to the microcontroller, where it will choose a flank to alter the indication lights.

Keywords: Signal timing, traffic strength, traffic signal, infrared sensors, 
microcontroller

24.1 Introduction

As of late, because of fast expansion in the number of vehicles, gridlock has 
become a critical issue in numerous places in the world. Because of this issue, 

*Corresponding author: devikamothukuri@gmail.com



316 Intelligent and Soft Computing Systems for Green Energy

there has been a decline in the normal speed of the vehicles. Individuals lose 
time, miss openings, and get diverted. Gridlock directly impacts organizations. 

Because of this gridlock there is a deficiency of cash, profitability from 
labour, exchange openings are lost, conveyance gets postponed, and 
accordingly expenses continue to rise. To settle these blockage issues, we 
need to create new offices and also build up most recent foundation and 
yet make it accurate. Development of streets and paths isn’t conceivable 
in every situation, yet incorporating knowledge into the streets and paths 
with trend-setting innovation is surely conceivable. Thus, there is need for 
a superior and proficient traffic signal framework. The clocks and electrical 
sensors will decide the timing and operation of programmed traffic sig-
nal. In previous designed systems, each of the conversion stage is accom-
modated with mathematical model in the clock. Based on this, lights are 
getting ON & OFF upon the clock changes. When appropriately utilized, 
traffic light signals are significant gadgets for the control of vehicular traffic 
in a street. They allocate the right-of-way to a decision of traffic develop-
ments and thereby profoundly impact traffic stream. Traffic light signals 
that are appropriately planned, found, worked, and kept up will have at 
least one of the accompanying benefits: 

a) Provide systematic development of traffic
b) Minimize finishing development
c) Coordinated for nonstop development 
d) Provide driver certainty by showing the right way. 

In order to have a feasible plan for the system and to overcome day-to-
day issues such as gridlock, Graphical programming language Lab View is 
used. NI Lab View is generally graphical code environment which allows 
system level designers to perform fast designing and testing. In client 
controlled applications for hardware interface, research facility estima-
tions, information perception and examination, it is composed of highly 
enriched library capacities and programming devices.

24.2 Literature Review

N. Dinesh Kumar, G. Bharagava Sai, and K. Shiva Kumar [1] revealed that 
with increased metropolitan traffic, there is a need for new innovations 
and models for improving traffic control. Due to advanced technology, the 
number of vehicles has grown and the expansion is required based on the 
time. So, a reenacting and improved analysis is needed for controlling traffic 
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signals. The simulation model can be improved to control the timespan traf-
fic signal based on traffic analysis. The traffic framework for a metropolitan 
city is based on thickness of traffic and the effective measures implemented 
to overcome various issues. This can be even extended to incorporate traffic 
in the executive framework for a metropolitan city in view of the thick-
ness of traffic. Savvy Approach to Traffic Management utilizing Lab VIEW 
[2] depicted that as per the World Wellbeing Organization report, India 
records the most noteworthy number of street mishaps each year. Around 
5 lakh (1 lakh = 100,000) mishaps occur on Indian streets, killing about 1.3 
lakh individuals and harming about 5.2 lakh every year. These numbers are 
alarmingly high. Thus, the request of the time is to plan a framework that 
makes the driver of the vehicle cautious regarding the current street con-
ditions. Aside from it, the execution of the proposed framework is a push 
to utilize the current innovation sagaciously in our everyday life and thus 
convey the on-street traffic requirements progressively to the driver.

An Internet of Things (IoT) formed Apt Traffic Management System, 
SCOPE – Ultrasonic sensor can be utilized to quantify traffic thickness [3–6]. 
However, Wi-Fi isn’t accessible everywhere. Executed in 2019 by Abdul 
Kadar Muhammad. Minimal effort Traffic Control System for Emergency 
Vehicles Using ZigBee. In 2019, by M.E Harikumar. Degree – Simple plan 
yet not cost efficient and burns-through more force. The square outline was 
attracted in order to give a clarification of how the framework functions ini-
tially and the sun-based board gives power which is utilized over dc power 
supply to control the complete system operation. Sensors provide informa-
tion to regulator for performing some sensible tasks to control the traffic 
signals as yield used for controlling traffic at street crossing points. Extension 
Stolen Vehicles can be recognized; however, consumes more power.

24.3 Methodology

24.3.1 Block Diagram

The way to deal with this plan is acknowledged through the plan and 
execution of its info subsystem, control unit (control program) and yield 
subsystem. The info subsystem is made of sensors, modified what’s more, 
carried out utilizing some generally existing standards to accomplish ideal 
execution. The control unit is acknowledged by a microcontroller-based 
control program, which deciphers the information and qualifies it to cre-
ate an ideal yield. The block diagram of the whole framework is shown in 
Figure 24.1 with the significant parts of the framework.
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These include:

• Solar Panel
• Power Supply
• Buck Converter
• Emergency Switches
• IR Module
• NI myRIO Processor
• LED Module

The square outline was attracted in order to give a clear clarification 
of how the framework functions initially, in this manner; the sun-based 
board gives power which is changed over by the DC power supply uti-
lized to control the sensor clusters, the regulator, and the traffic signals. 
The sensors give contribution to the regulator which at that point performs 
some sensible tasks to control the traffic signals as yield utilized for con-
trolling traffic at street crossing points. In picking the sensors, the accom-
panying highlights were contemplated: precision, range, alignment, goal 
and reasonableness. Although the infrared (IR) sensors are normally upset 
by commotion in the encompassing like radiations, surrounding light and 
so on, they were utilized for this plan since they are modest and promptly 
accessible on the lookout and are not difficult to interface with.

The block diagram comprises NI myRIO processor, solar panel, battery, 
buck converter, emergency switches, led drive circuit and led lights which 
are used for the traffic control.

The emergency switches and IR sensors are interfaced to the proces-
sor via port pins. Emergency switches are used to clear the traffic in one 

Solar Panel 12V
Battery

Buck
Converter

IR sensor Module

1 2 3 4

1 2 3 4

Emergency Switches

NI myRIO
Processor

LED Drive
Circuit

Figure 24.1 Basic block diagram representing various components.
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particular direction in case of emergency condition; the densities of the 
vehicles are sensed by the IR sensors. The signals which are coming from 
the emergency switches and IR sensors are fed to the processor.

Here the solar panel is used for the power supply and it is connected to 
a chargeable battery; the rating of the battery comes with 12V. Most of the 
digital circuits, control processors need a 5V supply. To provide regulated 
5V power source, we used a buck converter to step down the voltage for 
the required level.

The LED drive circuit controls the traffic signals based upon the com-
mands given by the processor.

24.3.2 LabVIEW 

LabVIEW is a system plan policy and improvement environment for visual 
programming language from National Instruments. 

LabVIEW is a flexible programming language that utilizes graphical 
user interface (GUI). Due to its generally basic UI, it permits the developer 
to compose practical projects in no time. Specifically, LabVIEW is appro-
priate for controlling different equipment gadgets and recording infor-
mation. LabVIEW is very simple to use and, for generally small projects, 
simple to troubleshoot. The entirety of the writing computer program is 
done graphically with symbols and doesn’t need such a muddled syntax. 
Note that contrasted with other programming dialects, the graphical por-
trayal of LabVIEW utilizes more memory: this reduces the speed of proj-
ects. A program like LabVIEW is an ideal prologue to programming. The 
LabVIEW instructional exercise will comprise the following: 

• Getting Started 
• Basic Mathematical Functions 
• “For” Loops, Sequences, and Plotting 
• Boolean Operators, Rings, and Case Structures 
• Working with Data Files 
• Troubleshooting

For measurement and automation, NI LabVIEW consists of Graphical 
programming software. Also LabVIEW Real-Time Module, LabVIEW 
FPGA Module, LabVIEW PDA Module, LabVIEW Datalogging and 
Supervisory Control Module support this software. Block diagram objects 
include terminals, Sub VIs, functions, constants, structures, and wires, 
which transfer data among other block diagram objects.
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In the working of our project, we have used both software and hard-
ware. In this section, we concentrate on the design of the traffic light using 
LabVIEW. The block diagram shown in Figure 24.2 represents the function-
ality of the Virtual Instruments (VI) where it contains the graphical source 
code. The code is termed as graphical source code, G code or block diagram 
code. For common measurement applications various VIs are available on 
the LabVIEW template such as sub-VIs, functions, structures, and front 
panel objects. As the appearance and operation of LabVIEW programs are 
similar to the physical instruments, these are called as Virtual Instruments 
or VIs. Every VI uses input from user interface or other sources and dis-
plays that information. A VI contains three components:

• Front panel – Serves as the user interface.
• Block diagram – contains the graphical source code that 

defines the function of the VI.
• Icon and connector pane – identifies the VI so that the VI 

can be used in another VI. A VI within another VI is called a 
sub-VI. A sub-VI corresponds to a subroutine in text-based 
programming languages.

LabVIEW is utilized for four primary purposes: 
First, Computerized Manufacturing trial of a segment/sub-framework/

framework. Second, Robotized Product plan approval of a part/sub-frame-
work/framework. Third, control and additionally checking of a machine/
piece of modern hardware/measure. Fourth, condition observing of a 
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machine/piece of mechanical hardware. LabVIEW is utilized across numer-
ous industry verticals inside the assembling domain, including: 

• Military/aviation
• Auto
• Semiconductor
• Telecom. 
• Energy/power
• Customer gadgets 
• PCs and hardware 
• Clinical device

Start

Density of the vehicles is
sensed by IR sensors

Density of the vehicle is
transmitted to processor

Update Timer

Traffic Control

Emergency
Check

Normal Flow
NO

YES

Modify the Traffic
Signal

Stop

 Figure 24.3 Flowchart showing sequence of operation.
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Depending on the number of vehicles entering through a portion of 
the street, the designed system selects the regular measure of changing 
postponement of traffic lights. Multiple sensors are placed on four sides 
of four-way street that identify the number of vehicles passing around the 
region covered by the sensors. To ensure an effective traffic signal system, 
IR sensors are utilized. An IR sensor contains IR transmitter IR beneficiary 
(photodiode) in itself. These IR transmitters and IR beneficiaries will be 
mounted on the same roadsides at a specific distance. As the vehicle goes 
through these IR sensors, the IR sensor will distinguish the vehicle and will 
send the data to the microcontroller. The microcontroller will check the 
quantity of vehicles, and give the shining opportunity to LED by the thick-
ness of vehicles. In the event that the thickness is higher, LED will sparkle 
for higher time than normal or the other way around. The traffic signals 
are at first running at a fixed postponement of 5 seconds, which thus pro-
duces a postponement of 20 seconds in the whole interaction. This whole 
installed framework is set at that intersection. Processor is interfaced with 
LEDs and IR sensors. The complete operation is represented in flowchart 
as shown in Figure 24.3. Four IR sensors and twelve LEDs are required. 
In this way these are associated with any two ports of processor. Three 
arrangements of LEDs, viz. Green, Yellow and Red are utilized to show the 
GO state, Ready to GO state and WAIT state.

24.4 Components

24.4.1 Main Components

24.4.1.1 Solar Panel

It is an assembly of photovoltaic cells mounted in a framework for installa-
tion as shown in Figure 24.4. Solar panels are used to absorb the sun’s rays 
and it converts to heat. Rating: 12/15W

Figure 24.4 Solar panel.
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24.4.1.2 Battery

Electrochemical cells can be charged electrically to provide a static poten-
tial for power or release electrical charge. This combination of cells rep-
resents the basic energy source battery shown in Figure 24.5.

Figure 24.5 Battery.

24.4.1.3 Buck Converter

To obtain an output voltage less than the input voltage DC-DC buck con-
verter  as shown in Figure 24.6 is used with rating 5V, 2A for required 
output voltage of 5V dc from 12V dc. 

Figure 24.6 Buck converter.

24.4.1.4 IR Sensor

To sense or identify surrounding happenings an electronic device is used 
called as Infrared sensor is used as shown in Figure 24.7. Heat measure-
ment and object detection are also possible with this sensor.

Figure 24.7 IR sensor.
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24.4.1.5 NI my RIO

myRIO is a portable device as shown in Figure 24.8. It was introduced by 
National Instruments. It consists of dual core ARM cortex A9 program-
mable processor and also Xilinx Field Programmable Gate Array. FPGA 
support in myRIO helps to design complicated systems for solving real-life 
problems faster than a microcontroller.

Figure 24.8 NI myRIO.

24.4.1.6 NPN Transistor

A p type material is placed between two n type materials which is termed 
as npn transistor. Used NPN transistor is shown in Figure 24.9. Mainly it 
is used to amplify weak signals and generates a strong amplifying signal. 

Figure 24.9 NPN transistor.

24.4.1.7 Glue Sticks

Glue sticks are little tubes that are used for encapsulation and wire 
tacking as shown in Figure 24.10.
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Figure 24.10 Glue sticks.

24.4.1.8 Heat Sink Slive Tubes

These are shrinkable plastic tubes. Uses of slive tubes are wires insulation, 
building of cables and protecting the wires from external factors. Used heat 
sink slive tubes are shown in Figure 24.11.

Figure 24.11 Heat sink slive tubes.

24.4.1.9 Toggle Switch

The switch which can be marked by its handle or lever that creates possible 
environment for control of flow of electric current or signal is the toggle 
switch as shown in Figure 24.12. It consists of a hinged switch that provides 
two operating modes, namely ON or OFF. 

Figure 24.12 Toggle switch.
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24.4.2 Supporting Components

24.4.2.1 Connecting Pins

24.4.2.1.1 DC Male Pin
The pin is mounted in the socket and makes contact with a second internal 
contact. DC male pin is shown in Figure 24.13. It consists of two parts, the 
outer part called as barrel and inner part called as tip.

Figure 24.13 DC male pin.

24.4.2.2.2 Jumper Wires
These are electrical wires and consist of connector pins at each end as 
shown in Figure 24.14. Uses of these jumper wires are to connect two 
points to each other without soldering and interconnect the breadboard 
components easily to change the circuit as per need. 

Figure 24.14 Jumper wires.

24.4.2.2 LEDS

24.4.2.2.1 Yellow LED Resistor
Basically, the supply voltage is increased with increasing the resistor value. 
The forward voltage of this resistor is 1.8V. Yellow LED resistor is shown in 
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Figure 24.15. These type of LEDs having the resistor values are 75,160,360.510 
ohm can be utilized by corresponding voltages are 3.3, 3, 9, 12V respectively.

Figure 24.15 Yellow LED resistor.

24.4.2.2.2 Red LED Resistor
A red LED typically drops around 1.7 to 2.0 volts, but since both volt-
age drop and light frequency increase with band gap. Red LED resistor is 
shown in Figure 24.16.

Figure 24.16 Red LED resistor.

24.4.2.2.3 Green LED Resistor
A standard Green LED has forward voltages in the range 1.4V to 2.6V, 
depending on the desired brightness and the choice of forward current. 
Green LED resistor is shown in Figure 24.17.

Figure 24.17 Green LED Resistor.

24.4.2.2.4 Resistor
Resistor is an electrical component having two terminals. It can be used for 
regulating current flow in an electrical circuit. A 1Kohm resistor is used in 
this electrical circuit.
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24.5 Result

24.5.1 SIM View
Complete lab view with all four paths is shown in Figure 24.18. Here the 
lights change state YELLOW; one is turned ON for 2 seconds and GREEN 
light is turned on for a period distributed by the “clock subVI”. In the clock 
subVI at first the date is gained utilizing the get date and time in seconds 
function. Figures 24.19-24.22 shows Green ON in four different directions. 
When the GREEN light is turned on for the necessary time, after the time 
gets completed at that point ideal will be the following state to be set off 
where the GREEN light will be killed and at the same time YELLOW and 
RED light will be turned on. 

Figure 24.19 Lab view showing Green ON for one direction.

Figure 24.18 Lab view showing all four paths.
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Figure 24.20 Lab view showing Green ON for one direction.

Figure 24.21 Lab view showing Green ON for one direction.

Assuming there an emergency vehicle in one of the paths, priority 
should be given at that specific side also; GREEN light should be given 
to that specific side. For that we should take the pictures of the mul-
titude of paths on the double and we need to handle them and find if 
there is any rescue vehicle and give green light to that specific side. For 
preparing the application to recognize the rescue vehicle at that specific 
side we adjust a strategy called as Shading order strategy utilizing NI 
Vision associate.
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Figure 24.22 Lab view showing Green ON for one direction.

24.6 Implementation of Hardware Components

Figure 24.23 Board for placing various components, LED’s driver circuit soldered on PCB.

Figure 24.24 Placing various components, soldered on PCB.
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The Board used for placing various components is shown in Figure 24.23.
LED’s driver circuit, other parts are soldered on PCB as shown in Figures 24.24 
and 24.25. Initially all the hardware will be in OFF state. After the main switch 
is turned on, the controller which we are using, that is NI My Rio, will glow 
after 30 sec. The designed system provides necessary delay of signals based on 
vehicle count through a particular area or section. Arranged four sensors at 
four sides count the number of vehicles travelled in that covered sensor area. 
Also Emergency switch is soldered on PCB as shown in Figure 24.26.

EAST direction is kept as DEFAULT, so after the controller glows, the 
sensors present in the EAST direction will activate and the GREEN LED 
will glow in this side. At the 25th second, the YELLOW LED will glow in 
the EAST DIRECTION; that is an indication that red light is about to be 
shown in the next immediate step. Similarly, if yellow is shown, start com-
ing to initial condition based on red light indicator. The same happens with 
the NEXT DIRECTION, i.e., WEST DIRECTION. At the 25th second, the 
YELLOW LED will glow up in the NORTH DIRECTION. As soon as 30 

Figure 24.26 Emergency switch soldered on PCB, Emergency operation.

Figure 24.25 Placing various components, soldered on PCB.
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seconds completes for NORTH DIRECTION, the GREEN LED glows in 
the WEST DIRECTION.

24.7 Conclusion

In this design work, to overcome the undesired time wastage and mini-
mize road traffic casualties, a density-based traffic light control system is 
developed for traffic control at four-road intersections in which the exist-
ing conventional traffic light control system has failed to achieve efficiency. 
The traffic control system we introduced in this project overcame all the 
difficulties that earlier traffic control systems that were built with timer. So 
this process is a solution for the previous system.

Applications

 ➢ Control Traffic in Metropolitan Cities
 ➢ Controlling of Signal Lights.
 ➢ We can save a considerable amount of time.
 ➢ Emergency.
 ➢ With less or zero waiting time, emergency vehicles may pass 

through the traffic.
 ➢ In case of fire accidents, the number of deaths during travel 

to hospital can be reduced. 
 ➢ IR sensors are used to evaluate the density of the vehicles 

which are fixed within a fixed space.
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Abstract
The project is aimed at designing a monitoring system for a travel cold storage unit 
which helps to reduce the wastage of food products that are preserved at frozen 
temperature due to the lack of detailed observation of the cold storage unit while 
transporting from manufacturer to dealer. Therefore, it would be advantageous to 
implement a monitoring system for a cold storage unit based on IoT technology 
that analyzes the temperature, location and various parameters inside the unit. In 
this monitoring system, the temperature of the cold storage unit can be observed 
anytime by the manufacturer and dealer using NodeMCU programmed by Arduino 
Software. Also, the temperature of the cold storage unit is sensed by a temperature 
sensor and if the temperature of the unit exceeds the desired temperature then it 
will give an alert message to both ends by using GSM technology, and the location 
of the transporting unit is detected through the GPS technology. The system will be 
operated by solar panel which will provide supply to the cold storage unit. Hence, 
this system works effectively to avoid unnecessary wastage of food products.

Keywords: NodeMCU, DS18B20-temperature sensor, global positioning system, 
global system for mobile, peltier plate, SPV, battery

25.1 Introduction

Cold storage is used to preserve something for a longer period of time, 
as with refrigerators. Cold storage is usually used to keep things like food 
and agricultural products, and in pharmacies, etc. [1]. It has been the most 
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effective and the best way to transport products from one place to another 
until recently, when news has been spreading of products getting spoiled in 
transit because no one knows what the temperature is inside the cold stor-
age [1]. In some cases, no one knows if the product inside requires a lower 
temperature or has any other requirements [2]. Basically, when the product 
is in transit, we cannot handle it, and that has now become a major concern. 
We had the opportunity to talk to Shree Vinayaka foods Karanja MIDC 
about the problem of monitoring cold storage online and the need to give 
the alert message on mobile to both ends for some errors like high tempera-
ture and power failure [2]. So, we decided to work on it by monitoring the 
cold storage system based on Internet of Things (IoT), where one can access 
the temperature of the cold storage from anywhere, anytime [3]. Also, our 
system will give an alert message if anything goes wrong while transporting 
the products. In this proposal we implement a framework for cold storage 
management system based on IoT technology by using heterogeneous IoT 
devices [3]. This is used to preserve the various parameters of yield such as 
degeneration time, temperature parameter, etc., for longer period [4].

25.2 Working Methodology

A. Description
The solar panel is used to charge the battery and the battery provides sup-
ply to the freezer. For monitoring the temperature, DS18b20 (Temperature 
sensor) temperature sensor is used for this system [5]. It has two dissimilar 
metals which generate the electrical voltage and is indirectly proportional 
to change the temperature [6]. If the temperature of the cooling system 
increases, there is a voltage drop and it is sensed by the sensor. Temperature 
sensor is connected to NodeMCU. The programming of NodeMCU is 
done on Arduino IDE Software [6]. The Internet of Things (IoT) is a new 
research field which connects the physical world objects to the internet in 
order to monitor them. A temperature sensor records the data which is 
stored on the cloud server to monitor with respect to date and time as well 
as in the form of graph, so the temperature of cold storage is continuously 
monitored through IoT [7]. The cloud server provides wireless communi-
cation which is also connected to NodeMCU that sends an alert message if 
any rise in temperature occurs. By using Global Positioning System (GPS) 
technique, manufacturer and dealer can get the exact location of a vehicle. 
Global System for Mobile (GSM) provides wireless communication which 
is also connected to NodeMCU that sends an alert message if any rise in 
temperature occurs. By using GPS technique manufacturer and dealer can 
get the exact location of a vehicle is shown in Figure 25.1.
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25.3 Tools & Platform

Figure 25.2 shows that, NodeMCU: NodeMCU board the module include 
is ESP8266 and that will be programmed and which will come with the 
current version of MicroPython already setup on it, together with all the 
drivers we are going to use. The printed numbers  D0, D1, D2 on the board 
are different from what MicroPython uses. It has a micro-USB socket for 
connecting to the computer. On the side is a button for resetting the board. 
Along the sides of the board are two rows of pins, to which we will be con-
necting cables [8].

DS18B20 It provides the bits from 9-12 degree Celsius and it also 
has the features of alarm function with non-volatile. Thus, it is sim-
ple to use one microprocessor to control many DS18B20s distributed 
over a large area. Applications that can benefit from this feature include 
HVAC environmental controls, temperature monitoring systems inside 
buildings, equipment, or machinery, and process monitoring and con-
trol systems [8].

GPS The NEO-6 module series is a family of stand-alone GPS receiv-
ers featuring the u-blox 6 positioning engines whose performance is very 
high. So its cost-effective receivers offer numerous connectivity options 
in a miniature 16 x 12.2 x 2.4 mm package. Their flexible-architecture 
with their power & memory keys makes NEO-6 modules which is ideal for 
mobile devices operated by battery with space constraints [9].

GSM is having power saving technique, the current consumption is 
as low as 1mA in sleep mode. It communicates with microcontroller via 
UART port, supports command including 3GPP TS 27.007, 27.005 and 
SIMCOM enhanced AT Commands [9].

PP (Peltier Plate): In which the TEC1-12706 40x40mm Thermoelectric 
Cooler 6A Peltier Module is the simple application of Peltier Thermoelectric 
Effect. This PP module features having 127 semiconductor are in coupled.

SPV Module:  An Solar PV Module, which is used in this paper, plays an 
important role to give renewable supply [10].

25.4 Design & Implementation

Description: Figure 25.3 shows that the implementation of Temperature 
Sensor DS18B20, GPS and GSM into NodeMCU is shown above through 
the pin diagram of NodeMCU ESP8266 [10]. The supply of 5V is provided 
to the VCC of NodeMCU. Temperature sensor DS18B20 is connected to 
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D5 of NodeMCU to sense the ongoing temperature inside the cold storage 
unit and transmit the data through the GSM and the ground of tempera-
ture sensor is connected at the GND of NodeMCU [11]. The Transmission 
pin TX of GPS is connected to the Receiver pin RX of NodeMCU so that 
the GPS will transmit the data and the NodeMCU will receive the data 
through the receiver pin RX and the ground of GSM is connected at the 
GND of NodeMCU. Also, the Transmission pin TX of NodeMCU is con-
nected to the receiver pin RX of GSM so that the GSM will receive the data 
from NodeMCU and operate its function by transmitting an alert and the 
ground of GSM is connected at the GND of NodeMCU [12].

PCB Designing: Following are the steps for PCB designing:

 i. Designing of actual material.

NodeMCUA0
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SD1

CMD
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Figure 25.3 Connection diagram.
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 ii. Procurement of material.
 iii. Layout of PCB.
 iv. Preparation of PCB.
 v. Assembling of components.
 vi. Testing.

Etching of PCB: Etching is the process of chemically attacking and remov-
ing the unprotected copper from the copper plate to yield the desired conduc-
tor pattern. The most common etchant used in the industry is ferric chloride. 
Theoretically, any of the following solutions can be used to make PCB [13]:

 i. Ammonium Per Sulphate
 ii. Chromic Acid
 iii. Cupric Acid
 iv. Ferric Chloride

Method of etching includes tray rocking tank etching and spray etching. 
Out of these, tray rocking is the simplest [14]. This consists of the tray of 
Pyrex glass, attached to a powered rocking table; if this is not available, rock-
ing of the tray with etching solution and the plate can be done manually also.

Drilling: Drilling is performed with the help of a drilling machine. While 
doing drilling, needle change according to the required diameter of the hole 
is to be made [15].

Mounting: After drilling, mounting of the component is done. On PCB 
respective component was placed imperfective holes and finally soldered. 
After soldering the PCB was ready to be connected to the respective relays 
and supply. Before then wiring diagram areas are drawn which decide the 
external wire connection to the PCB [15, 16].

Testing: The main objective of the testing is to check the output perfor-
mance as per our assumption.

Advantages of PCB: Advantages of PCB over normal wiring are as fol-
lows [16]:

 i. PCB is necessary for interconnection of a large number of 
electronics component in a very small area with minimum 
parasitic wiring effects.

 ii. PCB is stable for mass production with less chance of wir-
ing error.

 iii. Small component can be easily mounted on PCB.
 iv. Construction is neat, small and truly a work of art.
 v. By using PCB, the electronic equipment becomes more 

reliable in size and less costly.
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25.5 Advantages & Application

Advantages:

 i. Reduces wastage of food products while transporting the 
food products from manufacturer to dealer.

 ii. Proper information of the product’s temperature and loca-
tion is provided to the manufacturer and dealer.

 iii. Automatic temperature is being monitored in the cold 
storage unit.

 iv. This Cold Storage Monitoring System is a simple and 
affordable system.

Application:

 i. For industrial application.
 ii. For pharmaceutical application.
 iii. For logistics industries.

25.6 Conclusion

The cold storage unit has been monitored online and gave the alert 
message on mobile via GSM to the manufacturer and dealer when 
errors occurred like high temperature and power failure. Using IoT, 
detection of different possibilities of problems occurring while trans-
portation resulting in wastage of food products has been avoided. Fuel 
consumption has been reduced by using the solar operated cold storage 
unit.

By using this monitoring system, wastage of food products has been 
avoided and monitoring of travel cold storage unit has been done by 
using IoT. The manufacturer and the dealer has received the proper 
information about the respective cold storage unit regarding its tem-
perature through an SMS with the help of GSM and also, they have 
received the exact location of the vehicle with the help of GPS.

Future scope of proposed work is as follows:

 i. Solar panels can be used to charge the battery that operates 
the cold storage unit so this can save the charging of the 
vehicle battery.
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 ii. Manufacturer and dealer can detect the live temperature 
inside the cold storage unit and location of the vehicle any-
time and anywhere through a website.

 iii. Cold storage unit can be operated with the battery which 
can be charged with the help of solar panels instead of 
operating with the help of vehicle battery.

References

 1. Mario Frustaci, “WSN based Online Parameter Monitoring in Cold Storage 
Warehouses in Cloud Using IoT Concepts”, IEEE Internet of Things Journal, 
e-ISSN: 2327-4662, Volume 05, Issue 04, 27 October 2017.

 2. V. C. Chandanashree, “Cold Storage Traceability System”, IEEE Transactions 
on Cold Storage Traceability System, e-ISSN: 1558-2515, Volume 21, Issue 3, 
30 December 2018.

 3. Y.B. Kim, “Paper for the realization of humidity and  temperature  sensor”, 
IEEE Sensors Journal, e-ISSN: 1558-1748 Volume 15, Issue 5, 19 December 
2017.

 4. Matthew Clayton, “Battery energy storage for power generated by solar 
pane”, IEEE Transactions on Smart Grid, e-ISSN: 1949-3061, Volume 3, Issue 
2, 11 May 2017.

 5. Wai-Ru Lai, “Analysis and modeling of dual-band GSM networks”, Journal of 
Communications and Networks, e-ISSN: 1976-5541, Volume 1, Issue 3, Sept. 
2018,

 6. Pierre Jacques Verlinden, “Performance of Rooftop  Solar  PV  System with 
Crystalline  Solar  Cells”, IEEE Journal of Photovoltaics, e-ISSN: 2156-3403, 
Volume 6, Issue 1, 26 October 2017.

 7. Zhao X, “The Design of the Internet of Things Solution for Food Supply 
Chain”, IEEE Journal Transactions, e-ISSN: 5386-7266, Volume 5, Issue  2, 
May 2017, pp. 30-33.

 8. Abel Avitesh Chandra & Seong Lee, “Advanced Monitoring of Cold Chain 
using wireless sensor network and sensor cloud”, Electronic Journals on 
Sensors and Applications, e-ISSN: 5386-3852, Volume 10, Issue 1, 19 March 
2018, pp. 228-234.

 9. Manoj Kumar Tyagi and Raghu Ram, “Warehouse monitoring and man-
agement with the help of Solar energy”, International Journal of Engineering 
Science and Advanced Technology, e-ISSN: 2395-0056, Volume 12, Issue 3, 23 
July 2017, pp. 503-507.

 10. Amrita Srivastava, Ankita Gulati, “iTrack: IoT framework for Smart Food 
Monitoring System”, International Journal of Computer Applications, 2016. 



Observation of TCSU 343

 11. Qinghua Zhang, Yi Wang, “Warehouse environment monitoring sys-
tem based on WSN”, IEEE 9th Conference on Industrial Electronics and 
Applications (ICIEA), 2014. 

 12. Abel Avitesh Chandra, Seong-Ro Lee, “Advanced Monitoring of cold chain 
using WSN”, International electronic conference on sensors and applications, 
2014. 

 13. Yi-ping Chen, Jian Wang, “A Corn Warehouse Monitoring System Based on 
IOT”, International Conference on Materials, Manufacturing and Mechanical 
Engineering, 2016.

  14. A.Sathish Kumar, S.Sudha, “Design of Wireless Sensor Network based 
Fuzzy Logic Controller for a Cold Storage System”, IEEE 7th power India 
International Conference (PIICON), 2016.

 15. Manoj Kumar Tyagi, Balanagu Raviteja, Rammohanarao Koduri and Gangi 
Raghu Ram, “Warehouse monitoring and management with the help of WSN 
and Solar energy”, International Journal of Engineering Science and Advanced 
Technology, Volume 2, Issue 3, pp 503−507, 2012. 

 16. Sandeep Kaushik, Charanjeet Singh, “Monitoring and Controlling in 
Food Storage System Using Wireless Sensor Networks Based on Zigbee & 
Bluetooth Modules”, International Journal of Multidisciplinary in Cryptology 
and Information Security,Vol. 2, no. 3, 2013. 





345

Index

3D acceleration sensor, 61
85 bus system, 9

Accuracy, 255–257, 261–263
Activation function, 44, 217
Active distribution network, 64
Adaptive quantum inspired 

evolutionary algorithm, 2
Adoption of IoT, 27
Advance metering infrastructure, 82
Advanced driver assistance systems 

(ADAS), 166
Advanced metering infrastructure, 47
Agriculture, 303–304, 308
Amazon web services, 273, 280, 281
Amputees, 151, 152
Annual load growth, 4
Applications, 168, 332
Arduino mega, 72
Artificial intelligence, 69
Auto encoders, 212–214
Automation, 208, 210

Backpropagation, 50
Baseline wander, 274, 276, 281
Battery, 323
Bayesian regularization, 44, 46, 50
Benign, 255, 258, 259
Bids, 112, 114–117, 119, 121
Biometric-based medical records 

system, 228
Blackout, 111, 113, 123
Block diagram, 317–319
Blockchain, 111–114, 119, 121, 123

Bluetooth and Zigbee, 70
Breast cancer, 255–258, 260, 263–264
Buck converter, 323
Business intelligence, 129

Cancer cell, 255
Capacitor, 2
Cardiovascular diseases, 274
CC2500 Zigbee, 177
Classification models, 255–257, 

260–262
Collaborative filtering, 293
Comparator, 264–267
Components, 322–327
Conclusion, 93, 195, 250, 332
Confusion matrix, 257, 261–262
Conjugate gradient, 47–48
Connecting pins, 326
Convolutional neural network, 

303–305
Correlation, 134, 137
Cross-validation, 46
Cyber security, 49

Data analysis, 276, 277
Data pre-processing, 258
Data storage, 276, 277
Date management and storage unit, 65
Decision tree, 255–267
Deep learning, 212
Degree of privacy, 71
Dimensionality reduction, 132
Discrete Kalman filter, 66
Discussion, 194



346 Index

Distributed generator, 1
Distribution function, 132
Double auction, 111–114, 116–117, 

120, 122–123
DS18b20, 336
DTH22 humidity sensor, 175
Dual-axis solar tracker, 43, 51

Efficiency, 72
Electrocardiogram, 273
ElGamal, 111, 113–115, 117, 119–120, 

123
Emergency mode, 230
Energy driven architecture (EDA),  

174
Energy management system, 42
Energy trading, 111–114, 119, 123
Equilibrium, 114–118
Event recognition algorithm, 179
Exploratory data analysis, 131, 132
Exponential weighted moving average 

(EWMA), 173

F1 score, 262–263
Fault-tolerant, 266, 267
Feature engineering, 132, 134
Flow chart, 244
Forecasting, 127–140
Fractional Fourier transform, 273, 274, 

276–278, 282, 283
Fractional frequency domain, 277, 

278, 281, 282
Fractional parameter, 274, 278, 281
Future enhancement, 251

Gain-from-trade (GFT), 118–119, 122
Glue sticks, 324–325
GPRS unit, 175
GPS, 336
Gradient boost, 130
Grid synchronization control, 100
Grid-connected photovoltaic systems, 

102

Grid-connected wind energy 
generating systems, 102

GSM, 336

Hardware implementation, 306
humidity sensor, 308
microprocessor, 305–306, 309
moisture sensor, 308–309
pi camera, 305, 309
relay, 305–307, 311
temperature sensor, 308
ZigBee, 305, 307, 312

Hash code for data integrity, 89
Heart rate monitoring, 281, 283
Heat sink slive tubes, 325
Heatmap, 260
Hessian matrix, 45, 48
High torque DC motor, 199
Hybrid recommendation, 293
Hysteresis current controller, 101

Image alignment, 145
Image classification, 303–305
Image stitching, 144
Implementation of hardware 

components, 330–332
Intelligent traffic control system, 228
Internet message access protocol,  

231
Internet of Things (IoT), 60, 163, 164, 

173, 273, 274, 281, 336
Introduction, 80, 185, 238, 315–316

different types of transmission line 
fault, 238
balance three-phase fault, 239
double line-to-ground fault,  

239
line-to-line fault, 238
single line-to-ground fault, 238

IoT cloud, 274, 276, 283
IoT devices, 168, 169
IoT framework, 166
IR sensor, 323



Index 347

LabVIEW, 319–322
Leaning sensor, 61
LEDS, 326–327
Levenberg-Marquardt algorithm, 45
Line routing, 111, 114–117, 123
Literature review, 316–317
Literature survey, 240
Load, 

analysis, 42
flow study, 42
forecast, 42
forecasting methods, 42, 52
prediction, 43

Logistic regression, 255, 257, 260–261, 
263

Loss function, 215
Lottery, 115, 118–119, 122–123

M2M communication, 25, 26
Machine learning, 255–258, 260–261, 

263–264
Main components, 322–325
Malignant, 255–256, 258–260, 

262–263
Materials and methods, 187

hardware and software, 188
interior and flaws, 187
methodology, 189
proposed position of the stretcher, 

188
Mean absolute error (MAE), 298
Mean absolute percentage error, 41, 

51–52
Measurement operator, 6
Methodology, 317–322
Micrometeorology sensor, 61
Microprocessor, 305–306, 309
Mobility, 151, 152, 154–156
Moisture sensor, 176
Multi-layer perceptron (MLP), 294

Network layer, 61
Network topology, 168

Neural, 
network, 41, 43–47, 55
training, 50, 51

Neural collaborative filtering (NCF), 
294–296

Neural networks, 303–305, 309–310
NI my RIO, 324
NodeMCU, 336
Normal mode, 229
Novelty of work, 248
NPN transistor, 324

Objective, 240
Overfitting, 137–139

PCB, 340
Peltier plate, 338
Photovoltaic generator, 52
Plant disease, 313
Ploughing, 199–205, 207–209
PMDC, 151–153
Possible attacks on AMI, 84
Post office protocol, 231
Power Internet of Things (PIoT), 60
Power line interface, 274, 276, 281
Power loss, 9
Power theft methods, 62
Precision vehicle control, 163, 170
Prediction, 129–131, 137–139, 

255–256, 261–264
Principle component analysis (PCA), 

212
Prophet model, 138
Proposed system, 241
Proteus software, 73
Python implementation, 91

QRS complex, 277, 278
Quantum circuits, 264–266
Quantum gates, 264, 265
Quantum image processing, 270
Quantum inspired evolutionary 

algorithm, 5



348 Index

Quantum register, 7
Qubits, 6, 267

Random forest, 255, 257, 261–263
Real time monitoring, 283
Real-time environments, 165
Real-time feedback, 77
Recommender system, 289
Reconstruction error, 218–219
Recurrent neural networks (RNN), 

296–297
References, 94, 195, 252, 332–333
Regression, 129, 130, 138
Remote desktop protocol, 280
Resampling technique, 144
Result, 328–330
Result and discussion, 244
Results and discussion, 90, 192

results, 192
Root mean square error (RMSE), 298
Rossman, 

data, 131
store, 130–132, 138, 139
train, 131, 132

Rotation strategies, 20
R-peaks, 278, 280
RSA attack detection model, 87
RSA keys creation, 89

SCADA, 30
Scissor lift, 151–156
Seeding, 199, 208
Sensors, 163, 167
Sentiment analysis, 292
SIFT, 145
SIM view, 328–330
Simple mail transfer protocol, 230
Simultaneous implementation, 16
Smart energy meters, 70
Smart grid, 28, 46, 47, 59, 111–114
Smart meter architecture and design, 

83

Software implementation, 309
deep learning, 306, 309–310
tensor flow, 310

Soil moisture, 182
Soil moisture sensor, 199–201, 

204–207
Solar panel, 322, 336
Stacked auto encoders, 215–217
STATCOM, 101–102
Supporting components, 326–327

Tension sensor, 61
Testing data, 255, 257
T-gates, 264–266
Threats and countermeasures of 

attacks on smart meter, 86
Time of use, 74
Time series, 127–129, 134, 137,  

139
Toggle switch, 325
Traders, 113–123
Training data, 255, 261–262
Training rate, 48
Transition, 151–157
Tumour, 255–256, 258–259, 262

Ultrasonic sensor, 200–202, 204–206
Underfitting, 127, 137–139

Vehicles, 164, 170
Vickrey, 115, 118–119, 122–123
Virtual power plant (VPP), 111–115, 

117, 119–121

Weight vector, 46–47
Wheel hub motor, 156
Wireless sensor network, 173
Wireless technologies, 67

XGBoost model, 137

Zigbee processor, 178



Also of Interest

Check out these other related titles from Scrivener 
Publishing

SMART GRIDS AND INTERNET OF THINGS, Edited by Sanjeevikumar 
Padmanaban, Jens Bo Holm-Nielsen, Rajesh Kumar Dhanaraj, Malathy 
Sathyamoorthy, and Balamurugan Balusamy, ISBN: 9781119812449. 
Written and edited by a team of international professionals, this ground-
breaking new volume covers the latest technologies in automation, track-
ing, energy distribution and consumption of Internet of Things (IoT) 
devices with smart grids.

SMART GRIDS AND GREEN ENERGY SYSTEMS, Edited by A. Chitra, 
V.  Indragandhi and W. Razia Sultana, ISBN: 9781119872030. Presenting 
the concepts and advances of smart grids within the context of “green” 
energy systems, this volume, written and edited by a global team of experts, 
goes into the practical applications that can be utilized across multiple dis-
ciplines and industries, for both the engineer and the student.

SMART GRIDS AND MICROGRIDS: Concepts and Applications, Edited by 
P. Prajof, S. Mohan Krishna, J. L. Febin Daya, Umashankar Subramaniam, 
and P. V. Brijesh, ISBN: 9781119760559. Written and edited by a team of 
experts in the field, this is the most comprehensive and up to date study of 
smart grids and microgrids for engineers, scientists, students, and other 
professionals. 

MICROGRID TECHNOLOGIES, Edited by C. Sharmeela, P. Sivaraman, 
P. Sanjeevikumar, and Jens Bo Holm-Nielsen, ISBN: 9781119710790. 
Covering the concepts and fundamentals of microgrid technologies, this 
volume, written and edited by a global team of experts, also goes into the 
practical applications that can be utilized across multiple industries, for 
both the engineer and the student. 



INTEGRATION OF RENEWABLE ENERGY SOURCES WITH SMART 
GRIDS, Edited by A. Mahaboob Subahani, M. Kathiresh and G. R. 
Kanagachidambaresan, ISBN: 9781119750420. Provides comprehensive cov-
erage of renewable energy and its integration with smart grid technologies.

INTEGRATED GREEN ENERGY SOLUTIONS VOLUME 2, Edited by 
Milind Shrinivas Dangate, W. S. Sampath, O. V. Gnana Swathika, and 
Sanjeevikumar Padmanaban, ISBN: 9781394193660. This second volume 
in a two-volume set continues to present the state of the art for the con-
cepts, practical applications, and future of renewable energy and how to 
move closer to true sustainability.

INTEGRATED GREEN ENERGY SOLUTIONS VOLUME 1, Edited by 
Milind Shrinivas Dangate, W. S. Sampath, O. V. Gnana Swathika, and 
Sanjeevikumar Padmanaban, ISBN: 9781394193660. This first volume in 
a two-volume set presents the state of the art for the concepts, practical 
applications, and future of renewable energy and how to move closer to 
true sustainability.

RENEWABLE ENERGY SYSTEMS: Modeling, Optimization, and 
Applications, Edited by Sanjay Sharma, Nikita Gupta, Sandeep Kumar, and 
Subho Upadhyay, ISBN: 9781119803515. Providing updated and state-
of-the-art coverage of a rapidly changing science, this groundbreaking 
new volume presents the latest technologies, processes, and equipment in 
renewable energy systems for practical applications.

Encyclopedia of Renewable Energy, by James G. Speight, ISBN: 
9781119363675. Written by a highly respected engineer and prolific author 
in the energy sector, this is the single most comprehensive, thorough, and 
up to date reference work on renewable energy. 

INTELLIGENT RENEWABLE ENERGY SYSTEMS: Integrating Artificial 
Intelligence Techniques and Optimization Algorithms, Edited by Neeraj 
Priyadarshi, Akash Kumar Bhoi, Sanjeevikumar Padmanaban, S. 
Balamurugan, and Jens Bo Holm-Nielsen, ISBN: 9781119786276. This 
collection of papers on artificial intelligence and other methods for 
improving renewable energy systems, written by industry experts, is a 
reflection of the state of the art, a must-have for engineers, maintenance 
personnel, students, and anyone else wanting to stay abreast with current 
energy systems concepts and technology.



POWER ELECTRONICS FOR GREEN ENERGY CONVERSION, Edited by 
Mahajan Sagar Bhaskar, Nikita Gupta, Sanjeevikumar Padmanaban, Jens 
Bo Holm-Nielsen, and Umashankar Subramaniam, ISBN: 9781119786481. 
Written and edited by a team of renowned experts, this exciting new vol-
ume explores the concepts and practical applications of power electronics 
for green energy conversion, going into great detail with ample examples, 
for the engineer, scientist, or student.

INTEGRATION OF RENEWABLE ENERGY SOURCES WITH SMART 
GRIDS, Edited by A. Mahaboob Subahani, M. Kathiresh and G. R. 
Kanagachidambaresan, ISBN: 9781119750420. Provides comprehen-
sive coverage of renewable energy and its integration with smart grid 
technologies.

Green Energy: Solar Energy, Photovoltaics, and Smart Cities, Edited by Suman 
Lata Tripathi and Sanjeevikumar Padmanaban, ISBN: 9781119760764. 
Covering the concepts and fundamentals of green energy, this volume, 
written and edited by a global team of experts, also goes into the practical 
applications that can be utilized across multiple industries, for both the 
engineer and the student. 

Energy Storage, Edited by Umakanta Sahoo, ISBN: 9781119555513. Written 
and edited by a team of well-known and respected experts in the field, this 
new volume on energy storage presents the state-of-the-art developments 
and challenges in the field of renewable energy systems for sustainability 
and scalability for engineers, researchers, academicians, industry profes-
sionals, consultants, and designers. 

Energy Storage 2nd Edition, by Ralph Zito and Haleh Ardibili, ISBN: 
9781119083597. A revision of the groundbreaking study of methods for 
storing energy on a massive scale to be used in wind, solar, and other 
renewable energy systems. 

Hybrid Renewable Energy Systems, Edited by Umakanta Sahoo, ISBN: 
9781119555575. Edited and written by some of the world’s top experts in 
renewable energy, this is the most comprehensive and in-depth volume on 
hybrid renewable energy systems available, a must-have for any engineer, 
scientist, or student. 



Progress in Solar Energy Technology and Applications, edited by Umakanta 
Sahoo, ISBN: 9781119555605. This first volume in the new groundbreaking 
series, Advances in Renewable Energy, covers the latest concepts, trends, 
techniques, processes, and materials in solar energy, focusing on the state-
of-the-art for the field and written by a group of world-renowned experts. 

A Polygeneration Process Concept for Hybrid Solar and Biomass Power 
Plants: Simulation, Modeling, and Optimization, by Umakanta Sahoo, ISBN: 
9781119536093. This is the most comprehensive and in-depth study of the 
theory and practical applications of a new and groundbreaking method for 
the energy industry to “go green” with renewable and alternative energy 
sources. 

Nuclear Power: Policies, Practices, and the Future, by Darryl Siemer, ISBN: 
9781119657781. Written from an engineer’s perspective, this is a treatise 
on the state of nuclear power today, its benefits, and its future, focusing on 
both policy and technological issues. 

Zero-Waste Engineering 2nd Edition: A New Era of Sustainable Technology 
Development, by M. M. Kahn and M. R. Islam, ISBN: 9781119184898. This 
book outlines how to develop zero-waste engineering following natural 
pathways that are truly sustainable using methods that have been devel-
oped for sustainability, such as solar air conditioning, natural desalination, 
green building, chemical-free biofuel, fuel cells, scientifically renewable 
energy, and new mathematical and economic models. 

Sustainable Energy Pricing, by Gary Zatzman, ISBN: 9780470901632. In 
this controversial new volume, the author explores a new science of energy 
pricing and how it can be done in a way that is sustainable for the world’s 
economy and environment. 

Sustainable Resource Development, by Gary Zatzman, ISBN: 9781118290392. 
Taking a new, fresh look at how the energy industry and we, as a planet, 
are developing our energy resources, this book looks at what is right and 
wrong about energy resource development. This book aids engineers and 
scientists in achieving a true sustainability in this field, both from an eco-
nomic and environmental perspective. 

The Greening of Petroleum Operations, by M. R. Islam et al., ISBN: 
9780470625903. The state of the art in petroleum operations, from a 
“green” perspective. 



WILEY END USER LICENSE AGREEMENT
Go to www.wiley.com/go/eula to access Wiley’s ebook EULA.


	Cover
	Title Page
	Copyright Page
	Contents
	Preface��������������
	Chapter 1 Placement and Sizing of Distributed Generator and Capacitor in a Radial Distribution System Considering Load Growth������������������������������������������������������������������������������������������������������������������������������������
	1.1 Introduction�����������������������
	1.2 Problem Formulation������������������������������
	1.3 Algorithm��������������������
	1.4 Results & Discussions��������������������������������
	1.5 Discussion���������������������
	1.6 Conclusions����������������������
	References�����������������

	Chapter 2 Security Issues and Challenges for the IoT-Based Smart Grid����������������������������������������������������������������������������
	2.1 Introduction�����������������������
	2.2 Usage of IoT in the Smart Grid Context�������������������������������������������������
	2.3 Advantages of IoT-Based Smart Grid���������������������������������������������
	2.4 Cybersecurity Challenges�����������������������������������
	2.4.1 Review of Recent Attacks�������������������������������������
	2.4.1.1 Tram Hack Lodz, Poland�������������������������������������
	2.4.1.2 Texas Power Company Hack���������������������������������������
	2.4.1.3 Stuxnet Attack on Iranian Nuclear Power Facility���������������������������������������������������������������
	2.4.1.4 Houston, Texas, Water Distribution System Attack���������������������������������������������������������������
	2.4.1.5 Bowman Avenue Dam Cyberattack��������������������������������������������


	2.5 Other Major Challenges Hindering Growth of IoT Network�����������������������������������������������������������������
	2.5.1 Standardization Protocols��������������������������������������
	2.5.2 Cognitive Capability���������������������������������
	2.5.3 Power������������������
	2.5.4 Consumer Illiteracy��������������������������������
	2.5.5 Weak Regulations�����������������������������
	2.5.6 Fear of Reputational Damage����������������������������������������

	2.6 Future Prospects���������������������������
	2.7 Conclusion���������������������
	References�����������������

	Chapter 3 Electrical Load Forecasting Using Bayesian Regularization Algorithm in Matlab and Finding Optimal Solution via Renewable Source������������������������������������������������������������������������������������������������������������������������������������������������
	3.1 Introduction�����������������������
	3.2 Algorithm��������������������
	3.2.1 Levenberg-Marquardt Algorithm������������������������������������������
	3.2.2 Bayesian Regularization������������������������������������
	3.2.2.1 Comparison of Bayesian Models��������������������������������������������
	3.2.2.2 Bayesian Ways to Neural Network Modeling�������������������������������������������������������

	3.2.3 Scaled Conjugate Gradient Algorithm������������������������������������������������
	3.2.3.1 Steps of Algorithm���������������������������������

	3.2.4 Gradient Descent�����������������������������
	3.2.5 Conjugate Gradient�������������������������������

	3.3 Methodology and Modelling������������������������������������
	3.4 Results and Discussion���������������������������������
	3.5 Conclusion���������������������
	References�����������������

	Chapter 4 Theft Detection Sensing by IoT in Smart Grid�������������������������������������������������������������
	4.1 Introduction�����������������������
	4.1.1 Power Theft Identification���������������������������������������
	4.1.2 Basic Structure of Smart Grid������������������������������������������

	4.2 Problem Identification���������������������������������
	4.2.1 Power Theft Methods��������������������������������

	4.3 Methodology for Implementation of IoT to Different Theft Mechanisms in Smart Grid��������������������������������������������������������������������������������������������
	4.4 Conclusion���������������������
	4.5 Future Work����������������������
	References�����������������

	Chapter 5 Energy Metering and Billing Systems Using Arduino������������������������������������������������������������������
	5.1 Introduction�����������������������
	5.2 Smart Meters and Billing Systems�������������������������������������������
	5.2.1 Arduino Mega�������������������������
	5.2.2 LCD����������������
	5.2.3 Proteus Software�����������������������������

	5.3 Working������������������
	5.4 Applications�����������������������
	5.5 Time of Use����������������������
	5.6 Observations�����������������������
	5.7 Equations��������������������
	5.8 Results������������������
	5.9 Adoption in India����������������������������
	5.10 Excess Generation of Electricity��������������������������������������������
	5.11 Commercial Use & Home Energy Monitoring���������������������������������������������������
	5.12 Conclusion����������������������
	References�����������������

	Chapter 6 Smart Meter Vulnerability Assessment Under Cyberattack Events – An Attempt to Safeguard��������������������������������������������������������������������������������������������������������
	6.1 Introduction�����������������������
	6.2 Advanced Metering Infrastructure Architecture��������������������������������������������������������
	6.2.1 Smart Meter Architecture and Design������������������������������������������������
	6.2.2 AMI Communication Network��������������������������������������
	6.2.3 Home Area Network������������������������������
	6.2.4 Data Concentrator������������������������������

	6.3 Possible Attacks on AMI����������������������������������
	6.3.1 Manual Attacks���������������������������
	6.3.2 Cyberattacks�������������������������
	6.3.3 Threats and Countermeasures of Attacks on Smart Meter������������������������������������������������������������������

	6.4 RSA Attack Detection Model�������������������������������������
	6.4.1 RSA Keys Creation������������������������������

	6.5 Hash Code for Data Integrity���������������������������������������
	6.6 Results and Discussion���������������������������������
	6.6.1 Attack Detection System������������������������������������
	6.6.2 Python Implementation����������������������������������

	6.7 Conclusion���������������������
	References�����������������

	Chapter 7 Power Quality Improvement for Grid-Connected Hybrid Wind-Solar Energy System Using a Three-Phase Three-Wire Grid-Interfacing Compensator���������������������������������������������������������������������������������������������������������������������������������������������������������
	7.1 Introduction�����������������������
	7.2 Proposed Current Control System������������������������������������������
	7.3 Simulation Analysis and Discussion���������������������������������������������
	7.4 Conclusion���������������������
	References�����������������

	Chapter 8 Energy Trading in Virtual Power Plant Enabled Communities Using Double Auction Technique and Blockchain Technology�����������������������������������������������������������������������������������������������������������������������������������
	8.1 Introduction�����������������������
	8.2 Related Work�����������������������
	8.3 Proposed Methodology�������������������������������
	8.3.1 System Model�������������������������
	8.3.2 Problem Formulation��������������������������������
	8.3.2.1 Objective 1 (Optimum Reimbursements for both the Traders)������������������������������������������������������������������������
	8.3.2.2 Objective 2 (Shortest Line Routing System)���������������������������������������������������������
	8.3.2.3 Utility Function (Maximum Social Welfare)��������������������������������������������������������

	8.3.3 Our Approach�������������������������
	8.3.3.1 Double Auction�����������������������������
	8.3.3.2 Shortest Line Route Detection��������������������������������������������
	8.3.3.3 Blockchain�������������������������
	8.3.3.4 ElGamal Cryptography�����������������������������������


	8.4 Performance Evaluation���������������������������������
	8.4.1 Evaluation Methodology�����������������������������������
	8.4.2 Evaluation Results�������������������������������

	8.5 Conclusion���������������������
	References�����������������

	Chapter 9 Sales Demand Forecasting for Retail Marketing Using XGBoost Algorithm��������������������������������������������������������������������������������������
	9.1 Introduction�����������������������
	9.2 Related Work�����������������������
	9.3 Methodology����������������������
	9.3.1 XGBoost Algorithm������������������������������
	9.3.2 Architecture�������������������������

	9.4 Experimental Results�������������������������������
	9.4.1 Exploratory Data Analysis��������������������������������������
	9.4.1.1 Empirical Cumulative Distribution Function (ECDF)����������������������������������������������������������������
	9.4.1.2 Exploring the Dataset and Making Visualizations between Months and Sales���������������������������������������������������������������������������������������
	9.4.1.3 Correlation between each Feature or Attribute������������������������������������������������������������
	9.4.1.4 Time Series Analysis�����������������������������������

	9.4.2 Model Prediction�����������������������������

	9.5 Conclusion���������������������
	References�����������������

	Chapter 10 Region-Based Convolutional Neural Networks for Selective Search���������������������������������������������������������������������������������
	10.1 Introduction������������������������
	10.2 Literature Review�����������������������������
	10.3 Existing Method���������������������������
	10.4 Proposed Methodology��������������������������������
	10.5 Implementation and Results��������������������������������������
	10.6 Conclusion����������������������
	References�����������������

	Chapter 11 Design and Development of Mobility System for Double Amputees�������������������������������������������������������������������������������
	11.1 Introduction������������������������
	11.2 Block Diagram�������������������������
	11.3 Working Methodology�������������������������������
	11.4 Design Calculation������������������������������
	11.5 Hardware Implementation�����������������������������������
	11.6 Conclusion����������������������
	References�����������������

	Chapter 12 A Review: Precision Vehicle Control Using Internet of Things������������������������������������������������������������������������������
	12.1 Introduction������������������������
	12.2 Related Works�������������������������
	12.3 Proposed Work�������������������������
	12.4 Existing System���������������������������
	12.4.1 Advantages������������������������
	12.4.2 Disadvantages���������������������������
	12.4.3 Applications��������������������������

	12.5 Proposed System���������������������������
	12.6 Conclusion and Future Enhancement���������������������������������������������
	References�����������������

	Chapter 13 A Process of Analyzing Soil Moisture with the Integration of Internet of Things and Wireless Sensor Network�����������������������������������������������������������������������������������������������������������������������������
	13.1 Introduction������������������������
	13.1.1 WSN�����������������
	13.1.2 IoT�����������������

	13.2 Literature Study����������������������������
	13.3 Proposed Work�������������������������
	13.3.1 Sensing and Transmitter Module��������������������������������������������
	13.3.2 Receiver Unit���������������������������
	13.3.3 IoT Activation����������������������������
	13.3.4 Event Recognition Algorithm�����������������������������������������

	13.4 Result and Discussion���������������������������������
	13.5 Conclusion����������������������
	References�����������������

	Chapter 14 Automatic Angular Position Stabilization of Ambulance Stretcher in Real Time����������������������������������������������������������������������������������������������
	14.1 Introduction������������������������
	14.2 Materials and Methods���������������������������������
	14.2.1 Interior and Flaws��������������������������������
	14.2.2 Proposed Position of the Stretcher������������������������������������������������
	14.2.3 Hardware and Software�����������������������������������
	14.2.4 Methodology�������������������������

	14.3 Results and Discussion����������������������������������
	14.3.1 Results���������������������

	14.4 Discussion����������������������
	14.5 Conclusion����������������������
	References�����������������

	Chapter 15 Automated Ploughing Seeding with Water Management System��������������������������������������������������������������������������
	15.1 Introduction������������������������
	15.2 Block Diagram�������������������������
	15.3 Working Methodology�������������������������������
	15.4 Design Calculation������������������������������
	15.5 Simulation����������������������
	15.6 Hardware Implementation�����������������������������������
	15.7 Conclusion����������������������
	References�����������������

	Chapter 16 Detecting Fraudulent Data Using Stacked Auto-Encoding: A Three-Layer Approach�����������������������������������������������������������������������������������������������
	16.1 Introduction������������������������
	16.1.1 Deep Learning���������������������������
	16.1.2 Auto-Encoders���������������������������

	16.2 Related Work������������������������
	16.3 Proposed Methodology��������������������������������
	16.4 Results and Discussion����������������������������������
	16.5 Conclusion����������������������
	Acknowledgment���������������������
	References�����������������

	Chapter 17 Artificial Intelligence-Based Ambulance���������������������������������������������������������
	17.1 Introduction������������������������
	17.1.1 Problem Statement�������������������������������
	17.1.2 Field of the Project����������������������������������
	17.1.3 Objectives������������������������

	17.2 Proposed System���������������������������
	17.2.1 Block Diagram of Traffic Signal Control System������������������������������������������������������������
	17.2.2 Block Diagram of Biometric-Based Medical Records��������������������������������������������������������������

	17.3 Implementation of Traffic Signal Control System�����������������������������������������������������������
	17.3.1 Flowchart of Traffic Signal Control System��������������������������������������������������������
	17.3.2 Algorithm of Biometric-Based Medical Records System�����������������������������������������������������������������
	17.3.3 Methodology of Traffic Signal Control System����������������������������������������������������������
	17.3.3.1 Normal Mode���������������������������
	17.3.3.2 Emergency Mode������������������������������

	17.3.4 Methodology of Biometric-Based Medical Records System�������������������������������������������������������������������
	17.3.4.1 SMPT��������������������


	17.4 Result and Discussion���������������������������������
	17.4.1 Comparison of Results�����������������������������������
	17.4.2 Hardware Result�����������������������������

	17.5 Conclusion����������������������
	17.6 Future Scope������������������������
	References�����������������

	Chapter 18 LoRa-Based Flaw Location Detection in HT Line Using GSM�������������������������������������������������������������������������
	18.1 Introduction������������������������
	18.1.1 Different Types of Transmission Line Fault��������������������������������������������������������
	18.1.1.1 Single Line-to-Ground Fault�������������������������������������������
	18.1.1.2 Line-to-Line Fault����������������������������������
	18.1.1.3 Double Line-to-Ground Fault�������������������������������������������
	18.1.1.4 Balance Three-Phase Fault�����������������������������������������


	18.2 Objective���������������������
	18.3 Literature Survey�����������������������������
	18.4 Proposed System���������������������������
	18.5 Flow Chart����������������������
	18.6 Result and Discussion���������������������������������
	18.7 Novelty of Work���������������������������
	18.8 Conclusion����������������������
	18.9 Future Enhancement������������������������������
	References�����������������

	Chapter 19 Classification Models for Breast Cancer Detection�������������������������������������������������������������������
	19.1 Introduction������������������������
	19.2 Related Work������������������������
	19.3 Research Objective������������������������������
	19.4 Methodology�����������������������
	19.4.1 Dataset Description���������������������������������
	19.4.2 Data Preprocessing��������������������������������
	19.4.3 Exploratory Data Analysis���������������������������������������

	19.5 Model Selection���������������������������
	19.5.1 Logistic Regression���������������������������������
	19.5.2 Decision Tree Classifier��������������������������������������
	19.5.3 Random Forest Classifier��������������������������������������

	19.6 Results and Discussion����������������������������������
	19.6.1 Confusion Matrix������������������������������
	19.6.2 Model Evaluation and Prediction���������������������������������������������

	19.7 Conclusion����������������������
	References�����������������

	Chapter 20 T-Count Optimized Quantum Comparator Circuit��������������������������������������������������������������
	20.1 Introduction������������������������
	20.2 Related Works�������������������������
	20.3 Proposed Quantum Comparator���������������������������������������
	20.3.1 Multi-Qubit Magnitude Comparator����������������������������������������������

	20.4 Conclusion����������������������
	References�����������������

	Chapter 21 IoT-Based Heart Rate Monitoring System for Smart Healthcare Applications������������������������������������������������������������������������������������������
	21.1 Introduction������������������������
	21.2 Related Work������������������������
	21.3 Methodology�����������������������
	21.3.1 Fractional Fourier Transform������������������������������������������
	21.3.2 Amazon Web Services���������������������������������

	21.4 Results and Discussion����������������������������������
	21.5 Conclusion����������������������
	References�����������������

	Chapter 22 Neural Collaborative Filtering-Based Hybrid Recommender System for Online Movies Recommendation�����������������������������������������������������������������������������������������������������������������
	22.1 Introduction������������������������
	22.2 Related Works�������������������������
	22.3 Proposed Methodology��������������������������������
	22.3.1 Dataset Used for the Proposed System��������������������������������������������������
	22.3.2 Architecture Diagram����������������������������������
	22.3.3 Sentiment Analysis��������������������������������
	22.3.4 Hybrid Recommendation�����������������������������������
	22.3.4.1 Filtering Based on Content������������������������������������������
	22.3.4.2 Collaborative Filtering���������������������������������������

	22.3.5 Neural Collaborative Filtering (NCF)��������������������������������������������������
	22.3.6 User-Based Recurrent Neural Networks (RNN)��������������������������������������������������������

	22.4 Results and Discussion����������������������������������
	22.5 Conclusion and Future Work��������������������������������������
	References�����������������

	Chapter 23 Farmer’s Eye Using CNN����������������������������������������
	23.1 Introduction������������������������
	23.2 Related Works�������������������������
	23.3 PV Module���������������������
	23.4 Hardware Description��������������������������������
	23.5 Software Implementation�����������������������������������
	23.6 Hardware Implementation�����������������������������������
	23.7 Conclusion����������������������
	References�����������������

	Chapter 24 Solar Powered Density and Emergency-Based Traffic Control System Using NI LabVIEW���������������������������������������������������������������������������������������������������
	24.1 Introduction������������������������
	24.2 Literature Review�����������������������������
	24.3 Methodology�����������������������
	24.3.1 Block Diagram���������������������������
	24.3.2 LabVIEW���������������������
	24.4 Components����������������������
	24.4.1 Main Components�����������������������������
	24.4.1.1 Solar Panel���������������������������
	24.4.1.2 Battery�����������������������
	24.4.1.3 Buck Converter������������������������������
	24.4.1.4 IR Sensor�������������������������
	24.4.1.5 NI my RIO�������������������������
	24.4.1.6 NPN Transistor������������������������������
	24.4.1.7 Glue Sticks���������������������������
	24.4.1.8 Heat Sink Slive Tubes�������������������������������������
	24.4.1.9 Toggle Switch�����������������������������

	24.4.2 Supporting Components�����������������������������������
	24.4.2.1 Connecting Pins�������������������������������
	24.4.2.2 LEDS��������������������


	24.5 Result������������������
	24.5.1 SIM View����������������������

	24.6 Implementation of Hardware Components�������������������������������������������������
	24.7 Conclusion����������������������
	Applications�������������������
	References�����������������

	Chapter 25 Observation of TCSU: Travel Cold Storage Unit Operated by SPV Technology������������������������������������������������������������������������������������������
	25.1 Introduction������������������������
	25.2 Working Methodology�������������������������������
	25.3 Tools & Platform����������������������������
	25.4 Design & Implementation�����������������������������������
	25.5 Advantages & Application������������������������������������
	25.6 Conclusion����������������������
	References�����������������

	Index������������
	EULA




