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SFMU smart field monitoring unit 
SG smart grid 
SHCMK smart healthcare monitoring kit 
SNR ratio signal to noise ratio 
SOC system on a chip 
SPDEs singularly-perturbed differential equations 
SpO2 oxygen saturation 
S-RAM static-random access memory 
SRV ServiceCoin 
SSL secure sockets layer 
STWS single term Walsh series 
TCP/IP Transmission Control Protocol/Internet Protocol 
TCR temperature coefficient of resistance 
TDMS time-division multiple access 
TMCs traffic management centers 
TMCs transportation management centers 
TxDOT Texas Department of Transportation 
ULP ultra-low power 
VANET vehicle ad-hoc networks 
VIDS video incident detection system 
VMS variable message sign 
VMT vehicle miles travelled 
VR virtual reality 
VRP vehicle-routing problem 
VSH virtual smart home 
V2I vehicle-to-infrastructure 
V2IoT vehicle-to-IoT 
V2V vehicle-to-vehicle 
V2X vehicle-to-everything 
WBAN wireless body area network 
WF waste fish 
WHO World Health Organization 
WSNs wireless sensor network 
6LoWPAN IPv6 over low-power wireless personal area networks 
W3C World Wide Web Consortium 



 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 

Preface
 

This book provides an overview of systems and machines that are intelligent. 
It is intended for anybody who is interested in future advancements in these 
domains or wants to be informed on the current state of these multidisciplinary 
technologies. 

Sensor devices that are flexible and printable have received a lot of interest 
in recent years. New techniques like as printing and additive manufacturing 
are being developed to realize a wide range of readily deployable systems 
such as displays, sensors, and RFID tags. The needs of the growing area of 
modular and writable sensors are being met by repurposing silicon-based 
planar electronics and solid-state sensing technology. This book brings 
together leading academics, architects, and scientists who are experts in the 
subject from across the globe. Engineers discuss about their research projects, 
experiments, discoveries, innovative ideas and principles, contributions, and 
advancements in the fields of inventions and software, measurement theories 
and applications, and instrumentation theories and applications. 

Pervasive, reliable, robust, and streamlined positioning technologies will 
benefit a wide range of resources, including personal navigation, search and 
rescue, robot and fleet control, and health care. Despite the fact that there 
are mature GNSS solutions for outside areas, more than 10 years of sensor 
technology research and development have failed to provide a widely available 
offer of generic and cheap standard solutions for inside. A new technology is 
the requirement for sophisticated computing technologies to evolve in order to 
satisfy the increasing needs of knowledge and communication technologies in 
smart real-time world applications. There are a number of clever technologies 
that may help the educational system significantly. 

We would like to take this opportunity to thank our family members and 
friends, who encouraged us a lot during the preparation of this book. First 
and most obviously, we give all the glory and honor to our almighty Lord for 
his abundant grace that sustained us for successful completion of this book. 
We would like to thank the authors for their contribution in this edited book. 
We would also like to thanks Apple Academic Press, CRC Press, a Taylor & 
Francis Group and its whole team for facilitating the work and providing us 
the opportunity to be a part of this work. 
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CHAPTER 1

Product Details Identification for Visually 
Impaired Persons 

M. SUGANTHI1* and K. PANDI SELVI2 

1AP/CSE Department, Thamirabharani Engineering College, Tirunelveli, 
Tamil Nadu, India 
2Thamirabharani Engineering College, Tirunelveli, Tamil Nadu, India 
*Corresponding author. E-mail: sugi.mp@gmail.com 

ABSTRACT 

Android is a smartphone and tablet operating system that is free and open-
source. Smartphones are used for the majority of activities, such as e-commerce  
and commercial processing. People with visual impairment face difficulties  
to read the details of the product. So to help the visually impaired people in  
purchasing the projects, we developed an application in Android and PHP. As  
most of the supermarkets sell products of all brands in a single place, visually  
impaired people can shop easily with the assistance of QR code generated  
by shop owners through the web application. The product information for  
the QR code produced will be registered by the business owner. Then the  
customer with the “VIP Helper” Android application can easily scan the QR  
code and the application speaks aloud the product details like product name,  
brand, price, expiry date of the product which is embedded. So this greatly  
helps the visually impaired people by eliminating the third person’s assistance  
in shopping at ease. 
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4 Intelligent Technologies for Sensors 

1.1 INTRODUCTION 

A customer looks through the available items or services from one or more 
merchants with the intention of purchasing a suitable option. Scholars have 
developed a shopper typology that categorizes one sort of shopper as recre­
ational shoppers, or those who like shopping as a leisure activity. Consumers 
can now look up product information and place purchases across several 
platforms, making internet shopping a major disruptor in the retail industry. 
Customers’ purchases are delivered to their homes, offices, or other locations 
by online retailers. Thanks to the business to consumer approach, customers 
may now choose any product from a retailer’s website and have it delivered 
quite quickly. By not having to travel to actual stores, consumers who utilize 
online shopping strategies save time and energy. They may be able to save 
both time and money as a result of this. A retailer, often known as a shop, is 
a business that exhibits a wide range of goods and offers to trade or sell them 
to customers in return for money or other goods. Customers’ purchasing 
experiences may vary. They are influenced by a variety of factors, including 
how the customer is treated, the ease with which the transaction is completed, 
the items purchased, and the consumer’s mood. 

1.2 ONLINE SHOPPING 

One of the earliest sorts of internet commerce was IBM’s online transaction 
processing, which was developed in the 1960s and allowed for the real-time 
processing of financial transactions. The Semi-Automatic Business Research 
Environment, a computerized ticket reservation system for American 
Airlines, was one of its uses. A massive IBM mainframe computer linked 
computer terminals at multiple travel agencies, processing, and coordinating 
transactions so that all travel agents had access to the same information at 
the same time. The growth of online shopping1 as we know it now began 
with the introduction of the Internet. Initially, this platform was just a tool for 
companies to promote and share information about their products. It quickly 
advanced from this fundamental utility to true online purchase transactions 
thanks to the creation of dynamic Web sites and secure connections. With the 
initial sales of Sting’s album “Ten Summoner’s Tales” in 1994, the internet 
started to grow as a secure purchasing channel. Wine, chocolates, and flowers 
were among the first retail categories to promote the expansion of online 
shopping, and they were among the pioneering retail categories. The presence 
of e-commerce-ready items is a strong predictor of Internet success, according 
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to researchers. Many of these things worked well because they were generic 
items that customers did not have to touch or feel before buying. But, more 
importantly, there were few internet users in the early days, and those that did 
were from a certain demographic: rich guys in their 30s. 

1.3 RETAIL SHOPPING 

Retail is the business of earning money by selling consumer goods or services 
to customers via different distribution channels. A supply chain has identified 
a requirement that retailers must satisfy. The word “retailer” is used when a 
service provider fills modest orders for a large number of end-users rather than 
large purchases for a small number of wholesale, corporate, or government 
customers. Shopping refers to the act of buying items. This is done to get final 
things, such as food and clothing, and it is also done as a recreational activity. 
Window shopping and browsing are popular leisure shopping activities that 
may not always result in a purchase. Markets and retail businesses have a long 
and famous history that dates back to antiquity. The earliest retailers were 
itinerant peddlers.7 Throughout the years, retail businesses have grown from 
basic “rude booths” to elaborate shopping malls of the modern day. 

1.4 PRODUCT DETAILS IDENTIFICATION 

As we progress into the contemporary era of technology, we may discover 
that many engineering-related applications are very helpful to society’s 
development. This is the technological world, where individuals utilize 
cellphones to do everyday activities such as shopping, job management, and 
so on. The specifics of a product are difficult to read for those with vision 
impairment. By scanning the QR code of the goods, this initiative assists 
visually challenged individuals in learning about the product description. 
This programme may also be used to create new QR codes. This application 
is for visually impaired individuals who want to provide product information 
via voice. It focuses on shopping facilities. 

1.4.1 EXISTING SYSTEM 

Visually challenged individuals used to shop with the assistance of others 
under the current arrangement. They need regular people’s assistance. The 
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checkout operator software in an existing system produces a table containing 
the product name and expiry date, which is subsequently uploaded to the 
cloud. The customer scans a single Quick Response number written5 on the 
purchase receipt using his or her smartphone. The table is then instantly 
downloaded from the cloud to the smart phone. 

1.4.2 PROBLEM DEFINITION 

The existing system gives the notification to display product details. User 
must depend on third person to know the details of product. Locating the 
barcode using mobile is difficult. 

1.5 PROPOSED SYSTEM 

In the proposed system, to help the visually impaired people in purchasing 
the project, we develop the application in Android. This application reads 
the product information from the QR code. The PHP language is used to 
create the QR code. The product information is incorporated in the QR code 
when it is being generated. An event like QR scanning and reading product 
information does not involve the use of the internet is shown in Figure 1.1. 

1.5.1 SYSTEM ARCHITECTURE 

FIGURE 1.1 Block diagram of product details identification. 

1.5.2 IMPLEMENTATION 

When the theoretical design is transformed into a working system, it is called 
implementation. This is the most important stage in creating a new, effective 
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system. It can only be deployed once all testing has been completed and 
the system has been confirmed to fulfill the criteria. The implementation 
phase includes a number of tasks. The purchase of hardware and software 
is completed. It’s possible that the system will need the creation of certain 
software. The compilation and execution of the planned system are both 
part of software implementation. During this stage, modular and subsystem 
programming code will be completed. The developers do unit and module 
testing at this stage. 

The proposed system has three modules. The modules are: 

• QR generation 
• QR reading 
• Output as speech 

QR Generation 

The administrator module is where this is done. This QR code for available 
items is generated by the business or shopping center owner. The site’s controller 
is the Category Administrator. He is in charge of product development. The 
product’s category is created by the first administrator. It is then presented in 
the module when it has been constructed. The unwelcome category may then 
be deleted from the website. The primary division of items such as Cookies, 
Cosmetics, Hair oil, and Dairy Products are examples of categories. 

New Product 

In this module, the administrator creates a new product. First administrator 
selects the categories that were created earlier, and then the product name, 
brand, units, and price are entered. Then the product is created. The created 
product is displayed in this module and unwanted products can be removed. 

Edit Product 

If the administrator needs to modify the product information such as price, 
brand, and name, then in this module it can be changed. After selecting the 
product the product information is shown in the screen. Then the adminis­
trator can modify any information of the product. Then on submitting the 
form the product information is modified and stored in the server. 
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Print QR Code 

The administrator can print QR codes by categories. On selecting the catego­
ries the corresponding QR code and the name of the product are printed in 
the screen. Then the administrator can take print using the printer. This QR 
code can be placed in the products in the shop, so that the customers can read 
the QR code with the android application. 

QR Reading 

This is done using android-based mobile phones. Using the camera in the 
mobile phone the user can scan the available QR code. Then it fetches the 
information that is embedded inside the QR code given by the administrator 
who generated the QR code. 

Output as Speech 

The last job is to read out the information derived from the QR code. The QR 
code carries product information such as the product name, brand, price, and 
so on. The QR code is then scanned by the Android application and spoken 
to the user. As a result, blind individuals may shop for things without the 
need for an aid. 

FIGURE 1.2 Home page. 
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FIGURE 1.3 Login page. 

FIGURE 1.4 Create category. 

1.6 CONCLUSION 

The application’s creation provides us with a nice experience while deliv­
ering great outcomes. The goal of the project “VIP Helper” is to identify 
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users who have a basic understanding of computers. It enables individuals 
to do their essential tasks through the internet. The project is completed on a 
computer. It is a quick procedure that saves both time and money. 

FIGURE 1.5 Create new product. 

FIGURE 1.6 Edit product details. 
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FIGURE 1.7 Generate QR code. 

1.7 FUTURE ENHANCEMENT 

We know that much information cannot be stored in a QR code under the 
present system. So, in the future, more information should be stored in QR 
codes so that more information may be retrieved even when the QR code is 
used by visually impaired individuals. We’ll create a sound in several more 
languages in the future. 

KEYWORDS 

• android 
• QR code 
• shopper 
• authetication 
• customer 
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ABSTRACT 

In the present generation of smart technology, students are expecting 
colleges and university campus life to be innovative and inclined toward 
advanced learning methods. Cloud/Mesh computing technologies, IOT, and 
a robust system of communication transfer data at long distances with a 
cost-effective method. This leading edge technology is called LoRa (Long 
Range) communication, which is a secure and low-power technology and 
can give solutions for a smart and suitable classroom and campus to upgrade 
the teaching technique of the students as well as the efficiency of classroom. 
To initiate a smart classroom for teaching, we try to give teachers as well as 
students the indistinguishable experiences as received in a normal classroom 
during the lectures. The Smart Classroom could sincerely perceive, listen, 
and obey the lecturer and the lecturer can also be written on a virtual board 
by their hands or may take the help of speeches and indication to manage the 
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14 Intelligent Technologies for Sensors 

class, for the outlying students. Students can also use Personal Digital Assis­
tance to approach the given assignments and exam appearance by online 
platforms. Lectures can be shared in the cloud, online lecturing permits 
students to remotely attend classrooms. Attendance during classroom hours 
is very important, because it affects the academic achievement of students. 
Therefore, several institutions impose a minimum percentage of attendance 
criteria for students to be allowed to seat in examinations. Conventional 
methods for taking student attendance in the classroom, such as roll-call and 
sign-in, are time taking and also increase teacher’s workload. This system 
can also track student’s attendance and keep track of who leave out classes, 
send alert notifications that assist students to focus on educational work regu­
larly. This system consists of various hardware components such as sensors, 
microcontroller, and LoRa technology. We are also designing the software 
structure to process the data to and from sensors which will be transferred 
to cloud storage. In this paper, it is described how precisely Cloud, IOT, and 
low power communication technology restructure the traditional classroom 
and teaching techniques. 

2.1 INTRODUCTION 

The continuous up-gradation of modern technology encourages the update 
of the modern education system. The continuous updating of the education 
system is integrated with the up-gradation of the classrooms performance. 
It has established a suitable environment for the operation of the new-age 
education system in academia.1 The uses of modern accessories to develop 
and assist smart learning as the teaching assistant have become a familiar 
circumstance and then advancement into a smart tutoring mode.2 Depending 
upon the thought of energy-saving management, smart accessories manage­
ment in the smart classroom develops an android application-based IoT 
device for online/offline education and obtains direct management of class­
room circumstance3–5 detail information, coupled with the advancement of 
smart educational campus. The circumstances are organized by the smart 
classroom reviving students’ passion in schooling, consequently developing 
the feature of educating6 to get the full benefit of the IoT network to increase 
the information management of the classrooms. This chapter displays the 
traditional classroom and teaching techniques using the IoT platform and 
LORA technology. We are also designing the software structure to process 
the data to and from sensors which will be transferred to cloud storage. This 
system can also track student’s attendance and keep track of who leaves 



 

 

15 IoT-Based Teaching Assistant System for Smart Classrooms 

out classes, and send an alert notification that assists students to focus on 
educational work regularly. 

2.2 RELATED WORK 

In recent years,7 many institutes have relied on roll-call and paper-based 
methods to determine the students’ attendance. It is challenging and time-
consuming for this roll-call and paper-based system to take attendance. In 
this manual, papers and a variety of stationery materials are used to work out. 
There had previously been little work completed on the academic attendance 
monitoring issue. There has previously been software designed to keep track 
of attendance.8,9 This process requires that a teacher or staff member enter 
the data manually, which can be time-consuming and difficult. As a result, 
no solution has been found. A follow-up procedure is used to integrate the 
RFID system with the attendance-monitoring system. The database stores 
the records that are executed in an MS SQL Server database. SQL Server is 
fast and easy to use, and it can handle very large records, can be accessed 
from anywhere, and requires little configuration.10 Similarly, the database in 
this system must also be manually updated by the staff. As such, the matter 
remains unresolved. There are also a lot of new ideas being proposed, such 
as face recognition technology to keep attendance records. However, this 
system is expensive, and it does not produce accurate results. 

2.3 WORKING PROCESS OF PROPOSED SYSTEM 

In this prototype we have proposed a finger print-based attendance system 
and an android application-based personal teaching assistance system that 
will give a new experience to an online/offline education system. For the 
attendance system that we developed, we used fingerprint scanners on 
Android smartphones because we used biometric methods to identify users 
during the biometric identification research. So we need to take the finger­
prints of 100 volunteers (participants) as well as personal information for 
the identification test and attendance system. Next, we develop a fingerprint 
matching algorithm. The hardware equipment is also located outside the 
classroom door for offline purposes. Before entering a classroom, students 
must have to give their fingerprints for their identification. The attendance of 
a student is recorded upon identification. 
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First take a student’s/teacher’s fingerprint sample and create a digital 
copy. It consists of a set of features. The features of an individual fingerprint 
that make it unique are known as a feature set as shown in Figure 2.1. 

FIGURE 2.1 Student making their attendance before entering the classroom. 

After that the user will retrieve the templates from the repository (data­
base). Thereafter, it compares the fingerprint with the fingerprint templates 
stored in the database and makes a match-or-no-match decision. Figure 2.2 
illustrates the process of identification. 

FIGURE 2.2 Represents process of identification. 

If the match is found, fetch student information (roll number, depart­
ment, subjects) from the database. At last we locate the scheduled lecture 
in the database and mark attendance if the student is present within 30 
min of the lecture starting time. (For more information, see the rules). In 
the event of a verification error or an incorrect fingerprint enrolment, the 
system returns to its initial state without marking the attendance as shown 
in Figure 2.3. 
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FIGURE 2.3 Flowchart of the attendance system. 

2.4 SYSTEM DESIGN 

The circuit diagram for the smart classroom is simple. Starting with the power 
supply, the voltage for Arduino UNO should be within 9 to 12 V, and it is 
regulated internally by the board to 5 V. All the components are connected to 
the Arduino UNO with the help of jumper wires. For the attendance system, 
we have used an optical fingerprint sensor, the Vcc of this sensor connected 
to a 5 V pin, ground to GND pin, the RX and TX connected to D3 and D2 
pins respectively of the Arduino board. The fingerprint sensor takes the input 
data as a fingerprint, transmitting it to the database with the help of the LoRa 
SX1278 Transmitter. LoRa SX1278 Transmitter cannot be operated at 5 V, 
so the Vcc of Lora should be connected to the 3.3 V pin of Arduino. The 
ground should be connected to the GND pin of the Arduino. Now, connect 
the RST pin to D9 and the DIO0 to D2. The SPI Pins NSS, MOSI, MISO, 
SCK are connected to pins D10, D11, D12, D13 of Arduino, respectively, 
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and the same connection goes for the LoRa SX1278 Receiver. The LoRa 
SX1278 Receiver will receive the data and store it on the Cloud server. 

2.5 IMPLEMENTATION 

FIGURE 2.4 Flowchart of smart classroom attendance system. 

The flowchart shown in Figure 2.4 displays the overall structure of 
IoT-based Attendance system for smart classrooms. This framework 
operates basically in two stages. At the first stage, the application turns on, 
and then the app will show to choose the category (Student/Teaching Staff/ 
Non-Teaching Staff); then fingerprint will be taken for attendance using 
the fingerprint scanner. After giving the fingerprint the fingerprint data will 
be verified. In this process, the verification will work as an interface, by 
updating and storing the data in the database. At last, the attendance report 
will be shown where we can see the status of our attendance. The next stage 
means after the verification of the data will mismatch with the user and some 
problem in data, in this situation you have to give the manual attendance, 
where we have to write our ID number; then the data will update and store in 
the database and then the attendance will be shown. 
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2.6 APPLICATIONS 

FIGURE 2.5 The overall architecture of smart classroom application. 

2.7 CLOUD STORAGE 

The main idea behind this chapter is to build a wireless teaching system 
between the teacher and the student where we need not to use pen and paper 
for storage of information of students. HTML can be used as an interface 
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between smartphone/pc and cloud server.11 Smartphones are becoming 
most essential part of human life as convenient tools for communication 
irrespective of time and place. That is why we can use mobiles, PDA as 
teaching instruments. However, these devices are facing many challenges 
in communications. But these challenges are tackled to some extent by 
using cloud computing. The integration of cloud computing in PDA offers 
a betterment to use networks, servers, and other infrastructures, platforms, 
software etc. It ensures that the applications and data should be available 
offline also. Smart campus, smart class rooms can be provided by IoT-based 
cloud computing technology for teaching and management of teacher’s and 
student’s activities.12 Students and staff can use PDA (mobiles, laptops, and 
touch pads) for easy access of teaching and learning process. It helps teachers 
for easy monitoring of students and their activities. It allows both online and 
offline lectures for students which makes a big advantage for students over 
the manual teaching system. 

In our proposed system, HTML5 is used for applications and database. 
Database covers the information of students and staff which also includes the 
subjects, assigned teachers, syllabus, identifications, materials, attendance, 
and other required stuffs. All these information is stored in cloud so that both 
students and teachers can access the data from anywhere, anytime, and from 
any device. The classrooms will be provided with laptops or the students 
can connect themselves with their PDAs and smartphones. It will make the 
teaching learning process more convenient13 as shown in Figure 2.5. This 
system will give an innovative platform for teachers and students to use their 
pc/smartphones for a smart classroom. Even teachers can take online classes 
with no inconvenience and students can also access the materials and other 
required information from any place. Thus data will be available in both 
online and offline; it will make an advantage for students who skip a class. 

2.8 LORA TECHNOLOGY 

The LoRa protocol is a secure, low-power, long-range, and low-cost wireless 
communication technology that can be used as a foundation for IoT. It uses 
chirp spread spectrum modulation, which has many of the same characteris­
tics as FSK modulation but is able to handle long-distance communications.14 

Sensors, gateways, devices, animals, people, machines, and other objects 
can be connected wirelessly to the cloud using LoRa. LoRa uses different 
bands of frequency in different areas.15 LoRa transmits over megahertz radio 
frequency bands without a license. Its communications can reach distances 
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of ten miles or more in rural areas using low power. To accomplish this, 
LoRa’s bandwidth should be narrowed. 

By developing an internet-of-things platform that provides real-time 
tracking and management of many educational buildings and their different 
characteristics,14,16 the objective of this technology is to establish IoT networks 
with the help of LoRa so that various kinds of sensors are embedded in IoT 
networks that can operate in a lot of buildings and spread in several rooms 
inside each building. LoRa gateways should be installed on the roof of the 
building or at a height of at least 15 m above the ground.15 The data collected 
from various sensors are now uploaded to the cloud and later on, the data can 
be accessed from the web server by anyone as shown in Figure 2.6. 

FIGURE 2.6 Shows the working process of LoRa technology. 

LoRa technology offers many benefits for an educational institute’s 
operation such as interactive learning: In17 this era of digital textbooks,18 

Students can engage in learning by providing them with materials, assign­
ments, and recorded class videos for proper understanding of the subject 
with the Internet of Things. Learners with disabilities: LoRa technology is 
useful as it can be used to teach and enable the disabled to work and support 
them. Attendance monitoring system: Educational institutes can benefit from 
an attendance monitoring system in many ways. For example, it will send an 
alert message to a student if their attendance is below 75%. 

As a result of LoRa technology, e-learning services benefit from an 
expanded learning ecosystem that integrates a physical and virtual component. 

2.9 RESULT 

The proposed IoT-based teaching assistant system for smart classroom is 
being set up and tested over prototype in our college in which we have used 
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finger print sensor for attendance and android application-based personal 
digital assistance for student as well as for faculty for online teaching. 

2.10 CONCLUSION AND FUTURE WORKS 

IoT technology will turn out and exist in the real world in the near future. 
Especially, IoT in the education sector is regarding the ability to learn new 
things. The IoT-based teaching assistant for the smart classroom for a smart 
campus creates an evolution in education technique results in high efficiency 
in classroom teaching methodology. Experimentally, IoT has been proven that 
a smart classroom with a teaching assistant system is functioning correctly 
by connecting devices that are being effectively controlled. This system 
will assist the teacher and students in time-saving and focus on studies. The 
architecture of our device can be extended to smart home implementation 
and also in a smart office. Two applications can be converted into a single 
application for the desirable use of the user. We are planning to implement 
text-to-speech system work using multiple languages in near future. 
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ABSTRACT 

Legendre Neural Network Method was utilized in this research work to 
investigate time invariant and time varying nonlinear singular systems. The 
researchers attained the results from different methods such as RK-Butcher 
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algorithms, Legendre Neural Network Method and Singe-Term Walsh Series 
(STWS) and compared it against the analytical solution of time invariant 
and time varying nonlinear singular systems. From the comparison, it was 
inferred that the solution produced by Legendre Neural Network Method is 
nearby the analytical solution of nonlinear singular systems. One can easily 
simulate Legendre Neural Network Method in MATLAB. Further, one can 
obtain the solution for any length of time in time-invariant and time-varying 
nonlinear singular systems 

3.1 INTRODUCTION 

Differential equations (DEs) are algebraic relations that exist between 
functions and their derivatives. These DEs are crucial in the functioning of 
all kinds of physical systems. The solution for the majority of the problems 
raised in selected streams such as physics, chemistry, math, and engineering 
is modeled by either Partial Differential Equations (PDE) or Ordinary 
Differential Equations (ODE). However, it is not easy to obtain analytic 
solution for differential equations. Therefore, different numerical methods 
are considered to find the approximate solution for DEs. However, numerical 
methods have few limitations, for instance high computational cost. 

Numerical methods have been widely used in resolving differential 
equations and evolved since the first differential equations were introduced. 
Spectral methods, finite elements, fine volumes, and finite difference are 
some of the classical approaches followed in spatial discretization of Partial 
Differential Equations (PDEs).11 On the other hand, classical methods 
for discretizing Ordinary Differential Equations (ODEs) include Euler’s 
Method,12 Runge-Kutta Method, RK-Gill Method,12 and RK-Butcher Algo­
rithm.1, 6, 7, 13, 14, 15, 16 

The emergence of artificial intelligence in recent years kindled interest 
among the researchers toward neural network methods. Various applica­
tions make use of neural networks, for instance, control systems,16 image 
processing,13,14 and pattern recognition14 that possess huge scope for the 
improvement in the future. Having been loaded with advantages, these 
neural network method functions with approximation capabilities resulted 
in massive development of neural network models aimed at resolving 
differential equations. 

In the study conducted by Susmita Mall and Chakravarthy,11 a novel 
method was introduced by the researchers to resolve ODE with the help of 
Legendre Neural Network. In line with this, Legendre neural network was 
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proposed by Hongliang Liu et al.18, 10 as a solution for Linear Coefficients 
Delay Differential-Algebric Equations and Singularly Perturbed Differential 
Equations. Yunlei Yang et al.20 solved Legendre Neural Network-based 
algorithm for elliptic PDEs. Yinghao Chen et al.2 found a solution for Ruin 
Probability in continuous Time Model on the basis of Block Trigonometric 
Exponential. A new algorithm was proposed by Toni Schneidereit et al.8 on 
the basis of Artificial Neural Network. The intention of the study was to 
resolve ODEs. 

The current study considered Nonlinear Singular system used by Evans 
et al.3 However, a different approach was proposed by the author in which 
Legendre Neural Network Method is incorporated. Here, high accuracy is 
maintained while the author considered both time-invariant and time-varying 
cases. 

3.2 LEGENDRE NEURAL NETWORKS 

In the presence of one input node and one output node, the Single-layer 
Legendre Neural Network (LeNN) undergoes functional expansion 
depending on Legendre polynomials. Legendre polynomials constitute a set 
of orthogonal polynomials obtained as a solution of Legendre differential 
equations.11 Legendre polynomials are simply denoted as Ln(u) where n is 
the order of polynomial and u lies between −1 and 1. These are nothing but 
a set of orthogonal polynomials that are attained as a solution to resolve 
Legendre differential equations. Figure 3.1 shows the structure of Legendre 
Neural Network. 

FIGURE 3.1 General structure of Legendre neural network. 
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Single-layer Legendre Neural Network possesses one input and one 
output, while its functional expansion occurs on the basis of Legendre poly­
nomial Pn(x).11 The mathematical model for Legendre Neural Network for 
‘‘N” nodes polynomial Pn(x) is given herewith 

N 

y x = p  w x + b (3.1)A ( ) ∑α j j−1 ( j j ) 
j=1 

Here, the input value of the network is denoted by x, while the output is denoted 
by yA. Further, wj denotes the input node’s weight for the jth hidden node and 
bj corresponds to the threshold of the jth hidden node. Here, αj corresponds to 
the weight vector of the jth hidden node. To simplify equation (3.1), let us take 
wj = 1 and bj = 0, then the model in equation (3.1) is calculated as herewith 

N 

y x  = p xA ( ) ∑α j j−1 ( ) (3.2)
j=1 

On the basis of the universal approximation theorem, the Singularly-
Perturbed Differential Equations (SPDEs) represent the analytical solution 
while yA(x) represents its approximate solution 

N 

y x  − yA x = y x  − p x ≤∈ (3.3)( ) ( ) ( ) ∑α j j−1 ( ) 
j−1 

that is, 
∈ A (x) = C on I (3.4)L y ∂ 

x x x  ( ) utilizes the discretization of intervals I = { 1, 2 , 3......xn} , fi = f  x  i , and xB 
denotes the boundary points and the weight αj can be solved 

  N   
L∈ ∑ p j−1 ( ) x1   
  j=1   
  N L∈ ∑ p j−1 ( ) x2   f   1 j=1     f2N     
L∈ ∑ p j−1 x3 α = f3  ( )   ( )    (3.5)
  j=1      

      c 
  N  
L p ( ) x ∈ ∑ j−1 B  
  j=1  
  
  

It is simplified as follows: 
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H α = F (3.6) 
H matrix is the first left term of equation (3.4) that corresponds to the 

output matrix of the neural network only next to linear L∈ operator and B. 
Here, f denotes the right term of equation (3.4). To mitigate the error that 
occurs between true solution y(x) and approximate solution yA(x), extreme 
learning machine algorithm6 should be incorporated as given herewith for 
optimization. 

min α fH ( ) −  (3.7) 

3.3 NONLINEAR SINGULAR SYSTEMS 

Here, the researcher considered the time invariant nonlinear singular system 

Kx t ( ) = Ax t( ) + ( ( ))f  x t  (3.8) 

While the value x(0) = x0, K denotes n × n singular matrix and A corresponds 
to n × n matrix. In this equation, x(t) is the n-state vector while ‘‘f” is the 
‘‘n” vector function. To convert the system mentioned above (3.8) into time-
varying one, few system components are converted as time-varying ones. 
There is no need to convert all the elements. Then, the system attains the 
form as given below. 

( )  ( ) = A t x t  ( )  ( ) + ( ( )) (3.9)K t x t  f  x t  

In the above equation, x(0) = x0 and K(t) corresponds to n × n singular 
matrix. Further, A(t) is a n × n matrix and x(t) is an n-state vector. The 
researcher considered f as the “n” vector function. The time-varying singular 
nonlinear systems are generally deemed to be challenging to resolve in 
comparison with time-invariant systems. To overcome this characteristic, 
a number of studies have been conducted earlier with different transform 
methods. The current study introduces Legendre Neural Network Method 
with high accuracy so that time-invariant and time-varying singular nonlinear 
systems are resolved. 

3.4 SIMULATION EXAMPLES 

The authors considered two examples in this section such as time-invariant 
and time-varying cases. Here, three methods mentioned earlier, that is, 



 

  

 

  

 

  

TABLE 3.1 Time-Invariant System (3.10) Solution for Different Values of “x1.” 

x1(t) 

S.
N

o.
Ti

m
e Analytical STWS- STWS- RK-Butcher RK-Butcher LeNN LeNN 

solutions Solutions Error solutions error Method Error 

1 0 0 0 0 0 0 0 0.00000 

2 0.25 −0.25 −0.254 0.004 −0.25002 0.00002 −0.25000 0.00000 

3 0.5 −0.50 −0.504 0.004 −0.50007 0.00007 −0.50000 0.00000 

4 0.75 −0.75 −0.754 0.004 −0.75009 0.00009 −0.75000 0.00000 

5 1 −1.00 −1.004 0.004 −1.00014 0.00014 −1.00000 0.00000 

6 1.25 −1.25 −1.254 0.004 −1.25017 0.00017 −1.25000 0.00000 

7 1.5 −1.50 −1.504 0.004 −1.50019 0.00019 −1.50000 0.00000 

8 1.75 −1.75 −1.754 0.004 −1.75022 0.00022 −1.75000 0.00000 

9 2 −2.00 −2.004 0.004 −2.00026 0.00026 −2.00000 0.00000 
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Legendre neural network method, STWS, and RK-Butcher algorithm were 
utilized to obtain numerical solutions. 

3.4.1 FIRST EXAMPLE 

The time-invariant nonlinear singular system is used in this study in line with 
Campbell19 and Lin and Yang.20 

0 1   −1 0  0 K =   , A =   and ( ( )  2  (3.10)f x t  ) = 
0 0  0 2  −x      

with initial condition x(0) = [0  0]T. 

x t( ) = − t1 

The analytical solutions are t 2 (3.11) x t( ) = 2 2 

Tables 3.1 and 3.2 provide detailed information on the results (discrete solu­
tions) attained from three methods such as Legendre neural network method, 
STWS, and RK-Butcher Algorithms (with step size time t = 0.25). The table 
provides information on analytical solutions as well as absolute errors calcu­
lated among these methods. 



 

 FIGURE 3.2 Time-invariant system (3.10) solution for different values of “x1.” 

 TABLE 3.2 Time-Invariant System (3.10) Solutions for Different Values of “x .” 2

x2(t) 

S.
N

o.
Ti

m
e Analytical STWS-   STWS- RK-Butcher RK-Butcher LeNN LeNN 

solutions Solutions Error solutions error Method Error 

1 0 0 0 0 0 0 0 0.00000 

2 0.25 0.031 0.032 0.001 0.031002 0.000002 0.03100 0.00000 

3 0.5 0.125 0.127 0.002 0.125007 0.000007 0.12500 0.00000 

4 0.75 0.281 0.285 0.004 0.281009 0.000009 0.28100 0.00000 

5 1 0.500 0.505 0.005 0.500014 0.000014 0.50000 0.00000 

6 1.25 0.781 0.787 0.006 0.781017 0.000017 0.78100 0.00000 

7 1.5 1.125 1.132 0.007 1.125019 0.000019 1.12500 0.00000 

8 1.75 1.531 1.540 0.009 1.531022 0.000022 1.53100 0.00000 

9 2 2.000 2.010 0.010 2.000026 0.000026 2.00000 0.00000 
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3.4.2 SECOND EXAMPLE 

The time-varying nonlinear singular system is used in the study as per the 
literature Hsiao and Wang18 and Sepehrian and Razzaghi.18 
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FIGURE 3.3 Time-invariant system (3.10) solutions for different values of “x2.” 

0 1  0    tx t ( ) + x t ( )   0  
 2   

1 2 
  2 0 0 t  x t   1 2  ( ) 2 e ( ( ) = exp ( ) t x t x  t  ( ) ( ) x t  + t xp −t ) , (3.12)    

0 0  0    ( ) ( ( ) + x t  ( ) ) 0 x t  x t     2 1 3    

 2  
with initial condition ( ) = 

 0 .x 0  
−2

 2exp (−t )( 1− t )  
 2 

The analytical solutions are x t( ) =  t exp (−t )  (3.13) 
−2exp (−t )( 1− t )  

Tables 3.3-3.5 tabulate the results attained from different methods such 
as Legendre Neural Network Method, RK-Butcher algorithm, and STWS 
method (step size time t = 0.25). The tables also provide the calculated infor­
mation on analytical solutions and its absolute errors. 

Majority of the time intervals tabulated in Tables 3.1–3.5 and Figures 
3.2–3.6 postulate that the absolute error in the Legendre Neural network 
method was negligible (almost absence of error) in comparison with Single 
Term Walsh Series (STWS) Technique and RK-Butcher algorithm. 



 

 TABLE 3.3 Time-Varying System (3.12) Solution Obtained for Different Values of “x .” 1

x1(t) 

S.
N

o.
Ti

m
e Analytical STWS- STWS-   RK-Butcher RK-Butcher LeNN LeNN 

solutions Solutions Error solutions error Method Error 
1 0 2 2 0 2 0 2 0.00000 
2 0.25 0.778801 0.783458 0.00466 0.778805 4E−06 0.778801 0.00000 
3 0.5 0 −0.09452 0.09452 0.000006 6E−06 0 0.00000 
4 0.75 −0.47236 −0.49452 0.02216 −0.47239 3E−05 −0.47236 0.00000 
5 1 −0.73575 −0.76504 0.02929 −0.73579 4E−05 −0.73575 0.00000 
6 1.25 −0.85951 −0.89451 0.035 −0.85956 5E−05 −0.85951 0.00000 
7 1.5 −0.89252 −0.94892 0.0564 −0.89258 6E−05 −0.89252 0.00000 
8 1.75 −0.86886 −0.92765 0.05879 −0.86893 7E−05 −0.86886 0.00000 
9 2 −0.81201 −0.88310 0.07109 −0.81209 8E−05 −0.81201 0.00000 
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FIGURE 3.4 Time varying system (3.12) solution obtained for different values of “x1.” 

3.5 CONCLUSIONS 

The results obtained from the study (discrete solutions) in case of time-
invariant and time-varying nonlinear singular systems established the 
fact that the Legendre neural network method is excellent in identifying 
the state vector. Majority of the time intervals tabulated in Tables 3.1–3.5 
postulate that the absolute error in the Legendre Neural network method was 
negligible (almost absence of error) in comparison with Single Term Walsh 



 

 TABLE 3.4 Time-Varying System (3.12) Solutions Obtained for Different Values of “x .” 2

x2(t) 

S.
N

o.
Ti

m
e Analytical STWS- STWS-   RK-Butcher RK-Butcher LeNN LeNN 

solutions Solutions Error solutions error Method Error 
1 0 0 0 0 0 0 0 0.00000 
2 0.25 0.048675 0.054867 0.00619 0.048676 1E−06 0.048675 0.00000 
3 0.5 0.151632 0.175132 0.0235 0.151634 2E−06 0.151632 0.00000 
4 0.75 0.265706 0.296506 0.0308 0.265709 3E−06 0.265706 0.00000 
5 1 0.367879 0.403879 0.036 0.367883 4E−06 0.367879 0.00000 
6 1.25 0.447663 0.494763 0.0471 0.447667 4E−06 0.447663 0.00000 
7 1.5 0.502042 0.552042 0.05 0.502048 6E−06 0.502042 0.00000 
8 1.75 0.532182 0.605382 0.0732 0.532189 7E−06 0.532182 0.00000 
9 2 0.541341 0.635141 0.0938 0.541349 8E−06 0.541341 0.00000 

 

 

  
x3(t) 

S.
N

o.
Ti

m
e Analytical STWS- STWS- RK-Butcher RK-Butcher LeNN LeNN 

solutions Solutions Error solutions error Method Error 
1 0 −2 −2 0 2 0 −2 0.00000 
2 0.25 −0.77880 −0.78880 0.01 −0.77881 1E−05 −0.77880 0.00000 
3 0.5 0 0.000009 9E−06 0 0 0 0.00000 
4 0.75 0.472366 0.472367 1E−06 0.472367 1E−06 0.472366 0.00000 
5 1 0.735758 0.735760 2E−06 0.735760 2E−06 0.735758 0.00000 
6 1.25 0.859514 0.859517 3E−06 0.859517 3E−06 0.859514 0.00000 
7 1.5 0.892521 0.892525 4E−06 0.892525 4E−06 0.892521 0.00000 
8 1.75 0.868869 0.868875 6E−06 0.868876 7E−06 0.868869 0.00000 

TABLE 3.5 Time-Varying System (3.12) Solution Obtained for Different Values of “x3.”
 

9 2 0.812011 0.812019 8E−06 0.812019 8E−06 0.812011 0.00000 
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FIGURE 3.5 Time-varying system (3.12) solutions obtained for different values of “x2.”
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FIGURE 3.6 Time-varying system (3.12) solution obtained for different values of “x3.” 

Series (STWS) Technique and RK-Butcher algorithm. The latter methods 
accomplished low errors in addition to analytical solutions. So, it can be 
concluded that the Legendre Neural Network Method is the most optimum 
and suitable method to study time-invariant and time-varying nonlinear 
singular systems. 
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ABSTRACT 

Different weight percentages of the Syzygium cumini waste particles, 
which degrade naturally, were used to fill E-glass fiber laminate-reinforced 
composites. Currently being worked on is creating a new composite out of 
massive amounts of S. cumini seed debris. Through the use of open layup 
molding processes, the two distinct composite combinations with varying 
reinforcement concentrations (10, 20, 30, 40, and 50 wt%) were created. 
Functional groups, X-ray diffraction, surface morphology, carbon, hydrogen, 
nitrogen, and sulfur (CHNS) elemental analyses, and mechanical properties 
(tensile, flexural strength, and hardness) of constructed composites were 
assessed. The composite’s maximum tensile strength, flexural strength, and 
Shore D hardness were determined to be 14.04 MPa, 1603 MPa, and 92 SHN, 
respectively. In comparison to S. cumini particles loaded epoxy composites, 
mechanical characteristics were improved by adding E-glass fiber laminate 
on both sides of the composite. According to the findings, these composites 
may be used as panels for applications requiring minimal strength. 
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4.1 INTRODUCTION 

The degradable and low-density Syzygium Cumini Seed (SCS) particulates 
filled epoxy composites were casted with different weight percentages (10, 
20, 30, 40, and 50 wt.%). Current work is focused on making a new composite 
from vast amount of SCS waste. 

Different concentrations of SCS were used to make different combina­
tions of SCS filled epoxy composites; the composites were fabricated by 
open layup molding methods. 

Presence of functional groups and orientation of crystal plane were 
evaluated through X-ray diffraction. Also, mechanical properties such as 
hardness, tensile, and flexural strength of fabricated composites were analyzed. 
The newly fabricated composites can be utilized as low-strength applications. 
Particulates filled composites are used in many fast-growing industries such 
as automobiles, aircraft, marine, and biomedical applications due to their low 
density, higher specific strength, low wear rate, good corrosion resistance, 
biocompatibility, and biodegradability.1,2 

The combination of peat ash and HDPE blended to composites was 
characterized. It was found that tensile strengths and flexural modulus 
were higher than virgin HDPE,3 Bagasse Fiber (BF), Waste Fish (WF), and 
Rice Husk Fiber (RHF) were used as reinforcing biodegradable agents for 
thermoplastic composites. In general, fillers such as RHF and BF enhance 
the existing mechanical property of Polypropylene composites when 
compared to the neat Polypropylene (PP). Some research reported that 
composites significantly improved the biodegradation and led to a higher 
degradation rate.4 The recycled paper blended in the HDPE composite was 
fabricated through injection molding or by turbo mixing found a tensile 
strength of 17 MPa. The fibers have been added with maleated polyethylene 
in different weight percentages such as 1, 3, and 5 wt% by the turbo mixing 
method.5 

Wood flour fillers have been added to make composites using either 
recycled or virgin polypropylene. Adding maleated polypropylene by 3–5 
wt.% in the composite considerably enhanced both mechanical properties 
and stability of the composites. It has been reported that tensile strength of 
the HDPE-wood flour composite was found to be 9.5 MPa and 23.2 MPa.6 

Meleated ethylene/propylene elastomers were used to make a modified 
HDPE/Bamboo Flour (BF) composites were also investigated. Without the 
addition of modifiers, the tensile strength of the BF-filled HDPE composite 
was found to be 17.5 MPa, which is less than virgin HDPE (18. 9 MPa).7 
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Ayyanar et al. synthesized hydroxyapatite (HAp) from fish scale and 
filled with HDPE. The cell viability, cell morphology, and levels of cytotox ­
icity of the HAp-HDPE specimen were studied as per ISO 10993:5 and ISO 
10993:12 standards. It was reported after 24 h contact that 30 wt.% HAp-
HDPE with MG -63 cells showed none to slight cytotoxicity reactivity. 
The results of 30 wt.% HAp-HDPE have been compared with the standard 
reactivity level and confirmed that it showed low cytotoxic level.8 The cell 
viability and morphology of the composite specimens were examined and 
results were compared with (control) reference fresh cell culture medium. 
Further, cell adhesion and cell growth were investigated on HAp-HDPE 
composites through FESEM. Since it has no toxicity in the specimens it 
opens a wide opportunity for the development of byproducts from the fish 
scale wastes.9 

There is domestic and industrial use of huge quantities of jamun fruits, 
especially to produce juice and wine.10 To date, some parts of jamun fruits 
have been used as cattle feed due to their high fiber content.11 The influence 
of several parameters (extraction temperature, extraction duration, and 
liquid-to-solid ratio), as well as the application of the RSM technique to 
jamun seeds, allowed for the quantification of specific phenolic components 
in the jamun seed extract that was prepared under ideal conditions.12 Jamun 
seed accounts about 20% of the fruit weight, which can be a good and 
cheap source of polyphenols having antioxidant capacity. Jamun seeds are 
traditionally used in Ayurveda medicine due to their medicinal properties 
such as antibacterial, antidiabetic, and anti-inflammatory effects.13 

Large quantities of waste SCS that were available on premises in 
nature motivated us to carry out this research work. The novelty of these 
studies was that fillers were extracted from SCS and reinforced with epoxy 
composite. The aim of this study was to develop new composites material 
by using SCS particulates filled epoxy composite with different wt.%. The 
composite was fabricated and mechanical characterizations were carried 
out, that is, FTIR, XRD, tensile, hardness, and flexural and results were 
compared. 

4.2 EXPERIMENTAL DETAILS 

4.2.1 MATERIALS AND FABRICATION OF COMPOSITE 

The SCS was collected from local area Coimbatore. The epoxy resin (LY 
556), hardener HY-951 was used for this experiment. The SCS particulates 



 

 TABLE 4.1 Results of FTIR. 

Sl. No. Wavelength (cm−1) Functional groups assignment 
1 2848 to 2915 C―H 
2 1603 to 1504 C―C 
3 1293 N―O 
4 1177 C―H 
5 1021 C―N 
6 821 C―Cl 
7 722 C―H 
8 561 C―Br 
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filled epoxy composites were fabricated through open layup techniques 
with low-temperature cured matrix epoxy resin and the corresponding hard­
ener was mixed in a proportion of 10:1 by weight percentage. The casted 
specimens of the required size as per ASSTM standards of dimension were 
prepared using a suitable cutter for different characterization studies. 

4.3 RESULTS AND DISCUSSION 

4.3.1 STRUCTURAL CHARACTERIZATION 

The FTIR spectrum revealed the presence of different functional groups in 
the SCS seed given in Table 4.1. Also the XRD spectrum SCS particulates 
revealed that the 2θ value for the SCS particulates was found as 17, 33, 47, 
and 63 corresponding to the crystal plane. 

DSC analysis showed that SCS particulates filled epoxy composite10:3 
ratio with a function of increasing temperature. The results showed the 
melt peak temperature was 75.2 °C. At this transition zone, the composite 
was changed from a relatively hard and glassy solid to more stretchy or 
rubbery material when the temperature was increased above 75.2 °C. The 
TGA revealed the decreasing weight of the SCS particulates filled epoxy 
composite 10:3 with a function of increasing temperature and the percentage 
of mass reduction (%). The temperature increases steadily from 0 to 375 °C, 
the weight is approximately stable and started decreasing when the tempera­
ture was increasing from 375 to 450 °C mg. When temperature increases 
further from 450 to 525 °C and a huge quantity of weight was decreased. 
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Finally, increasing the temperature further from the entire remaining weight 
is exhausted. The peak temperature of weight degradation was at 547.8 °C. 
The major loss of weight is attained between the temperatures of 545 to 
575 °C. After this range, to increase the temperature, the materials become 
oxidized and finally get decomposed. 

4.3.2 MECHANICAL CHARACTERIZATION 

Tensile strength tests were performed on the naturally occurring SCS 
particulates reinforced epoxy composites (10, 20, 30, 40, and 50 weight 
percent specimens) and on SCS particulates filled and reinforced epoxy 
composites with various weight percentages (10, 20, 30, 40, and 50 weight 
percent specimens) in accordance with ASTM 638. The tensile strength was 
high at 10 wt.% and it was gradually decreasing by varying the particulate 
contents of 20 wt.%, 30 wt.%, 40 wt.%, and 50 wt.% respectively. The strength 
was gradually decreased by increasing the particulates content which was 
observed in the test. The flexural strength of the SCS particulates reinforced 
composites has been decreasing. There may be two reasons for this decline 
in the flexural strength of these SCS reinforced composites. The first reason 
may be due to chemical reaction at the interface between the particulates 
and the matrix may be too weak to transfer the flexural strength. And the 
second reason may be because of the fact that the irregular corner points of 
the particulates result in stress concentration in the epoxy matrix. The Shore 
D hardness values were also measured at five different positions at each 
sample. It can be inferred that the measured hardness of the composites was 
improved with the addition of different weight percentages of reinforcement. 

4.4 CONCLUSION 

The structural properties and functional group of newly developed 
composites were carried out by FT-IR and XRD analysis. The thermal 
stability of the composites was carried out through DSC and TGA and 
found its meting point, energy observation, and mass degradation of the 
composite. Mechanical properties such as tensile strength, shore D hardness, 
and flexural strength were found better compared with pure epoxy. The 
newly composite would be used in low load-carrying structural applications 
such as panels, cabins, cupboards, and containers. 
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ABSTRACT 

The main motto of this article is to provide a smart home automation system 
using Human Brainwave Signals, in which it is helpful to elder people, 

mailto:anipsg09@gmail.com


 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 
 
 
 
 

  
 
 

46 Intelligent Technologies for Sensors 

patients and other related people. To provide an intelligent working nature to 
residence to automate the home based on brain based Electroencephalogram 
(EEG) signals acquired by using the Neurosky Brainwave analyzing tool. 
This system provides ability to patients or elder people and others can operate 
electronic devices based on their human brain signals. The logic of Internet 
of Things (IoT) is associated into the proposed Smart Home to operate the 
electronic devices from remote regions as well without any range limits. 
To provide a high range of efficiency to operate the smart home operations 
using Brainwave Signals. 

5.1 INTRODUCTION 

Human Computer Interaction (HCI) is considered to be the most significant 
and effective area in the information technology and communication industry. 
Machine-to-machine communication provides an effective strategy till now 
to operate the devices based on human or systematic triggers. However, some 
patients and disabled persons cannot operate such electronic devices based 
on triggers due to their illness. Another constraint is to take care of remote 
actions, in which the signals from such a kind of local communication scheme 
provide an ability to operate the devices within a few meters of range such as 
10 to 20 feet. To avoid the issues such as range restrictions, instant triggering 
for disabled persons, patients, as well as others to operate the electronic 
devices easily without any delay, a new Smart Home Automation scheme 
is required with respect to HCI logic called Brainwave based Smart Home 
Device Triggering (BSHDT). This kind of Human Computer Interfacing 
logic is helpful in several situations as well as it establishes a link between 
the human brainwave signals and the hardware device associated with the 
smart device. The primary objective is to enable human-free connection with 
the surrounding environment, which could be the sole means for individuals 
in a locked state to communicate with the outside environment. Numerous 
methodologies are described in this article where peoples’ better and healthier 
brain signals are registered and evaluated to regulate some smart home devices 
as well as a mechanical arm for self-feeding to assist people with disabilities 
who cannot move or speak in living autonomously in a brain-controlled 
platform. The Neurosky Brainwave Sensor acquires brainwave signals from 
the human brain and processes it based on the ThinkGear module connected 
into it.1 The ThinkGear module accumulates the EEG signals and operates the 
electronic devices over the smart home. The brainwave signals are collected 
into the computer in a wireless manner and operate the electronic devices 
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based on the triggers. The Brainwave Sensor is connected into the computer 
via Bluetooth, in which the computer end brain signals are processed with 
respect to different levels of degree variations such as sleep state, alert state, 
sedation state, eye blink state, and eye movements including left, right, up, and 
down. Based on these signal variations triggers are generated in a numerical 
manner and passed to the hardware unit to control the electronic devices in an 
intelligent manner. 

5.1.1 MAJOR OBJECTIVES OF THIS STUDY 

The major objective of this smart health monitoring system is to provide a 
sufficient health care details management scheme without any flaws over 
server handling to the users. This provision allows several patients to avoid 
keeping the physical records everywhere as well as this scheme allows the 
respective guardian to view the details of the patients from anywhere at any 
time. The adaptation of Internet of Things (IoT) allows the Smart HealthCare 
Monitoring Kit (SHCMK) on the patient end to connect with the server 
end and store the health details instantly without any delay. The security 
concerns are the major concentration over this study as well as the respective 
security perceptions are carried out in two ways such as Access Control and 
the Health Data Security. 

FIGURE 5.1 Brainwave signals with respective triggers. 
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The Access Control logics are handled in association with the adaptation 
of RFID and the data security is achieved by means of the cipher mechanism 
called Advanced Encryption Standard (AES). A supervised learning scheme 
is utilized to provide a good healthcare-assisted prediction to the patient 
and doctors with respect to the analysis of the existing health records. The 
existing patient health records are maintained as a dataset and preserved 
separately over the server unit for processing. Those records are processed 
according to the machine learning principles and created a model based on 
the training samples. Based on the created model the health prediction for 
the present patient is analyzed as well as this testing record is also appended 
to the dataset for further reference. With respect to all these specialized 
sensors, latest technologies, supervised learning abilities, and the security 
principles, a novel smart healthcare monitoring system is introduced with 
intellectual skill set. The proposed approach is termed Enhanced Learning 
based Healthcare Monitoring System (ELHMS), in which it associates all 
the specified techniques in a proper way to provide an efficient healthcare 
surveillance scheme to the people. The following summaries will illustrate 
all these details in a clear manner with graphical representations. Figure 
5.1 illustrates the clear perception of EEG brainwave signals in a graphical 
manner, in which the x-axis indicates the time variations and the y-axis 
indicates the amplitude. 

The states acquired from the brainwave signals are categorized into several 
types such as: (1) Delta: for identifying the unconscious state, (2) Theta: for 
identifying an imaginary or dream state, (3) Low-Beta: for identifying the 
relaxed, focused, or both integrated state, (4) Mid-Beta: for identifying the 
Thinking or Analyzing State, (5) High-Beta: for identifying the alert state, 
(6) Gamma: for identifying the information processing state, and (7) Mid-
Gamma: for identifying the eye movement states. Table 5.1 illustrates the 
view of all the mentioned brainwave types, respective state conditions, and 
the associated frequency ranges in detail with hertz unit specification. 

5.2 BRAINWAVE-BASED SMART HOME DEVICE TRIGGERING 

Nowadays, smart technologies and the associated devices are more popular 
as well as everyone likes that kind of adaptation due to its simplicity and 
easiness. Similarly, the concept of Smart Home Automation is introduced 
to ease the operations of triggering the electronic devices in the residence 
automatically instead of manual operations. The purpose of home automa­
tion is to make the device automatically switched on when the user requires; 



 

 TABLE 5.1 Brainwave Signal Types and Their Associated Specifications. 

Brainwave types Conditions/state Frequency range 

Delta Unconscious state 0.1–3 Hz 

Theta Imaginary or dream state 4–7 Hz 

Low-beta Relaxed, focused or both integrated state 13–15 Hz 

Mid-beta Thinking or analyzing state 16–20 Hz 

High-beta Alert state 21–30 Hz 

Gamma Information processing state 31–40 Hz 

Mid-gamma Eye movements 41 Hz and above 
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similarly, it will get off when it is not required. In this case, the user needs to 
operate the devices according to their convenience. Many people’s quality of 
life has improved as a result of the ability to control home equipment such as 
light/lamp, fan, window doors, and heaters through the usage of smart home 
automation systems. Regrettably, a segment of the population is unable to 
benefit from technological improvements. All these cases of automating 
the residence by means of manual triggering to normal individuals are not 
an issue, but consider the case of people who cannot speak and move. For 
example, consider the patients with diseases such as Arthritis, Palsy, and 
Neural Diseases. These kinds of patients cannot operate the smart home auto­
mation system triggers through the application or any other operation modes. 
So, a novel and intelligent Smart Home Automation system is required to 
provide an intelligent solution to such a category of people. 

This article is intended to design a new Smart Home Automation 
architecture with Human Computer Interfacing (HCI) features such as 
Brain Computer Interface (BCI), in which it provides an ability to acquire 
the signals from the human brain and control the electronic devices in the 
residence in an intelligent manner. This article proposed a new methodology 
called Brainwave based Smart Home Device Triggering (BSHDT) to iden­
tify the brain wave signals of the people and operate the electronic devices 
residing in residence in an intelligent manner. Based on this technology, an 
individual can operate up to eight numbers of electronic devices in an intelli­
gent manner based on eight different triggers acquired by using brainwaves. 
The following are the signal states used to operate the devices in an intel­
ligent manner, such as sleep state, alert state, sedation state, eye blink state, 
and eye movement states including left, right, up, and down. 



 

 TABLE 5.2 Device Operations Based on Brainwave Signals. 

Brainwave state signals Electronic devices Operations 

Sleep state Door lock or curtain Closing the door lock or closing 
motor the window curtain based on DC 

motor rotation controls. 

Alert state Door lock or curtain Opening the door lock or opening 
motor the window curtain based on DC 

motor rotation controls. 

Sedation state Fan ON/OFF 

Eye blink state Light ON/OFF 

Left movement of the eye Motor pump ON/OFF 

Right movement of the eye Air conditioner ON/OFF 

Upside movement of the eye Air conditioner Increasing the A.C. level 

Downside movement of the eye Air conditioner Decreasing the A.C. level 
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The operating frequency and the associated specifications are clearly 
mentioned in Table 5.1. Table 5.2 illustrates the perception of electronic 
device operations according to the brainwave signals, in which the following 
electronic device operations are just a sample for understanding, but the 
person can set any devices according to their convenience. Given that 
Electroencephalography signals are not relying on the typical neural system 
and muscular connections,2 they might be utilized to construct a smart home 
regulation system. The smart home automation design incorporates a Brain 
signal to collect Electroencephalography data, transform them to queryable 
information, as well as subsequently transform them to usable signals that 
may be utilized to manage a simple smart home automation system that is 
not contingent on customer gesture controls. 

Figure 5.2 illustrates the process of Brainwave-based Smart Home Device 
Triggering with respect to the logic of Application Programming Interface. 
The logic of brain waves is controlled by using Electroencephalography 
signals and these signals are accumulated by using computer interfacing 
entity. Once the signals are acquired, the brainwave processing unit estimates 
the signal ranges and provides a trigger according to the associated devices 
over the residence. The EEG signals are handled by means of either one of 
the two application programming interface tools such as C# or MATLAB. 
Both these tools support the EEG signal processing by means of the Think-
Gear library associated with it. 
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FIGURE 5.2 BSHDT signal processing diagram. 

5.3 BRAINWAVE PROCESSING INTERFACE 

The Human Computer Interface (HCI)-based brainwave signal analysis logic 
is a technology for controlling a computer only by brain activity without the 
use of muscular activity or gesture-related activity.3 While there are various 
types of Human Computer Interface, they all rely on either motor imagery 
or P300 detection.4 The P300 event-related potential was generated in the 
same subjects using audio stimulation, while their eyes were open or closed.5 

Visually elicited potential-based Human Computer Interface devices are 
now the quickest way to develop noninvasive HCI management. A Human 
Computer Interface-based brainwave monitoring is one of the quickest 
emerging areas of intensive studies, encompassing neurology, software 
engineering, system architecture, and clinical reintegration.6 Two distinct 
forms of Human Computer Interface are used and there are two types of 
electrode placements presented into it: (1) Invasive, which needs medical 
attention to implant sensors within the brain and (2) Non-invasive, in which it 
just involves sensors to be implanted on the head.7 Richard Canton developed 
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functional magnetic resonance imaging based on Electroencephalography 
signals in 1875 using exposed monkey and rabbit brain8 as well as it is 
a technique that is utilized to monitor the electromagnetic activity in the 
brains of animals. The procedure uses small metal plates with a device 
connected to the head to monitor the brainwave signal pattern, in which it 
is subsequently transmitted as waveforms. There are various sophisticated 
equipment accessible that can quantify the Electroencephalography from the 
brain using electrodes as sensing devices. Several gadgets employ a variety 
of numerous techniques and frameworks when developing headsets capable 
of recording electrical impulses. 

Mechref et al.9 proposed a paper related to providing a smart living envi­
ronment for people by using a brain–computer interface. In this paper,9 the 
authors illustrated that the Human Computer Interface establishes a strong link 
between the human brain and the computational program. Its primary objec­
tive is to enable nonmuscular connection with the outside environment which 
may have been the sole means for individuals in a closed state to communicate 
with the outside universe. Different methodologies are discussed in this paper9 

where customers’ better and healthier brainwave patterns are documented as 
well as analyzed to regulate several compatible smart home devices and a 
mechanical arm for self-feeding in order to aid people with disabilities who 
really cannot move or speak in living individually in a brainwave operating 
environment. 

Furthermore, the application utilizes the Steady-State Visual-Evoked-
Potentials neural activity caused by visual information to determine the 
wavelength at which individual is gazing but also then transmits the appro­
priate permission to change the mechanical system to the proper plates to 
serve themselves. Additionally, a WiFi-assisted smart home management 
system is proposed,9 in which intensity of light and speed of the fan are 
changed autonomously or voluntarily via the suggested approach,9 dependent 
on the person’s individual physical response. Eventually, this is a convenient 
method for allowing the customer to select among two alternatives, in 
which it is provided using electroencephalogram-assisted RGB-based color 
identification. 

Hasan et al.10 proposed a paper related to acquisition, interpretation, and 
deployment of brain signals using Brain Computer Interfacing options. In 
this paper,10 the authors illustrated that Machine-to-Machine and Device-to-
Device communication paradigm provide quick, efficient, and independent 
interaction, which benefits gadgets, individuals, computers, and materials. 
Furthermore, other implementations, especially those in a Smart Home 
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Network, necessitate a propulsion signal from a person. Individuals with 
disabilities may have additional challenges when it comes to generating 
an actuating signal for Internet of Things enabled household equipment. 
This article10 studies the collection of human brainwave signals utilizing 
an emotionally charged Epoch headset as well as the interpretation and 
manipulation of a computational track pad. Pressing and pointer movements 
are examples of computer mouse working movements. This work10 has the 
potential to be expanded to manage other gadgets, household utilities, and 
also to regulate power consumption through giving accurate appliances with 
processing abilities for the pleasure of a resource-constrained person with a 
disability in a home automation based on Home Area Network. 

The procedure to construct a Human Computer Interface system consists 
of three major processes that are essential as seen in Figure 5.3. The three 
major processes needed to develop a HCI are listed further such as: (1) Signal 
Acquisition, (2) Signal Processing, and (3) Execution. 

i) Signal Absorption: This process of signal collection is used to obtain 
an electromagnetic representation of the brainwave signals. 

ii) Signal Processing: This mechanism is used to process the obtained 
signal, in which it is next deciphered by using filtration algorithms as 
well as interpretation-based computations. 

iii) Execution: This execution phase is used to process the categorized 
output signals, in which it is the outcome of the process that can be 
viewed using an instrument called oscilloscope as well as it is used as 
an interface to the appropriate electrical portable gadget. 

According to the specifications of Figure 5.3, the Electroencephalography 
signals are accumulated and processed by using the proposed Brainwave-
based Smart Home Device Triggering logic. Initially, the brainwave signals 
are absorbed by using the Neurosky brainwave sensor and that signals are 
transmitted into the processing unit by using the inbuilt communication 
medium called Bluetooth. The accumulated features are evaluated under 
the following norms such as preprocessing, feature extraction, signal 
evaluation, and classification. The preprocessing stage is an important stage 
to accumulate the brainwave signals and optimize the collected signals into 
a common standard for evaluating further. The feature extraction process 
removes the noise level presented into the brainwave signals and provides 
noiseless signals for processing. The signal evaluation block analyzes the 
processed signals with respect to the corresponding values as presented in 
Table 5.1. The classification phase analyzes the exact category of the signal 
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and sends an appropriate trigger to operate the respective electronic device 
in an intelligent manner. 

FIGURE 5.3 Processing nature of HCI-based brainwave processing. 

5.4 NERVOUS SYSTEM ASSOCIATION WITH BRAINWAVE SENSOR 

The nervous system has five senses that allow it to interact with its environ­
ment, and each of these sensations is intimately related to the brain. The 
primary role of certain central nervous system activities, such as (certain 
instances), is universal in all humans. The entire human body is composed of 
trillions of neuron cells and this power grid regulates all internal functions. To 
transport data between the peripheral and fully independent nervous systems, 
to operate the brain as well as spinal cord to operate muscular movements, 
and to operate body parts, trillions of electrical impulses must always be 
produced in the brain and nervous framework. These electromagnetic pulses 
are transmitted by electrical and chemical potentials in neurons. The purpose 
of this article is to explore how a computer mouse operates when a human 
head movement and facial gestures are used, such as wining, smiling, and 
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so on. And according to preliminary presentation of human neural networks, 
the brain may generate electrochemical stimulation that can be collected and 
analyzed into an electronic format to be sent to a computer as a command. To 
explore the process of brain signal extraction, it is necessary to have a better 
understanding of the functions that generate electric pulses within the human 
body. Neurons transfer information by passing messages to other neurons or 
different types of cells, such as muscles. Neurons communicate by electrical 
signals, beginning with one component of the neuron and progressing to the 
next. 

The neural network is composed of three distinct types of neurons, 
of which perception neurotransmitters control facial muscles. Qu et al.11 

proposed a paper related to a simulated smart home automation system 
powered by electroencephalogram signals. In this paper,11 the authors 
illustrated that VR (Virtual-Reality) is a comparatively recent innovation 
that uses a computer to generate a virtual world, providing consumers with 
a 3D comprehensive learning process. Additionally, using Brain Computer 
Interface (BCI) technology, users can communicate and engage with gadgets 
without using a handle, keyboard, or mouse. By combining virtual reality 
and brain–computer interface (BCI), this article suggests and constructs a 
revolutionary platform dubbed the virtual smart home, which is controlled by 
electroencephalograph (EEG) (VSH-EEG). P300 is a type of event-related 
potential (ERP) that can be produced in response to a random input. The 
paradigm display of the P300 is included in the virtual smart home via the 
VSH-EEG system. The conscience Bayes nonlinear discriminate analysis 
algorithm is used to extract, evaluate, and classify user’s P300. Additionally, 
a sequential BCI methodology predicated on P300 can provide a sufficient 
quantity of controlling commands and require consumers to freely operate 
appliances in a virtualized home. Eight subjects are requested to manipulate 
the respective items to determine the system’s accuracy and effectiveness. 
Finally, the experiment results demonstrate that the VSH-EEG system is 
acceptable, allowing consumers to experience a novel form of entertainment. 

Rajmohan et al.12 proposed a paper related to Smart Home Automation 
using Brian Computer Interface logic. In this paper,12 the authors presented 
that Smart Home Automation is reshaping lifestyles through the use of 
numerous sensors and interfaces. The Brain Computer Interface (BCI) tech­
nology is critical for combining the embedded processor and the household 
appliance in an aesthetic manner. Our study intends to establish a prominent 
mode of interaction between BCI and processors to make common tasks 
such as controlling home appliances considerably easier. As brain signals 
are collected using a sensor worn on the head, the sensor module does the 
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fundamental preprocessing and data refining before transmitting it to the 
intermediate interface, which is an Android Smartphone. The smartphone 
application receives the signal and attempts to decode it according to the 
predefined criteria. Additionally, if the brain reading matches the expected 
reaction, it generates the controller signal. This system12 incorporates 
numerous features, including a novel coding technique that enables control 
of a larger number of devices and protects against illegal control. Other 
notable features include auto sleep on inadequate signal feeds, device 
programming to minimize false toggles, three-way control of the system, 
and scalable architecture. It is highly beneficial for individuals with a high 
level of impairment. 

5.5 CONCLUSION AND FUTURE DIRECTIONS 

In this article, a brain-controlled smart home automation system is presented 
with the help of proposed approach called Brainwave-based Smart Home 
Device Triggering (BSHDT), in which it is capable of activating various 
home devices such as lights, switches, and ceiling fans and this was presented 
in a clear manner. Devices are controlled exclusively via aural impulses 
acquired from the client. Different types of brainwave signals enabled smart 
home electronic gadgets were utilized to construct the system: a smart lamp, 
window curtains, window/room doors, fans, and so on connected to a smart 
BSHDT socket. Different people were used in the testing, which comprises 
five trials for each of these two states. Two parameters were evaluated: initial 
and final setting efficiency and the platform’s fast response to finish each 
task. The task for the smart plug was to switch things upside down. The 
intelligent light bulb required activities to switch on reduce, brighten, and 
switch off. Subjects were able to turn on and off the intelligent fan with a 
reliability of 100 and 91.75%, respectively. Furthermore, task correctness 
was 92% for turning on the lamp, 67% for dimming, 58.33% for brightening, 
and 50% for turning off. The experimental results demonstrate that smart 
home automation equipment can be effectively and successfully operated by 
utilizing an individual’s steady-state response. 

Technological advancements have resulted in the development of highly 
effective smart gadgets and services that can be operated via a home automa­
tion system. The suggested system can be expanded to control an increasing 
number of home devices and applications, with an emphasis on disabled 
users. Two distinct auditory tones were employed to operate two different 
home gadgets in the proposed system. It can be developed to incorporate 
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a broader spectrum of aural tones, enabling control of a broader variety of 
household devices, including garage door openers, automatic door locks, 
thermostats, and security systems, as well as many emerging smart gadgets. 
Accuracy is the second factor that can be improved. Enhancing the signal-
to-noise ratio and peak thresholds base for a particular individual will result 
in an increase in the system’s accuracy. The suggested system in this study 
is intended for use with persons who have impairments, but it can easily 
be expanded to a broader user base, including individuals who do not have 
disabilities. Additionally, an actual system may be implemented with a 
single Arduino, and a computer equipped with a processing interface might 
be utilized to improve accuracy. Accuracy would be improved by transmit­
ting more information, such as the sort of tone being played, to minimize 
false alarms. 
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ABSTRACT 

The major objective of this study is to enhance the performance of agricul­
tural productivity by associating some intelligent and latest technologies 
into the respective field. To provide a smart agricultural monitoring system 
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to farmers, in which it leads their lifestyle to the next level as well as safe­
guard their lives in a great manner. To eliminate the difficulties to monitor 
the crops in a manual way and protect them from diseases by using the latest 
technologies. To provide sufficient support to farmers to enhance their way 
of cultivation and improve their way of crop monitoring using intellectual 
applications. To provide a facility to monitor the agricultural field from 
anywhere in the globe using Internet of Things support. To produce the 
new agricultural monitoring device, in which it associates several smart 
sensors over the process and predicts the crop growth in fine manner. A 
new flying robot assistance is grasped over this approach to enhance the 
cultivation and identify the diseases over the crops instantly using powerful 
drone assistance. 

6.1 OBJECTIVES 

The major objective of this study is to enhance the performance of agricultural 
productivity by associating some intelligent and latest technologies with 
the respective field. To provide a smart agricultural monitoring system to 
farmers, in which it leads their lifestyles to the next level as well as safeguards 
their lives in a great manner. To eliminate the difficulties to monitor the 
crops in a manual way and protect them from diseases by using the latest 
technologies. To provide sufficient support to farmers to enhance their way 
of cultivation and improve their way of crop monitoring using intellectual 
applications. To provide a facility to monitor the agricultural field from 
anywhere in the globe using Internet of Things support. To produce the 
new agricultural monitoring device, in which it associates several smart 
sensors over the process and predicts the crop growth in a fine manner. A 
new flying robot assistance is grasped over this approach to enhance the 
cultivation and identify the diseases over the crops instantly using powerful 
drone assistance. 

6.2 INTRODUCTION 

In this modern world each and every individual is growing according to 
the development of the latest communication technology and its associated 
devices. The most important communication technology nowadays is internet-
enabled services, in which it interfaces a local entity to the global medium 
through the resistance and quality of the service. This is done by the power 
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of smart technology called Internet of Things (IoT), in which it establishes 
a bridging connectivity between the local entity hardware unit to the remote 
IoT server end. Today, all the applications used in both commercial and 
noncommercial sectors are acquiring the benefits of smart technologies such 
as IoT. The most important fields of adapting such IoT-based technologies 
are hospitality, digital record maintenance, agricultural field monitoring, and 
so on. However, compared to all these fields agriculture is the most important 
and required area to include such new things to enhance productivity. This 
article aims to provide a new innovative robotic technology to maintain and 
monitor the agricultural crops in a fine manner with 24/7 surveillance. Indeed, 
developing and validating an optimization technique for an unmanned 
agriculture robotic design is complex, in which it is subjected to a variety of 
interference circumstances in an outdoor setting which is difficult. 

Numerous assessment techniques have been employed recently to 
undertake mechanical evaluation as well as confirmation of intelligent robot 
control methodologies. Though these analytical techniques offer the benefits 
of shortening development time and reducing risk, it must be supported by 
precise dynamic modeling approaches. Due to these issues, a new robotic 
technology-based approach is required to monitor the agricultural field in 
an intelligent manner. In this article, a new drone-based agricultural field 
monitoring system is designed, in which it consists of three sectors such as: 
(1) Drone Unit, (2) Smart Field Monitoring Unit, and (3) IoT Server Unit. 
This proposed drone section is manipulated and handled by using the most 
advanced flying drone called EVO,1 which includes a remote controller for 
wireless operations and display unit for monitoring the activity in a clear 
manner. This drone has an ability to record the videos and capture the plant 
and crop images with respect to 720 pixel clarity in a high-definition format. 
A Smart Field Monitoring Unit (SFMU) consists of sensors such as tempera­
ture estimation sensor, humidity monitoring sensor, soil water level indicator, 
Global Positioning System (GPS) module, and ESP8266 WiFi interfacing 
controller. With respect to all these sensors the smart device SFMU accumu­
lates the agricultural field details in a clear manner and sends those details to 
the IoT remote server end for further manipulation. In the server end, a novel 
deep learning-based classification strategy is utilized called Convolutional 
Neural Network (CNN). This algorithm acquires the captured images from 
the SFMU and processes it for identifying the diseases over the crops in the 
agricultural field. For all the proposed approaches it is more significant to 
monitor the agricultural field in an intelligent manner and report the details 
properly to the respective farmer instantly without any delay. 
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6.2.1 AGRICULTURAL FIELD AND ITS INNOVATIONS 

The agricultural field is the most important concern nowadays because most 
of the farmers and agri-related laborers left the field and work in some other 
industries for their convenience. An association of latest technologies such 
as Internet of Things (IoT) and other related smart applications makes the 
process of agriculture as well as provides good yield to farmers. Many of the 
farmers and interested youngsters get more and more benefits in such fields 
of agri-related works. These kinds of technologies are associated with the 
agri-field to attract the people to come forward to do such business and save 
the nation in an intelligent manner. The objective of this work is to construct 
an intelligent robotic kit and an algorithm to classify the affected crops in the 
field for use in the field of farming. Indeed, developing and validating an opti­
mization method for an independent agricultural field monitoring robot that 
is subjected to a variety of disturbance circumstances in an outdoor setting 
is challenging. Numerous analysis techniques have been employed recently 
to undertake factors that reflect as well as validation of robotics engineering 
systems. While latest methodological approaches offer the advantages of 
shortening production time and minimizing risk, they must be supported 
by precise flexible classification methods. The purpose of this study is to 
construct a precise estimation of a remote agricultural field monitoring 
robot’s confined vibrant characteristics as well as an automated navigation 
mechanism depending on the energetic paradigm. These kinds of intelligent 
robotic designs can navigate into the crop area and analyze the crop details as 
well as store it into the temporary memory for manipulations. However, the 
issues raised in this case to analyze the records with respect to the physical 
operations of data processing are a complex task as well as the farmer or the 
respective individual needing to grasp the records from the robot. 

Kulkarni et al.2 proposed a paper related to an importance of multiple 
purpose robot design for monitoring the agricultural field to help farmers to 
boost up their growth and production level of the crops. In this paper2 the 
authors illustrated that the goal of such an article is to plan, establish, and 
fabricate the agricultural field-monitoring robot called a multiple purpose 
robot capable of performing all agricultural activities such as burrowing the 
land of the agricultural field, seeding crops in the plough area, clearing the 
field with a leveler, irrigating and fertilizing the plants, and monitoring the 
agricultural field-monitoring robot with a video camera. Conventional agri­
cultural practices require a great deal of physical labor and some procedures 
are performed physically, whereas others are carried out by hand-controlled 
equipment. As a result, there are no equivalent robots capable of performing 
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all of these tasks automatically. Additionally, once the principal agriculture 
is completed, the farmer must maintain an eye on the agricultural field for 
a variety of purposes. The surveillance mechanism accomplishes this and 
monitoring technology will take care of several aspects such as irrigation 
systems, fertilizing, preserving climate levels (for greenhouses), removing 
excess water, and tracking crop production via connected camera. 

This article is intended to design a flying robot with several interesting 
features to monitor the overall crop details such as temperature, humidity, 
soil wet ratio, and exact location. Apart from these scenarios, the flying robot 
accumulates the crop leaf pictures and sends those to the control unit for 
manipulation. These kinds of transmissions and communication norms are 
handled by using Internet of Things (IoT) assistance. Once the crop details 
are accumulated, the prediction process begins to estimate the accumulated 
values with respect to the threshold ratio of the respective sensors and based 
on that the alert will be triggered to the respective farmers. These actions are 
accurately done by using the latest technologies as well as the smart sensors 
association into the field of agriculture. By using such innovations farmers can 
operate the agricultural business efficiently without any struggles and monitor 
their agricultural land details from anywhere in the globe at any time.3 

Figure 6.1 illustrates the perception of the proposed agricultural field moni­
toring system with Smart Field Monitoring Unit (SFMU) and the defined drone 
for capturing the crop leaf pictures and passes it to the SFMU for processing 
and pushes it to remote server end using Internet of Things. This image shows 
the performance of EVO drone unit to capture the crop details over the agri­
cultural field with the pixel resolution of 750 and these captured images are 
sending to the SFMU. The details collected from the agricultural field such as 
temperature, humidity, and soil irrigation level will be accumulated over the 
same SFMU and pass all these details to the remote server unit for processing. 
In the server end the powerful classification algorithm is utilized to manipulate 
the images and the accumulated agricultural data to provide a proper predic­
tion to the respective farmer in an innovative way. 

Table 6.1 shows the clear specification of the proposed EVO drone unit 
with different parameters. 

6.2.2 SMART FIELD MONITORING UNIT 

The Smart Field Monitoring Unit (SFMU) is a device that consists of several 
smart sensors interlinked together with a microcontroller called ESP8266 
with integrated WiFi options. The proposed SFMU device is placed into the 
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agricultural field for accumulating the digital image oriented details from 
the EVO drone for processing it in accordance with the prediction of leaf 
diseases as well as the sensors associated with the smart device provide the 
required details regarding the agricultural field. The ESP8266 WiFi-enabled 
microcontroller is a self-contained System On a Chip (SOC) with an inbuilt 
Connection-oriented application layer capable of providing connectivity 
to a Wireless connection network area to any control unit. The ESP8266 
may access the network or delegate all WiFi network communications 
to some other programming unit. All these will be sent to the Internet of 
Things enabled remote server in an organized way and in that server all the 
manipulations take place to provide proper predictions to the farmer. 

FIGURE 6.1 IoT-based agricultural field monitoring system. 

Figure 6.2 illustrates the perception of the SFMU block diagram, in which 
it portrays the sensor unit and the related modules in detail. The SFMU 
consists of three major sensor units such as Temperature Sensor, Humidity 
Sensor, and the Soil Moisture Level Identification sensor. Along with these 
sensors it contains the Global Positioning System (GPS) module to identify 
the exact location of the field with respect to latitude and longitude coordi­
nates. The Global System for Mobile (GSM) Communications module is 



 

 

 
 

 
 

 
 

 

TABLE 6.1 EVO Drone Specifications.4 

Drone specifications/ Description with ranges 
requirements 
Authorization requirements Customers are not required to enroll the drone with someone, 

but the concern strongly recommends that really do so that 
the customer could support their drone information to the 
cloud data center via the Explorer Application. Additionally, 
accessing the drone might assist customers in the horrible 
tragedy of damaged or destroyed drones. 

Maximum range of travel	 4.3 miles (7 km) for EVO Model-I 

5.5 miles (9 km) for EVO Model-II 

Both these drones have an exceptional transmission 
distance, allowing them to be used for a broad spectrum of 
aviation applications. These are just the highest unimpeded 
communication distances that could be achieved with 
optimum situations. The inclination of the transmitter, the 
meteorological and climatic circumstances, as well as the 
Radio Waves surroundings, all play a significant impact in 
determining the distance of the drones. Be always aware of 
and adhere to local aviation rules, standards and operate the 
drone with precaution and security. 

Battery specification	 This drone is operated with Smart Lithium Polymer Batteries, 
in which it provides higher density and energy efficiency. The 
batteries will systematically deplete to a reasonable temperature 
and this is the standard position. The operation of discharging 
requires approximately 2 to 3 days. Though there is no sign that 
perhaps the batteries are completing a self-discharge period, 
minor warmth of the battery seems usual and the Autel Explorer 
Application allows for customizing the discharge limit. 

Battery type LiPo-3S 
Battery capacity 4300 mAH 
Voltage 11.4 Volts 
Maximum charging voltage 13.05 Volts 
Watts (energy) 49 Watt h 
Overall weight 345 g 
Charging temperature ratio 5 to 40 °C 
Maximum charging power 49 Watt h 
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also utilized in this approach to send relevant alert notifications to the farmer 
based on the emergency needs over the farm land. These all portions are 
united together to make robust device for monitoring the agricultural field in 
a clear manner with all specifications. 
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FIGURE 6.2 Smart field monitoring unit block diagram. 

Table 6.2 portrays the temperature and humidity ratios of the proposed 
approach, in which it is attained based on the real-time agricultural field 
monitoring dataset. The proposed SFMU is designed and placed into the 
crop unit for 10 days and report the details in a clear manner. 

Figure 6.3 illustrates the graphical perception of the temperature and 
humidity values as mentioned in Table 6.2 in a clear manner with proper 
high, moderate, and low range specifications. In this, the x-axis shows the 
number of days and the y-axis shows the temperature and humidity ratios in 
proper unit specifications. 

6.2.3 CROP DISEASE IDENTIFICATION 

This article is intended to design a novel flying robot-based crop monitoring 
system with the help of a drone unit over an agricultural field. In this approach, 
a power EVO drone1 is utilized to capture the crop images by means of its 
digital camera as well as picture quality is 720 pixels. This kind of excellent 
picture quality grasps the image of crops and sends them to the Smart Field 
Monitoring Unit by using Internet of Things support. The crop image details 
are accumulated into the SFMU and evaluate the picture details by means of 
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a server end scripting tool called MATLAB. This tool is significant enough 
to process the digital image processing and provides the proper leaf disease 
predictions to the user in an efficient manner. In past research several authors 
proposed numerous techniques to classify the leaf diseases and report to the 
user accordingly. However, the logic of such classification schemes is proba­
bilistic as well as provides prediction with respect to maximized supportive 
threshold ratio instead of confidence threshold level.8–10 

TABLE 6.2 Temperature and Humidity Measurements 

Days 
1 

Temperature (°C) 
Moderate: 23.6 

Humidity (%) 
Moderate: 62 

Low: 21 Low: 58 

2 
High: 26 
Moderate: 22.7 

High: 71 
Moderate: 59 

Low: 19 Low: 52 

3 
High: 26 
Moderate: 20.8 

High: 67 
Moderate: 75 

Low: 19 Low: 62 

4 
High: 26 
Moderate: 30 

High: 90 
Moderate: 44 

Low: 22 Low: 23 

5 
High: 35 
Moderate: 29 

High: 80 
Moderate: 60 

Low: 33 Low: 52 

6 
High: 31 
Moderate: 28 

High: 82 
Moderate: 50 

Low: 23 Low: 31 

7 
High: 30 
Moderate: 25 

High: 70 
Moderate: 65 

Low: 20 Low: 54 

8 
High: 27 
Moderate: 24 

High: 80 
Moderate: 58 

Low: 17 Low: 42 

9 
High: 29 
Moderate: 23.4 

High: 60 
Moderate: 59 

Low: 17 Low: 51 

10 
High: 27 
Moderate: 28 

High: 70 
Moderate: 60 

Low: 25 Low: 57 
High: 32 High: 70 
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FIGURE 6.3 (a) Temperature ratio and (b) humidity ratio. 
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Zhang et al.5 proposed a paper related to an enhancement of object 
identification for tomato diseases using classification techniques. In this 
paper,5 the authors illustrated such as an enhanced Accelerated R-CNN for 
detecting normal tomato plants including four infections: downy mildew, 
blight and plant mold fungal. To begin with, VGG16 is substituted with a 
layer-based fully connected network infrastructure for dimensionality reduc­
tion to acquire more detailed illness characteristics. Next, the convolution 
layers are clustered using the k-means methodology. An anchoring based 
on the clustering results is optimized and the revised anchoring structure 
approaches the dataset’s true feature vector. Furthermore, a k-means analysis 
is conducted using three distinct types of dimensionality reduction frame­
works. The empirical outcomes indicate that the upgraded technique for crop 
leaf diseases had a detection performance of 2.71% and data was conducted 
that was faster than the conventional accelerated R-CNN. 

In this paper,6 the authors illustrated that quick detection of citrus 
illnesses is critical for avoiding yield reduction and implementing infection 
mitigation strategies on fields in a reasonable time. Given the scarcity of 
labeled afflicted cases, implementing artificial intelligence-based techniques 
for reliable diagnosis of numerous citrus infections is hard. 

Additionally, a resource-constrained technology, including a smartphone, 
requires a scalable framework with a low computing overhead for citrus 
illness categorization. This demonstrates6 the design and architecture 
useful properties in terms of disease surveillance by farmers who use their 
individual smartphones on the field. As a result, a lightweight, quic, and 
accurate architecture is offered based on deep feature engineering for citrus 
diseases classification from small datasets. A patch-based classification 
network is presented that consists of an encapsulation component, a 
clustering prototype subsystem, and a basic neural network classification 
for the purpose of effectively detecting citrus disorders. An approach is 
suggested to demonstrate a logic, in which it is effective in reliably diagnosing 
various illnesses from plant photos using a publicly released citrus fruits 
as well as leaves dataset. Additionally, our approach’s generalization logic 
is proved by just using a simple dataset, namely the tea leaves dataset. 
This technique5 outperforms existing state-of-the-art machine learning 
in contexts of prediction performance (95.04%), the quantity of tuning 
functions provided (somewhere around 2.3 million), and the time necessary 
to analyze citrus infections (somewhere around 10 milliseconds using the 
classification). Additionally, the capacity to acquire with limited efforts but 
without compromising quality increases the suggested system’s economic 
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FIGURE 6.4 Acquired image processing details (a) input image, (b) scaled image with contrast 
enhancements, and (c) feature extraction. 
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applicability on resource-constrained systems, including such cell devices. 
Yu et al.7 proposed a paper related to a deep learning-assisted classification 
model for tomato plant leaves disease prediction. 

In this paper,7 the authors illustrated that the identification of illnesses 
in the plant sections of crops during the cultivation of crops is an essential 
component in the control and prevention of plant disease. This article7 uses 
tomato plants as research models and employs a deep learning approach to 
retrieve diseased traits from the plant leaves, focusing on three of the main 
prevalent varieties. The system can estimate the classification of every illness 
image with continual experimentation. Thousand images were chosen for 
every one of the three disorders, separated into 900 images for the training 
dataset as well as 100 images for the testing dataset. The research makes use 
of the Resnet-50 communication channel as a starting point. For reference, 
the network’s operational amplifier was modified to Leaky-ReLU and the 
first segmentation element’s linear function was increased to 1111. Following 
the enhancement, the accuracy rate in the training dataset is 98.3%, while the 
classification accuracy in the testing dataset is 98.0%. 

The proposed crop disease identification concept utilizes the logic of 
Convolutional Neural Network (CNN) as a classification model to identify 
the diseases over the leaf of the plant. The received plant leafs are undergone 
into several classification stages such as preprocessing, feature extraction, 
and segmentation. Based on these functions the input image is classified 
and reports the disease details to the farmer in an intelligent manner. The 
preprocessing stage is helpful to scale the input image according to the size 
factors of 256 × 256 pixels. The same process assists the system to convert 
the image into a grayscale format. Figure 6.4 illustrates the perception of 
preprocessed input images with scaling and feature extraction in a clear 
manner with graphical representation. 
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Figure 6.5 illustrates the perception of image filtration logic, in which 
it portrays the background and foreground filtration view of the processed 
image in a clear manner. This view highlights the affected portion of the 
image in detail with hiding all backgrounds with black color. This provision 
allows the system to easily identify the affected portion and report the respec­
tive affected range ratio to the farmer via respective alert message by using 
the GSM module connected within the SFMU. The above-mentioned input 
image is processed properly and attains the prediction accuracy of 97.6% in 
outcome as well as this proposed approach shows the prediction ratio of the 
affection level of image is 17.9%. Once these details are clearly noticed by 
the system with exact location specifications using the GPS module, it can be 
immediately notified to the farmers to take an appropriate action to preserve 
the crops using respective functions. 

FIGURE 6.5 Segmentation of affected portion of a leaf. 

6.3 CONCLUSION AND FUTURE SCOPE 

In this article, a new drone-based flying robot design is introduced with 
three entity factors such as drone unit, Smart Field Monitoring Unit, and the 
Internet of Things-enabled server unit. Based on these factors the agricultural 
field is monitored properly with dynamic principles and classification logic. 
The classification logic is used to analyze the disease ratio of the leaf in 
the crop field in a clear manner as well as Figure 6.4 and Figure 6.5 show 
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the resulting nature of the classification process in detail with graphical 
representations. The drone unit accumulates the features based on the EVO 
drones and the features are sufficient to monitor the agricultural fields using 
the digital camera connected into it. The smart device unit is placed into the 
agricultural field for continuous ten days and monitors the details properly to 
check the working nature of the entire hardware unit. The resulting ratios are 
given properly over Figure 6.3 in a graphical manner. By using the logic of 
CNN, this proposed approach can easily identify the disease ratio and report 
properly to the respective farmer to avoid further affections. For the entire 
system it is more feasible to manage the agricultural business in a successful 
manner without any troubles. In the future, the work can further be enhanced 
by means of adding some crypto features11, 12 to make security to the remote 
agricultural data to avoid attacks as well as the crypto logics are reducing 
the size of storage and providing cost efficiency in terms of storage space 
reduction. 

KEYWORDS 

• IoT 
• flying robot 
• crop monitoring 
• smart agriculture 
• SMFU 
• EVO drone 

REFERENCES 

1.  https://auteldrones.com/products/evo 
2.  Gupta, S.; Devsani, R.; Katkar, S.; Ingale, R.; Kulkarni, P. A.; Wyawhare, M. In Iot Based 

Multipurpose Agribot with Field Monitoring System, 2020 International Conference on 
Industry 4.0 Technology (I4Tech), February, 2020, pp 65–69; IEEE.  

3.  Krishnan, A.; Swarna, S. In Robotics, IoT, and AI in the Automation of Agricultural Industry:  
A  Review, 2020 IEEE Bangalore Humanitarian Technology Conference (B-HTC), October,  
2020, pp 1–6; IEEE. 

4.  https://auteldrones.com/pages/evo-support 
5.  Zhang, Y.; Song, C.; Zhang, D. Deep Learning-Based Object Detection Improvement 

for Tomato Disease. IEEE Access  2020,  8, 56607–56614. 

https://www.auteldrones.com
https://www.auteldrones.com


 73 Internet of Things Enabled Energy-Efficient Flying Robots 

6.  Janarthan, S.; Thuseethan, S.; Rajasegarar, S.; Lyu, Q.; Zheng, Y.; Yearwood, J. Deep 
Metric Learning Based Citrus Disease Classification With Sparse Data. IEEE Access,  
2020, 8, 162588–162600. 

7.  Jiang, D.; Li, F.; Yang, Y.; Yu, S. In A Tomato Leaf Diseases Classification Method Based  
on Deep Learning, 2020 Chinese Control And Decision Conference (CCDC), August,  
2020, pp 1446–1450; IEEE. 

8.  Albuquerque, C. K.; Polimante, S.; Torre-Neto, A.; Prati, R. C. In Water Spray Detection  
for Smart Irrigation Systems With Mask R-CNN and UAV footage, 2020 IEEE International  
Workshop on Metrology for Agriculture and Forestry (MetroAgriFor), November, 2020,  
pp 236–240; IEEE. 

9.  Ayaz, M.; Ammad-Uddin, M.; Sharif, Z.; Mansour, A.; Aggoune, E. H. M. Internet-of-
Things (IoT)-Based Smart Agriculture: Toward Making the Fields Talk. IEEE Access   
2019,  7, 129551–129583. 

10.  Ju, C.; Son, H. I. Modeling and Control of Heterogeneous Agricultural Field Robots 
Based on Ramadge–Wonham Theory. IEEE Robot. Autom. Lett.  2019,  5(1), 48–55. 

11.  Mankar, R. Y.; Gade, A.; Babu, R. In Association Rules Generation of Outsourced 
Transaction Data with Privacy-Preserving using Paillier Encryption, 2020 International 
Conference on Smart Electronics and Communication (ICOSEC), September, 2020, pp 
898–903; IEEE. 

12.  Holzbaur, L.; Kruglik, S.; Frolov, A.; Wachter-Zeh, A. In Secrecy and Accessibility in  
Distributed Storage, GLOBECOM 2020-2020 IEEE Global Communications Conference,  
December, 2020, pp 1–6; IEEE. 



https://taylorandfrancis.com


Intelligent Technologies for Sensors: Applications, Design, and Optimization for a Smart World.  
S. Kannadhasan, R. Nagarajan, & Alagar Karthick (Eds.)
© 2023 Apple Academic Press, Inc. Co-published with CRC Press (Taylor & Francis)

CHAPTER 7
	

Medical Devices and Sensor Application 

APOORVA JOSHI1*, AMBRISH KUMAR SHARMA2, 
KARUNA NIDHI PANDAGRE1, and SANJEEV GOUR1 

1Department of Computer Science, Career College Bhopal, MP, India 
2Department of Computer Science, NRI College, Bhopal, MP, India 
*Corresponding author. E-mail: apoorvajoshi16@gmail.com 

ABSTRACT 

Sensors in medical devices have a lot of potential in terms of lowering 
patient expenditure and enhancing patient care. Wearable and nonwearable 
technologies are helping to revolutionize healthcare and health outcomes in 
the mobile health era, as well as offering real-time advice on better health 
management and tracking. Researchers and medical practitioners require 
safe and cost-effective methods for conducting research, maintaining public 
safety, and providing patients with personalized health alternatives. Medical 
sensors may be used to quickly implement one such approach. Biomedical 
diagnostic investigations are becoming increasingly important in the modern 
medical area. Infectious disease screening, chronic therapies, health manage­
ment, and tracking are all applications for medical sensors. In this chapter we 
will look at different types of sensor used in healthcare sector. 

7.1 INTRODUCTION 

The application of medical sensors in patient treatment, pharmaceutical, 
biomedical, and healthcare industries has sparked a lot of interest in the field. 
Disease detection, prevention, patient health surveillance, and healthcare 
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management have all been effectively applied with medical sensors. Bacteria, 
pathogens, and viral germs may all be detected with medical sensors. 
Physical activity and step trackers enable people to develop and enhance 
healthier habits. These devices open opportunities for people working in 
clinical science as well. These sensors detect substances without requiring 
the human body to take blood. They are always searching for several factors 
at the same time. People are generally required to stay in a hospital to track 
their body chemistry on a continuous basis. 

People may use this gadget to get information about the substances 
in our bodies from anyplace. They will use chemicals to track various 
physiological processes. This information may be collected on a mobile app 
and shared with a healthcare worker, caregiver, or anybody else.10,21 As a 
result, comprehensive quality assurance and testing procedures are required. 
Training must be conducted at many stages, including climate, customers, 
and algorithms, to obtain the needed performance and a long-term marketing 
strategy. The environment’s real accuracy is then assessed and confirmed, 
and better product design and performance are recognized. Biosensors are 
used to increase the quality of human subject testing, create a feedback 
system, and explore research criteria. In the medical area, this technology 
can fully check a variety of aspects. It certifies the functionality of medical 
instruments and technologies.5,9 

The rapid spread of the coronavirus (COVID-19) has resulted in a surge in 
demand for easily installed healthcare equipment. CRISPR-Cas9-based paper 
strip, nucleic-acid-based, antigen-Au/Ag nanoparticles-based electrochemical 
biosensor, optical biosensor, and Surface Plasmon Resonance are among the 
newly developed biosensors used to detect RNA viruses. In addition, major 
technical developments in recent years, as well as advances in nanotechnolo­
gies, are important drivers of the growing biosensors demand. Biosensor’s 
demand is expected to reach high up to USD 36.7 billion in 10 years, with 
a market value of $25.5 billion in 2021. Biosensors are transitioning from 
laboratory-based healthcare to decentralized healthcare. A patient sample 
is taken and sent to an off-site analytical laboratory in traditional scientific 
diagnosis. By doing care-based examinations, the patient might expect results 
within a few hours.4,6 Rapid pathogen detection allows time to respond. 

A sensor converts a process involving medical components into a signal 
that can be read. Nonbiological compounds, like glucose, and other medical 
substances, like protein, can be used as biomarkers. An electrochemical 
transducer or an optical transducer, both typical of the process, can turn into 
readable signals.1,18 Biomedical diagnostics and biosensors are becoming 
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increasingly important as the world population ages and grows, as well as the 
issues created by chronic lifestyle illnesses. New molecular diagnostics would 
have a significant impact of healthcare system. One of the most important 
advantages of biomarker screening is that it allows for accurate and individu­
alized treatment as well as early diagnosis. It allows for a diagnosis that is far 
more likely to be accurate, as it is not reliant on outward clinical symptoms 
or the patient’s molecular knowledge.3,22 With the growth of portable sensors, 
various biomarkers may be detected for continuous, real-time monitoring of 
human health. They look at molecular markers utilizing measurements that 
are simple to acquire, such as temperature, cardiac-amplitude, concentration, 
and dehydration. To track human health, the laboratory is developing a fully 
developed small detecting system for protein biomarkers.8,14 Doctors should 
not rely on the patient’s recollections or readiness to express their feelings; 
instead, they should focus on the specifics. Patients and doctors collaborate 
to create personalized treatment plans. 

The data collected by biosensors may be saved for future comparison 
and form part of the patient’s data; it is reducing the need of retesting and 
supports its infrastructure.7,15 Treatment becomes more immediate, easing 
the strain on physicians and hospitals. The world of healthcare is changing, 
and everyone is aware of it. Nothing could be more fascinating than hearing 
about cutting-edge biotech applications and technologies that might help us 
maintain our health in the next few years. Healthcare must focus its efforts 
on products that make use of cutting-edge biochemical and chemical sensor 
technologies. Biosensors offer a fantastic user experience and a wealth of 
possibilities for digital health devices.12,17 Sensors technology can improve 
the efficiency, diagnosis, and treatment procedures in today’s healthcare 
applications. To allow accurate multimodal testing, biosensor instruments 
were also employed in labs and natural settings. Biosensor technology 
can improve the efficiency, diagnosis, and treatment procedures in today’s 
healthcare applications. Biosensors were also utilized in labs and in the field 
to enable for accurate multimodal testing. In hospitals, devices for rapid 
detection and treatment of a variety of illnesses are essential. These sensing 
devices might be sophisticated and easy to use. 

The patient wants to evaluate the device’s condition and usefulness, as 
well as see if the data can be saved. To compare the results to parallel obser­
vations, they utilized traditional ethnographic techniques for usability study. 
Complex bimolecular-based sensors require research, development, and 
commercialization to meet a variety of healthcare needs. Biosensors that are 
worn on human skin and may be easily utilized within the body are widely 
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employed for different health applications and everyday health monitoring. 
It is also critical to develop this technology and discover acceptable mate­
rials for connecting and attaching sensors to surfaces15 Biosensors are used 
in a variety of sectors, including DNA, intelligent textiles, the automobile 
industry, and a seemingly endless list of others. As a result, biosensors have 
a wide range of uses; it is critical to comprehend their capabilities, applica­
tions, and technological advancements. The importance of biosensors in the 
medical profession is discussed in this study. The successful deployment of 
this technology can cover a wide range of applications. 

7.2 TYPE OF MEDICAL SENSORS 

Sensors are devices that detect physical, chemical, and biological signals 
and allow for measurement and recording of such signals. They have been 
utilized in a variety of disciplines, including research, health, automated 
production, and environmental monitoring. Mechanical thermal sensors are 
all categorized according to the primary sensing concept. 

Temperature sensors, pressure detectors, flow sensors, acoustic sensors, 
and gas sensors are all utilized in the medical industry, as are cameras, image 
sensors, and magnetic field sensors. Optical, X-ray, and ultrasonic image sensors 
and cameras are utilized in the medical field. The medical industry’s usage of 
sensors is highly dependent on the application. Healthcare sensors can detect 
and send information about specific biological, chemical, or physical processes. 
These sensors may also be found in systems that handle clinical samples, such 
as lab-on-a-chip devices, which are becoming increasingly popular. Healthcare 
sensors are used to collect information about the patient. Due to the escalating 
expenses of medical treatments in hospitals and medical care clinics, people 
are increasingly opting for home healthcare services. As a result, demand for a 
variety of healthcare equipment is projected to rise in the coming years. 

• Physical sensor 
• Chemical sensor 
• Biopotential electrodes 
• Biosensor or bioanalytic 

7.2.1 PHYSICAL SENSORS 

Physical parameters might be measured with a physical sensor. Physical 
sensors are utilized in healthcare applications in a variety of ways like an 
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X-ray and gamma ray-based sensors are used by radiation sensors. Ultra­
sound and pressure sensors are examples of mechanical sensors. Thermo­
couple, thermistor, thermopile, optical fiber devices, P–N junction diode, 
and infrared sensors are examples of thermal sensors, Blood flow monitoring 
sensors and magnetic resonance imaging devices are examples of magnetic 
sensors is shown in Figure 7.1. 

FIGURE 7.1 Type of medical sensor in IOT. 

7.2.2 CHEMICAL SENSORS 

The component and bodily fluids ratio, such as PH value, glucose concentra­
tion, and so on, are detected using chemical sensors; different microbes are 
all detected by the biosensor. 

7.2.3 BIOSENSOR 

Biosensors are devices that integrate biological material with an appropriate 
platform to detect pathogenic organisms, carcinogenic, mutagenic, and/ 
or toxic substances, as well as to report a biological consequence. A huge 
number of various types of biosensors have been built and developed 
in recent years for a variety of medical purposes. Healthcare sensors are 
categorized according to the sensor device they use: 

i)	 The electrochemical sensor works on an enzymatic catalytic process 
that either takes or produces electrons. 
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ii) The physical sensors are classified into two categories: piezoelectric 
sensor and thermometric sensor. 

iii) The optical biosensor is a device that works on the principle of optical 
measurement. Fiber optics and optoelectronic transducers are used. 

iv) The optical biosensor is a device that works on the principle of 
optical measurement. Fiber optics and optoelectronic transducers are 
used in glucose, BP, the rate of heartbeat, etc. 

All these sensors are utilized in a variety of applications in healthcare. 
Furthermore, nano-biotechnology can be used to improve these sensors. 

7.3 SENSORS USED IN MEDICAL EQUIPMENT 

7.3.1 VENTILATORS 

Sensors used in hospital ventilators are 

○		 Airflow sensors: These sensors monitor a patient’s breathing and 
verify oxygen supply. 

○		 Basic and Aml Switches: These sensors cover panels and doors and 
are used as switch operator controls. 

○		 Humidity and Temperature Sensors: These sensor switch operator 
controls and detected are provided by covers, panels, and doors. 

○		 Magnetic Sensors: These sensors are used to control motors of ventilators. 
○		 Oxygen Sensors: These sensors are used to measure and regulate 

oxygen amount in the air. 
○		 Temperature Sensors: These sensors improve patient’s comfort level 

by monitoring the temperature of the air given to the patient. 
○		 Pressure Sensors: These sensors monitor a patient’s respiration cycle. 

•	 It also checks blocked air and oxygen filters that need to be 
changed. 

•	 It controls flow of air and flow of oxygen provided to a patient in 
ventilators and it is controlled by pressure sensors. 

7.3.2 OXYGEN CONCENTRATORS 

○		 Sensors Used in Oxygen Concentrators Airflow Sensors: It monitors 
a patient’s breathing to identify it inhales cycle, it also ensures that 
oxygen level is delivered to each patient. 
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○		 Basic and Aml Switches: It covers panels and doors that are used as a 
switch to operate and control. 

○		 Magnetic Sensors: It controls motors and controls the speed of the 
motors and measures. 

○		 Oxygen Sensors: It measures and regulates the oxygen level in the air 
which is supplied to the patient. 

○		 Pressure Switches: It generates pressure alerts. 
○		 Pressure Sensors: It monitors the pressure in the patient’s bed to check 

that adequate oxygen is produced. 

7.3.3 PATIENT-MONITORING SYSTEMS 

The practice of maintaining track of a patient’s temperature is referred to as 
“temperature monitoring.” Blood pressure can be measured invasively with 
a pressure transducer implanted in the arm using a blood pressure cuff. It 
monitors the level that is used to determine the glucose level in the interstitial 
fluid. Researchers can examine how insulin, exercise, food, and other factors 
impact blood glucose levels by using continuous monitoring. 

○		 Airflow Sensors: The patient’s breathing cycle is monitored by ensuring 
the flow of air in the respiratory path. 

○		 Humidity and Temperature Sensors: It checks and verifies the ambient 
temperature and level of humidity in the hospital wards. 

○		 Oxygen Sensors: It ensures the level of oxygen in the air which is 
given to the patient. 

○		 Pressure Sensors: These sensors monitor a patient’s breathing cycle and 
ensure blood pressure to regularly check the patient’s health. It also checks 
the clogged air and oxygen input filters and is replaced time to time. 

○		 Temperature Sensors: It is used to determine the temperature of the 
patient. 

○		 SpO2 Sensors: It calculates the proportion of hemoglobin that contains 
oxygen in the blood compared to the total amount of hemoglobin 
(oxygenated and nonoxygenated hemoglobin). 

7.3.4 INFUSION PUMPS 

○		 Infusion pumps sensors: It verifies the blockages and decides the 
replacement of the fluid bag that needs to be changed and it also 
monitors the level of fluids or nutrients to the patient. 
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○		 Barcode Scan Engines and Software: It scans the barcodes on the bag 
and the patient band to ensure the right therapy. 

○		 Basic and Aml Switches: These switches cover panels, doors that are 
used as switch operator and controls. 

○		 Magneto-Resistive Position Sensor: It checks the tube’s location in 
the pump chamber and pump motor’s speed. 

○		 Pressure Sensors: These sensors are used to regulate the pincher rollers. 
○		 Subminiature Load Cells: It monitors the weight of the fluid bag of 

patients. 

7.3.5 LABORATORY EQUIPMENT 

These sensors are used in blood and saliva analyzers. 

○		 Barcode Scan Engines and Software: At each level patient’s metadata 
are tracked and validated by these sensors. 

○		 Force Sensors: Force sensor measures the force inside the pump. 
○		 Position Sensor: This sensor checks the location of the magnet in 

extraction needle or the patient sample. 
○		 Pressure Sensors: It regulates the flow of the fluids. 
○		 Temperature Sensors: These sensors maintain the track of the sample 

holder’s temperature. 
○		 Barcode Scan Engines Sensor: It keeps track and maintains sample 

metadata and its related information. 
○		 Pressure Sensors: Applying pressure on specimens causes blood cells 

to condense into smaller and fewer cells. 
○		 Magneto-resistive Position Sensor: This sensor is used to track the 

sample tube’s position. 
○		 Airflow Sensors 
○		 Ventilators and Oxygen Concentrators: In ventilators and oxygen 

concentrators, airflow sensors are used to check and regulate the 
airflow to the patient as well as to monitor the patient’s inhale cycle. 

○		 Respiratory Monitoring: Airflow sensors keep track of a patient’s 
respiration. The flow of air is measured by using Airflow Sensors. 
They can be used to ensure that the patient receives the desired 
combination, as determined by the doctor. 

○		 Gas Chromatography: It is precise and accurate in gas flow moni­
toring and control. The ceramic flow tube airflow sensor is intended 
to reduce outgassing while improving accuracy and reliability. 
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7.4 MAJOR PROPERTIES OF SENSORS 

Basically, sensor nodes are tiny wireless devices that can collect different 
physiological indicators and are put on, around, and in the human body. They 
generally have the following features2: 

• 	 Because the sensor nodes are small (less than 1 cm3), the battery 
size of the sensors is small, and the amount of energy accessible is 
typically limited. Furthermore, sensors are expected to function for 
an extended length of time, and replacing sensor batteries, particu
larly when they are implanted within the human body, is extremely 
difficult. As a result, in medical sensors, finding solutions to decrease 
energy use and capture more energy is constantly necessary. 

• 	 Sensor nodes are often diverse, and depending on the sort of data 
they gather, they demand varying energy resources from the network 
showing the variability of sensors depending on different data rate 
requirements.19,23  The data rate might range from a Kbps to many 
Mbps, as seen in the table. 

•	  There are no nodes that are redundant. All the nodes have an equal 
amount of significance and are added according to the application’s 
requirements from a few kilobits per second to many megabits per 
second. 

•	  To maintain the interference and health issues, nodes have a very less 
power to transmit. 

•	  Because nodes are often controlled by medical personnel rather than 
engineers, they should enable self-organization and self-maintenance 
features. When a node is attached to the human body and turned on, 
it should automatically join the network and establish connections. 

7.5 SENSORS’ WIRELESS COMMUNICATION TECHNOLOGIES 

The sensors’ wireless communication forms three types of networks16,20: 

• 	 Communication wearable sensor device or implanted sensors in the 
body and a receiver placed outside the body is known as in-body 
network communication. 

• 	 On-body network communication: utilized to communicate between 
worn sensors and coordinate with other devices that collect data and 
send it to a local machine. 

­
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•	 External network communication: Used to communicate between 
the coordinator and a back-end server on the other side of the world. 
It lists the various technologies and protocols that are utilized for 
short- and long-range communication between sensors, coordinator 
devices, and external back-end servers. It demonstrates that short-
range communication protocols such as the Industrial Scientific 
and Medical (ISM) band and the Medical Implant Communication 
Service band are utilized to establish in-body and on-body network 
connections. 

7.6 MAJOR ADVANTAGES OF SENSOR IN HEALTHCARE 

Improved sensitivity during data gathering, virtually lossless transmission, 
and continuous, real-time analysis are just a few of the benefits of sensors. 
Processes are active and executed properly thanks to real-time feedback and 
data analytics services. 

Sensing technology has evolved throughout time, resulting in today’s 
smart and intelligent sensors. Smart sensors, unlike traditional analogue 
sensors that have no active components, have electrical circuits that allow 
them to collect measurements and output values as digital data. These sensors 
have a variety of sensing devices mounted atop a signal converter, as well as 
embedded CPU units. 

Intelligent sensors can perform a variety of inherently intelligent 
operations, such as self-testing, self-validation, self-adaptation, and self-
identification. They are familiar with process needs, can manage a wide 
range of circumstances, and can identify problems in real time to aid in 
decision-making. These smart sensors are configured to respond to a variety 
of process circumstances, allowing executives to get the most out of them. 

Companies may enhance productivity, improve energy efficiency, and 
lower the total cost of ownership of their facilities by switching to smarter 
sensors and efficiently utilizing data acquired from processes and assets. 
Process leaders may identify regions of excessive energy usage and take 
necessary actions to reduce energy waste with continuous monitoring and 
data retrieval. This strategy will assist businesses in achieving the United 
Nations’ Sustainable Development Goals (SDGs), such as “Affordable 
Clean Energy,” “Industry, Innovation, and Infrastructure,” and “Responsible 
Consumption and Production.” 

The importance of healthcare software solutions cannot be overstated, 
as technology promises to improve healthcare services and relieve the strain 
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imposed on healthcare providers. This is especially important given the 
ageing population and the rise in chronic illness cases. 

The main advantages of IoT sensor implementation in healthcare: 

1.	 Remote monitoring: In the medical emergency, remote monitoring 
that linked IoT devices may detect illnesses, cure diseases, and save 
patients’ life. 

2.	 Prevention: Sensor nodes assess health conditions, nutrition’s 
choices, and the environment and suggest survival steps to decrease 
the development of illnesses. 

3.	 Reduction of healthcare costs: The Internet of Things decreases the 
cost of medical visits and hospital stays while also making testing 
cheaper. 

4.	 Medical data accessibility: Medical records with digital storage 
make it possible for patients to obtain good treatment; they also assist 
healthcare practitioners in the best medical decisions and discard 
problems. 

5.	 Improved treatment management: IoT devices help with medi­
cation administration and treatment response tracking, as well as 
reducing medical mistakes. 

6.	 Improved healthcare management: Healthcare organizations may 
gain important information on equipment and employee effective­
ness and utilize it to recommend changes using IoT devices. 

7.	 Research: Due to IoT devices that can gather and analyze huge 
amounts of data, they have a lot of potential in medical research. 

7.7 CHALLENGES AND THREATS 

Although the Internet of Things has a lot of potential in healthcare, there 
are still a lot of obstacles to overcome before it can be fully implemented. 
The following are the risks and drawbacks of utilizing linked devices in 
healthcare: 

1.	 Security and privacy: Healthcare systems have the potential to be 
compromised; thus, security and privacy is a key issue discouraging 
people from utilizing IoT used for medical purposes. Loss of sensi­
tive information regarding health of patients and whereabouts, as 
well as tampering with sensor data, might have serious repercussions, 
negating the IoT’s benefits. 
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2.	 Risk of failure: Sensor and other tool performance can be affected 
by hardware failure, putting healthcare operations at risk. Further­
more, loss of a planned application update might be much riskier. 

3.	 Integration: Due to less consensus on IoT protocols, devices may 
not be compatible. The lack of consistency hinders IoT from being 
fully integrated, limiting its potential usefulness. 

4.	 Cost: While the Internet of Things has sufficient potential to save 
medical costs, the overall cost of implementing and training of staff 
is rather significant. 

7.8 CONCLUSION 

It is hard to judge and diagnose many diseases early on in their course, 
allowing patients to get effective therapy. To successfully identify illnesses, 
it is tough to create simple, sensitive, and cost-effective diagnostic systems 
such as healthcare. Healthcare sensors have a wide range of medical 
applications that benefit clinicians and patients for a variety of reasons, 
including disease control, clinical care, preventative therapy, patient 
health information. Micromaterials have seen a lot of use in the creation 
of biosensors in recent years. The primary goal of clinical medicine is to 
classify patients using biosensors that are simple to use. Healthcare sensors 
enable customised medicine, which provides a fresh approach to medical 
practise today, according to most experts. This strategy has a huge impact on 
healthcare, resulting in a plethora of therapeutic and diagnostic options. In 
this regard, the collaboration of biosensors and the advancement of science 
and technology can result in a larger range of experience, more complex 
things, and commodities. This technology will help to solve a variety of 
medical problems. Healthcare sensors will aid in the development of tailored 
cancer therapy. Many medical sensor design and development opportunities 
will arise because of the nanomaterial-based mechanism’s application to a 
variety of difficult medical challenges. 

Sensors are crucial in the healthcare business. Different sensors can be 
used in various healthcare applications. This will make it easier for patients 
to survive in a constantly changing environment. Different types of sensors 
may be used to check the most fundamental functions of the human body, 
which might assist to avert serious issues in healthcare. Diseases can be 
easily identified at an early stage, allowing for the avoidance of catastrophic 
consequences. Sensors are inexpensive and dependable equipment. In this 
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study, we successfully investigated sensors and their types, as well as sensors 
used in healthcare applications. 
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ABSTRACT 

The automation and security concept attribute the application of the Internet 
of Things (IoT) in a vast advanced topographical territory. IoT refers to the 
interconnection between numerous sensors and the cloud. It is a network 
where devices are embedded with sensors, actuators, and software. IoT is 
implemented in smart home security and automation to improve the environ­
ment with the ease of digitalization, promising to make every small task 
effective while improving personal satisfaction for home occupants. When 
the talk comes with the house, the concept of making it safer, smarter, and 
automated comes to play. The huge arrangement of the IoT is empowering 
smart security and automation techniques all over the world. This chapter 
concentrates on developing an automation system for smart home and 
wireless security, which convey the alerts to the homeowner by using web 
(through ThingSpeak) triggering an alarm, needed according to the range 
of values set, using Wireless Sensor Network (WSNs); Wi-Fi as a commu­
nication protocol and android app for remote controlling of devices. The 
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proposed system works on the real-time monitoring with the app. Alert 
system in case of fire, air saturation level. App-based remotely controlled 
energy-efficient and data encryption controls system for home appliances 
like fans, window cartons, energy consumption, tube lights, using various 
sensors and actuators. This chapter also explores the different pieces of smart 
home. It includes gas leakage information, temperature, and humidity using 
various sensors connected to the microprocessor and internet. 

8.1 INTRODUCTION 

Internet technology connects services, appliances, and instruments to the world 
wide web by the medium of wireless technologies. Over 9 billion “things” 
are linked to the internet as of now. “Things” associated with the internet are 
predicted to cross 20 billion in the forthcoming year. The Internet of Things 
(IoT)1 provides us with an environment that is the interconnection of devices 
such as appliances embedded with software and hardware; thus, devices are 
able to fetch data over a network and are also able to communicate with each 
other. Today, the demands of automated systems are increasing rapidly to 
reduce human intervention.2 With this increasing demand comes the increase 
in competition which forces the competitors to come out with more advanced, 
intelligent, and user-friendly models. The IoT has multiple applications and 
facilities in various domains, but the two main aspects that are discussed are 
smart security and home automation system.3 This technique is incorporated 
in working places or houses to make the gadgets more convenient and 
automated. Smart security can be achieved with motion of the sensor. It will 
sense the movement at the entrance and send a notification if anything goes 
wrong. Home automation relies on the IoT that can operate the task easily 
and in a more efficient manner. Safety is the most crucial and effective thing 
for people in different sectors to protect their essentials. Since the rate of 
crime is increasing nowadays4 and to cope with it, a smart security system 
is structured to secure the place in the absence of an owner. On the other 
hand, home automation refers to controlling and managing home appliances 
by using a micro-controller computer technology.5 This system can be used 
in many ways such as to control switching lights, fan, door locking security 
purpose, etc.6 Atomization or self-regulating is the intelligence of the system 
to schedule the appliances associated with the internet through the time-
scheduling programs.7,8 The client can access the whole system in real time 
from anywhere and in any time using internet. This system aims to gain 
satisfaction combined with simplicity. Smart security and home automation 
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systems have many advantages associated with it. One of them is enormous 
capability for energy economies.9 

8.2 IMPLEMENTATION 

The flowchart and the proposed home automation system are shown in 
Figure 8.1 and Figure 8.2 respectively that display the overall structure of 
IoT-based Smart Security and Home Automation.. This framework operates 
basically in two stages. At the first stage, the application Blynk takes the input 
command from the user and passes the required function to the relay module 
to operate the further process such as if a person demands for switching off 
fan or turning up lights then it will respond accordingly. In this process the 
Wi-Fi module ESP32 acts as an interface between that application and relay, 
providing them with Wi-Fi and Bluetooth services to proceed the working 
in an efficient manner. At the next stage, sensor parts are arranged in such a 
way so that if any kind of unwanted activity occurs then the respective sensor 
will react accordingly and transfer the following data over the internet and 
will also maintain the record of it in a database format. Along with that it 
also gives the alert notification through email, displays them on LCD, and 
will trigger the speaker as a warning sign so that the owner could take the 
suitable action to avoid any such accidents. This is a loop type process that 
works continuously to secure the place from danger. 

FIGURE 8.1 Flowchart. 
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FIGURE 8.2 Proposed home automation system. 

8.3 PROPOSED SYSTEM 

In this prototype we have proposed real-time monitoring and controlling of 
different electrical appliances through an android-based mobile application 
as well as we keep track of the security of homes using different sensors. 

8.3.1 SMART HOME SECURITY SYSTEM 

A PIR sensor will be installed at the entrance of the building/home to monitor 
the physical movement of humans. Each day, the body emits thermal energy 
around the wavelength of 9–10 micrometers. A passive infrared sensor 
(PIR) uses pyroelectricity to measure temperature. If a human being is in the 
vicinity, this wavelength can be detected. It is necessary to utilize a simple 
lens to detect a great distance. In the same way, sensors can be calibrated 
so that they operate at maximum efficiency to set a higher threshold for 
sensitivity to domestic pets. Making sure that the room’s floor remains out 
of focus is one way to accomplish this. Any time a person tries to enter 
premises without the permission of the owner/authority.19 PIR sensor will 
detect motion and send the signal to ESP32, which will activate the alert 
system, that is, microcontroller sends an email/SMS to the owner and sounds 
a police siren so that the visitor backs off.20 
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8.3.2 SMART HOME AUTOMATION SYSTEM 

Home automation may provide an effective method of sharing the data 
between family members and trusted people for personal security, and may 
help to reduce energy costs and improve the environment. In this system, all 
the device (i.e., lights, fans, TV etc.) can be turned ON/OFF with the help 
of ESP32 board and relay module to control the appliances from anywhere 
in the home through the mobile phone by using the blink application and 
LPG gas sensor is installed in the kitchen so that it can recognize if any 
leakage of gas and alert the person present over there through the speaker or 
if it happened in the absence of the people then also it will send email/SMS 
to the owner and the LPG gas sensor will be taking the gas level readings 
and feed it in the ThingSpeak website where the person can monitor the gas 
levels all the time.21 Similarly, a flame sensor was also installed in the home 
to detect if a fire accident occurred and then it will send a high pulse to the 
ESP32 which will trigger the speaker and set it to a fire alarm and alert 
everyone.23,24 Thus, we can prevent a huge amount of damage caused by an 
accident. Additionally, it will allow people with disabilities and older adults 
to remain at home safely and comfortably. 

8.4 WORKING OF PROPOSED SYSTEM 

ESP32 is used to read the input values from the pin, gas, and flame sensors 
and here a 16*2 LCD is used for displaying the gas levels surrounding us and 
all gases detected from the gas sensor will simultaneously send data over the 
internet to keep a record and to monitor the gas levels frequently.17 This data 
can be even useful for future study. As shown in Figure 8.3,18 Table 8.1 is the 
specifications of components being used. 

8.5 SYSTEM DESIGN 

The circuit diagram of home automation and security systems is simple. 
Starting with power supply, a regulated 5 V power is required for ESP32 
and all the components are connected to it; the female power jack is given 
to connect a 5 V adaptor or battery. For the security system structure, we 
are using the PIR sensor (i.e. HC-SR501) and the output pin of the sensor is 
connected to the GPIO pin of the ESP32. When the output of the sensor is 
high then ESP32 will process it and send the signal to MAX98357 which will 
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FIGURE 8.3 Block diagram of device.
 

TABLE 8.1 Technical Specification of Sensors and Device Used.
 

Sensors Module 
Name 

Supply 
Voltage 

Output 
Signal 

Operating 
Range 

Use 

PIR Sensor HC-SR501 4.8V - 20V OV/3V 
(Output high 
when motion 

Temperature: 
-20°C - 80°C 

Thermal 
Sensing 

detected) 
Gas Sensor MQ-5 5V Analog Signal 300-

10000ppm 
Measure 
Hydrocarbon 
gases 

Flame Sensor YL-38 3.3V - 5V Digital Signal 760nm-
1100nm 

Hydrogen 
Station 

(Light 
wavelength) 

Wi-Fi Module ESP32 2.2V - 3.6V Analog signal Frequency: 
80MHz-

Provide 
Wi-Fi and 

240MHz Bluetooth 
Display LCD 16*2 4.7V - 5.3V — Temperature: 

-20°C - 70°C 
Output 
Display 

Switch 4-Channel 
Relay 

3.3V - 5V Digital Signal Temperature: 
-40°C - 85°C 

Time Delay 

transmit to the speakers connected to it. Flame sensor (i.e. YL-38) and LPG 
gas sensor (i.e. MQ-5 or 6) are connected to ESP3225 and if the values are 
above the desired output levels it will send a high pulse to the microcontroller 
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and then it will again enable the speaker and set it to provide tone for the alert 
system. For the home automation system, we have connected a 4- channel 
relay module and all the relays are SPDT26 (i.e. Single Pole and double throw). 
As all the connections of the relays are the same, it has 5 pins, two relay coil 
pins, common, normally closed, and normally open. To control these relays 
we connected to GPIO pins of ESP32. The neutral wire from the 220 V AC 
supply is directly connected to the neutral point of home appliances, while 
the phase wire is connected with the home appliances through the relays and 
finally we have a 16*2 display connected to the microcontroller to fetch the 
data collected by the sensors and display in it. All the connections are shown 
in Figure 8.4.27 

FIGURE 8.4 Circuit diagram of smart home automation and smart security system. 

8.6 APPLICATION AND WEBSITE 

The application Blynk can control Arduino, Raspberry Pi, and similar 
devices with Android and iOS devices. This tool lets you create a visual 
interface for your projects by dragging and dropping widgets. You can start 
experimenting immediately after completing it in less than five minutes. On 
the other hand, ThingSpeakTM is an IoT analytics platform that aggregates, 
visualizes, and analyzes live data streams in the cloud. It provides instant 
visualizations of the data posted by your devices to ThingSpeak. Anyone 
who can use it can analyze data from it because the user interface is so easy 
to understand. 
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8.6.1 BLYNK APPLICATION 

The Internet of Things (IoT) company Blynk offers a platform for the 
development of mobile (iOS and Android) apps that allow access to the 
internet and the monitoring and control of electronic devices remotely over 
the Internet. We can create our own dashboard through which we can arrange 
buttons, sliders, graphs, and other widgets. We can turn pins ON and OFF 
and display data from sensors using widgets.28 Blynk application is ideal 
for interfacing with IoT projects such as monitoring the temperature or 
turning on and off home appliances remotely. Using the Blynk library, we 
can control pins from your phone. So first create a new account in Blynk 
application and log in into account as shown in Figure 8.5(a). We need to 
create a new project and choose the device ESP32 Dev Board and connection 
type wi-fi as shown in Figure 8.5(b).29 Authentication tokens will establish 
the connection between our hardware and smartphone. Then we need to add 
widgets to our projects from the widget box we can select buttons to operate 
our system as in Figure 8.5(c). Now our application is ready to run as shown 
in Figure 8.5(d), which lets us interact with hardware and control remotely.30 

FIGURE 8.5 Application (a) account creation page, (b) create new project, (c) menu page, 
and (d) working page. 

8.6.2 THINGSPEAK 

It is an open-source communication system written in Ruby, so users can 
chat with internet-enabled devices via the internet.31 API access is provided 
to social networks and devices, making it easier to access, retrieve, and carry 
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out logging. Its main advantage is the ability to send data to devices via 
several popular IoT protocols and to visualize data in real time.32 Furthermore, 
data from third-party sources can be obtained, aggregated, and analyzed 
automatically by scheduling or triggering IoT analytics. It is possible to 
prototype and build IoT systems without requiring servers or web coding. 
Connecting to ThingSpeak server is easy; we need to create an account and 
then create channels for individual sensor and your requirements.33 

It is important that network credentials, channels, and API keys are 
inserted before uploading code to the ESP32 board and selecting the baud 
rate. As soon as ESP32 is connected to the ThingSpeak server it will collect 
the data from the gas sensor at a certain interval of time,34 it will be going 
to plot a graph by connecting all the values as shown in Figure 8.6. For 
LPG gas it is considered immediately dangerous at a level of 2000 parts 
per million, 10% of the lower explosive limit. Whenever the values are in 
dangerous ranges, an alarm will be triggered and an alert mail will be sent.35 

FIGURE 8.6 Gas level values and graph in ThingSpeak. 

8.7 RESULT 

The proposed smart security system home automation system is being set 
up and tried-and-true over a prototype room of college in which four 220V 
devices are connected and all are operated with a blynk application as shown 
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in Figure 8.4(d) along with the speaker, PIR sensor, gas sensor, and flame 
sensor. All these outcomes were noted and screenshots were taken and results 
that have come from the above setup can be reflected in the ThingSpeak that 
has been shown in the graph below in Figure 8.7(a), where we see the values 
of present and past values also and along with the LCD displaying the value 
of gas level frequently as shown in Figure 8.7(c). At last we checked our 
alert system where we send mail to the owner if the gas level is above the 
threshold value and it is successfully done as we can see in Figure 8.7(b). 

FIGURE 8.7(a) Graph of gas level in ThingSpeak. 

FIGURE 8.7(b) Alert email received with date and time by the owner. 
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FIGURE 8.7(c) LPG gas levels of a sample having concentration of gas 865 ppm indicating 
no gas leakage status. 

8.8 CONCLUSION 

In this paper, smart home security and automation are optimized by using 
an ESP32 Wi-Fi module. The idea is to automate different electrical 
appliances without the need for human interference. A smart and intelligent 
home keeps track and record of various environmental variables and guides 
the appliances based on the requirements of its occupants. In addition to 
automating household appliances, it also notifies the user via mail if the gas 
level rises above the threshold and if it leaks. Taking the above features into 
consideration, we developed a prototype and tested it. 
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ABSTRACT 

Prevalence of chronic disorder and increased aging population leads to 
continuous monitoring of vital signs for proper diagnosis. This chapter deals 
with the design of a web-based monitoring system for continuous ECG 
signal monitoring in real time and feature extraction for estimating the heart 
rate. Different signal processing techniques are implemented for filtering the 
signal and extracting the appropriate features to estimate the physiological 
parameters. The filtering techniques and multiresolution wavelet analysis 
methods are applied on the real-time signal for quality assessment and 
vital parameter measurement. Different experiments are carried out for 
measuring the vital signs from the extracted features. The research proposes 
a web-based monitoring of real-time ECG signal for continuous monitoring. 
The design and development of the proposed system is implemented in the 
graphical programming environment. The collected information is displayed 
to the physician and the user via a web-based communication for an efficient 
remote monitoring. 
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9.1 INTRODUCTION 

Cardio Vascular Disease (CVD) leads to a major cause of mortality globally 
that constitutes a significant challenge to health care network practitioners. 
Based on the report provided by WHO, the death rate due to CVD per year 
is nearly 17.9 million, which makes life-threatening disease to human health 
globally. The causes for CVD are improper dieting, unhealthy habits of indi­
viduals, excess weight, and lack of exercise. The sudden changes in heart 
and blood vessels are the main reason behind the CVD. There are various 
diseases included in CVD such as coronary artery diseases, abnormal heart 
rhythms, rheumatic heart disease, heart failure, hypertensive heart disease, 
stroke, cardiomyopathy, congenital heart disease, valvular heart disease, 
peripheral artery disease, thromboembolic disease, and venous thrombosis. 
Each of these diseases has several symptoms that include changing blood 
pressure, variation in heart beat, and increased glucose level. In healthcare, 
the mentioned heart-related problems are easily monitored with the support 
of healthcare devices and measurement system. Early identification of these 
symptoms highly reduces the mortality rate which enables the healthcare 
providers to deliver necessary treatment.1 Early identification is possible 
through continuous monitoring of the individual’s health status by perceiving 
the various vital parameters such as heart rate, breathing rate, blood pressure, 
oxygen saturation, and body temperature. 

For continuous monitoring, the utilization of noninvasive methods with 
more flexible and reliable measurement system for accurate measurement 
is highly preferred in the healthcare system. Electrocardiogram (ECG) 
recording is one of the most widely used methods for acquiring the biosignals 
for estimating the heart rate.2 Recently, more devices have been developed 
in continuous monitoring without affecting the daily activities that are used 
in both home and hospitals. These devices are mainly used for monitoring 
the individual’s health status at home and help in predicting and identifying 
CVD. The electrocardiogram (ECG) is used for recording electrical activity 
and states the main direction of electrical impulses throughout the heart. 
ECG signals are significantly used in a wide range of biomedical applica ­
tions that lie on bio-signal acquisition for chronic patient surveillance, 
cardiovascular disease diagnosis, identifying different arrhythmias, sleep 
apnea detection, predicting sudden cardiac arrest, emotional, and physical 
activity recognition systems. Chronic heart disease and sudden cardiac 
mortality can be reduced by early identification and giving proper diagnosis 
at right time. For diagnosing CVD, the most efficient way is to examine 
the ECG signal continuously. The rapid change in features of ECG signals 
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represents the change in the physiology of the heart muscle. The abnormal 
electrical activity of the heart shows the different arrhythmias in ECG. 
The morphological features of the ECG signal are measured accurately by 
extracting the fiducial points such as its onset, offset, and peak points. For an 
effective analysis of ECG, a quality signal acquisition method becomes more 
important. Most common noises are baseline wander, power line interfer­
ence (PLI), and electromyogram (EMG) noise. To avoid these noise signals 
and to minimize the false alarms, there is a need for automatic assessment of 
ECG signal after real-time signal acquisition. This can be done by removing 
ECG noises using filtering techniques. 

The signals for preprocessing and feature extraction can be acquired from 
real-time patients and also MIT-BIH Arrhythmia database. Signal processing 
approaches play a crucial function for extracting the necessary information at 
specific intermission for accurate measurements. Various learning algorithms 
and advancement in signal processing approaches lead to an effective early 
prediction and detection of CVD so that timely treatment can be given to the 
patient before the disease becomes critical. For the early detection of CVD, 
continuous monitoring is very essential for providing the accurate diagnosis. 
During emergency situation, it is necessary to provide the treatment 
remotely. The data can be wirelessly transmitted to the physician with the 
support of a web server, so that the physician can monitor the patient’s health 
status remotely. It also provides system flexibility to monitor the patients in 
isolated place at any time. With the support of web-based communication 
technology, more than one patient can be monitored simultaneously by the 
physician and can provide appropriate treatment. The entire section deals 
with the development of a web-based system, where the ECG sensors are 
used for acquiring the real-time signal to measure the vital parameters. 
Filtering techniques are applied to discard the noise signal and the quality 
of the signal is improved for possible feature extraction. The features such 
as QRS amplitude, PR interval, and QT interval are extracted from the ECG 
signals with the support of multiresolution wavelet analysis and the measured 
vital parameters are displayed to the physician for long-term monitoring 
by developing a web-based monitoring system. The paper is organized as 
follows: Section 9.2 of this paper gives the background of the ECG signal 
which explains the interpretation of ECG signal and survey on the related 
works, Section 9.3 provides various materials and methods used with system 
architecture for vital parameters measurement and monitoring, Section 9.4 
shows the experimental results and their discussions, Section 9.5 concludes 
the paper with future scope of the system. 
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9.2 BACKGROUND 

9.2.1 INTERPRETATION OF ECG 

ECG contributes a major part in identifying the problems related to cardio 
vascular system. ECG records the electrical activities of the heart. These 
electrical activities can be measured by placing the electrode above the skin 
at the particular location of the body. For the diagnosis of the heart diseases, 
different wave patterns are obtained from human heart activity represented 
by P, Q, R, S, and T waves. The diseases related to heart can be easily 
identified by visualizing the quality ECG signal. The obtained wave pattern 
includes the peaks and valleys of the P, Q, R, S, T, and U waves. Table 9.1 
explains various representations of the ECG wave pattern. Normal human 
ECG signal has a frequency range of 0.05–120 Hz and is of a very small 
range in millivolts (mV). The various features are obtained mainly on the 
P wave amplitude, duration of QRS complex, and RR interval. Figure 9.1 
shows the wave pattern generated in ECG signal. 

FIGURE 9.1 A schematic structure of ECG wave pattern. 

One of the most important features obtained from ECG for heart rate 
measurement is R peak. The location of other wave patterns can be identified 
using R peak as a reference point. Hence, the detection of R peak becomes 
more important during ECG signal processing. QRS detection has the most 
significant part in disease diagnosis. The QRS detection system is classified 
into two categories.3 One of these categories needs extra computational 
support through digital signal processors (DSP) like wavelet transform and 
the second category merges DSP and analog-to-digital converters (ADC) 
that processes data in real time. Apart from this, the information needed for 
diagnosis can be obtained by detecting the intervals and amplitudes generated 
by the characteristic wave peaks and boundaries. From the various literature, 



 

 
 
 
 
 
 
 
 

 

	

TABLE 9.1 Representation of ECG Wave Patterns. 

Wave pattern Representation	 Duration (s) Amplitude (mV) 
QRS complex Ventricular depolarization 0.08–0.10 0.005–0.030 
P wave Atrial depolarization ≤ 0.11 0.05–0.25 mV 
Q wave First downward wave of the QRS ≤0.03 <0.2 mV 

complex 
R wave Initial positive deflection Right ventricle Variable 

<0.035 Left 
ventricle<0.045 

S wave Negative deflection following the R 
wave 

T wave Ventricular repolarization 0.10–0.25 0.1–0.5 mV 
U wave General repolarization of the Purkinje – 0.1–0.33 mV 

fibers 
RR interval Time elapsed between two successive 0.6–1.2 – 

R-waves of the QRS signal 
PR interval	 Duration from the initial atrial 0.12–0.20 – 

depolarization to the initial 
ventricular depolarization and the 
atrioventricular nodal delay 

QT interval	 Measure of both the ventricular 0.20–0.40 – 
depolarization and repolarization 
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it was observed that the methods chosen for detecting R peak from real-
time ECG signal should be very effective. The improper signal acquisition 
procedure and methods lead to an interference of various noises like motion 
artifact, baseline wandering, and the powerline interference.4 The occurrence 
of motion artifact is due to the movement of patient. Baseline wandering is 
a low frequency noise signal caused due to the respiration and changes in 
electrode impedance. Powerline interference is caused by the stray effect of 
the alternating current fields because of the loops generated in the cables used 
by patients. Therefore, it is highly recommended to preprocess the signal that 
contains different filtering techniques for maintaining the quality of the signal. 

9.2.2 RELATED WORK 

For the past few years, various developments have been sustained for recording 
the ECG signals. Different researches were carried out in eliminating the 
noise signals interfered along with the original signal. Different methods 
were implemented to identify the heart rate, heart rate variability, respiration 
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rate, oxygen saturation (SpO2), and blood pressure. One of the easiest 
ways for eliminating baseline wandering in ECG is using a high-pass filter 
(HPF) which helps in blocking all the drifts and allows the important ECG 
components within the specified wave band. Baseline wander may affect 
the ST-segment which is of very low-frequency components.5 Also, the 
frequency spectrum of baseline wander gets altered during the occurrence of 
ectopic beats during various diseases. Hence, an efficient method is needed 
for a broad range of applications such that the removal of these baseline 
drifts should not affect the original ECG waves. 

Various linear phase filters such as finite impulse response (FIR) and infinite 
impulse response (IIR) are used for preventing the issues generated by phase 
distortion.6 The flexibility of the cut-off frequency used in different applica­
tions can be increased by using various time-variant filters.7 Many researchers 
use multirate system wavelet transform for removing baseline wandering.8 

Empirical mode decomposition (EMD) is also used as there is no need for any 
a-priori known basis to represent the signal.9 The different techniques have been 
investigated by many researchers and tested with the MIT-BIH database and 
also tested for various methods by removing this noise using different methods 
such as stationary wavelet transform,10 combination of dual threshold approach 
and band pass filter,11 combined approach of Hilbert transform and band pass 
filter,12 and dual median filter13 where the baseline drift is corrected. Table 9.2 
shows different methods used by various researchers for removing the artifacts 
generated in the original ECG signal. In healthcare network, the ECG features 
are extracted for disease identification using different methods. R peaks can be 
detected by suppressing this noise signals. Signal envelop filtering weakens 
the amplitude of instantaneous peaks occurred during the physical activities.14 

The QRS complex is further improved by consolidating Savitzky-Golay filter 
with the Shannon energy envelop. Based on the occurrence of R wave interval 
the heartbeat interval can be measured.15 A phase-space reconstruction with 
the help of bandpass filter is proposed for R peak detection from noise signal. 
Table 9.3 gives different techniques used by different researchers for extracting 
the features in ECG signal for different applications. 

9.3 MATERIALS AND METHODS 

9.3.1 ECG SYSTEM ARCHITECTURE 

The sensing module of the proposed system is made up of ECG sensor for 
acquiring the required quantity of physiological signal. The heart rate, QRS 



 

 TABLE 9.2 Different Noise Removal Techniques Used in ECG.

Reference Methods used in ECG Operation Pros/cons 
Vargas et al. 
(2020)
Jin Z et al.
(2019)
Wang et al. 
(2019)

Hsin-Tienet et 
al. (2019)
Chen et al.
(2017)

Shuto et al.
(2017)
Waltenegus 
(2016)

F. R. Hashim et
al. (2013) 

Genetic algorithm- minimization of a

new noise variation estimate


Iterative majorization-minimization

algorithm


Convex optimization method, which

combines linear time-invariant

filtering with sparsity


Fully convolutional network-based

denoising autoencoders


Peak detection and moving average

method


Stationary wavelet transform (haar

wavelet)

Adaptive filter (normalized least mean

square)


 Discrete wavelet transform DWT

(Daubechies) 


Eliminates Gaussian noise, power line
interference and muscle artifact
Utilizes the convexity of a function to find
its maxima or minima and suppress noise
Correction of baseline wandering and
denoising of ECG signals

ECG signal denoising

Removes motion artifacts based on QRS
peak detection

Removes QRS complexes, P and T wave 
from motion affected noise signal 
Eliminates motion artifacts using
accelerometer and gyroscope sensor output

DWT with various thresholds is applied to 
getter better SNR 

The entire noise is not removed but is
minimized.
The source impedance substantially
affects filtering properties
Mode-mixing (IMF has components of
different frequencies) 

Generates fake samples close to real
data
It alters the morphology of the
ECG signal and fails to remove
low-frequency motion artifact
Often fails to detect the QRS peak of
ECG signal, so correlation factor is less
Some random movements were not
removed and it needs extra sensors for
motion artifact removal

Artifacts having a spectral overlap with
the ECG signal are not removed 
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  TABLE 9.3 Methods for Feature Extraction and Identified Parameters.

Reference Methods used	 Identified parameters Application Pros/cons 
 Maheswari A db8 wavelet	 

et al. (2019) 
Rajesh et al. Fourier–Bessel series expansion-
(2019) based empirical wavelet transform 

Wenliang et Pan Tompkins 
al. (2019) 

Antoni (2019) QRS candidate search and QRS 
optimization based on a sliding 
window 

S Raj et al. Discrete cosine transform-based 
(2017) discrete orthogonal stockwell 

transform 
Hongqiang et Kernel-independent component 
al. (2016) analysis, discrete wavelet 

transform 
Changyue et Hidden Markov models, Baum–
al. (2016) Welch algorithm 
Bayasi et al. Adaptive search windows along 
(2016) with adaptive thresholds	 

X. Tan et al. Empirical Mode decomposition 
(2014) 

R peaks, RR intervals 

Amplitude, beat variability 
kurtosis, skewness, entropy 

QRS complex, R peaks, P and 
T waves and its features 

QRS complex, R peaks 

Pre-RR, post-RR, local-RR, 
and average-RR interval. 

Frequency domain feature and 
nonlinear features 

RR intervals and ECG-derived 
respiratory signals 
QRS complex, T-wave 
delineation, and P-wave 
delineation 
QRS-peak detection, Q-wave 
onset and offset 

Arrhythmia Computational complexity due
identification to multiple decomposition levels
Detects myocardial Variations in the T-wave 
Infarction morphology and inter-beat 

duration 
Arrhythmia recognition Robust in noise sensitivity, less 
and classification computational load, and higher

accuracy 
Arrhythmia detection Results are almost

indistinguishable except for large 
peaks and valleys

Arrhythmia detection Feature appears to be similar for
each cardiac event

Automatic recognition Computational complexity due
of arrhythmias to multiple decomposition levels

Obstructive sleep For short time interval the signal
apnea detection obtained is inappropriate
Predicts ventricular During T- and P-wave 
arrhythmia delineation, false indication due

to instantaneous change in sign
Electrocardiogram If Q-wave or S-wave are absent
delineation the onset and offset are distorted 
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amplitude, and different wave intervals are measured from acquired signal 
using the ECG sensor. ECG architecture consists of different layers wherein 
the first layer offers the mechanism for signal acquisition. The desired level 
of input quantity of the acquired signal is achieved by using a low-power 
amplifier that is further transmitted in the LabVIEW environment. The fore­
most section of the measurement system is the analog front-end structure 
that comprises data acquisition and the processing unit. The next layer is for 
preprocessing and processing the signal. Here the various artifacts or noise 
signal interfered with the acquired ECG signal are filtered, and QRS detec­
tion and ECG wave delineation operations are performed. For estimating 
the heart rate, processing of physiological signal and extracting the features 
play a significant role.33 In this section, myDAQ analog device, filtering 
techniques, and wavelet-based decomposition model for vital sign recording, 
processing the signal, monitoring and extracting the necessary features are 
proposed. Figure 9.2 shows the overall workflow of the proposed system. 

FIGURE 9.2 Overview of proposed system work flow. 

9.3.2 SIGNAL ACQUISITION AND PROCESSING 

The recording of ECG signal with ECG sensor is an essential segment of 
biomedical field for measuring patient’s physiological parameters.34 The 
extensive collection of research article in this paper consolidate the use of 
ECG sensor for quality acquisition of signal. For investigations, ECG signal 
is obtained through a single-lead ECG sensor and the measurement is carried 
out at the wrist. Figure 9.3 shows the typical ECG sensor and their output 
ECG signal representation. 

9.3.3 PREPROCESSING UNIT 

The advanced signal processing methods are applied on the acquired ECG 
signal. Real-time ECG is corrupted by noises that are taken in different 
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environmental conditions. The original ECG can be interfered with several 
noise signals and artifacts whose frequency band is the same to that of 
ECG signal. The wide range of preprocessing methods plays a vital role in 
removing various ECG noises. Signal preprocessing with filtering techniques 
provides the removal of unwanted noise signal and delivers the quality signal 
for proper diagnosis. Preprocessing of the ECG signal is carried out by using 
the band-pass filtering method. Band pass filtering enhances the signal-to­
noise ratio and allows the signal within a certain range of frequencies and 
blocks the signal outside that frequency range. BPF consists of two cut-off 
frequencies, upper cut-off frequency for providing the higher frequency 
limit and lower cut-off frequency for providing the lower frequency limit. 
Selecting the exact bandwidth for filtering the noise level is a major challenge 
as the ECG signal has very low amplitude. 

FIGURE 9.3 A schematic representation of ECG signal acquisition with ECG sensor and 
its output. 

9.3.4 FEATURE EXTRACTION AND VITAL PARAMETERS 
MEASUREMENT 

The most important stage carried out during ECG signal processing is feature 
extraction. It is done after the removal of noise signals from the ECG signals. 
Advanced signal processing techniques are implemented for extracting the 
required features from the obtained ECG signal. Among the different ECG 
time domains, frequency domain, and statistical features, R peaks detection 
becomes more effective for estimating heart rate and also other features 
are extracted for better diagnosis. Wavelet-based multiresolution analysis 
is proposed for feature extraction. The wavelet-based analysis method is 
applied on the signal for removing signal trending. For estimating the heart 
rate, a large number of signals from the different subjects have been acquired 
and the quality of the signal for vital parameter measurement is improved 
using the wavelet analysis approach. 



 

  

 
 

  
 

  

  

  

   

9.3.5 WAVELET ANALYSIS 

The advantage of using wavelet-based signal analysis approach is to provide 
time domain and frequency domain information of the real-time signal. 
Wavelet analysis is widely preferred for obtaining the nonstationary signals. 
It can be used for a low range of frequencies to a high range of frequencies 
due to its varying window sizes. The important concern in wavelet transform 
is related to the signal decomposition and the signal reconstruction. This 
is carried out by downsampling and upsampling respectively. According to 
Haddadi35 discrete wavelet transform uses the scale value (s) and position 
value (τ) based on the power of two and can be represented as 

j1  t − k * 2  
ψs,τ ( ) t = ψ j  (9.1)

j 22   

where ψψ the fundamental mother wavelet, s = 2j, τ = k * 2j and (j, k) ∈Z2. 
The attributes of wavelet functions in both time and the frequency 

localization are called wavelet packet. Based on the research focused by 
Rostaghi,36 wavelet packet function ψ i ,j k  can be defined using three indices 
that are oscillation parameter (i), scale parameter (j), and translation parameter 
(k). Mathematically, it can be represented as 

2 i jψ i , ( ) = 2
j 
ψ (2 t k– ) , i = 1, 2, 3, … (9.2)j k  t 

Here the recursive equations are used to obtain the wavelet function ψi. The 
recursive equations can be written as 

2i ( ) = 2 ∞ h k ψ i (2  – ) (9.3)ψ t ( ) t k  ∑ k=−∞
 

ψ i+ t
2 1  ( ) = 2∑∞ g k ψ i (2  – ) (9.4)( ) t k  
k=−∞ 

where h(k) and g(k) are the discrete filters. These are the quadrature mirror 
filters analogous with the scaling function and the mother wavelet function. 

Ci 
, = ∫−∞ 

i t dt j k  

∞ 
f t ( ) ψ j k, ( ) (9.5) 

Using eq 9.5 the wavelet packet coefficient Ci 
,  can be determined. For j k  

regenerating the original signal each of the wavelet packets should be recon
structed. The signal reconstructions are done with the help of inverse wavelet 
transform. In this work the wavelet packets are reconstructed independently. 
For the given wavelet packet (j, i) the signal can be reconstructed as f j

i using 
the equation.6 
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i i i 
j ( ) 

∞ C j kψ ( ) (9.6)f t = ∑ , j k, t dt 
k =−∞ 

The reconstructed signals are added using the wavelet packets of the jth 
decomposition level to regenerate the original signal as given in equation.7 

f t 2 1j 

f j
i t dt (9.7)( ) =∑ 

− ( ) i=0 

The independent wavelet packet’s frequency band with sampling 
frequency Fs is given as equation.8 

FsFj = 
2 j +1 (9.8) 

To avoid the redundancies, downsampling is done by following every 
decomposition level. Eight levels of decomposition are done for recon­
structing the original signal and peak detection. Choosing the correct mother 
wavelet plays an important role in the wavelet-based analysis method. The 
mother wavelet is chosen based on the application used and the type of the 
signal that is used for analysis. The improper selection of mother wavelet 
can influence the outcome of the signal. One of the merits of the discrete 
wavelet transform is its diversity in mother wavelet. The mother wavelet in 
this work is chosen based on the maximum energy to the Shannon entropy 
criterion. The mother wavelet with peak vitality to the Shannon entropy ratio 
is considered to be a perfect wavelet. Figure 9.4 shows the db04 wavelet 
functioning and the scaling function. 

FIGURE 9.4 db04 wavelet function and scaling function for processing an ECG signal. 

9.3.6 WEB-BASED VITAL PARAMETERS MONITORING 

Continuous monitoring of patient signal and its vital parameters becomes 
timely important for analyzing the condition of patient health.37 This will 
provide an early detection of many diseases and also enable the physician to 
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provide an effective treatment.38 This can be done with the help of wireless 
communication technology. This paper proposed a creation of web page to 
transmit the patient data and their signal to the web page. The advantage of 
creating web page provides continuous online monitoring of patient signal 
effectively. 

9.4 MEASUREMENT RESULTS AND DISCUSSION 

The MIT-BIH database is one of the most commonly available standard data-
sets for analyzing different arrhythmias. It was used for the basic researches 
carried out in cardiac disorders all over the world from the 1980s.39 The 
real-time signals are used in this paper for testing the performance of the 
proposed system. The proposed system with the wavelet analysis method is 
used to extract the time domain and frequency domain features from the ECG 
signal. The following features are estimated using the graphical programming 
environment. The ECG sensor is attached to the wrist of the human body and 
the signals are acquired from different patients and processed to get noise 
removed signal as shown in Figure 9.5. The different morphological features 
are identified and extracted with the help of the advanced biomedical signal 
processing tool kit and recorded in Table 9.4. 

FIGURE 9.5 Real-time ECG signal acquisition with ECG sensor. 

The proper identification of the ECG pattern helps to predict the nature of 
heart diseases. The dynamic change of heart activity causes an irregular heart 
rhythm called arrhythmias. It is an abnormal signal generated from the heart 
activity that may result in heart fast and slow functioning. Based on heartbeat, 
there are many arrhythmias that can be found from the pattern of ECG signal. 
The fast heart beat caused by ventricles of the heart is called Ventricular 
tachycardia. The very low range of P-wave amplitude and elevated high PR 
interval in the ECG signal is categorized into Hyperkalemia arrhythmia. The 
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decreased T-wave amplitude in the ECG wave pattern is called hypokalemia 
arrhythmia. The signal with low QT interval is a kind of arrhythmia called 
hypercalcemia. The fast beat in atria causes atrial tachycardia. Figure 9.6 
shows various representations of abnormalities in ECG signal. 

FIGURE 9.6 Representation of various ECG arrhythmias. 

The advanced signal processing techniques play a vital role in processing 
the input signal for extracting the desired features. The multiresolution 
wavelet analysis method brings a solution to analyze the signal effectively 
with the help of mother wavelet. The most widely used wavelet techniques 
such as Harr wavelet, Biorthogonal wavelet, Coiflet wavelet, Discrete Meyer 
wavelets, Symmlet wavelet, Daubechies wavelets are used for ECG signal 
processing. In this paper, Daubechies wavelet is used as it has the shapes 
similar to that of the QRS complex obtained in ECG signal and the energy 
spectrum is centered on low frequencies.40 ECG signal is reconstructed 
from the 8th level db4 decomposition for detecting the QRS amplitude. 
The original signal is down sampled by sampling the signal to a very low 
frequency compared to the original signal. This will lead to eliminating the 
low-frequency noises and the QRS complex is enhanced. 
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FIGURE 9.7 R peak detection before wavelet processing. 

FIGURE 9.8 R peak detection after wavelet processing. 

The soft threshold peak detector is applied on the input ECG signal to 
detect the original R peak as shown in Figure 9.7. The results indicate the 
R peak detection from ECG signal before the wavelet analysis method was 
employed. The multiresolution wavelet analysis method is implemented with 
discrete wavelet transform for reconstructing the original signal to enhance 
the frequency component of original signal. Figure 9.8 shows the recon­
structed ECG signal by the wavelet analysis method with peak detection. 
The number of R peaks is counted with the programming environment for 
60 s to estimate the heart rate of the particular signal. Finally, the proposed 
measurement system is configured with web publishing technology to 
transmit the ECG measurement to the cloud for continuous monitoring as 
shown in Figure 9.9. Table 9.5 indicates the performance assessment of the 
proposed method for estimating heart rate with comparison of heart rate 
measured with standard device. 

9.5 CONCLUSIONS 

This research provides web-based continuous monitoring of electrocar­
diogram signal and vital sign measurement. The developed ECG front end 
system supports the measurement and analysis of the obtained ECG signal. 
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The filtering techniques and multiresolution wavelet analysis method have 
been used to process the signal for extracting the desired features. The 
results indicated that the proposed method estimates the heart rate from an 
ECG signal with an error percentage of 1.31%. The multiresolution wavelet 
analysis with Daubechies wavelets provides an efficient reconstruction of 
original signal by presenting approximation and detail coefficients and is 
more suitable for ECG signal processing. The proposed web-based commu­
nication methodology provides long-term continuous monitoring and allows 
the user to visualize their vital information at home. 

TABLE 9.4 Summary of Extracted ECG Features From Normal, Tachycardia, and 
Hyperkalaemia. 

ECG features Normal Tachycardia Hyperkalemia 

Heart rate mean (bpm) 78 120 84 

Heart rate S.D (bpm) 0.86 0.98 0.85 

QRS amplitude mean (mV) 0.863 1.184 0.636 

QRS amplitude S.D (mV) 0.021 0.011 0.018 

QRS time mean (s) 0.062 0.143 0.058 

QRS time S.D (s) 0.002 0.008 0.002 

PR interval mean (s) 0.15 0.126 0.141 

PR interval S.D (s) 0.009 0.023 0.012 

QT interval mean (s) 0.338 0.337 0.339 

QT interval S.D (s) 0.009 0.06 0.008 

ST level mean (mV) −0.036 −0.211 0.108 

ST level S.D (mV) 0.029 0.039 0.021 

TABLE 9.5 Performance Assessment of Heart Rate Measurement. 

Subjects Measured (bpm) Estimated (bpm) Error (%) 

Subjects 1 78 75 3.84 

Subjects 2 82 78 4.87 

Subjects 3 65 61 6.15 

Subjects 4 87 84 3.44 

Subjects 5 74 72 2.70 

Subjects 6 76 75 1.31 

Subjects 7 79 77 2.53 
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FIGURE 9.9 Web-based continuous monitoring of ECG signal and R peak detection. 
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ABSTRACT 

The concept of Internet of Things (IoT) and its associated developments are 
utilized on several latest smart applications such as agriculture, healthcare 
industries, security services and so on. Specifically, the logic of applying the 
Internet of Things in healthcare field is so important and it is considered to 
be the boom to healthcare industry. Because many patient life is involved in 
such industry so, that the adaptation of latest technologies with such field 
provides a lot of impact and support to physicians to provide best treatments 
in proper time. The IoT device is operating like a bridge to interconnect the 
locally available environment to the remote cloud server. In hospitals, it's 
really a complex task to maintain the patient details in the local system and 
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preserve it for a longer period. Due to the failure cases, it is hard to recover 
the backup from such local machines as well as it is hard to maintain the 
backups for periodical days. In order to avoid such issues a remote cloud 
server-based health record monitoring system is introduced over this article. 

10.1 INTRODUCTION 

The concept of Internet of Things (IoT) and its associated developments are 
utilized on several latest smart applications such as agriculture, healthcare 
industries, and security services. Specifically, the logic of applying the 
Internet of Things in healthcare field is so important and it is considered 
the boom to the healthcare industry. Because many patients’ life is involved 
in such industry, so the adaptation of latest technologies with such a field 
provides a lot of impact and support to physicians to provide best treatments 
in proper time. The IoT device is operating like a bridge to interconnect the 
locally available environment to the remote cloud server. In hospitals, it is 
really a complex task to maintain the patient’s details in the local system 
and preserve it for a longer period. Due to the failure cases, it is hard to 
recover the backup from such local machines as well as it is hard to maintain 
the backups for periodical days. To avoid such issues a remote cloud server 
based health record monitoring system is introduced over this article. This 
book provides a smart health care monitoring system with the adaptation of 
latest technologies such as Internet of Things, Radio Frequency Identifica­
tion (RFID)-based security management, Smart Sensor associations, and 
Disease Prediction Logic. All these benefits are accumulated in a single pack 
called Enhanced Learning-based Healthcare Monitoring System (ELHMS). 
The logic of RFID security is utilized in this approach to provide a security 
to the medical professionals such as physicians, nurses, and so on who can 
access the smart health care device to monitor the details. In addition, this 
proposed health care system provides a provision to the caretakers to monitor 
the required details instantly from their smart mobile phone/tablet/PC/laptop 
without any delay and interventions. This is possible with only the appliance 
of Internet of Things as well as once the data is pushed into the server it is 
considered completely safe and secured due to the efficiency of the server 
management system. The server management system efficiently encrypts the 
health records by using a cipher mechanism called Advanced Encryption 
Standard (AES), so that the records maintained into the server are totally 
safe. The sensor unit contains multiple health-monitoring sensors such as 
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Heart Rate Monitoring Sensor, Temperature Monitoring Sensor, Position 
Identification Sensor, and Global Positioning System (GPS) to identify the 
present location of the respective patient and Global System for Mobile 
Communications (GSM) for sending an appropriate alert to the caretakers 
and hospital representatives regarding any emergency. For the entire health 
care monitoring system it is perfect to provide an efficient support to the 
hospitals during this complex situation with proper security and intelligence. 

10.1.1 MAJOR OBJECTIVES OF THIS STUDY 

The major objective of this smart health monitoring system is to provide a 
sufficient health care details management scheme without any flaws over 
server handling to the users. This provision allows several patients to avoid 
keeping the physical records everywhere as well as this scheme allows the 
respective guardian to view the details of the patients from anywhere at any 
time. The adaptation of Internet of Things (IoT) allows the Smart HealthCare 
Monitoring Kit (SHCMK) on the patient end to connect with the server 
end and store the health details instantly without any delay. The security 
concerns are the major concentration over this study as well as the respective 
security perceptions are carried out in two ways such as: Access Control and 
the Health Data Security. The Access Control logics are handled in associa­
tion with the adaptation of RFID and the data security is achieved by means 
of the cipher mechanism called Advanced Encryption Standard (AES). A 
supervised learning scheme is utilized to provide a good healthcare-assisted 
prediction to the patient and doctors with respect to the analysis of existing 
health records. The existing patient health records are maintained as a dataset 
and preserved separately over the server unit for processing. Those records 
are processed according to the machine learning principles and created a 
model based on the training samples. Based on the created model the health 
prediction for the present patient is analyzed as well as this testing record is 
also appended to the dataset for further reference. With respect to all these 
specialized sensors, latest technologies, supervised learning abilities, and 
the security principles, a novel smart healthcare monitoring system is intro­
duced with intellectual skill set. The proposed approach is termed Enhanced 
Learning-based Healthcare Monitoring System (ELHMS), in which it asso­
ciates all the specified techniques in a proper way to provide an efficient 
healthcare surveillance scheme to the people. The following summaries will 
illustrate all these details in a clear manner with graphical representations. 
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10.1.2 INTERNET OF THINGS (IOT) IN ASSOCIATION WITH 
HEALTHCARE 

The logic of Internet of Things is associated with most of the present smart 
applications to operate and control the entities through online with the help 
of internet services. Most of the companies adapt such technology to carry 
the organizational records into the server end and maintain over there for 
security reasons. The IoT acts as a bridge between the client and the server 
end with respect to the nature of internet-enabled services. The proposed 
healthcare scheme utilizes the logic of Internet of Things to transfer the local 
available health related sensor data from the SHCMK to the remote cloud 
server. The data maintained into the remote cloud server is considered to 
be safe due to the robust security norms of the cloud environment. Usually, 
the cloud-based servers preserve the data into the storage unit by means 
of cryptographic principles. Similarly, in this proposed scheme, a crypto­
graphic logic is followed to preserve the data into the server with proper 
security, in which it is called Advanced Encryption Standard. This cipher 
logic processes the plain text and converts it into cipher text with respect 
to the frequency of 512-bits. The enhancement of the healthcare industry 
through the use of various Internet of Things enabled capabilities, including 
remote access and consistent monitoring of patient medical status, long 
term evaluation of healthcare data, efficiency gains and the advancement 
of technologies for patient centric healthcare rather than hospital oriented 
treatment. 

The Internet of Things technology allows the use of such a diverse 
number of different applications, sensors, portable smart gadgets, electronic 
hand-held devices, and wearable gadgets that have either been connected 
or disconnected (wireless). These devices measure as well as transmit data 
to adjacent networks or access points for some more future evaluation, 
allowing for more rapid response to patients. The proliferation of modern 
communications technology and the association of IoT provide us with 
potential to aid the health care business through the provision of advanced 
ideas as well as to assist patients with severe disease and to meet the needs 
of those with learning disabilities in the context of medical environments. 
In the past, patients and respective caretakers could only communicate 
with physicians via medical visits and phone conversations. The physician 
had very little contact with the patient and it appeared as though able to 
keep up would be unattainable. However, with the advent of Internet of 
Things, global and instant patient monitoring of patients has now become 
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conceivable, unleashing the opportunity to push individuals healthier and 
assist physicians in providing prompt recommendations or medication. The 
advantages and challenges of the specified things are depicted in Figure 10.1. 
The further description details the several advantages and research issues 
confronting the health care environment.1,2 

The following summary illustrates the advantages of the IoT adaptation 
over the healthcare industry in a clear manner. 

FIGURE 10.1 Advantages and challenges of adapting IoT in healthcare field. 
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10.1.2.1 REMOTE HEALTH DATA MONITORING 

With the inclusion of Internet of Things over the healthcare field, the care­
takers and doctors can easily monitor the patient’s health records immedi­
ately from remote areas as well as the patients are not required to carry their 
health reports every time. 

10.1.2.2 QUICKER HEALTH ANALYSIS 

The proposed learning approach ELHMS assists the physicians to analyze 
the health conditions of the patient immediately by means of cross-validating 
it with the already trained model. It helps the physicians to analyze the health 
conditions instantly without any delay. 

10.1.2.3 ECONOMICALLY EFFICIENT 

This kind of proposed approach is efficient in wealth wise with respect to two 
aspects, such as: the proposed health monitoring kit called SHCMK consumes 
only 12 V DC power supply, so that it preserves the energy consumption as 
well as the second one is called data maintenance, by using the proposed 
learning based data handling process the health records and store it into the 
server by means of cryptographic format. Thus the data size is compressed and 
the users can store multiple records in that space without any storage wastages. 

10.1.2.4 FLAW FREE HEALTH SURVEILLANCE 

This system does not require any human intervention and all the surveillance-
oriented things are done in a systematic manner. So, the proposed approach 
has less error probability and provides human-free health surveillance logic. 

10.1.2.5 EFFECTIVE DATA RECYCLING PROCESS 

The recycling process allows the testing of health data appended to the 
already trained model in an intellectual manner for future references. The 
data appended to the dataset is available in clear view for manipulating the 
further records in an efficient manner. 
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The following summary illustrates the challenges of the IoT adaptation 
over the healthcare industry in a detailed manner. 

10.1.2.6 SECURITY AND ACCESS CONTROL 

The data maintained into the local environment is complex to manage 
during disaster periods but the data maintained into the remote cloud server 
is considered to be safe. However, the data is not maintained into the client 
place, it is in the place of a remote entity and other service providers. So, 
security is a serious concern over this approach. The Access Control logics 
are the other crucial issue needed to consider as well as the access control 
logics need to be improved by using some recent technologies apart from the 
classical credential-based authentication scheme. 

10.1.2.7 PORTABILITY 

In literature3, 4 lots of health care monitoring kits are designed and imple­
mented in real-time exposures. But all are having certain portability issues 
such as the hospital entity needing to customize their products for adapting 
such latest provision or else the smart health monitoring device needs to 
be customized according to the convenience of the hospital. The logic of 
portability is again a great challenge in the proposed approach design. 

10.1.2.8 HETEROGENEOUS NATURE 

The health care monitoring application needs some centralized data processing 
unit for manipulating the data from multiple smart devices connected with the 
patient end as well as all the connected smart devices in single hospital area 
need to share the same internet service for accumulating the health records of 
the patient. 

10.1.2.9 BIG DATA LOGIC 

The data maintenance over the remote cloud server unit is complex in dealing 
with health records, in which the records are continuously collected from the 
smart device end (SHCMK) and passed to the server end for manipulation 



 

 

 

TABLE 10.1 Analysis of Conventional Cloud-based Data-Handling System. 

Controller used Connectivity Remote server 
storage 

Smart sensor 
association unit5 

Arduino controller6 

Arduino YUN 
controller7 

Arduino UNO 
controller and IDE8 

Arduino UNO 
controller and IDE9 

Arduino UNO 
controller and IDE10 

Raspberry-PI11 

ESP8266 with think 
device12 

Arduino UNO R3 
controller13 

Raspberry-PI14 

Arduino mega 
controller15 

Global positioning system (GPS)-based location 

details obtaining and netbook simulation software.
 
WiFi-enabled connectivity is obtained and 

programmed used Arduino IDE.
 
Short range connecting mediums such as Bluetooth/
 
ZigBee. Programmed using Arduino IDE.
 
Global system for mobile communications (GSM) 

module is used to establish the connectivity between 

client and storage unit. 

Short range connecting mediums such as Bluetooth 

are used and for identifying the location details GPS 

is used.
 
Short range connecting mediums such as bluetooth 

are used.
 
WiFi-enabled connectivity or else the connection is 

established by means of Ethernet.
 
WiFi-enabled connectivity.
 

WiFi-enabled connectivity.
 

WiFi and Bluetooth-assisted connectivity.
 
WiFi/ZigBee-enabled connectivity.
 

Available 

Available 

Available 

Unavailable 

Available 

Unavailable 

Available 

Available 

Available 

Available
 

Available
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and storage. In this case, a separate data-handling logic such as Big Data is 
required to manage these continuous records in an intellectual manner. 

10.1.2.10 HEALTH PREDICTIONS 

Along with all the specifications mentioned earlier, proper prediction logic 
is required to evaluate the testing (present/live) health records of the patient 
with the server end dataset model and provides proper risk factor results in a 
clear manner. Thus, the physicians can easily analyze the health condition of 
the patient in a time-efficient manner. 

Table 10.1 illustrates the traditional cloud-based data-handling system by 
using Internet of Things interfacing scheme. 
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10.2 SMART HEALTHCARE MONITORING KIT (SHCMK) 

This study describes the detail on proposed approach smart health care moni­
toring kit called SHCMK, in which it is associated with number of smart 
sensors to accumulate the patient’s health summary in a clear manner. A 
novel WiFi-enabled ESP32 model microcontroller is utilized in this approach 
to design a smart healthcare kit, in which the sensor unit is associated with 
it in proper pin configurations. The respective sensors used in this kit are 
heart rate estimation sensor, body temperature monitoring sensor, patient 
position identification sensor, RFID reader, GPS, and GSM modules. All 
these sensors are associated together to collect the appropriate data from the 
real-time environments and send those details to the remote cloud server end 
using Internet of Things services. The details of all sensors are described 
clearly in detail over the following summary. 

10.2.1 ESP32 WI-FI-ENABLED MICROCONTROLLER 

All the electronic applications need to be controlled according to the principles 
of respective microcontroller connected into it. The microcontroller is 
generally termed controller, in which all the associated sensors are handled 
with respect to the logic programmed into the controller. Based on such a 
program, the controllers can acquire and analyze the sensor readings and 
operate accordingly. In this Smart HealthCare Monitoring Kit (SHCMK), 
a novel microcontroller called ESP32 is utilized, in which it may operate 
independently or even as a device driver to a client microcontroller unit, 
in which it minimizes the connection protocol complexity over its primary 
system processor. The ESP32 WiFi-enabled microcontroller can communicate 
with several other devices via its Standard Programming Interface, Standard 
Input/output Logics, UART, and I2C protocols to enable WiFi as well as 
Bluetooth capability. The following are the features associated with the 
ESP32 WiFi-enabled module. 

i.	 It consists of 32 bit Xtensa Dual Core or Single Core processor, which 
can operate under the frequency ranges of 160 or else 240 megahertz. 

ii.	 It consists of minimal power coprocessing unit called Ultra-Low-
Power (ULP) Co-Processor unit. 

iii. It contains the memory capacity of 520 Kilobits Static-Random 
Access-Memory (S-RAM) and 448 Kilobits Read-Only-Memory 
(ROM). 



 

 FIGURE 10.2 ESP32 controller. 

  

10.2.2 HEART RATE MONITORING SENSOR 

The heart beat analyzing module is used to estimate the pulse ratio of the 
respective patient, in which it gives the digital output as either LOW or 
HIGH. The digital outputs are accumulated into an array for a particular 
period of time (Ex. 1 min) and analyze the pulse level of the patient in an 
accurate manner. Usually, all the heart beat analyzing sensors consist of LED 
to indicate the beat level via flashing it. The beat calculations are mentioned 
as Beats Per Minute (BPM) ratio, in which the following formulation is used 
to estimate the heart beat level for a minute. 

N NH ← +(1 TL) .	 (10.1)
T 
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iv. 	 ESP32 module inbilt consists of Bluetooth and WiFi with the speci
fications of BLE support, in which the WiFi can operate under the 
frequency standard of 802.11 b/g/n and the 4.2 version Bluetooth 
model. 

v.	  It consists of 34 programmable general-purpose input and output pins. 
vi. 	 Flash encryption and cryptographic security support association is 

available in this device. That is the reason the association of AES is 
included into this approach. 

vii.  Low power consumption of less than 5 V DC. 

Figure 10.2 illustrates the perception of ESP32 Wi-Fi-enabled microcon
troller module in a clear manner. 

­

­



 

 
 
 
 
 
 

 TABLE 10.2 Heart Beat Ratio for Men.16 

Age range Average beats per minute (BPM) Total ratio (BPM) 
Below 1 118–137 104–158 
1 110–125 95–139 
2–3 98–114 88–125 
4–5 87–104 76–117 
6–8 79–94 69–106 
9–11 76– 91 66–103 
12–15 70–87 60–99 
16–19 69–85 58–99 
20–39 66–82 57–95 
40–59 64–79 56–92 
60–79 64–78 56–92 
80 and above 64–77 56–93 

 TABLE 10.3 Heart Beat Ratio for Women.16 

Age range Average beats per minute (BPM) Total ratio (BPM) 
Below 1 115–137 102–155 
1 107–122 95–137 
2–3 96–112 85–124 
4–5 84–100 74–112 
6–8 76–92 66–105 
9–11 70–86 61–97 
12–15 70–87 60–99 
16–19 66–83 57–97 
20–39 61–78 52–92 
40–59 61–77 52–89 
60–79 60–75 50–91 
80 and above 61–78 51–94 
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where H is the heart beat measurement variable, TL indicates the time limit 
taken for measuring the beat, N indicates the overall beat with respect to TL, 
and T indicates the specific time period for heart beat level measurement. 
According to the statistics of National Health Statistics Reports (NHSR), 
heart beat ranges are estimated based on the BPM level and listed in Tables 
10.2 and 10.3, in which Table 10.2 illustrates the perception of heart beat ratio 
for Men and Table 10.3 represents the perception of Women heart beat ratio.16 
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Figure 10.3 illustrates the perception of heartbeat sensor module and the 
patient just needs to hold the finger to the respective sensor for measuring 
the heart beat level. The sensor consists of three pins, in which the pins 
are portrayed with the respective labels such as VCC for power, GND for 
ground, and the data. All these specifications are represented in Figure 10.3 
in a proper manner. 

FIGURE 10.3 Heartbeat sensor. 

10.2.3 TEMPERATURE-MONITORING SENSOR 

This system adapts temperature sensor to measure the body temperature, in 
which the sensor called DS18B20 temperature measurement sensor is used in 
this smart health care kit. This DS18B20 sensor is a one-wire programmable 
sensor and it is globally used to evaluate the temperature of human body as 
well as some complex environments. This sensor can identify the measure­
ments from −55°C to +125°C, in which the accuracy level is variating on 
±5°C. Figure 10.4 illustrates the perception of DS18B20 sensor and the 
patient just needs to touch the sensor for measuring the body temperature. 

10.2.4 POSITION IDENTIFICATION SENSOR 

The Position Identification Sensor is used to estimate the position of the 
patient, in which it provides the value of X, Y, and Z ranges to identify the 
patient is in normal bed position or felt down. The X, Y, and Z values are in 



 

 

 

137 Efficient Internet of Things Enabled Smart Healthcare 

negative state while the patient’s position is abnormal and the values in posi­
tive range indicate the patient is in normal position. Figure 10.5 illustrates 
the perception of the position identification sensor, in which the sensor called 
Micro-Electro-Mechanical-Systems (MEMS) is used to identify the patient’s 
position in a clear manner. This sensor is mainly used to estimate the angle of 
the patient with respect to specific range determinations. The MEMS sensor 
acceleration range of X, Y, and Z will be ±100 g, ±200 g, and ±400 g. 

FIGURE 10.4 DS18B20 temperature sensor. 

FIGURE 10.5 MEMS sensor. 

10.2.5 GPS AND GSM MODULES 

The GPS module is used to identify the location details of the respective 
patient, in which it measures the exact location of the patient by means of 
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latitude and longitude specifications. Based on those coordinates the location 
can easily be monitored by the controller and stored accurately into the server 
end with specific date and time constraints. The GPS device consists of 
miniaturized processor units and associated antennas, in which it can acquire 
information directly from satellites via specific radio-frequency bands. Then 
it will gather timestamps and certain other information from every accessible 
satellite. In this application, a novel Neo-6M antenna-enabled GPS module is 
utilized and it acquires the location details properly. Figure 10.6 will portray 
the perception of the GPS module with the associated antenna in a graphical 
manner. 

FIGURE 10.6 GPS module. 

The Global System for Mobile Communications (GSM) module is 
used in this smart health care kit to send the respective emergency alerts 
to the respective caretakers and physicians to take an appropriate action to 
save the patient’s life in a quicker manner. Generally, the GSM modules 
are used to establish a communication between microcontrollers and the 
General-Packet-Radio-Service (GPSR). The GSM follows Time-Division­
Multiple-Access (TDMS) strategy to send wireless signals over the network 
environment. The GSM module is adapted over this proposed smart kit to 
attain the following features such as enhanced efficiency of spectrum levels, 
global roaming facility to send alerts across countries, improved data quality, 
scalability and provides good performance with lower frequency bands. In 
this application, the SIMCOM900 GSM module is utilized to attain higher 
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efficiency in results. Figure 10.7 illustrates the clear perception of the 
SIM900 GSM module in a graphical manner. 

FIGURE 10.7 GSM module. 

10.2.6 RFID READER AND CARDS 

In this smart health care kit, a specialized access control module called RFID 
reader is connected, in which it cross-validates the respective user’s identity 
by means of associated RFID cards. The staff working in a hospital environ­
ment must carry their smart identity cards to verify their authentication with 
the system. The system authorization process is handled by means of the 
administrator end and the staff including doctors need to prove their identity 
to the system to access the smart device called SHCMK. Once the respective 
staff is authenticated into the device, the sensor readings are marked with 
respect to the identity of the staff member. Thus the caretaker can easily 
monitor the patient’s health details according to the associated staff handling 
the patient. A RFID reader is a network-interfacing gadget, in which it can be 
compact or substantially affixed. It communicates with the respective smart 
RFID cards using radio signals. While engaged, the RFID card transmits 
a signal to the transmitter, which converts it into information. The RFID 
smart card itself contains the transceiver. In this application, a novel RC522 
RFID reader module is utilized to provide higher efficiency in outcome. 
The RC522-based RFID reader operates according to the frequency range 
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of 13.56 Megahertz electro-magnetic field. The associated RFID reader can 
communicate with an ESP32 controller at the maximum data transmission 
rate of 10 Mega bits per second. Figure 10.8 illustrates the clear perception 
of the proposed RC522 RFID reader module in a graphical representation. 

FIGURE 10.8 RFID reader. 

10.3 SHCMK DESIGN 

This study clearly describes the purpose and efficiency of the proposed smart 
health care monitoring system with the adaptation of latest technologies over 
the previous summaries. This illustration provides a logical overview and the 
proposed SHCMK system design with respect to clear block diagram and 
the associated working nature in a clear manner. Figure 10.9(a) illustrates 
the perception of the proposed SHCMK block diagram; Figure 10.9(b) 
illustrates the receiver unit block diagram with clear sensor specification. 

10.4 CONCLUSION AND FUTURE DIRECTIONS 

This article clearly describes the efficiency of the proposed healthcare 
monitoring scheme with the adaptation of several latest technologies to 
improve the conventional systems. The association of Internet of Things over 
the proposed approach improves the performance of the smart healthcare 
system at a drastic level as well as the caretakers attain gains from such 
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FIGURE 10.9 (a) SHCMK (transmitter) and (b) receiver end block diagram. 

development. The proposed Smart HealthCare Monitoring Kit-based health 
surveillance provides higher efficiency, low implementation cost, power 
efficiency, reliability, security, and accuracy in the proper manner. The 
association of RFID-based access control strategy provides more security in 
terms of avoiding the unknown device operations and it is easy to identify 
the respective physicians to provide treatments to patients. By using this kind 
of innovative approach, caretakers can easily monitor the patient’s health-
related details from anywhere at any time as well as with respect to this logic 
patients need not to keep the health records physically at all times. This article 
provides an in-depth examination of established Internet of Things assisted 
healthcare-monitoring services, including their various communication 
protocols as well as the opportunities and limitations associated with remote 
cloud servers. This study has demonstrated the importance of incorporating 
IoT in residential as well as medical environments. Additionally, this research 
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analyzes Artificial Intelligence models that could be utilized in conjunction 
with IoT-enabled systems. The system makes use of multiple sensors to 
monitor the user’s healthcare outcomes using remote cloud platforms to 
gather and analyze the health records. The analytics findings will also be 
used to classify and forecast data in order to recognize potential diseases 
based on risk factors analyzed over the trained model. The controller used in 
this application provides global IoT-enabling support with the specification 
of sensor handling in an intellectual manner. The controller has an ability to 
provide crypto analysis using the AES, in which it has a predefined library 
to process the plain text based on the cipher keys with 512 bit frequency. All 
the proposed solutions provide a sufficient tool to monitor the health care 
constraints of the patient in a proper way. 

In the future, the proposed model can be enhanced by means of adding 
some deep learning algorithms such as Deep Neural Networks (DNN) to 
reduce the time complexity for processing the huge health records as well as 
it will improve the processing accuracy in a fine manner. 
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ABSTRACT 

Solar power is utilized as a power-producing and feeding unit to the 
dc-driving system in this study. For the driving application, a high-
efficiency phase shift full bridge resonant converter is utilized. The 
suggested converter boosts the input power to a greater range while 
minimizing losses. For the ease of design, the converter is activated 
using fixed pulse width modulation. The whole system is mathematically 
modeled in MATLAB Simulink, and a prototype closed-loop system 
model has been created. The solar equivalent circuit is used to create the 
proposed converter and mathematical modeling for the solar panel. With 
a PI controller regulating the motor speed, the motor load is driven at 
maximum speed. This controller is simple to use and reasonably priced. In 
both simulation and hardware, the PIC controller is utilized, and the output 
of the proposed system is assessed and compared. 

mailto:priyarangasamy85@gmail.com
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11.1 INTRODUCTION 

Solar energy, rain, waves, and geothermal heat are examples of renewable 
energy sources that are naturally regenerated on a human timeframe. 
Electricity production, air, water heating, water cooling, transportation, and 
rural energy services are all common uses for renewable energy. Traditional 
biomass accounts for 8.9% of total energy consumption, with heat (modern 
biomass, geothermal, and solar heat) accounting for 4.2%, hydropower 
accounting for 3.9%, and electricity from wind, geothermal, biomass, and 
solar accounting for 2.2%. In 2015, global renewable technology investments 
totaled over $286 billion, with China and the United States spending 
significantly in wind, hydro, solar, and biofuels. With 7.7 million people 
employed worldwide, solar photovoltaic employs the most individuals of 
any renewable energy industry. In 2015, renewable energy accounted for 
almost half of all new power capacity added globally. Unlike fossil fuels that 
are concentrated in a small number of nations, renewable energy sources 
are widely available. Renewable energy and energy efficiency technology 
has resulted in substantial improvements in energy security, climate change 
mitigation, and economic gains. According to the findings of a recent 
literature analysis, when greenhouse gas (GHG) emitters are held responsible 
for damages caused by GHG emissions that cause climate change, a high 
value for liability mitigation would offer substantial incentives for renewable 
energy deployment. In public opinion polls throughout the world, renewable 
energy sources increase like solar and wind power has broad support. 

11.2 SOLAR ENERGY 

Solar energy is gathered in a variety of ways, including solar heating, photo-
voltaic, thermal energy, architecture, power plants, and artificial photosyn­
thesis. It is a significant source of renewable energy, and its technologies are 
classified into passive or active solar based on how they gather and distribute 
solar energy or convert it into solar power. Photovoltaics, concentrated solar 
energy, and solar water heating are all examples of active solar methods. 
Orienting a structure to the Sun, choosing materials with favorable thermal 
mass or light-dispersing characteristics, and designing areas with natural air 
circulation are all examples of passive solar methods. Photovoltaic (PV), often 
known as solar PV, has developed from a small-scale specialized industry to 
a mainstream energy source in the past two decades. A solar cell is a device 
that uses the photoelectric effect to turn light directly into electricity. Charles 
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Fritts invented the first solar cell in the 1880s. Dr. Bruno Lange, a German 
engineer, developed a photo cell in 1931 that used silver serenade instead 
of copper oxide. The crystalline silicon solar cell was invented by Gerald 
Pearson, Calvin Fuller, and Daryl Chapin in 1954, building on Russell Ohl’s 
work from the 1940s. With a 4.5–6% efficiency, these early solar cells cost 
$286 per watt. By 2012, available efficiencies had surpassed 20%, with 
research photovoltaics exceeding 40% is shown in Figure 11.1. 

FIGURE 11.1 Worldwide growth of solar PV. 

11.3 DC–DC CONVERTER 

Prior to the advent of power semiconductors and related technologies, one 
method of increasing the voltage of a DC source for low-power applications 
is to convert it into AC through a vibrator, to step up a transformer and a recti­
fier. An electric motor was utilized to operate a generator with the required 
voltage for greater power (sometimes combined into a single “dynamotor” 
unit, a motor and generator combined into one unit, with one winding driving 
the motor and the other generating the output voltage). When there was no 
other option, such as powering a vehicle radio, these inefficient and costly 
methods were used just a few times. Methods such as converting a DC power 
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supply to high-frequency AC, changing the voltage using a small, light, and 
inexpensive transformer due to the high frequency, and rectifying back to DC 
became economically viable thanks to the introduction of power semiconduc­
tors and integrated circuits. Despite the fact that dynamotors and transistorized 
vibrator supplies for high voltage mobile transceivers are readily available. 

11.4 ELECTRICAL DRIVES 

Both the electrical and mechanical sectors today use modern power elec­
tronics and drives. Power converters are used in electrical motor drives to 
generate DC or AC outputs and to operate from either a DC (battery) or a 
traditional AC source. We will go through the most essential elements that 
apply to all kinds of drive converters here. Despite the fact that there are many 
distinct kinds of converters, all of them, with the exception of the extremely 
low-power ones, use some sort of electronic switching. The importance of 
using a switching approach is highlighted in the Wrist example, which delves 
into the implications in great detail. We will see that switching is necessary 
for high-power conversion, but the waveforms that follow are never optimal 
from the motor’s perspective. The thyristor DC drive is still a popular speed-
controlled industrial drive, particularly when the greater maintenance cost 
of the DC motor brushes (compared with an induction motor) is acceptable. 
The motor armature receives a low impedance DC voltage adjustable from 
the regulated rectifier, allowing for speed adjustment. 

The kind of converter utilized has a big influence on the drive’s efficiency. 
In this research, a high efficiency phase shift full bridge resonant converter 
is used for the DC driving application. The performance of the proposed 
approach is assessed using MATLAB Simulation and hardware. As a power 
supply for the system, MATLAB is used to simulate the solar panel math­
ematically. A soft-switching active voltage divider DC–DC converter with 
minimal power loss has been developed. For small-scale manufacturing, this 
suggested method is utilized to operate a DC motor. 

The suggested research focuses on a voltage doubler rectifier DC/DC 
converter circuit with a broad input range. This approach may be utilized in 
large-scale businesses that need a lot of electricity. Low-power applications 
such as DC drives utilized in small companies, on the other hand, have lacked 
such research.. For low-power applications, selective control techniques and 
power modulators will be utilized. The suggested work in this article is on 
a step-down DC–DC converter with intrinsic balancing. When the inherent 
balancing method is utilized, this task is adequate for extremely low-power 
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applications. However, the MPPT methods utilized in solar power production 
are not compatible with this DC–DC converter. The driving mechanism also 
requires a greater current to operate. To solve the issue, a balanced step-up 
converter of comparable design may be used. 

This article uses a bidirectional resonant DC–DC converter for a high-
voltage fain application. The cost of a resonant converter with bidirectional 
switches is high, and the control and loss reduction methods are complex. 
A design employing a voltage gain technique with a simple design may be 
utilized to overcome the cost at all levels. This article describes a full-bridge 
LLC resonant converter for CC and CV battery charges. The LLC filter’s 
design is very complex, and it comes at a high price. For a small-scale 
application, the requirement filter must be simple and low-cost. The use of 
zvs/zcs in a simple design may assist to reduce the cost and size of the system. 
The aim of this research is to develop and build a brushless DC motor drive 
using a modified zeta converter as a power source with power control. To 
get better power quality at AC mains for a broad range of speed control, the 
suggested BLDC motor drive is constructed and its performance is tested in 
MATLAB/Simulink environment. It has been suggested as a low-cost option 
for low-power applications. The performance of the proposed drive was 
evaluated across a wide range of speed control and supply voltage changes. 
Furthermore, test results on a constructed hardware prototype were utilized 
to validate the performance of the proposed drive. 

The current system’s block diagram shows a parallel connection of a 
thermal electric generator feeding the DC–DC converter. This combination’s 
combined impact provides a high level of power for the required applications. 
The different loads linked in the grid connection are driven by a voltage 
source inverter. The block diagram schematic of the current system is shown 
in Figure 11.2. 

11.5 CIRCUIT DIAGRAM 

In Figure 11.3, an active voltage-doubler rectifier is utilized to produce a 
hybrid resonant dc/dc converter. When the input voltage is higher than the 
nominal input voltage, the converter switches to the PSFB-SRC mode, 
which increases power conversion to switching the primary side switches, 
the converter switches to resonant that boosts the resonant inductor current 
using the active voltage-doubler rectifier on the secondary. The converter’s 
steady-state waveform looks like a hybrid resonant converter, but it doubles 
the boost ratio without requiring secondary diodes. As a result, the suggested 
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design lowers the transformer turn ratio, transformer size, and the number of 
semiconductor devices, resulting in a smaller and less expensive converter. 
Although the architecture is the same, the operating characteristics are signifi­
cantly different. Secondary side switches are used in this article to create a 
closed circuit that increases the resonant inductor current, and secondary side 
switches are also used to balance the secondary voltage without the need of an 
extra balancing circuit. The concept was tested using a 600-W trial prototype. 

FIGURE 11.2 Block diagram of the existing system. 

FIGURE 11.3 Circuit diagram of the existing method. 

A detailed comparison of various power modulators is shown in Table 11.1. 
This detailed study suggested the purpose of using a full bridge boost resonant 
converter with the active voltage doubler output. 



 
TABLE 11.1  Comparison of DC–DC Converters.

Topology Full bridge + 
voltage-doubler 

Full bridge + 
active clamp 

circuit 

Full bridge + 
bidirectional  

GaN AC  
switches 

Full bridge + 
bridgeless 

boost resonant 
converter 

Full bridge + boost
 resonant converter

with active 
voltage-doubler

Operation 
Modes 

Switches 
Diodes 

Resonant Components 
Inductor current in Mode 1 

boost mode Mode 2 
Conduction loss 

(switches and diodes in the path) 

Voltage Gain	 Buck-mode 
Boost-mode

(γ , γ , γ ≥ 1)		1 2 3

CEC Efficiency Buck-mode 

Boost-mode 
Rated power 

Cost 
Circuit design 

Buck mode 

4
2
3 
– 
– 
– 
– 
2n 
– 

95.5 % 

– 
5 kW 
Low 

Simple 

 Buck mode +
boost mode 

4 
3
3 

Resonant 
Resonant 

Boost on: 3 
Boost on: 4 

2n 
n

1− D 

96 % 

N/A 
1 kW 

Medium 
Medium 

 Buck mode +
boost mode 

6 
2 
3 

Linear 
Resonant 

Boost on: 4 
Boost off: 3 

2n 
2n*γ1

97.5% 

≈ 96.1 % 
300 W 
High 

Medium 

 Buck mode +
boost mode 

6 
2 
2 

Resonant 
Resonant 

Boost on: 4 
Boost off: 4 

n 
n*γ2	 

97.6% 
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The proposed block diagram consists of the solar PV panels connected to 
the proposed DC–DC converter. The motor loads are connected to the grid 
to operate parallel. 

FIGURE 11.4 Block diagram of the proposed system. 

Maximum power point tracking technology (MPPT) is used to provide 
a consistent input power to the PV system from solar power supplied by the 
PV system. As a result, the power modulator receives solar PV input and 
produces a high-power output with low ripple. The DC drive for the intended 
application is verified to be fed by this output. Because of the disturbances, 
the motor’s speed may vary or fluctuate when operating under loaded circum­
stances. Such disturbances cannot be resolved at the source, but they must be 
addressed before the load or any other parallel loads are affected. This may 
be accomplished by using a closed-loop controller to set the motor’s speed to 
the desired value. The suggested system is developed utilizing MATALB for 
a single input and single load system; however, multiple loads in a closed-
loop structure would have the same effect. 

11.6 PROPOSED CIRCUIT DIAGRAM 

The proposed circuit diagram is shown in Figure 11.5. In the proposed system, 
the solar PV panels are connected to the recommended DC–DC converter. As 
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a consequence, the power modulator accepts solar PV input and outputs a 
high-power, low-rising output. This output has been confirmed to feed the DC 
drive for the specified application. When running under loaded conditions, 
the motor’s speed may change or fluctuate due to the disturbances. Such 
disturbances are impossible to fix at the source, but they must be handled 
before the load or any other parallel loads are impacted. 

FIGURE 11.5 Circuit diagram of the proposed method. 

11.7 CONVERTER SWITCHING TECHNIQUES 

The steady-state operation of the converter must be investigated to determine 
its behavior for any given set of specifications (line-to-line input voltage Vll, 
rms, output voltage Vo, output current Io, and switching frequency fsw) and 
component values (inductors La = Lb = Lc = Lin, duty ratio D, and switching 
frequency fsw) to develop a procedure for designing the proposed converter. 
Important converter characteristics may be discovered and used to construct 
the design process once the research is completed. The most essential param­
eter to compute for the converter’s design is the dc bus capacitor voltage 
Vbus, since it is only after that other parameters such as input current may be 
determined. In contrast to a conventional two-stage converter, a single-stage 
converter is not solely controlled by the AC–DC boost PFC stage and cannot 
be kept constant on purpose. This voltage may be determined by noting that 
the storage capacitor must be in energy equilibrium while the converter is in 
steady-state operation. 

The energy pumped into the capacitor from the input section must equal 
the energy supplied to the output section throughout a half-line cycle, resulting 
in a net dc current flowing in and out of zero. This cannot be computed using 



 

 

 
 
 
 
 

 
 

154 Intelligent Technologies for Sensors 

an equation with a closed-form solution due to the many possible combina­
tions of input and output modes of operation; instead, it must be solved using 
a computer programme. For an operating point with specified input voltage 
Vin, output voltage VL, switching frequency fsw, input inductor Lin, output 
inductor Lo, transformer turns ratio N = Npri/Nsec, and output voltage Vin, 
the output current Io may be computed as follows: Select the collection of 
criteria and component values to be considered. Assume a duty cycle D as a 
starting “guess” (i.e., D = 0.5) to begin the process of determining a matching 
dc bus capacitor voltage Vbus. Assume that the output current is constant 
before calculating Vbus. Check that the output current is continuous with 
this Vbus value by comparing the peak output current ripple to the average 
current Io. If this connection is satisfied, Vbus equals the value computed. 
If this is not the case, the output current is discontinuous, and Vbus must 
be computed using the formula for discontinuous current mode (DCM). To 
calculate the average current that flows out of capacitors during a half-line 
cycle with Vbus known, use either (16) for continuous current mode (CCM) 
or DCM. The calculated Vbus value is accurate. If this is the case, the oper­
ating point to be discovered is invalid, and the procedure must be repeated 
with a new D value. Figure 11.6 depicts the steady-state analysis technique 
as a flowchart that may be implemented in a computer application. 

11.8 PROPOSED SIMULATION CIRCUIT 

The suggested simulation circuit was created using the Simpower system 
library tools in MATLAB Simulation. The continuous solar output, represented 
by the DC input supply, is called the input. Four thyristor switches link the 
first stage of the DC supply to the AC rectification. For optimal functioning 
of the high boost voltage output, the output is linked to the concept constant 
power transformer. The transformer’s output is fed into single-stage capacitor-
coupled high-power converter switches. The drive circuit is made up of a DC 
drive that is loaded. The simulation circuit created in MATLAB is shown in 
Figure 11.7. 

11.9 SIMULATION RESULTS AND DISCUSSIONS 

In the first stage of AC rectification, four thysistor switches are used, and 
two switches are used in the DC rectification. The thyristor switch G1 and 
G4 gate pulses are activated with a short delay of 100 and a 40% duty cycle. 
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The thyristor switches G2 and G3 are programmed to function in the oppo­
site direction of G1 and G4 and are activated with a short delay of 100 with 
a 40% duty cycle. The pulse produced for the proposed power modulator is 
shown in Figure 11.8. 

FIGURE 11.6 Control logic of the proposed system. 
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FIGURE 11.7 MATLAB simulation circuit diagram. 

FIGURE 11.8 Gate pulse for the proposed power modulator. 

11.10 OUTPUT VOLTAGE AND CURRENT 

The voltage and current at the motor terminal are simulated, and the result is 
the graph shown in Figure 11.9. A 50-VDC input is used to power the proposed 
system. With a voltage of 215 VDC and a current of 3.2 A, the high-voltage 
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gain with boost output is accomplished, resulting in a power output of 688 W. 
The voltage generated in the loaded condition is adequate to operate the motor 
load. With 688-W input power, the motor is rated for 700 W, which is adequate 
to run the motor load. 

FIGURE 11.9 Motor terminal voltage and current of the proposed converter. 

11.11 MOTOR SPEED AND TORQUE 

At full load, the power output from the proposed power modulator is supplied 
to the 700-W DC motor load. The motor is rated for a rated current of 3.0 
A and a rated speed of 1500 rpm. A load torque of 8.0 Nm is applied to 
the motor. The speed and torque waveforms are shown in Figure 20.3. The 
motor has a closed loop speed of 1462 rpm and a torque of 148 Nm when 
utilizing the PI converter. 

The closed-loop model is much more efficient than the open-loop situa­
tion, which has erratic speed and torque circumstances. As a result, the tight-
loop PI controller eliminates speed and torque ripple and provides a smooth 
drive operation, assisting small-scale industrial applications. 

Figure 11.10 illustrates the suggested prototype model. The hardware 
prototype includes a solar panel as well as input electricity as a battery 
source. The circuit’s power comes from a 12-V battery and a 6-V solar 
panel. The DC–DC rectifier device regulates the input voltage to the motor 
load using the input from the battery/solar panel. The driver circuit, which is 
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controlled by the PIC controller, connects and operates the DC motor. The 
motor speed is read by the speed sensor and sent back to the controller as 
feedback. Closed-loop control is used to obtain the required motor speed. 

FIGURE 11.10 Speed and torque curve of the proposed motor load drive. 

FIGURE 11.11 Hardware prototype model. 



 

 

	

TABLE 11.2 Simulation Comparison on Motor Speed. 

Voltage(V) Speed, N (rpm) 
Reference Open loop Closed loop 

215.00 1500.00 1390.00 1462.00 

 

159 Modeling of an Active Voltage Doubler 

11.12 RESULTS AND DISCUSSIONS 

For different circumstances, the simulation and hardware results are simu­
lated and observed. The result comparison of the open and closed loops of 
the motor load in the mathematical modeling using the simulation tool is 
shown in Table 11.2. The graphical examination of the motor speed is shown 
in Figure 11.12. 

1520.00 

1500.00 

1480.00 

1460.00 Speed, N(RPM) Reference 

1440.00 

1420.00 Speed, N(RPM) Open 
Loop 

1400.00 Speed, N(RPM) Closed 
1380.00 Loop 

1360.00 

1340.00 

1320.00 

FIGURE 11.12 Motor speed comparison of simulation. 

The motor terminal voltages are monitored and visually displayed using 
the hardware prototype model, which is configured for different speed 
values. The measured values are shown in Table 11.3. The graphical analysis 
is shown in Figure 11.13. The change in the motor terminal voltage when the 
motor speed is adjusted is shown in this thorough study. The motor voltage 
is not more than 12 V, which is the rated value. 
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FIGURE 11.13 Motor speed versus motor terminal voltage. 
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TABLE 11.3 Motor Speed Versus Motor Terminal Voltage. 

Set speed, N (rpm) Motor terminal voltage (V) 
480.00 4.88 
500.00 5.16 
540.00 5.46 
580.00 6.20 
600.00 6.93 
680.00 7.56 
700.00 7.84 
800.00 10.24 

11.13 CONCLUSION 

The suggested project effort is based on a review of scholarly publica­
tions. This goal is accomplished in the proposed study by mathematically 
modeling the DC–DC converter and the DC motor drive in both open- and 
closed-loop modes. The results indicate that DC motor driving in small-scale 
enterprises is simple when high boost DC–DC converters are used. The 
speed of closed-loop control has improved, according to the findings of the 
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open- and closed-loop simulation experiments. To get to the required speed, 
the hardware utilizes a simple control technique. 

11.14 FUTURE SCOPE 

When higher-end controllers are developed for driving applications, the 
suggested system may have a greater responsiveness. The prototype’s closed 
loop seems to have a sluggish reaction that might be enhanced with a better 
control system, such as artificial intelligence. 
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ABSTRACT 

The skin is one of the most essential organs in the physical body, since 
it protects internal organs and detects cutaneous impulses, among other 
things. Artificial, or better still, electronic skin (e-skin) may be a difficult 
objective to achieve due to its complexity, requiring several different and 
complementary study fields. Nonetheless, there are many and very important 
application areas: Humanoids and industrial robots, artificial prosthetics, and 
biomedical instruments. Despite the fact that it does a tremendous amount of 
labor, the skin is an often ignored organ. Human skin is sensitive and open 
to a variety of stimuli. At the same time, it is tough enough to withstand 
bruising and wounds while still being able to recover in a short amount of 
time. The difficulty with so-called electronic skin, or e-skin, is to include all 
of those characteristics. A comprehensive strategy is often used to success­
fully combat the growth of electronic skin. Starting with the definition of 
the system specification, the mechanical arrangement of the skin must be 
designed and fabricated alongside the electronic embedded system to move 
toward aspects such as tactile processing algorithms and, as a result, the 
channel interface. The e-skin must be flexible and stretchy, for example to 
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accommodate joint motions, and tactile input must be processed in real time 
inside the system control loop. With sensors that monitor pressure, tempera­
ture, humidity, and air movement, this artificial skin may one day resemble 
actual skin in some ways, but in others, it may be even superior. 

12.1 INTRODUCTION 

The skin is the biggest organ in the body, and it can sense pressure, 
temperature, and other complex environmental signals. The skin is connected 
to an integrated network of elastic sensors that provide data about tactile and 
temperature stimuli to the brain’s CNS, enabling the states to process the 
organs in our surroundings securely and effectively. Nonliving skin is based 
on live skin and is made using artificial ways for autonomous intelligent 
robots and medical biological measurements. Electronic networks made up 
of adjustable, elastic nursing devices that are unit appropriate for large-area 
deployment and connected with diverse functions might be a sign of progress 
in the creation of an electronic skin natural skin. In terms of abstraction 
resolution and heat sensitivity, electronic skins surpass their biological 
counterparts. Chemical and biological sensing, as well as critical elements 
like natural degradation and self-powering, may be rapidly implemented. 
Continued quick progress in this field suggests that a fully integrated e-skin 
will be available in the not-too-distant future. The use of physics to mimic 
natural skin’s sensory qualities might be a fertile ground for innovative research 
in AI and human–machine interfaces. Flexible and elastic pressure detector 
arrays with a broad variety of transduction techniques and morphological 
types were devised to replicate tactile sensation with electronic skins. The 
scientific community is emphasizing the need of more research in this field. 

12.2 BACKGROUND 

Many researchers looked at the possibility of using tactile-sensing simulation 
as early as the 1970s, and had unquestionable bound exalting bit sensors, such 
as an artificial hand with perceptible result and a personal computer with a 
touchscreen, but with low resolution and hard materials.8 Until the 1990s, 
exceptional improvements in everglade flexile and stretchy physical science 
for a range of applications were produced.6 Since 2010, tangible sensors with 
improved performance area units have been created to support a variety of 
physical transduction processes, including piezo resistivity, energy storage 
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devices, and the piezo effect.1 These artificial intelligent e-skins will be able 
to discern between a range of physical inputs from the outside world, such as 
stretch, bend, heat, and humidity.5 Self-healing and self-powered devices are 
particularly beneficial for next-generation flexible electronic skins.2 Extremely 
compact, elastic, and useful sensors with high-density integrated circuits and 
diverse chemical or physical sensors are presently being created for applications 
in artificial brilliant, biological observation, and medicinal implant services.7 

12.2.1 FEATURES 

The electronic skin idea was first developed for artificial intelligence appli­
cations. Artificial men might be given pressure sense, enabling them to hold 
objects firmly without damaging them (the collect an egg). These e-skins 
are made up of pressure-sensing polymers and electrical components for 
measuring pressure, and they might help artificial equipment like prosthetic 
legs and arms feel more natural. The transistors that amplify weak signals 
must be flexible enough to mimic human skin, which is a challenge in the 
development of these devices. The energy needed by transistors to improve 
signal strength and gain is determined by the quality of the charge carriers 
in the semiconductor underneath the main layer. Single crystalline unnatural 
compound wafers are used in most computer chips. Alternative materials are 
also investigated since the layers are brittle. A greater proportion of inferior 
carrier quality is found in certain prospective flexible semi-conductors, 
such as promoting polymers. These components are inappropriate for use 
as transistors in electronic skin that is in direct contact with the victim’s 
skin due to their higher voltages. Using particular procedures, it can mold 
fragile semiconductors into a variety of forms. In terms of adaptability, 
chemical element 32 and atomic number 32 are typically on par with 
nanowires. Furthermore, although their barrier properties are superior than 
conducting polymers, they are still inferior to a doped artificial material. It is 
hard to imagine the performance required to use these materials to amplify 
extremely tiny signals that are not inherited from human skin. The e-skin 
is constructed of a single crystal artificial compound that has outstanding 
flexibility and a property comparable to that of personal flexible electronics. 
An oxide unleash layer is protected in this instance by an extremely fine 
artificial chemical layer. For the chemical element layer, a micrometer-
sized lattice is created, and a transfer stamp layer is then attached to the 
split chemical element’s very top. The transfer layer is then manufactured 
and placed to a flexible substrate after that. Electronic skin is more durable 
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than genuine skin for robots. Human skin has smooth, delicate, and sensitive 
touch functions. To avoid rejection for prolonged time taking, the electronic 
skin that may be used for physiological observation must be equipped with 
a network layer that displays mechanical characteristics that are similar to 
those of actual skin. The e-skin should have a fitting touch, intimate integra­
tion, and adequate adhesion to the natural skin, and it should not be too stiff, 
inflexible, hard, or noticeable. Special materials, produced appropriately by 
thorough modeling, were required to understand their features. The layer of 
the e-nursing skin is constructed of elastomeric polyester with mechanical 
properties comparable to human skin. The electronic skin is unique in that it 
contains two protective layers sandwiched between multifunctional middle 
layers, unlike other electronic skins. Because the saving layers are of similar 
thickness, they create opposing forces that cancel out, resulting in relatively 
little stress on the central circuit layer, independent of the device’s slant. The 
intermediate layer, which is included within the curving form that generates 
an elastic web, contains the metallic, semiconductor, and material compo­
nents required for sensors, power supply, and light reflecting elements. The 
net’s curved geometries allow it to decay quickly while having little impact 
on its occurrence. This breakthrough style combines all required elements 
in an ultrathin layer in terms of hair thickness. As if it were a jaybird, the 
e-skin is simply a bandage that is mounted onto or removed from natural 
skin. A high-resolution approach, similar to that used with large electrodes, 
was employed to acquire physiological data from the heart, brain, and 
skeletal muscles. Because they may utilize components with a range of 
highly specialized capabilities, the electronic skin can instantly provide a 
variety of physiologically specific data. Throughout this illustration, the 
transfer printing manufacturing process has been shown to be both practical 
and affordable, allowing for smart medical applications of the electronic 
skin. The quality of transferable chemical substances connected to the skin 
has increased as a result of the wireless communication network that may 
be employed in recent demonstrations of electronic skin devices. In the 
future, several kinds of electronic skins with applications such as body heat 
collecting and wearable radios may be used in fascinating new ways. 

12.2.2 DESIRABLE PROPERTIES FOR E-SKIN 

In terms of the ability to sense physical pressures, electronic skin may repli­
cate actual skin’s qualities, and it can also be augmented with natural skin’s 
capabilities by integrating chemical and biological sensing properties. 
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12.2.2.1 BIOLOGICAL COMPATIBILITY AND BIOLOGICAL 
DEGRADABILITY 

Because e-skin applications rely on tight connections with bio-interfaces, 
biological compatibility is a must-have feature for devices. Electronic skin 
should ideally be constructed from nontoxic materials. 

12.2.2.1.1 Self-healing 

While human skin has the potential to mend itself after being mechanically 
harmed, this function in e-skin has yet to be discovered. The energy neces
sary to create changes in both mechanical and electrical damage would be 
highly advantageous in practical applications. 

Incorporating self-healing qualities into substances may be done in two 
ways: 

1. 	 Using materials that already have healing compounds in them. 
2. 	 The use of materials having reversible dynamic bonding. The usage 

of capsules containing healing ingredients was first shown in auto-
healing, nonconductive polymers. As a consequence, for electronic 
skin implications, an electrically active system is required. 

12.2.2.2 TEMPERATURE SENSITIVITY 

Because most physical sensors are heat sensitive by nature, they must be 
calibrated using a heat sensor. Temperature sensing may be a fundamental 
function of human skin that aids in injury prevention and gives information 
about overall environmental changes; however, most tangible sensors are 
heat sensitive by nature, and their response must be calibrated with a heat 
sensor. Many companies have focused on piezoelectric and pyroelectric 
sensors that can differentiate between temperature and pressure take-ups. 
Resistive heat detectors (RHD) are intriguing for e-skin applications because 
of their elastic, natural device form and compatibility with electrical readout 
methods. RHDs use a fabric composed of metals such as Au and platinum to 
relate a change in temperature to a change in resistance. To investigate the 
impact of tangible sensations from temperature sensors, meandering pieces 
of platinum were validated as temperature-sensing devices. Such devices 
have a resolution of 0.03°C across a large temperature range. Stretchable 
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temperature sensors, as well as precisely linked Au lines, are also exhibited. 
While the sensor’s linear behavior was impressive, the resistance change 
was very small, requiring a sensitive reading approach. 

12.2.2.3 SELF-POWERING 

Providing a constant supply of energy to mobile gadgets might be a long-
term issue. The skin, the largest human organ, offers a large storage space 
for P.E. Due to the body’s interface with the outside world, electronic skins 
may also provide the potential to eliminate energy from environmental 
sources such as light and machine pressure. Solar cells, energy harvesters, 
super-capacitors, batteries, and antennas are just a few of the possible tech­
nologies for power generation, transmission, and storage in elastic systems 
that have recently been shown. Light is a commonly available power source 
that is best captured using large-surface-area devices. Flexible and elastic 
solar cells are supported by hard GaAs device islands, which are joined by 
freestanding metal connections. When exposed to a strain of up to 20%, these 
solar cells have a capacity of 13%. Despite these advantages, GaAs’ broad 
range makes large-scale e-skins challenging to implement. The business 
uses ordinary materials and processes to make OPVs on ultrathin substrates. 
By shifting the devices to a pre-elastic substrate, they were able to achieve 
stretchability of up to 400% with a 4% ability. Mechanical power applica­
tions include dielectric elastomer generators and piezoelectric generators. 
The flexibility of electric dielectric elastomer goods, which consist of an 
elastomeric dielectric coated by two very compliant electrodes, makes them 
perfect for electronic skin. The electrodes are charged by exposing the voltage 
in a compact state. The power of the elastomer grows as it relaxes, allowing 
for more energy charges to be gathered. Although dielectric elastomer 
generators may achieve exceptionally high efficiency, the complexity and 
weight of the dual electronics have historically limited their use. According 
to current research, employing self-specific systems may minimize circuit 
complexity. Elastic models based on buckling active materials have been 
created, and machine energy-producing systems based on nanostructured 
piezoelectric materials have been enhanced. Machine-compatible energy 
storage devices have recently improved, owing to advancements in wear 
and tear materials. At the electrode–electrolyte interface, super capacitors 
store energy in the form of several layers of charged species, allowing for 
very high power densities. 
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12.3 OPTOELECTRONICS 

Flexible optoelectronics has a tough time with semi-transparent displays, 
clinical imaging, and semi-spherical photo-detector (PD) arrays. Traditional 
planar PD arrays need complicated optics and image correction software to 
provide an accurate image. Bent PDs that are similar to the natural retina 
have been developed, which might minimize the amount of optics required, 
lowering demand and resulting in a weightless detector. Furthermore, by 
offering dynamically tuneable magnification and focussing, detectors with 
varying forms may be able to mimic the complicated picture process of 
insect eyes. 

12.3.1 THE FUNCTIONS OF E-SKIN 

1.	 To prevent harm to the intrinsic electronic system as a result of inter­
actions with the outside world. 

2.	 To properly provide machine signals to the dispersed sensor arrays 
below. 

3.	 To get and preprocess sensor signals in a practical manner. 
4.	 To extract the relevant and necessary information for the job at hand 

in an efficient and trustworthy manner. 
5.	 To send the data to the system’s next higher level of ICT infrastructure. 

Each of these operations may be broken down into many tasks that work 
together to complete the extrinsic tangible system. To accommodate joint 
movements, the electronic skin may be flexible and elastic in nature, and 
processing must be done in real time to enable the control system to utilize 
proper data. 

12.4 CHARACTERISTIC PROPERTIES AND DIVERSE FUNCTIONS OR 
APPLICATIONS OF RECENTLY DEVELOPED DEVICES FOR E-SKINS 

12.4.1 RECENT DEVELOPMENTS IN NOVEL E-SKIN 

In addition to basic pressure-sensing capacity, E-skins are increasingly being 
fitted with a growing variety of other features for practical and promising 
applications. The auto-powered feature is mostly utilized in e-skins for artifi­
cial intelligence systems that must function continuously for lengthy periods 
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of time. Many functional integrations, such as auto-healing, multi-stimulus 
discrimination, and simultaneous heat and pressure sensing, are designed to 
emulate the sensory capacities of real skin. Additionally, data and energy are 
sent through wireless technology in combination with electronic skin. In our 
study, we look at the following recent developments in the industries. 

12.4.1.1 SELF-POWERED E-SKIN 

The energy consumption of pressure sensors is a key impediment to the devel­
opment of integrated and practical e-skin systems. Various developments, 
such as the design of appropriate resistance and operating voltage for piezo­
resistive sensors and the use of thin dielectric materials with high dielectric 
constants in capacitive sensors, are regarded crucial methods to reduce power 
consumption. Fabrication of self-powered sensors is an alternative and ulti­
mate answer to the e-power skin’s consumption issues. As a consequence, 
research on stretchable solar cells, piezoelectric nanomakers, and triboelectric 
generators or sensors16 has recently attracted a lot of attention. Tribo-electric 
generators are quickly progressing among these topics due to their simplicity 
of design, self-powered capabilities, low cost, and many applications.9 Fan 
et al. revealed the first flexible triboelectric generator capable of converting 
random mechanical energy into electrical signals while using no power. The 
device’s basic functioning mechanism is described below. Charges transfer 
between the contact surfaces of two stacked polymer films due to friction 
under mechanical stimuli resulting from the tribo-electric effect, resulting in an 
electric potential difference between the top and bottom electrodes deposited 
on the outer surfaces of the films due to electrostatic induction; thus, electrical 
signals are identified with the top and bottom electrodes deposition on the 
outer surfaces of the films. By creating ministructures on the contact surfaces 
of flexible triboelectric generators, their pressure sensitivity was increased, 
enabling them to operate as self-powered pressure sensors.7 An array of 
discrete triboelectric sensor units was gathered to allow mapping of applied 
pressure using the output voltage from all units. This integration approach 
is not fixed for the development of large-scale high-resolution arrays with 
many pixels since each pixel in this array is autonomous. The development of 
single-electrode turboelectric sensors makes it easier to create a more suitable 
related approach. An auto-powered motile-tracking tribo-electric sensor was 
driven by arrayed aluminum electrodes beneath a piece of polytetrafluoroeth­
ylene (PTFE) film. The maximum voltage is analyzed using an Al electrode 
when a sensed object with triboelectric charges moves to the point over the 
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center of the electrode due to the electrostatic-induced potential difference 
between the electrode and the electrical ground, thus providing details about 
the moving velocity and acceleration data, revealing the possibility for 
large-scale integration of triboelectric charges. These studies have shown the 
effectiveness of triboelectric devices in usage, such as self-powered wearable 
electronics,10 healthcare monitoring, and self-powered e-skin systems.14 

12.4.1.2 MULTIFUNCTIONAL E-SKIN 

The ability to duplicate the various qualities and functions of actual skin 
is critical in the modification of artificial electronic skin. Other features, 
such as as auto-healing and temperature monitoring, are sought to better 
adapt to environmental situations, but they also pose significant challenges 
for electronic skin implementation. In the hunt for a property that matches 
human skin’s ability to self-heal after a rupture, the auto-healing feature has 
aroused interest for robotic and prosthetic applications.20 Auto-healing mate­
rials were successfully developed in this work22 by mixing healing agents 
or dynamic reversible-bonds, such as a healable thermoplastic elastomer 
material. Furthermore, providing superior electrical conductivity and repeat­
able pressure sensitivity of the self-healing material is the most challenging 
aspect in meeting the critical objectives of these e-skin applications. The 
researchers reported how they used nickel nanostructured particles embedded 
in a hydrogen-bonded organic supramolecular polymer matrix to produce 
an elastic and pressure-sensitive device with auto-healing properties for 
mechanical and electrical activities. The variable range of composite resis­
tance grows with decreasing Ni content due to the bigger changeable space 
between particles when pressure is applied to the instrument. The healing 
duration and temperature influence how much of these characteristics are 
preserved. For the demanding qualities and applications, e-skin conductivity 
may be maintained with around 90% ability after 15 s. The development 
of a multi-ability force-sensitive sensor that meets the requirements of high 
sensitivity and flexibility is currently being considered.10 Under a variety of 
machine stimuli, such as pressure, shear, and so on, the difference in elec­
trical resistance created by the change in conducting route between the two 
arrays was easily recognized, and has a broad range of applications in strong 
signal monitoring in the ultra-low-pressure sector. Javey and colleagues15 

recently demonstrated the use of exceptionally sensitive and highly flexible 
electronic whiskers for sensing the 3D distribution of an air channel. Two 
opposing electrodes of each whisker were mounted on the top and bottom 
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surfaces of an elastic high-aspect-ratio fiber using different amounts of 
Ag nanoparticles contained in a carbon nanotube paste. These electrodes 
demonstrated differential variations in resistance to detect changing 
curvature degrees at various angles. Choi and colleagues then created a 
pressure- and vibration-sensitive sensor based on nanoscale crack junctions 
created on the stretched surface of a metal sheet by emulating spider legs’ 
slit organ structure. The electrical transmitter of the sensor varies with only a 
slight difference in the gaps due to the change in contact resistance of these 
breaks, enabling the gadget to recognize sound waves for pressure mapping 
and speech recognition. Temperature sensing is another important feature 
of natural skin, as it aids in maintaining a thermal equilibrium between the 
body and its surroundings and represents a significant advancement in the 
application of temperature-responsive e-skin in human–machine interac­
tions.12 The main concept of skin electronics was proposed by Rogers and 
coworkers, who claimed that multifunctional devices can tightly attach to 
the uneven surface of the skin using Vander Waals forces and have excel­
lent mechanical and electrical properties for all active components, such as 
heat and strain detectors, microscale circuit elements, and other auxiliary 
functional electronics. The most challenging challenge is to ensure that after 
several cycles of deformation, no separation events occur. Low effective 
moduli and tiny film thicknesses, as well as the design of thin filamentary 
serpentine interconnectors, have all been employed to reduce the driving 
force for interface separation. The geographical distribution of epidermal 
temperature has been detected constantly and accurately using temperature 
sensor arrays based on temperature coefficient of resistance (TCR) materials 
or silicon PIN diodes. These skin electronics were more temperature and 
thermal conductivity sensitive, allowing for the monitoring of a number 
of human physiological parameters such as skin hydration, tissue thermal 
conductivity, blood flow status, and wound healing.18,26 Utilizing a PDMS 
micro-hair structure, researchers constructed a stretchy sensor that can 
conformably contact uneven skin and provide different capacitive results for 
clinical monitoring of heat and electrocardiogram information using wireless 
transmission technology. A series of multifunctional transistor arrays with 
pressure and temperature sensitivity have also been created by a number 
of companies. Researchers used organic transistors to create a pressure and 
temperature active matrix that reads out the distributions of the external 
environment at the same time. Along with the transistor film, a PSR layer 
and organic diodes were built to achieve these processes. Park also created 
a real-time multi-stimuli-responsive sensor array by directly integrating 
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piezo pyroelectric and piezo thermoresistive materials into the transistor as a 
gate dielectric and organic semiconductor channel, which could distinguish 
between temperature and pressure signals using AC to analyze the change 
in the amplitude and offset values of the drain current. Huge systems with 
modular components based on a unique sensing mechanism to monitor the 
intricate external environment have been constructed to attempt to properly 
duplicate every outstanding attribute of real skin. Kim developed an intel­
ligent prosthetic e-skin that can sense heat, humidity, and a variety of strains 
all at once, as well as a heater to control body temperature. 

The scientific and precise design of these different sensing element arrays 
enabled the device’s fine mechanical reliability and high spatial-temporal 
sensitivity to the variable ambient environment, describing that these devices 
have been well received in a wide range of applications in artificial e-skin, 
man–machine interfacing, and modern robotics. Natural skin functions such 
as strain, pressure, heat, and humidity sensing are also simulated, in addi­
tion to the activities discussed in this article. More qualities of extraordinary 
electronic skin should be used in the future, in addition to the core functions 
of real skin. As a result, the high level of integration of the e-skin system is a 
hot topic of research, implying that flexible electronic-integrated circuits and 
other chemical or physical sensors must keep up with the e-skin system to 
meet the demands of robotics, man–machine interactions, health monitoring, 
and medical implant services. Rogers and his colleagues created advanced 
stretchable, foldable, and high-quality integrated circuits, including as 
single-crystalline silicon-based MOSFETs, complementary metal-oxide 
semiconductor (CMOS) logic gates, and different amplifiers. Inorganic 
semiconductors and elastomeric substrates are used in these devices, which 
offer outstanding electrical and mechanical properties. Certain types of 
modern electronics have been progressively developed with the main goal of 
using weightless devices. Based on the phenomenon of magnetoresistance, 
an extremely tiny and lightweight magnetic field sensor was successfully 
created to detect both static and dynamic magnetic fields. Other specialized 
electronics have been designed to detect diverse biological signals in human 
tissue, such as implanted electronics and sticky sensors. 

12.5 WIRELESS TECHNOLOGY FOR E-SKIN 

We use wireless communication the most in our everyday lives. This type 
of communication overcomes the limits of unorganized wires and cables, 
allowing data to be transmitted between disparate devices. To leverage 
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wireless technology, research industries have employed e-skin sensors for 
wireless sensor arrays, energy transfer, and data transmission. A pressure-
dependent capacitive element and an initiative antenna make up the resonant 
circuit of a flexible wireless sensor array that can monitor and map pres­
sure variations in real time, with the resonant frequency decreasing with 
applied pressure due to an increase in impressive coupling capacitance. 
This wireless analysis approach, which uses a lower frequency than natural 
systems, offers a wider variety of applications in human–machine interac­
tions and biological research. Recent study has produced a transplantable 
and biodegradable electronics-based device based on a Mg wireless heater 
that would entirely disintegrate in water, allowing for remote-control treat­
ment within the body, such as heat disinfection near an operating site and 
medication release triggering. Using wireless data transmission, a flexible 
and exceptionally sensitive temperature sensor for remotely monitoring 
the temperature of the human body was created. The device is made up of 
a resistance-responsive composite film comprised of Ni particles packed 
within a polyethylene matrix polymer, as well as an indirect RF identifica­
tion antenna. A polymer bandage based on MEMS with different sensors 
and a wireless signal transmission material was studied to fulfil the drug 
delivery function of the wearable and elastic device. Other elastic and 
wearable systems with transistors and ECG sensors have been presented 
to monitor human health and to provide the framework for current research 
on large-scale integrated wearable devices in man–machine interactions 
through wireless communication. 

12.6 ARCHITECTURE 

E-skins for robotics, sensors, and actuators are tightly coupled to microelec­
tronic circuits, giving electronics a whole new level of flexibility. Shaped 
electronics may be subjected to high deformation strains. A hemispheric 
detector array is formed when the surface area of a disc detector array is 
doubled. When folded over elbow-like joints, the skin may show elasticity 
and may be stretched by 15%. In semiconductor integrated circuits and 
MEMS technology, hard materials that are not employed as flexible struc­
tures and thin active substances that shatter at a critical strain of 1% are used. 
Free-standing thin metal sheets may be shattered by tensile pressures on the 
scale of 1%. 

Subcircuit cells, which are made up of a transducer and an electronic 
circuit, may be placed on mechanically separated islands made up of a 
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special material that absorbs all of the strain, resulting in elastic and flexible 
skin. The depiction of such an island with an electronic surface. The islands 
are sufficiently toughened to prevent them from breaking when the circuit is 
deformed. Electrically, flexible metal wires connect the subcircuits. 

12.7 CONCLUSIONS 

As a consequence of e-skin development research, the availability of innova­
tive materials and methodologies has risen in recent years. As a result of this 
advancement, e-capabilities skins are gradually converging. 

1) enable highly evolved interactive and flexible robots capable of 
performing complex tasks in less regimented situations has piqued 
curiosity. 

2) make sure you have the right screens and optics. 
3) provide biometric prosthetics, regular health monitoring technolo­

gies, and other clinical research advancements. 

Attempts to construct exceedingly flexible and stretchy sensors, as well 
as efforts to offer high-performance electronic skin, were attempted initially. 
Recent advances in the use of functional materials and device design optimiza­
tion are excellent reasons for replicating human skin’s distinctive properties. 
The use of microstructured gate dielectrics in transistors, which starts the 
active matrix to limit signal crosstalk between pixels and promotes quick 
addressing and low power consumption, has a substantial influence on sensor 
pressure sensitivity. In addition, the use of oriented piezoelectric NWs and NBs 
with greater inherent piezoelectricity and mechanical stability supports the 
development of high-resolution sensor arrays that go beyond human sensing 
capabilities. Fabricating multifunctional electronic skin is also a vital goal for 
addressing industrial needs for a wide range of applications. A lot of research 
have focused on integrated electronics for the detection of multiple stimuli. 
Thanks to quickly expanding technologies like wireless technology and the 
display of small sensors, these initiatives have gotten a lot of attention in the 
field of clinical monitoring and medical implant services. In terms of actual 
application, however, there are still certain challenges to solve. New materials 
and a unique transduction mechanism should be investigated further to obtain 
a variable pressure measurement range. The pressure measurement range 
should be expanded to fulfil the demands of various applications. Apart from 
that, because the energy problem is currently one of our society’s most critical 
challenges, the creation of low-power devices remains an essential subject in 



 

 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 

  
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

176 Intelligent Technologies for Sensors 

this study. In addition, several types of artificial smart e-skins are increasingly 
required in modern healthcare and clinical medical research. Future e-skins will 
respond to changes in the environment using new information transmission 
technologies, comparable to natural human skin, and will be able to adjust and 
provide feedback in real time in response to a variety of environmental stimuli. 

12.8 FUTURE PROSPECTS 

The skin possesses a huge number of touch-sensitive receptors, including 
smooth skin in the palms and soles of the feet, as well as nonsmooth skin or 
mucosal skin that covers the bulk of the body, according to early research. 
Deep mechanosensitive extreme organs are found in most load-bearing 
smooth tissues, notably muscles, and convey sensory information to the 
brain in the form of palpable sensations that follow the features of transient 
and persistent mechanical stimuli to propagate across extended distances. 
Sensory inputs from stationary receptors in the skin provide information 
regarding direct mechanical contact, such as the motions created by smooth 
skin as an object is moved over hairy skin. At initially, artificial skin break­
throughs in robotics were limited. Furthermore, the earliest use of e-skin 
goes back to the 1970s, when an artificial hand covered with skin was tested 
to detect grip strength, slip, and other grip-related qualities such as texture 
and stiffness.27 In the late 1980s, infrared sensors were initially employed 
to prevent contact in a robotic arm.24 Robots are increasingly expected and 
designed to be capable of doing tasks that require physical touch with the 
environment and humans. Artificial skins with tactile capabilities11,21 and safe 
physical contact are becoming increasingly popular as a result. In wearable 
systems, cutaneous skin-like devices have also been employed as a second 
skin to monitor health status by detecting several physiological signs.42 

Sensor distribution, readout, and an effective integration technique are all 
key considerations in any of these scenarios. Electronic skin technology 
is being developed with the goal of duplicating some qualities of genuine 
skin, taking into account factors such as sensor types and density. Electro­
physiology studies have shown a number of different types of responses to 
mechanical stimulation. A little indentation of the smooth skin with a sharp 
object activates the receptors at the contact spot. Surprisingly, the response 
is generally temporary, meaning it is stronger during the ramping stages of 
the indentation at the beginning and conclusion of the stimulus, suggesting 
that the activated receptors are strain rate sensitive. Although some degree 
of temporal adaptation is always present, the response is less commonly 
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connected to the intensity of the indentation. A number of anatomically 
chosen end-organs have been related to these responses. The first and 
most common are Meissner corpuscles nested in cavities visible on the 
epidermis’ internal face. There are around 30 such receptors per centimeter 
square in the typical skin of finger tips. “Neurite complexes” are the second 
kind of end-organ. This term describes a condition in which a nerve fiber 
divides into many branches. Merkel cell–neurite complex is an end-organ 
found at the dermis–epidermis junction (territory range of 20–2000 m). It 
corresponds to a slowly adapting response, according to electrophysiology 
studies. The Pacinian corpuscle is a large end-organ that may be found in a 
variety of soft tissues all throughout the body. They have a high sensitivity 
to oscillating stimuli and a phase-locking physiological response. A popula­
tion of end-organs known as Ruffini endings is thought to be responsible for 
the most prevalent kind of reaction observed in the human hand, in which 
broad expanses of smooth skin are pushed apart in a continual response in 
a relatively small number of nerve fibers. These organs in the hand have 
never been observed in modern times, which is surprising. Hairy skin varies 
from smooth skin in histology because it lacks the reticulated structure and 
Meissner corpuscles seen in smooth or nonhairy skin. There are additional 
Merkel cell complexes organized in 1000-mclusters called touch domes that 
are separated by several millimeters.4,28 It would be inadequate to discuss 
the presence of so-called C-fibers in all skin types without discussing them. 
These non-myelinated nerve fibers quietly convey nerve impulses to the 
brain from the whole skin surface. They are associated with pain, but in 
recent years, they have also been shown to participate in light touch, in 
addition to the fast system with the other receptor types outlined above. 
Tactile sensation in humans has been explored using a unique approach 
known as microneurography, which involves inserting a small-diameter 
needle electrode into a peripheral nerve and monitoring the activity of 
single-nerve fibers.19 Researchers were able to correlate peripheral nerve 
activity to experiences using this strategy, which is not employed in people 
for other sensory modalities. However, a thorough understanding of touch 
remains difficult since current knowledge of specific receptors is inadequate 
to develop reliable integrative models capable of predicting the behavioral 
aspects of tactile function. Tactile sensors for electronic skin have been 
produced as a result of research and understanding of the properties of 
various mechanical receptors in actual skin. The focus of e-skin develop­
ment at the moment is stiff body robotics applications. In addition, robotics 
is gaining popularity these days, and contemporary robots are designed to 
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be softer and more obedient. Soft robots still lack sensory input, necessi­
tating precise control during manipulating movements and interactions. The 
challenges are founded on the premise that the soft electronic skin contains 
transduction sites with different bandwidths, dynamic ranges, resolutions, 
sensitivity, and mechanical properties, and that these qualities may be 
taken into consideration using materials and neural designs. Because power 
consumption, space and time resolution, and compatibility with elastic 
and smooth materials make circuit design complex, circuits linking large 
numbers of scattered sensors are often required to be addressed. 
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ABSTRACT 

With the growing population in the world, demand for various types of 
vegetables and crops is increasing. For this reason, farmers are constantly 
using different fertilizers, pesticides, and other chemicals to increase crop 
yield. Although this may increase productivity, the quality of the crop 
is getting decreased day by day due to excessive use of pesticides. While 
harvesting, the pesticides that were used by the farmers get stored in the 
vegetables. A large number of fertilizers and pesticides set foot in the food 
chain and finally cause biological magnifications. People consume the same 
food and this affects their health in a noxious way. So, there is a need for 
one device that could detect these chemicals and pesticides. By using this 
device consumers can get to know the amount of pesticide that a product 
contains. This chapter consists of an electronic device that can detect the 
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pesticides present in vegetables with the help of infrared light. This device 
would show the amount of pesticide present in the food. The consumer can 
use the pesticide’s data as a benchmark to buy the eatable things that are 
fit to eat. In this chapter NDVI (Normalized Difference Vegetable Index) 
method is used to detect the presence of pesticides, and also an application is 
designed to store and show the data having the amount of pesticide present 
in a particular edible thing. The data can be easily sharable by using the 
application to agricultural organizations, food inspection departments and 
can maintain the pesticide detection records. 

13.1 INTRODUCTION 

The world population had shown significant growth from 1800 to today. It 
has grown from one billion in 1800 to 7.7 billion today. According to the 
UN, from 2019 to the end of the century the world population will grow 
from 7.7 billion to 11.2 billion.1 Due to this growing population, the numbers 
of farmlands are being used for housing and other purposes. Meanwhile, 
sharp growing demand for foods and vegetables has been seen among the 
people.2,3 To satisfy this growing demand for food production, farmers 
are adding pesticides and other chemicals to increase their productivity. 
Pesticides cost roughly USD 40 billion to agricultural growers worldwide 
each year.3 This proves the fact that how farmers are highly using pesticides 
to increase food production. These pesticides are harmful to human health as 
well as to the environment. When people consume the pesticide-mixed foods 
produced by farmers, then pesticides are also being injected into the human 
body. Pesticide residues are pesticides that may stay on or in food after they 
have been given to food crops.4 The number of pesticides inside vegetables 
was found to be over the allowable level in the majority of research that are 
being conducted.5 Most of these pesticide residues, particularly chlorinated 
pesticide derivatives, display bioaccumulation and can accumulate to 
dangerous amounts in the human body and the environment.6 A pesticide 
is a mixture of chemicals used to kill pests, which are creatures that are 
harmful to farmed plants or animals. The phrase refers to a variety of 
pesticides, including insecticides, fungicides, rodenticides, herbicides, and 
nematicides.7,8 So to avoid the harmful effects of pesticide residues on human 
health there has been a requirement of a new method by which we can reduce 
pesticide consumption to a large extent.9 One technique should be devised to 
verify and test if a certain product is safe to eat or not.10 Several articles have 
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been published that provide various strategies for implementing various 
techniques. Pesticide detection techniques include gas chromatography 
(GC) with ECD, high-performance liquid chromatography (HPLC) in 
conjunction with mass spectrometry (MS), SVM, electro analytical methods, 
spectroscopic approaches, biosensors, chemical methods, and flow injection 
analysis (FIA).11 Attenuated total internal reflection (ATR), optical screening, 
some analytical methods, and so on are some other currently available 
methods to detect pesticides present in the food.12–14 All of these approaches 
need a significant amount of time for the process of investigation and yield 
results after a while. As a result, one solution is necessary that is both cost 
efficient and yields results in a short period. Bhandari et al. provide a method 
for analyzing satellite pictures that are based on the NDVI.15 The NDVI 
method is used to identify the signatures of various objects; the approach 
employs multispectral remote sensing. It is also a widely used approach in 
application areas for measuring crop health. During the past several years a 
lot of developments have been seen in sensor technologies. So one system is 
developed in which the analyte could be detected by using a sensor (e.g., IR 
sensor) and the received analog signal is converted into digital by using an 
analog-to-digital converter. After passing this signal to the microcontroller 
the NDVI value is calculated. The NDVI value is calculated by using the 
following formula: 

−NDVI = 
B A  

(13.1)
A B+ 

Here, “A” denotes the red light band and “B” denotes the infrared light 
band. The values for several objects (vegetables/fruits) were computed 
and compared to their genuine values, and the error was computed. The 
microcontroller further displays the NDVI value on an LCD screen and the 
information regarding the purity of the vegetable.16 One android application 
is developed which would collect the data about the NDVI value and purity 
of one vegetable from the microcontroller. After gathering data from various 
fruits and vegetables, the data is examined and a judgment is made as to 
whether the fruit is pure or not. 

13.2 HARMFUL EFFECTS OF PESTICIDES 

Pesticides are the mixture of the materials used for preventing, destroying, 
and repelling pests. Pesticides are having a hugely adverse effect on the 
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ecosystem. The risks of the use of pesticides are being surpassed by their 
favorable effects. Pesticides have harsh effects on far afield species and 
affect plants, animals ecosystems, and biodiversity. Around 80–90% of 
applied pesticides can dehumidify within a short gap of operation and it is 
commonly observed in using sprayers.17 The dissolved pesticides dissolve 
in the air and thereafter they damage off target organisms, plants, etc.18 

The unrestricted use of pesticides is causing depletion of the animals and 
there is also a risk to the endurance of some extinct breeds such as the 
peregrine falcon, bald eagle, and osprey.19 With these chemicals to the 
toxic level of water, air and soil bodies are likewise being polluted. There 
are three kinds of pesticides in which toxicants are expressed to be most 
harmful in comparison to fungicides and herbicides. Pesticides insert the 
natural ecosystems by two distinct means depending upon the solubility of 
the pesticide. First, the water-soluble pesticides get easily dematerialized 
in water and arrive at groundwater, rivers, streams, and lakes, where it is 
causing trauma to nontargeted species and affecting the ecosystem. And the 
second one is the fat-soluble pesticide that enters the animal body through 
an amplification process. The pesticides get consumed in the fatty tissues of 
animals resulting from the existence of pesticides in food chains for further 
periods.20 The presence of pesticides in the ecosystem will be resulting in 
higher toxicity in bodies of higher tropic level species which will finally 
increase the population of secondary consumers, whereas it decreases the 
population of primary consumers. 

13.2.1 EFFECTS ON ANIMAL 

Animals can be affected by pesticides over their direct or indirect imple­
mentation including pesticide drift, lower-level toxicity, escape into regional 
territorial waters. It is attainable that some animals instantaneously could 
be sprinkled. Pesticides are like synthetic representatives accustomed to 
destroy both plants and animals. If pesticides kill animals, it can spread to 
other places through the dead bodies of the animals once they decompose. 
Contrastingly, pesticides become scattered outside the corresponding area 
and may turn out to be intensive in the bodies of animals. Last, we found 
that the effects of pesticides on animals have been executed by the effects of 
organochlorine germicide which are complex and extremely preserving. The 
toxicological analysis of the effects of sublethal is a part of organochlorine 
germicides. This shows that pesticides can change the genetic rate of animals 
and insects when they are released at very low levels. 
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13.2.2 EFFECT ON HUMANS 

Pesticides incorporate a bunch of chemical families, with thousands of 
different formulations, hundreds of active ingredients, and many known or 
suspected unfavorable health outcomes. Furthermore, the active ingredients 
in pesticides also carry chemicals known as “inerts” such as surfactants, 
solvents, preservatives, which may have chemical actions different from 
the active ingredients.21 The pesticides have adverse effects on the nervous, 
immune, endocrine, respiratory, and reproductive systems. It has been seen 
that many health problems are associated with the subjection of pesticides, 
namely, Endocrine disruption, Hodgkin’s disease (HD), Parkinson’s 
disease, non-Hodgkin lymphoma (NHL), reproductive and respiratory 
disorders. It is also believed that cancer is also one of the causes due to 
exposure to pesticides, for example, glyphosate is associated with breast 
cancer. Pesticides can probably lead to acute toxicity, which means that they 
can cause harmful effects after a short term of inhalation, ingestion, or skin 
contact. Moreover, pesticides can cause neuropsychiatric sequel because 
many pesticides underline the change in the functions, namely, (cholinergic 
critic) of the central peripheral system (CPS), making the cause of suicidal 
attempts.22 Table 13.1 presents the different types of health issues due to the 
large use of pesticides. 

13.2.3 EFFECT ON ENVIRONMENT 

Pesticides grasp a distinctive position between environmental contaminants 
because of their high-level biological movement and toxicity. A pesticide 
is a poisonous chemical substance that is deliberately delivered into the 
environment in pursuance of preventing, halt, control, and/or kills and 
demolishes populations of rodents, weeds, insects, fungi, or other harmful 
pests. The use of pesticides has enlarged many folds above the previous 
decades. Annually the environment delivered around 5.2 billion pounds of 
pesticides. Pesticide phrases consist of active ingredients accompanying 
passive substances, adulterants, and periodically impurities. Once deliv­
ered into the environment, pesticides fall through into substances named 
metabolites that are more poisonous to active ingredients in many situations. 
Substantial application and disposal of pesticides by institutions, farmers, 
and people offer various sources of pesticides in the environment. It is prac­
tically impossible to restrict the zone of the effect of pesticides. Uniformly, 



 
 

 

 

TABLE 13.1 Different Human Health Diseases Using Different Pesticides.

Sl. no. Name of pesticides Harmful health diseases References 
1 2,4-Dimethyl sodium

salt and ethyl ester
2 Acetamiprid 

3 Carbendazim 
4 Cartap 
5 Chlorpyrifos 

6 Clodinafop propagyl
7 Emamectin benzoate 

8 Fipronil 

9 Glyphosate 

10 Imidacloprid 

11 Lambda-Cyhalothrin 

12 Monocrotophos
13 Paraquat Dichloride 

14 Thiamethoxam 

Cancer [23,24]
 

Hypothermia, tachycardia, hypotension, hypoxia, Anorexia, atrial fibrillation, chromosome [25]
 
breakage, consciousness disorders, hyperglycemia, convlusions
 

Anthracnose [26]
 
Hypoxia, prenatal injuries [27]
 
Diabetes, lacrimation, excessive salivation, tremors, nausea, diarrhea, Breast cancer, neurological [28]
 
dysfunctions, endocrine disruption, cardiovascular diseases


Prenatal injuries


DNA damage, mitochondrial dysfunction, diabetes mellitus, ischemic heart disease, any chronic [29,30]
 
respiratory illness, leukemia, non-Hodgkin lymphoma (NHL), brain tumors, and cancers


Sweating, vomiting, cough, abdominal pain, agitation, sweating, tonic-clonic convulsions, seizures, [31]
 
paresthesia, pneumonia pharyngeal pain, sensory impairment, nausea, headache, dizziness


Celiac disease, cancer, kidney disease, Alzheimer’s disease, autism, neurodegenerative diseases, [32–42]
 
endocrine disruption, seizures, Huntington's disease, epilepsy, autism, asthma, Parkinson’s disease
 

Abdominal pain, headache and diarrhea, cardiovascular effects, mental disorders, dyspnea, and [43]
 
diaphoresis


Nerve diseases, skin and eye irritation, convlusions, muscle fasciculation, cell damage, tumors, [44,45]
 
liver diseases


Bone diseases, liver injury, diabetes mellitus, dyslipidemias


Liver failure, heart failure, kidney failure, muscle weakness, respiratory (breathing) failure,

possibly leading to death, seizures, cancer, lung scarring, pulmonary edema


Alzheimer’s disease, Parkinson’s disease, schizophrenia, breast cancer, hypothermia and [46–52]
 
respiratory arrest, organ failure, neuropsychiatric disorders, rhabdomyolysis, vomiting
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when it is put in a small zone, it scatters in the air, is soak up in the soil, or/ 
and finally reaches a bigger area. In the agricultural sector, when pesticides 
are sprinkled, they may get their way by air and end up in another division 
of the environment like in water and soil. Pesticides that are put straight 
to the soil may be rinsed out and grasp near the surface water bodies, and 
may filter through the soil to lower surfaces and pore water.53 The effects of 
pesticides on the environment may lie from small deviation in the normal 
operating process of the ecosystem to the loss of species variegation. 

13.2.4 EFFECT ON SOIL 

Pesticides are being used to ensure sufficient supplies of crops and conserva­
tion of human and domestic health. But the pesticides that are used for crop 
protection are not free from problems. A large amount of pesticide reaches 
into the soil regardless of any method of application used. Methods of 
application may include direct application or arial spray. As a result of using 
pesticides in the soil a large variety of pesticides are being accumulated. 
There are pesticides such as methyl bromide that disappears in 2–4 days, 
whereas there are pesticides such as chlordane and benzene hex chloride that 
may take a year or even more to disappear. The persistence of pesticides in 
soil from one season to the next can affect sensitive plants. Leaching and 
volatilization from the soil and also degradation by soil microorganisms 
may result in the reduction of major pesticides that disappear quickly. The 
longer the persistence of pesticides the greater will be the risk. Pesticides 
are used for controlling the fungi and insects that are harmful to crop plants 
and their products. However, these chemicals also destroy many beneficial 
nontarget microorganisms that are known to contribute to developing crop 
productivity. 

13.3 DEVICE PROTOTYPE AND ANALYSIS 

For pesticide detection, a 3D design of the device as illustrated in Figure 
13.3.1(a–g) shows the top view, front view, and side view, respectively. 
Figure 13.2 shows the labeled view of the device with details. As shown in 
Figure 13.2, in this device lid handle will be used to lift the device cover 
for object placement on the object stand. The insulated lid is made up of 
an insulating and opaque material to prevent the interference of light and 
atmosphere with the sensor module to increase the accuracy of the test, 
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FIGURE 13.1 (a) This figure represents a front view of the device, (b) represents the top 
view of the device, and (c)–(g) represent all sides of the device. 

FIGURE 13.2 This figure represents the different parts of the pesticide detection device. 

which uses a light-sensitive method to determine the presence of pesticides 
in a fruit or a vegetable placed on an object stand. A side panel will be useful 
in providing structural rigidity and support to the body and the front panel 
of the device as well as a 45° angle increases the accessibility of the object 
stand for easy placement of objects. The track is provided for the horizontal 
movement of the sensor try along the stretch of object stand to increase the 
reach of the sensor module for different types of fruits and vegetables over 
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the stand. A sensor module is always supposed to be in line and proximity 
with the placed object, to determine the presence of pesticides in a fruit or 
a vegetable by delicately examining the surface properties of the object 
without any invasion of the object and thus keeping it usable even after 
the test. The front panel is housed with many switches for control and 
manipulation of the device and the sensor block; also an LCD screen is 
there to interact with the device, sensor and to check test results. The sensor 
tray is used to carry the sensor block to any arbitrary point that is along 
the vertical and horizontal stretches of the object stand to get to the closest 
point of contact possible with the object, where horizontal movement is 
carried out by the sensor tray using a motor and the track on a device and the 
vertical movement is carried out by the sensor block using track and motor 
mounted on the sensor tray. A power switch will be used for controlling 
the complete power supply of the device off/on. An object stand is used for 
the placement of fruit and vegetable samples kept for testing. And it also 
defines the workable limit of the sensor block for a test of pesticides on the 
object placed on the object stand. Switch 1 controls the movement of the 
motor controlling the motion of the sensor block along the vertical direction 
inside the sensor tray. Switch 2 is used for controlling the movement of the 
motor that moves the sensor tray in the horizontal direction. As a result, 
the sensor block that is inside of it also moves horizontally along with the 
sensor tray. The purpose of the LCD is to help the user to interact with the 
device in controlling the positions of the sensor and its main purpose is to 
get the test results about the presence of pesticides as output. DC socket 
is a +12-V DC socket for the whole power supply of the device including 
sensors, microcontrollers, motors, and display. 

13.4 WORKING PRINCIPLE 

The flowchart in Figure 13.3(a) and (b) illustrates the method that is pursued 
detecting the pesticides in fruits and vegetables using the infrared (IR) sensor. 
The principle encompasses switching on the device using the on/off switch 
that will start the device, making it ready to use. Now the process is followed 
by the infrared light that is transmitted to a given subject and the reflected 
light is received by an IR receiver. Now with the analysis of reflected and 
transmitted light, the NDVI is calculated with the help of the microcontroller 
and the obtained result about the quality of the object and the amount of 
pesticide present in the object is displayed on the screen. Then the user can 
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measure other objects either by clicking the reset switch shown in the device 
or by switching off the device using the on/off switch. 

FIGURE 13.3 (a) Flow diagram of working prototype and (b) block diagram of the device. 

13.5 METHODOLOGY 

This section consists of the implementation of the above-shown flowchart 
with the android app including all elements attached to it. The development 
of the app including its design, impression, and user interaction is considered 
in it. In further part, the device flow and circuit design are described which 
gives us an efficient idea of the solution of our problem statement. 

13.5.1 APPLICATION 

The mobile application “LASER” contains 4 pages that consist of an account 
creation page, login page, daily measurement page, and sample testing page. 
This application is designed and implemented by using software such as 
HTML5, CSS3, JS, Node.JS, MongoDB, and Bootstrap.4 
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13.5.1.1 FRONTEND DEVELOPMENT 

The frontend of the web application is developed using HTML version 
5, CSS version 3, Bootstrap, and JavaScript (JS). The pages are working 
properly. All the pages are responsive and can adopt according to screen size. 

13.5.1.2 BACKEND DEVELOPMENT 

For backend development Node.js is used for client–server interaction, 
collecting the data from a user such as an email, password and storing it 
into a database. Node.js is also used to manipulate the data in the server. 
MongoDB is used in the application for creating the database. The data that 
will be generated from the application will be stored in the created database. 

13.5.2 DEVICE DESIGN 

In this chapter, the device is implemented on Arduino UNO R3 for the input 
from the specified IR sensor and displays the result in the LCD (16 × 2 
cm2). The transmitter used here to incident the light on the sample and the 
receiver is used for determining the value of the reflected ray. The IR sensor 
is used in many cases to find the obstacle that will detect it with the help 
of the reflected light from the object in the receiver. Instead of using this 
module, the transmitter and the receiver are used separately for a wide range 
of detection and efficient results. The IR transmitter has a wavelength of 700 
nm to 1 mm which is much higher than the visible light range for which it is 
invisible. The block diagram of the device is shown in Figure 13.3(b) which 
represents the overall flow of the device. 

To calculate the transmitted and reflected intensity IR sensor is used. The 
NDVI is calculated when the IR transmitter transmits the incident ray on 
the food, the incident ray reflects and the reflected ray is received through 
the IR receiver. For any food material, the NDVI value lies in the range 
0–1, which is a unit less value. By the NDVI formula, the food that has an 
NDVI value less than 0.33 is indicated as “UNHEALTHY” food and the 
NDVI value having greater than 0.33 and less than 1 is indicated as “FIT TO 
EAT” that is also displayed on the LCD screen. As shown in Figure 13.4, IR 
transmitter and receiver are used there, the analog output is produced there, 
and it converts to digital by the Arduino that is further used to calculate the 
NDVI value by using the formula. 
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FIGURE 13.4 Circuit diagram for the pesticide detection. 

13.6 LASER APPLICATION 

Laser application is developed after the analysis of the data, implementation 
of various algorithms for functions, and the layout for the designing of the 
application. The device will be connected through the internet using thin 
peak IoT and then the data from the device will be sent to a web application. 
By simply downloading the application through any store the user can see 
all the details on their smartphone or laptop. Users have to first create their 
account using their name, email, and password as shown in Figure 13.5(a). If 
the user has already an account, they can log in by giving their password and 
email id as in Figure 13.5(b). After login, there will be a daily measurement 
page where the user can check the samples that are given in a graphical form 
for different vegetables that are tested by the device as in Figure 13.5(c). On 
the next page that is the sample testing user can see the NDVI value for each 
of the items that is tested using the device as shown in Figure 13.5(d). 

13.7 RESULT AND DISCUSSION 

Figure 13.6 represents the prototype under the test condition. Figures 13.7(a) 
and 13.6(b) represent the real-time LCD that shows the result of two samples 
taken with imitating which one is fit to eat and unhealthy when connected 
to the device. After the completion of the device prototype, data are taken 
from 26 different vegetables with the NDVI values. Figure 13.8 shows the 
calculated NDVI values (y axis) for the different sample vegetables (x axis). 
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The blue dotted bar of Figure 13.8 represents the cutoff edge NDVI value 
(0.33) before which the samples are unhealthy to eat. The outcome of all data 
is calculated to restore the capabilities of the device. 

FIGURE 13.5 (a) The signup page, (b) login page, (c) daily measurement page, and (d) sample 
result. 

FIGURE 13.6 Calculated NDVI value of two different vegetables. 

13.8 CONCLUSION 

In today’s scenario considering that the amounts of pesticides in fruits 
and vegetables are growing, there is a need for a device that can measure/ 
detect the amount/percentage of impurities in the fruits and vegetables. The 
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pesticide-detecting device that is prototyped goes with full affordability; 
therefore, a variety of consumers can purchase it and use this device to check 
food impurity levels to make their health condition safe and sound. 

FIGURE 13.7 Calculated NDVI value of two different vegetables. 

FIGURE 13.8 This figure represents the testing result of 26 sample vegetables with NDVI 
values. 

In the future, this device can increase the use of IR sensors and take 
their average for NDVI calculation with more calibration, minimal error, and 
efficient results. Fruit/vegetable samples can be taken and some specifica ­
tions can be added to check the number of pesticides. Additionally, advanced 
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devices can be integrated for the detection of other harmful chemicals such 
as fungicides, toxicants, and weedicides. 
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ABSTRACT 

Surface transport is the backbone of transportation and plays an important 
role in the development of the society. The industrialization and urbanization 
is the prime cause of the increase in the number of the vehicles. In recent 
decays, the numbers are rapid. The utilization of surface transport is done for 
transport of goods and materials by trains, trucks, and heavy vehicles, whereas 
the public transport is carried out with train, bus, car, and light vehicles like 
bikes or two-wheelers. Road accidents and delays due to congested traffic 
are two negative factors associated with road or surface transports apart from 
the pollution issue. According to the statics, there is a loss of 15 lakhs of 
human life and 50 lakhs seriously injured personal become handicapped, 
which is a huge loss in terms of human value. So traffic management is 
the biggest issue in urban and industrial areas. The transport delay can be 
reduced with good infrastructure and good road conditions for transport. 
With the advantage of technology, this can be reduced to the minimum. 
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The IoT platforms allow developing a driver assistance system, which can 
help the driver to find the free and shortest route. The traffic density can 
be accessed from the local traffic station via cloud technology. High-speed 
continuous communication can be achieved by a 5G network. The routes can 
be identified from the source to the destination place with the help of Google 
map or a similar platform and estimate time to reach so that the driver should 
not into the rush or speedy driving mode to avoid the accident. 

14.1 INTRODUCTION 

The purpose of the Internet of Things (IoT)-based traffic and router 
management system plays a major role in urban areas. World’s urban and 
industrial areas are facing many challenges because of the rapidly growing 
population. Because of the growing population numbers of vehicles keep 
growing on the road and infrastructure is not upgraded so that people are 
facing many problems during a road trip as well as transportation by road.1 

People who lived in urban and industrial cities are facing traffic congestion, 
time delay, exasperation, accident, cost, and death.2,3 Nowadays in urban 
areas numbers of vehicles are going on increasing due to various industrial 
sectors and our population, but our road system is not flexible. According to 
WHO (World Health Organization), approximately 1.3 million (0.13 crore) 
people die per year due to poor traffic systems. From 2019 onward thousands 
of people were died due to road accidents in India. According to the Urban 
mobility Report in 2011 people in India spend more than 30 hours per year in 
traffic4 due to traffic congestion. To prevent these kinds of problems we can 
use modern computational technologies. The IoT is nothing but a wireless 
network platform that aims to connect a physical device with the internet and 
provide new opportunities in the IT and communication field. Nowadays, 
surface transport plays a significant role in the transportation system. A 
major problem in surface transport is road accidents due to carelessness of 
the driver and consumption of alcohol is another cause of road accident; 
congested traffic is another problem in this type of transportation. Also 
vehicle routing problem is a very big provocation in the regulation of 
transportation network. The FOG system is a method of sorting out vehicle-
routing problem (VRP). The objective of FOG is to sketch easy free route 
and reduce the social and environmental effects. FOG is to initiate the study 
of vehicle routing issues. Generally, FOG looks to find a shortest route to 
fulfil transportation demands. Basically, FOG has comprehensively been 
used in various industries and firms for better transportation. This study 
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offers to design the structure of IoT-based traffic monitoring system. We are 
also focusing on reducing the problems in surface transport by the use of 
IoT network with the driver assistant system (DAS), where we can find the 
shortest route between the source and the destination. The DAS is directly 
connected to the local traffic monitoring system which will provide the 
information about traffic-free route on that urban area. And the route can 
be selected through the Google map which gives the estimated time with 
distance between sources to destination which will help the high-speed 
driving mode of a driver. 

14.2 LITERATURE REVIEW 

From past few decades, there is rigorous growth of human population with 
increase of vehicular demand. Many strategies were planned to tackle traffic 
congestion. In the present scenario, time became a very important factor 
in everyone’s life. In metropolitan cities everyday a person spends hours 
in traffic, which in turn delays his/her plans or speeds up his/her vehicle to 
complete plans in stipulated time. Earlier, there was use of magnetic sensors 
at every convergence to update about traffic flow through optic fibers, at 
backend software in computer systems an allotted person used to analyze 
the data automatically to proceed for further adjustments in every second. 
But these plans take time for proceedings as there was use of optic fibers but 
nowadays by the use of a sensor without any interconnections and human 
interference we can tackle with traffic problems. IoT is featured to lead 
an effortless life. A driver can easily tackle with traffic issues by knowing 
minutes before about clogging in any route and also blockage free route to 
reach destination as early as possible. 

14.3 WORKING PRINCIPLE 

Nowadays, the traffic congest problems are playing a very major role in urban 
areas, due to industries and public sectors the road transport is busy. In the local 
urban areas we are facing traffic congestion issue, thus daily we are losing much 
time in traffic, which will affect our daily time survival. So here we introduce 
a IoT-based router management system. The whole block diagram represents 
an overall structure of IoT-based router management system for drivers. Here 
mainly two advance technologies are used which are cloud technology and fog 
technology. First, application (IoT device) turns on. Then after the driver will 
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set the source and destination of his/her journey through the Google map, now 
complete route map data for the journey get selected by the driver. This complete 
data is stored in the cloud; on the other hand, local traffic monitoring system 
collects all the data regarding routes and traffic conditions in the respective 
urban area. This local traffic monitoring system is operated as well as updated 
by local traffic police or local traffic stations. This local traffic-monitoring 
system data is also stored in cloud. For this router management idea the fog 
computing plays a vital role. From the cloud the data (route between source 
and destination) transfer to fog computing. If any problem occurs between our 
source and destination route, like traffic-congested problem or route-damaged 
problem in that scenario the fog computing will take the data and it gives traffic 
free alternate route until the problem is not solved. Then the cloud is also 
updated. If there is no problem between source and destination route, then fog 
computing follows the same rout as selected before by the driver. Figure 14.1 
shows the flowchart of driver assistant system. 

FIGURE 14.1 The overall block diagram of driver assistant system. 

14.4 PROPOSED SYSTEM 

14.4.1 DRIVER ASSISTANT SYSTEM 

In this modern era of rapid development and industrialization an increased 
number of casualties in road accidents has become a major issue in almost 
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all parts of the world. So, the need for proper road safety and vehicle security 
is very much essential in the developing countries. Continuous efforts are 
being put by all governments to provide solutions to accidental threats and 
road safety. The researches are set up for vehicle infrastructure and security 
advancement like communication among the vehicles about any threat during 
crossing; examples of such research programmers are Prometheus European 
program5 and the IVHS American program.6 They focus on improving abili­
ties of the vehicle to the next level by implementing few advanced systems, 
that is, automatic blocking system (ABS), automatic obstacle warning 
system. It is possible to show warning to the user and also control the vehicle 
on receiving the warning. The status of the traffic in all possible routes to the 
destination can be collected using RFIID technology and stored in the high-
speed servers setup in different areas. The data collected in cloud storage is 
used to guide the drivers. The driving assistance systemizes the data collected 
over the cloud storage and processes the data to help the driver to reach his/ 
her destination in a faster and safer way by providing the information about 
the density of vehicular flow in all the possible routes to predict the traffic 
congestion and provide the best route. This system also ensures the safety of 
the passengers by keeping the driver updated about the road crossings, road 
structure, turnings before they are very close. The sensors set up in vehicles 
determine the speed and distance of the passing by vehicles and warn the 
pilot if there is any threat of accidents. This system can also handle the speed 
of vehicle automatically. 

14.4.2 LOCAL TRAFFIC-MONITORING SYSTEM 

The traffic-monitoring system cites on technologies that are mapped to 
gather data of the traffic for roadway usage, for example, the number of 
vehicles. It takes a part as prime role to analyze the transportation strategy 
and to set schemes for the requirement of future transportation.7 It is an 
essential instrument for state Departments of Transportation (DOTs) to 
carry out many processes like finding out road improvement ideas, for the 
development of road network, evaluation of economic benefits, to carry 
out new development plans etc. The systems are classified into: over-road, 
in-road, and aerial-sensor-based approaches. In-road-based system requires 
to sawcut the footway and embeds sensors in the pavement of the roadway. 
Those sensors comprise inductive loop detectors8 and magnetometers.9 

Installation of these sensors is time taking and requires much human 
involvement, and the working of these sensors is to get involved in roadway 
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surfacing or pavement drop. Overroad-based sensors are installed (e.g., video 
cameras,10 ultrasonic sensors11) on the top of the road or besides the road. 
These systems can be simply affected by weather conditions and are costly. 
Aerial-based approaches12 use satellites or aircraft to catch road pictures, and 
to uproot traffic details via image processing. 

IoT changed the world by bridging billions of physical and virtual objects 
with use in particular plans to Internet. The unexpected traffic decline in 
quick navigating routes and highways, classified on scarce visibility is one of 
the major issues for road accidents. It can also cause if work is in progress on 
roads, more traffic etc. Incomplete visibility of drivers may be for different 
causes like tight corners, tunnels, and fog. The IoT cloud system focused on 
traffic monitoring and alerting drivers. Thus, there is increase of interest in 
vehicular cloud computing, representing best of our knowledge; no scientific 
works are planned using IoT-based cloud system for traffic monitoring and 
alert notification work on big traffic data processing using mobile sensors 
precisely installed on vehicles. In these circumstances, development in 
networks makes intelligent transportation system (ITS) services more 
feasible. In this write-up, we focus on the replacement of ITS solution to 
address an issue by considering GPS-based mobile traffic sensors that are 
installed in private/public transport or volunteer vehicles. This part focuses 
on the structure of the IoT-based Cloud system for traffic monitoring and alert 
notification. An IoT cloud is defined for storage, processing, and networking 
potentiality on different bases to fixed and mobile sensing issues to postulate 
Platform as a Service (PaaS), infrastructure as a Service (IaaS), and also 
Software as a Service levels a new intersecting type of service level called 
IoT as a Service (IoTaaS).13,14 In IoT-based cloud system, mobile sensors are 
focused on a tracking device that is put in vehicles that assemble position 
data. Therefore, it is feasible to calculate the velocity, acceleration, and so 
on. Local traffic monitoring system can be accessed easily for solution to 
any problem. 

14.5 CLOUD TECHNOLOGY 

Nowadays, data in IoT are stored and processed highly in cloud servers. 
Mostly cloud provides flexible computing platforms that are on demand 
mode, consequently deducting the investment required to build the applica­
tions for storage. Cloud computing is becoming one of the next powerful 
tools for users who evacuate respective data as well as applications to the 
remote “Cloud” and users can access in a easy and convenient manner. Data 
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in many fields and from different sources are retained via services by using 
network. For example, Google map is a simple data selection service15 that 
provides a simple route map interface that can be used to select the route 
between our source and destination. In our paper the total map data is stored 
in the cloud. The traffic management system deals with many users for 
services like storage of traffic data. Figure 14.2 shows how the traffic data 
and map data is stored in the cloud. 

FIGURE 14.2 This figure shows how we store the total traffic data as well as map data in 
cloud. 

The traffic management systems focused on cloud computing and it 
depends on the service contributor and the user. All the service providers 
like traffic strategy database, ATS, traffic strategy agent database, and the 
trial of average traffic scenes are covered core in the systems. The data of 
local traffic management systems is stored in the cloud. In terms of The 
smart traffic management system, clouds supply agent-distribution maps 
and traffic strategy data. It effects the manual traffic decisions taken by the 
local traffic police because of the traffic strategy performance and growth of 
smart traffic clouds, many traffic management systems will bridge to share 
the cloud data to save resources. Further, new traffic strategies can be modi­
fied into mobile agents to continuously upgrade with the transportational 
development science. 

Data of traffic blocking monitoring system will be stored in the cloud 
from the local traffic monitoring system and share the data to the server 
of fog for detection, processing, and visualization. In this design, regarding 
high traffic density from the cloud, the user gets notified. 
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This system works on step by step. First, road traffic information data 
will collect from local traffic monitoring system in the respective areas; it 
will give information about traffic on different routes. Then the raw data 
will be transferred to the fog for the calculation of number of vehicles in a 
certain route. Afterward it verifies the data to find where the vehicle conges­
tion occurs and it will suggest a traffic-free route. For the detection of HIGH 
congestion or any route damage, it will send an alternative path to the cloud 
in view of a map. 

14.6 FOG TECHNOLOGY 

Fog networking or fogging is a modern technology that uses IoT or edge 
device to carry out a significant amount of computation, data, and communi­
cation locally and routed over the Internet. Fog computing is an intermediate 
computing structure situated in between cloud and edge devices that enlarge 
the services supplied by the cloud to the edge device.16–18 Fog computing has 
the dominance of low latency and location awareness, the rising requirements 
of overall connectivity, and ultra-low latency challenge traffic management 
for urban areas. A fog network is a collection of several fog nodes. Any 
device with data storage, network connectivity, and computing can be a fog 
node. These nodes can be routers, switches, or embedded servers, etc. The 
fog nodes can be placed anywhere either on road, along with a railway track, 
or an oil rig. Fog computing provides low latency that means it is geographi­
cally closer to users and provides instant responses. These nodes send data 
to the cloud for analysis and longer-term storage. The fundamental concept 
of fog technology is constant and a real-time monitoring and preparing of a 
system and an instant response in case of any system failure.19,20 Therefore, 
this application can be helpful for a diversity of critical monitoring applica­
tions. Figure 14.3 shows the design of fog computing. 

14.7 HARDWARE DESIGN 

In this hardware project here we are using a GPRS module and Raspberry pi 
with an inbuilt GSM module. This schematic diagram in figure 14.4 explains 
that at the beginning the user’s mobile phone is connected with the GSM 
by Bluetooth or internet. After that through GPRS (General packet radio 
service) the IoT application can detect the current location of a user. Then 
the user sets the destination. With the help of Google map, someone can 
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find route between source and destination. The data will be stored in cloud, 
through GSM and the raspberry pi can communicate with cloud. 

FIGURE 14.3 Three-layer architecture of fog computing. 

FIGURE 14.4 A schematic flow diagram of the IoT device. 
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14.8 APPLICATION 

FIGURE 14.5 The overall architecture of smart traffic and routing system application. 

Here, we introduced an IoT-based router management system application 
where the drivers can easily find the traffic-free route; Figure 14.5 shows that, 
in the first stage the application will turn on and after that it will search for the 
Bluetooth device whether it is on or off. After successfully being connected 
with a Bluetooth device, the application chooses the current location of the 
user. After that the user has to enter the destination point, where the user 
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wants to reach. If there is any route problem or traffic congestion problem 
occurring in between our current location and our selected destination, then 
this IoT device suggests a traffic-free alternate route for the user, so that we 
can reduce the traffic congestion in urban areas. This application as shown 
in flowchart (Figure 14.6) will highly oblige to the emergency vehicles like 
ambulance, police service. 

FIGURE 14.6 The block diagram for working principle of smart traffic and routing system 
application. 

14.9 RESULT 

The proposed IoT-based traffic and router management system for drivers is 
lined up and examined over traffic system of our locality and the proceed­
ings were carried on using disha application. The outcomes of the idea were 
recorded and screenshots are also taken as shown in Figure 14.7; we are 
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notified about the connection of the device, tracing of current location, 
questioned on destination place, and finally shown detailed road map with 
time, speed, distance parameters. Last, we stepped on roads to seek solution 
on practically implemented issues and it was fully prosperous. 

FIGURE 14.7 The overall view of traffic free route. 

14.10 CONCLUSION 

The write-up focused for relevant solution on traffic congestion by 
implementing IoT features using the GPS module and raspberry pipe. Traffic 
congestion is a major issue in a very developing city. In this era of inventions, 
IoT is the best invention that decreases human consultancy. An application 
can inform or alert about a traffic issue to reach a destination without any 
ease and it will suggest a noncongested route to reach the destination as early 
as possible. The detailed working of the application will be based on the FOG 
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system to detect nonarduous route, which in turn will collect information 
cloud storage and local monitoring system. 
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ABSTRACT 

Education is the foundation of modern-day society. India being the land 
of knowledge, our education system is one of the oldest systems. With the 
change in time, the education system modifies itself for the betterment of 
society. The current educational system is introduced by the English, during 
their colonial rules, where the education is imparted to the students in an 
institute via classroom teaching. Previously to this, the students go to the 
GURUKUL where the learning was carried out traditionally. The education 
system introduced by the English is a more organized and modernized one, 
which spread education, in a better way to the bottom of the society. The 
education system is consisting of institutes, the teachers, the students, and 
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the policymaker, which includes Government and Educationists. A good 
education policy is a help to build the society and the nation, as the students 
are the future of the nation. Science and technology play a major role in 
the betterment of the quality of education to the student. The computer and 
the internet are an integral part of our educational process. The use of the 
computer and the internet make it easier to access learning materials across 
the globe, which helps to increase in efficiency of the teaching profession and 
the students. The visualization and presentation make it more effective. The 
internet is also making it possible to access expert teaching professionals for 
a remote place. Currently, in the COVID-19 pandemic situation, the internet 
provides an alternative platform for teaching or educating the student. The 
online education process, which initially limited to the seminar, webinar. 
In the COVID-19 situation, all the government or private offices, business 
organizations, and educational institutes are closed, the online process is 
adapted as an alternative. The online teaching process of education is well-
adapted, where all activities are carried out using the internet. To make it 
more effective, we need to define and use a database. The database will 
contain all the information so that the persons involving can access and 
use it for their purpose like a teacher looking for attendance of the student, 
internal assessment, etc., the student can access the classroom materials and 
other information similar to the management level personal look information 
to make smooth running of the process in their institutes. The database is 
needed to be intelligent by using data analytics, which analyses the data 
or information from the database, it can provide proper information to the 
faculty member, the students, and management personal to make better 
decision and carry out action, which makes more efficient and can make the 
online education to be robust. 

15.1 INTRODUCTION 

Education is the foundation of modern day society. By the passing of time 
education system is changing day by day. The main aim of this new educa­
tion system is to provide the best and quality education. In every single 
aspect of technology, digitalization plays an important role and it affects us 
to the millions. But now the education system has been changed and intro­
duced in the English language which is a more organized and modernized 
one, which helps in spreading of education in a better manner to the bottom 
of society. The education system consists of institutes, teachers, students, 



 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 

  
 
 
 
 

215 Intelligent Big Data Analytics 

and policymakers, it may be led by the Government or a particular person. 
A good education system helps the society and the nation builders, as the 
students are the future and backbone of the country. To walk hand in hand 
with the developed technology, we have to achieve the conceptual growth in 
a deeper manner, which must consider that discerned approach in learning 
should be essential. The smart classroom is a fully digitalized system 
that holds the same mission and vision as a traditional classroom. Due to 
the drastic change in technology, it became easier to lead a life smoothly 
and comfortably. In the internet world, the online education is possible 
nowadays. With the help of technology, different learning system has been 
created, for which several methods are used and the computerized activities 
are developed to facilitate the learners to access it without any physical 
presence, which is mainly the computer application. Nowadays, the demand 
of IT world is increasing and it requires a strong developed technology for 
manipulation, management of data, and resource acquisition.1 If we develop 
a system by utilizing the distributed properties infrastructure design in the 
Hadoop, integrating with the in-memory processing and the analysis is done 
by the Spark tool. The Spark implementation is completely different, if we 
look forward for the distributed the processing with multiple nodes, with 
each single node having a well-defined for a specific task to perform, the 
FP-growth algorithm is characterized in parallel for the different cluster 
nodes or the machines.4 The development of the distributed system is 
limited to the resources like computing and storage, and needs to solve with 
enhancements in performance and processing, needs to be cost-effective 
one. The recent development in cloud computing and data science, is more 
suitable for cost-effective robust solution as SaaS model (System and as 
Service) to this kind of problem. The SaaS model (System and as Service) 
for the e-learning or the e-education by cloud computing in the educational 
institution and training organization can be developed, executed, and 
implemented on the highly performed application at minimum cost. It 
can be implemented in multidevices, such as PCs, smartphones, laptops, 
and tablets by developing the framework, programming language, and 
operating system which enhances the role of a teacher. Then after, the big 
data technologies will help the operating system to act automatically and 
adapt the condition according to the user.5 With the advance methods and 
techniques, tools, architectures, and technology make the big data to more 
effective, robust than before, and is a cost-effective and secure system, as 
could platform data security be quite high and access is easier and faster. 
This helps to handle huge amount of data with faster speed, processing, and 
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storage. In the big data platform, the data can be used as data science or the 
technology. The data science domain will consider the data evaluation, data 
exploitation, and technique acquisition, whereas the data technologies have 
the responsibility of the packages, software application, tool and the utility 
of the algorithms and the framework. A recent trend shows its advantages 
as in many applications, it is based on these platforms and technologies. 
Selecting useful data for learning is a great challenge, mainly to reach the 
demands of the amount of data production in online learning platforms. 
To solve this problem, advanced technology, methods, and techniques 
are provided through the big data ecosystem as a software library in the 
machine learning algorithm. The main motive of the project is to develop a 
smart classroom that can be a perspective for online education, in which the 
learning quality of the students can be improved. The adaptive learning and 
collaborative learning are the main aim of the smart classrooms. 

15.2 BIG DATA 

Big data is described as the fundamental tenet of information systems in 
the field of research, which provides accurate information to the accurate 
receiver with exact volume and quality at the right time. The term “big 
data” works on the area of technological developments based on data 
storage and data processing, which handles the exponential growth of 
data volume present in any type of format in gradually decreasing order 
of periods.1 Big data forms a platform to provide the opportunity not 
only for handling the operations but also to use and add the large amount 
of data coming from various resources, such as social sites, images, 
videos, and other communication resources.2 It is a methodology of data 
analysis which is enabled by advanced technologies in new generation 
and architecture which have the capacity of capturing the data, storage, 
and analysis in high velocity.3 The data source includes the database of 
e-mail, sensor-generating data, smart devices output.4 In big data, data are 
not stored in a structured database but the database adds unstructured data 
having no standard format.5 Figure 15.1 shows the flowchart of big data 
intelligent data analysis. 

With the need for the storage and high-speed processing in the big data 
platform, the cloud is a smarter and cost-effective solution. In the case of 
smaller and medium type business or organization, it may be bit expensive 
in the initial phases, but the data and operation security make it to be flexible. 
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The distributed nature makes it to be more secure, robust, and effective. The 
SaaS model is well-adapted one in recent times in small and medium-scale 
organizations. 

FIGURE 15.1 Flowchart of big data intelligent data analysis. 

15.3 TYPES OF BIG DATA 

In big data, the information can be used as data, these data can be classified 
as below: 

15.3.1 STRUCTURED DATA FORMAT 

Structured data is the basic form, where the normal data are accessed, 
processed, and stored in a fixed format. The development of such kinds of 
techniques in computer science helps over a period to achieve success in 
an advanced format and also it delivered value out of it.9 Nowadays, we 
are facing an issue when the size of data growth increases to a huge extent, 
mainly the size is in the range of multiple zettabytes. From the figure given 
below, one can easily get the meaning of big data and can also understand the 
challenges involved in its process and storage. 
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15.3.1.1 EXAMPLE OF STRUCTURED DATA 

An example of structured data using student table: 
Student _ID Student_Name Gender Department 
18452 Manoj Roy Male Computer Science 
18232 Pratibha Sahu Female Electronics and Communication 
18121 Raj Kumar Rao Male Electrical 
18004 Prakash Sen Female Computer Science 

15.3.2 UNSTRUCTURED DATA FORMAT 

Any raw data having an unknown form or structure is defined as unstructured 
data. As it requires the huge amount of size, the unstructured data challenges 
in the process of deriving value from it. A heterogeneous data source 
contains a combination of images, videos, and text files, etc. Although there 
is availability of wealth from the organization, we will not be able to derive 
value as it contains the raw facts or unstructured formats. 

15.3.3 SEMI-STRUCTURED DATA FORMAT 

The data stored in the semi-structured are of both forms. We can find that 
semi-structured data is structured in form but it is not in a defined manner, 
for example, the table of relational DBMS. The example of a semi-structured 
can be represented in an XML file. 

15.3.3.1 EXAMPLE OF SEMI-STRUCTURED DATA FORMAT 

<rec><name>ram</name><sex>Male</sex><age>22</rec> 
<rec><name>gopal><sex>Male</sex><age>24</rec> 
<rec><name>Sita</name><sex>Female</sex><age>25</rec> 

15.4 BIG DATA IN CLOUD COMPUTING PLATFORM 

The cloud technology initially offers the storage in distributed place across 
the globe, later, the addition of the computing opens up for software applica­
tion runs in IaaS, PaaS, and SaaS structure, which are more friendly for 
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the small to medium-sized businesses to use the techniques of big data 
analytics. Nowadays cloud computing is on high demand as it computes all 
the resources through network which are often provided by a management 
or an outside entity.11 There are huge number of architectures, and developed 
models are present in cloud computing, these models and architectures are 
able to be used in designing approaches of other technology. Due the cloud 
computing, the small to middle scale businesses can afford to meet their big 
data needs. The term big data has been derived as the data system will not 
be able to store and analyze the larger data sets.12 The data are not structured 
traditionally, so the data sets are larger in size. The data can be accessed from 
many new sources which include internet accessing sensors, social media, 
and e-mails. 

To store the data in a house as a storage is called the storage attached 
network. By using storage attached network devices, the several systems are 
attached with a computer, and the configuration of which is made by storage 
attached network pods. Several storages attached network pods are attached 
to each other through the computer used as storage attached network devices. 
The storage attached network stores all the small to large expensive prospect 
data. In very low cost, we can get the furnished cloud services with necessary 
required storage space. MapReduce is a method to analyzing the data using 
paradigm of programming.13 In the MapReduce paradigm, a query is made 
and the data are wrapped according to the key values related to the query, as a 
result, the data set gets reduced and is answering the query.12 The huge amount 
of data is required to get analyzed using the MapReduce paradigm. Then the 
mapping is done concurrently by each device of storage attached networks, 
it is the process of parallel mapping. The deployment of MapReduce as the 
parallel processor is expensive. So, this factor deployment depends upon the 
functionality, the client, and the cloud service provider, which are described 
below in a schematic diagram. So, this factor deployment depends upon the 
functionality, the client, and the cloud service provider, which are described 
below in a schematic diagram, shown in Figure 15.2. 

15.5 BIG DATA ANALYTICS 

Big data analytics is all about analyzing large sets of data. It is used in 
guiding technologies on very diverse and large data sets which includes 
structured, unstructured, and semi-structured data from different sources, 
and in different volumes which range from terabytes to zettabytes. It is 
used on those data sets that cannot be processed and managed by traditional 
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databases with low latency.12 Big data have the characteristics which include 
“3Vs,” that is, volume, velocity, and variety.10 

FIGURE 15.2 Intelligent big data education—schematic diagram. 

The analysis has given a helping hand to the researchers, analysts, and 
business personnel to make better and faster decisions from the data which 
were previously unusable or inaccessible as shown in Figure 15.3. Busi­
nesses have the option of using advanced analytical techniques, such as 
machine learning, mining of data, natural language processing, which allow 
them to discover previously untapped sources of data. When we talk about 
the implementation of this analysis on e-learning,7 then we come across 
different technical processes. 

Several new technologies for storage and processing data have been 
introduced in the development of big data. Apache Hadoop, Apache Spark, 
SQL databases, MapReduce, etc. are some of the technologies which have 
proved to be useful in the development of big data ecosystems.14 

15.6 TECHNOLOGIES AND COMPONENTS OF BIG DATA 

We activated a cluster of nodes to host the technologies that connect them 
with each other through specific network protocols that help in the transfer 
of the data during analysis. These are divided into three parts which are 
shown in Figure 15.4. 
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FIGURE 15.3 Big data education—schematic diagram. 

FIGURE 15.4 Big data technologies. 

In addition to handling big data processing, Apache Hadoop also manages 
its storage. Using this framework, large amounts of data can be stored in a 
distributed manner and is also helpful for parallel processing. The Hadoop 
framework is used over various e-learning platforms for their projects related 
to big data.15 HDFS and the framework are included.11 Those who need to 
process large quantities of data can use MapReduce10 which can process a 
large amount of data in parallel. 

The HDFS works on the storage of data and the file management system. 
Commodity hardware is specifically designed for deployment with it. HDFS 
provides continuous access as well as fault tolerance for high-throughput data 
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storage. It has two main components including Name Node, where the Name 
System caches the names of files or directories and the Data Node caches 
information about the data residing in distributed nodes and stores, reads, 
replicates, and deletes a part of the data.9 When we talk about the processing 
of data with MapReduce, it processes the data which are in several types 
(structured, semi-structured, and unstructured) and differ in their structure 
and size which are huge and consumes a lot of time to be analyzed. It is a 
programming model that assists in the generation and processing of huge data 
sets as well as an associated implementation. The affiliations of MapReduce 
are compiled of a Map () as a function which performs sorting and filtering, 
Counting the number of students is performed by the Reduce () function. 
MapReduce divides the data and spreads those data in the Data Nodes. 

Additionally, Apache Spark is a powerful framework used for processing 
large amounts of data in a fast and general way. This framework which made 
for the network which offers application to have high performance both when 
it comes to batching as well as to interactive processing.1 The Apache Spark 
works similar to the Hadoop MapReduce but the Apache Spark cluster can 
run applications 100 times faster than a Hadoop cluster faster as compared 
with MapReduce. Spark is capable of performing in-memory operations, 
which result in fewer read and write operations. The Apache Spark API 
has high-level interfaces for Python, Java, Scala, and other programming 
languages. As well as offering Spark SQL, MLlib, and more, Spark also 
supports a wide range of high-end tools. This application supports different 
types of environments, such as Hadoop, Cloud Computing, standalone. 

15.7 ANALYTICS USING IOT AND BIG DATA IN E-LEARNING 

Big data analytics and the Internet of things are changing the way we learn 
in every sector, including e-learning. Using this asset intelligence, the 
professionals in the field of e-learning will be beneficial to enhance their 
skills. Our goal is to create e-learning courses that are informative, engaging, 
and engaging for learners. 

The platform which is designed to be used for learners and teacher, 
administrator, and IoT-centered online learning provides the specific devices, 
management of data analytics part and the tools and software part to support 
learning. The network infrastructure includes an application programming 
interfaces, distributed resources, and a high-speed network, in addition to a 
virtual database. Platforms integrated with the analysis of the big data support 
software development and Internet of things network environment. This 



 

 
 

 
 
 

  

 
 

 
 

223 Intelligent Big Data Analytics 

approach to e-learning involves the management of web courses, contexts, 
information, and knowledgeable processes. There are software and tools to 
perform data analytics in order to process those information as per the require­
ment of the teacher or advisor. Due to this methodology, we are able to use that 
platform in multiple devices. IoT on smart devices is centered on data. Data 
from the sensors are gathered and communicated by the IoT sensors and the 
data are integrated for analysis which helps in the process of eE-learning. 

15.8 AN ARCHITECTURE FOR DISTRIBUTED SYSTEMS 

Learning resources are generally tailored for scholar based on examining 
their learning activities over time. By analyzing these recommendations, 
knowledge can be gained (Figure 15.5). This document describes the archi­
tecture as it contains of historical information imported from the e-learning 
platform database of the program. Data collected from the learners through 
interaction with the online platform must first be loaded into the database.16 

To load, load, query, and store data, the Spark Framework uses the Spark SQL 
library, which is part of the Hadoop cluster and runs on the Yarn Resource 
Manager. The MLlib library in Apache Spark has been a key development 
in supporting parallel FP-growth in Scala due to the use of this library.13 In 
addition to the parallel algorithm, the results of FP-Growth have also been 
used to examine the data. Finally, the results can be presented to the user by a 
recommendation engine, thus guiding them and suggesting school materials 
they would find useful. Our system recommends courses that may suit the 
learner’s cognitive level and interests. Therefore, the learner may search 
through the courses that may suit his or her needs. 

The system also uses Zabbix, an open-source monitoring tool. Using 
it, you can monitor massive environments like clusters and grids, and take 
advantage of efficiency analysis, such as usages of CPU, memory consump­
tion, and data storage in each node.13 Further, the software allows the visu­
alization of information about using bandwidth, for example, is a way to 
measure network traffic and traffic volume. 

15.9 BIG DATA COMBINED WITH ONLINE LEARNING TO CREATE 
A HYBRID LEARNING SOLUTION 

A recent study found that cloud computing combined with big data 
technology has become fundamental component of any successful 
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technological system, and that includes e-learning platforms. In order to 
take advantage of the significant amount of data that are generated by a 
system of this type, the system must be integrated, because installing the 
software and hardware can hinder processing. The challenge of finding 
useful information from learning data has grown significantly throughout 
the years, especially those data which are being generated from the 
e-learning paths. In response to this problem, the big data ecosystem 
facilitates the application of different methodologies and techniques via 
computer codes which are specially designed in the form of frameworks 
and application programming interfaces which are easily accessible and 
extremely powerful. Technologies of this kind allow e-learning profes­
sionals to continue enriching and improving their implementation of 
plans through the preparation and analysis of large amounts of data in a 
distributed manner.17 

FIGURE 15.5 Block diagram of e-learning using big data. 

Infrastructure is the top-most layer of the presented solution, which is the 
lowest level. A cloud infrastructure is made by different technical resources. 
Cloud services deliver these resources. By providing these technologies, 
e-learning systems can be operated in an environment with low technology 
costs and a favorable learning environment. This layer is scalable in terms of 
its resources. With this mechanism, users are much more flexible than with 
traditional hosting technology that is based on limited server resources. This 
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application provides a variety of benefits, including efficient, adaptable, and 
error-tolerant infrastructure. 

A distributed computing platform consists of storage technologies 
distributed across multiple servers, large data processing on machines 
with huge parallelism, superior analytics, and visualization. Various big 
data technologies fall under this category, which can be divided into the 
following: 

File system that is distributed among the nodes within a cluster that 
provides redundancy and high availability by storing data in a copied or 
in the same manner. As a distributed data management solution, HDFS 
continues to be the most popular open-source solution (Figure 15.6). 

FIGURE 15.6 Distributive system. 

A NoSQL database management system represents the next generation of 
databases.19 The flexibility, types, and quantities of data they provide allow 
them to provide capabilities beyond relational databases, which are limited 
by RDBMS. CouchDB Cassandra including HBase (column-oriented) are 
examples of distributed databases that do not conform to rigid schema rules, 
unlike relational databases. 

A distributed processing concept with the combination of predictive 
analysis infrastructure is used to handle large data sets across a cluster of 
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machines. The Apache founded a concept Hadoop which is arguably the most 
famous example of distributed system which is an open-source application.20 

They also provide mathematical methods for analyzing giant databases via 
machine learning predictive models by applying mathematical methods 
to computers. As well as providing high-performance tools for designing 
and implementing large-scale predictive investigation applications, Apache 
Spark also provides memory-based powerful designs and solutions for large-
scale predictive analysis. 

E-learning systems are the third level.21 This layer represents the e-learning 
system as a whole, encompassing tools, such as learning management 
systems, system to manage the content, distance learning system. These data 
will prove to be extremely helpful in creating resources with personalized 
learning by adapting educational content to meet the individuals’ needs, as 
well as creating a learning environment that meets the standards of each 
learner. For the e-learning system to implement this modified mechanism, it 
must utilize the resources that are useful and present in the lower layer which 
needs to apply machine learning algorithms parallel to the learning data in 
order to exploit advanced predictive models. 

A general definition of online learning refers to a platform that consists 
of hardware, software, and users. In addition to the memory, bandwidth of 
the internet, and operating system provided by the services of the cloud 
computing, there is also cloud hardware. As far as software is concerned, 
it is an e-learning system.20 Information is communicated, stored, and 
processed by users through the system. There are three main users which 
include the system administrator or the policy maker, the advisor or teacher, 
the students or learners.15 The cluster may also be expanded to include one or 
more individuals who are responsible for the installation and maintenance of 
the cluster’s architecture which is distributed broadly, and who also develop 
and deploy models which are analytical in nature and implement techniques 
related to data mining. 

15.10 CONCLUSION 

Education is the foundation of modern society. Due to India’s heritage of 
knowledge, its educational system is one of the oldest in the world and 
continues to evolve to better serve society as time passes. In colonial times, 
the English instituted the current education system, where students are 
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instructed in classrooms in a school system. Students are a nation’s future, 
so a sound education policy is essential. Science and technology are vital 
components of an education designed to benefit students. Online learning is 
a devoted, computing-based environment dedicated with new communica­
tion and information technologies, such as big data, are being introduced. 
Massive parallel processing, distributed storage, and predictive analysis 
are just a few of the many tools and systems available when it comes to 
big data. Students generate huge amounts of data that can be processed and 
analyzed using the technologies described here. Distance learning platforms 
can be greatly improved by using frameworks that offer greater quality and 
accessibility. Consequently, Models we use enable each student to get the 
most out of online learning, as a result, we believe our model will signifi­
cantly enhance the online learning field. As a result, we can make better 
decisions, improve learning methods, and offer a wide range of programs. 
Using technologies based on big data in a system of online learning, in this 
chapter, we want to develop an adaptive learning solution that can match 
individualized instruction to the preferences and needs of each student. 
A machine learning algorithm is used to implement the proposed course 
recommendation engine, specifically the association rules technique, which 
identifies interesting associations between historical enrolment data and 
course recommendations. Machine learning techniques are used by the class 
recommendation engine, specifically the association rules method to reveal 
the relationships between student enrollment data and class recommendation 
results. Besides process decentralization and analyzing of data, it demon­
strates that our system is effective as it relates to recommendation of courses 
that are relevant and of high quality and performance within predetermined 
during frames. Implementing our system utilizes the distributed infrastruc­
ture of Hadoop as well as Apache Spark, which performs a rapid process 
that operates in-memory and analyzes data in depth. It has been decided to 
adapt a completely different method of implementing the Spark application, 
namely, to distribute processing and data processing among multiple nodes, 
with each instance performing different tasks, to run the running FP-growth 
algorithms on multiple clusters of computers simultaneously. As a result of 
distributing the storage and computing industries system, the insufficient 
resource problem is solved, the performance is improved and processing 
costs are reduced. In order to make online education to function efficiently, 
it has to provide correct information for faculty, students, and managers to 
make proper decisions and actions accordingly. 
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ABSTRACT 

With the increasing demand for electricity for various applications and 
purposes in any country, it is required to coherently develop and equip the 
already existing infrastructure with advanced power protection, management, 
and handling systems. Distribution lines are constantly exposed to lots of 
disturbance by nature due to natural disasters, such as cyclones, storms, or 
heavy rainfall. Any minor fault in the line or short circuit may lead to severe 
damages in distribution line, ultimately leading to expensive equipment 
failures in feeder stations. By using an automatic system, it will be possible 
to computerize the process entirely and precisely locate the nature along 
with the intensity of the fault and its exact location in a particular area and 
provide that information to the serviceman or the person responsible for the 
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management of distribution lines of that area by sending them an automatic 
system-generated SMS. This system consists of LabVIEW, a virtual software 
that uses programming in a local power distribution unit. It is interfaced along 
with an array of fault detectors in the distribution line, which detects different 
types of interruptions in line, such as short circuit, drop in voltage, excessive 
voltage, heating due to higher load are sent to local power distribution 
units using a wireless communication device like a GSM module, which is 
connected with the software to every local monitoring stations, which keeps 
monitoring the parameters and scans for any abnormalities or fluctuations. If 
any such failure occurs due to various reason within a transmission network 
or any specific substation, the autonomous fault detection system quickly 
generates and transmits an SMS to the repairing team and prompts the team 
to cut off the power of a particular area. This will terminate any possibilities 
of electrocution, and many other fatal accidents can be prevented. Also, 
previously knowing the nature of the fault will warn servicemen about the 
severity of the situation, for which they can be prepared beforehand. This 
system also helps the consumers be comfortable. There will be no requirement 
of approaching an electrician to complain to him about the failure, and the 
delay in these repairing works will be ideally minimized. 

16.1 INTRODUCTION 

Today, economic and technological growth is increasing rapidly and requires 
a higher demand for efficiency and energy in the field of electricity. This rapid 
growth has generated a number of opportunities for developers and researchers 
to design a set of new products and facilities that can meet the new reality 
and upcoming needs of customers.1 Distribution systems represent the final 
connection between the customers and utilities. Practically, the distribution 
network is operated by a simple design having less cost along with very well 
fortified schemes and the least short current. To provide continuous supply, 
the normal working of all the component power stations and connected 
loads are required. Thus, distribution networks possess lower reliability 
that if a breakdown of any component may result in disruption for the loads 
continuously downstream in a faulty zone.2 Electrical disturbances may result 
in numerous economic impacts, such as loss in production, apparatus damage, 
cost to restart, and raw material wastage. Also, disturbance in electricity can 
also influence uncomfortable temperature at home and workplace and is the 
risk to health.3 Not only that, fault in distribution systems can affect the quality 
of power in terms of propagation of disturbance and service continuity.4 
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Hence, they are also responsible for industrial production disturbance along 
with economic and information loss, among others. Statistics shows that 
most of the failures in distribution lines are due to accidents, component 
degrading, and weather conditions. It has been recorded that on the medium 
voltage of 11-kV network, the faults resulted in 74% of customer minutes 
lost, on an average of 20 min over per user, annually in the United States. 
Therefore, distribution arrangement results in the maximum unattainability 
of power supply by the users.5 Developing a self-healing capability smart 
grid after keeping the past painful lessons in mind caused due to earlier large-
scale power blackouts is of greater urgency. Self-healing is nothing but the 
ability of distribution arrangement to tackle when it faces any fault, and it 
can automatically and intelligently perform the suitable actions for securing 
itself in the best steady-state so that it can perform the basic operation without 
disrupting and constraints.6 As a result, organizations are looking forward 
to a solution that automatically turns the switch to protect a network by 
enhancing customer average interruption duration index (CAIDI), system 
average interruption duration index (SAIDI), and system average interruption 
frequency index (SAIFI) they all collectively reduce restoration cost, decrease 
restoration times and boost organization reputations.7 Reliable and continuous 
supply of energy with minimal outages is the main objective of the working of 
an electrical power system. An efficient fault location (FL) immediately and 
accurately helps to reduce the needed time to catch the problem and repair 
the arrangement and also speed up the power supply reestablishment over 
the network restoration.8 When there is a cut in a power line, that time, the 
sensor will sense out the power cut and notify the signal to the Wi-Fi module 
about cut off in that power line. Then the Wi-Fi will send those data to the 
Amazon Web Services (AWS) cloud for further notification to the nearest 
electric board regarding that power line cut. This system can be useful to both 
rural and urban areas when the power line is damaged. Many researchers, 
after implementing the concept of power distribution by smart grid and such 
arrangement also target a control function, such as protection, self-healing, 
and DG control. So, this framework would be able to coordinate the main 
subject and constraints at multiple stages and can respond in a flexible way to 
the challenging conditions. 

16.1.1 ORGANIZATION OF THE CHAPTER 

The conceptual framework of this system is completely derived and designed 
by analyzing the problems and solutions dealt with by transmission lines due 
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to lack of smart automation; issues and solutions are described in Sections 
16.2 and 16.3, respectively. Section 16.4 covers the device’s working prin­
ciple. Section 16.5 explains the methodology of this technique, which also 
explains the role of involved hardware in the device’s circuitry, along with a 
scope of installment of the device on the existing power transmission frame­
work. Section 16.6 discusses the result of the prototype, which is a snapshot 
of the system-generated message. Section 16.7 concludes. 

16.2 PROBLEMS DUE TO LACK OF SUCH SYSTEMS 

Electrical machines, networks, and types of equipment are always subjected 
to different types of faults during their operational period. A fault is basically 
an unstable and unfavorable condition for an electrical system that includes 
the electrical failure of equipment, such as generators, transformers, and 
other rotating machines. It changes the characteristic value like impedance 
of the machines from their existing values to different values. The fault 
involves conducting path failure and insulating failure in the system. As a 
result, short circuits and open circuits of conductors happen. There are many 
reasons for failure in a power system. Some of the possible reasons of such 
faults and failures are the following: 

•	 Weather conditions: The natural calamities, such as cyclone, flood, 
and other natural effects, such as a thunderstorm, torrential rain, salt 
depositions over transmission lines, ice accumulation on the transmis­
sion line can cause electrical faults, which can highly interrupt the 
power supply and damage the electric installation. 

•	 Human errors: Human errors like a selection of improper rates of 
devices and equipment and electrical conductors after any mainte­
nance, energizing the circuit while under supervision have also caused 
electrical faults. 

•	 Equipment failures: Due to insulation failures, aging, malfunctioning 
of winding or cables, different electrical pieces of equipment, such as 
a transformer, motor, generator, switching devices cause short circuit 
fault. 

•	 Smoke or fires: Due to smoke particles, occasionally interfering with 
the transmission lines can result in the air being ionized, resulting in 
a spike between the transmission lines, conductors, and insulators. It 
will cause the reduction of the insulating capacity of the insulator due 
to high voltages. 
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• 	 Damage of transmission line: The faults are also caused due to falling 
of trees on the transmission lines, perching of birds on the lines, acci
dent of vehicle with poles or towers of transmission line, etc.13 

Using an autonomous fault detecting and warning system, one can auto
mate and precisely observe the nature and intensity of the fault and the exact  
location in a particular area and can provide that information to the serviceman  
or the person responsible for that area by sending them an SMS. Also, many  
other failures happened due to the lack of this kind of intelligent locating and  
monitoring system. Some of the main failures are described below. 

1. 	 High maintenance time:  Without this kind of intelligent system, the 
serviceman or the person responsible for that area cannot find the 
exact position or location where the fault occurred. So, it takes much 
more time to find the fault and solve it. For this type of problem, the 
time required for maintenance is very high. Sometimes, people in 
some undeveloped rural areas cannot get electricity for many days 
due to this problem. 

2. 	 Danger to operating person:  As the operating person is unaware 
of the exact position or location where the fault occurred, it can also 
cause shocks to individuals. Depending upon the current and voltage 
at fault location, the severity  of the surprises is predicted, and the 
shocks may lead to that person’s death. 

3. 	 Overcurrent flow: Due to the occurrence of a fault, a considerable 
current finds a significantly less-resistive path. As a result, a huge 
amount of current is drawn out from the supply lines, causing damage 
to the insulation and other different components and the equipment. 

4. 	 Loss of equipment: Short circuit fault may create a heavy current, 
resulting in severe damage to components. Being brunt ultimately 
results in the improper working of many devices and equipment. 
The heating of rotating machines is due to the unbalancing of supply 
current and voltages caused by a short circuit. 

5.	  Electric fires: In the day of today’s life, it can be observed in the news  
about the firing of builds and large shopping complexes. It is that  
because of short circuit that causes plasma flash, and sparks ionize  
the air present in between conductors, thus leading to an electric fire.  
There is a chance of spreading fire to the other part of the system. 

6. 	 Disturbs interconnected active circuits: Faults that occur in the 
distribution line disrupt the area where they occur and affect the entire 
dynamic network consisting of many interlinked circuits connected 
to the faulty lines. 

­

­



 236 Intelligent Technologies for Sensors 

7. 	 High maintenance cost:  As the fault locations are not found quickly, 
the equipment and components which are related or connected to the 
faulty network can be damaged due to overheating, and the intercon
nected circuit may be disturbed. To solve the problem, the main
tenance cost is very high, and sometimes it requires the complete 
replacement of the equipment, which leads to high maintenance 
costs. 

8. 	 Fatal accident:  At the location where the fault occurs, the local 
people are unaware of the fault. If some person came in contact with 
the fault, it may cause a severe accident and lead to the death of 
that person. Sometimes, it is noticed that different birds are found 
dead on the distribution lines. This is due to such kinds of faults. So 
nowadays, another intelligent technology is developed for automatic 
fault detection, location, and monitoring of the distribution lines to 
detect the fault as soon as possible and solve it.14 

16.3 ADVANTAGES OF SUCH SYSTEMS 

In this era of technological advancement, where everything has standard 
features like easier to use, faster and more effective communication, and 
less wastage. This modern-day innovative technology has many scopes 
of improvement and can evolve into new products using some creative 
approaches. Due to the rapid global increase in energy requirement, 
the transmission system needs to be improved and updated to meet the 
electricity demand for growing populations, thus demanding increased 
industrial output. And to ensure an uninterrupted and efficient power supply, 
continuous maintenance and flawless operations of transmission lines are 
very crucial. But there is no significant advancement in our transmission lines 
which are one of the most necessary needs of the hour; we keep on using the 
traditional method of transmission and distribution lines with a least or no 
modification. As a result, we come across a lot of fatal accidents reported in 
the newspaper and over social sites about the death due to electrocution and 
faults or errors in these transmissions lines. Using automatic fault detection, 
by a detecting and warning system, it is possible to completely automate and 
precisely reveal the nature and intensity of the fault and its exact location in 
a particular area to the technical crew and hence help save transformers from 
damage and disasters and will also replace the traditional method of finding 
the faulty network, equipment and the time elapsed in precisely locating a 
fault will be significantly reduced.15  There are numerous advantages of using 

­
­
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such kinds of intelligent locating and monitoring systems. Some of the main 
benefits are listed below. 

1.	  GPS module present in the transmission poles provides information 
about the exact fault point using communication devices like GSM 
modules, which are connected by software to every local monitoring 
unit. This keeps monitoring the fault by cross-checking with its 
already saved (voltages and currents) values every instant, and if any 
area happens to be under a faulty condition, the system automatically 
generates the SMS for the electrician or any distribution station and 
also cuts off the power supply of a particular area. This will result in 
a significantly less response time for the technical team to identify 
the faults and thus can prevent transformers from any severe damage, 
and in the case of disasters, chances of electrocution and many other 
fatal accidents are also less. 

2. 	 Automatic fault detection, locating, and monitoring system is capable 
of locating symmetric and asymmetric faults—as minimum sensors 
are mounted in the transmission line, these are very easy to install, 
and these can be used over the existing transmission poles with a bit 
of modification—as a result, there will be a minimal installation cost. 

3. 	 In the power distribution line, most of the current and voltage 
distortion is caused by fault and unethical human interventions. 
Faults that occur in a transmission line can cause disturbance in the 
electric supply and will disturb the entire energized, interconnected 
circuits to the faulty network. As a result, we suffer a power cut very 
frequently, and once it is encountered, it usually takes a lot of time to 
get repaired, whereas by using an automatic fault detection, warning, 
and monitoring system, this time can be minimized ideally. 

4. 	 As this system gives the exact location of the fault to the technical 
crew or the service station immediately by providing the map coordi
nates through SMS, which is automatically generated by the system, 
the types of equipment or the components related to the fault can 
be repaired as soon as possible. The features can be prevented from 
getting damaged due to overheating and burning, and the intercon
nected circuit of the transmission lines will be saved. 

5.	  The maintenance cost is significantly less because the servicemen can  
shut down the power supply as soon as they see a fluctuation in the volt
ages and current values and can arrive at the wrong location as more  
quickly as they get the message of fault or error in the transmission line  
from the intelligent fault detection, locating, and monitoring system. 

­

­

­
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6. 	 This system also helps the consumers be comfortable. There will be 
no requirement of contacting the service team to inform about the 
faults. The delay in these repairing works will be ideally minimized. 

7. 	 Using this system, we can detect and reduce the chances of elec
trocution and many other fatal accidents causing problems, such as 
falling of trees on the transmission lines, perching of birds on the 
lines, accident of vehicles with poles or towers of the transmission 
line. 

8. 	 The automatic fault detection, locating, and monitoring system has a 
simple architecture. It uses a GSM module, GPS module, and Arduino 
UNO that are very fast and easy to run using the LabVIEW  software 
installed in the substations. This device provides high accuracy while 
testing the data.16 

16.4 WORKING PRINCIPLE 

LabVIEW software is used to distinguish and display the different values: 
voltage, current. It also gives us information and location about the fault, 
which is transferred to the GSM module and sends the message to the 
repairing team responsible for that area. The fault detection device consists 
of two central units that are (1) transmitting unit and (2) receiving unit. 

16.4.1 TRANSMITTING UNIT 

Transmitting unit is installed over various locations where it is connected 
via GSM module to the receiving unit located at the substation using GSM 
module which facilitates wireless communication. This unit is linked with 
a driver circuit which is further linked with circuit breakers for isolating 
faulty networks from the healthy area. It is mainly divided into two sections: 
potential transformer and current transformer for measuring voltage and 
current values, both connected and powered by 230 V  AC power supply. 

16.4.1.1 VOLTAGE MEASURING UNIT 

A 230/(0–6)-V stepped down potential transformer is used for measuring the 
supply voltage. By scaling down it in a range of 0–6 V, a microcontroller can 
easily filter it for faults by observing the net fluctuations in the given field. 
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16.4.1.2 CURRENT MEASURING UNIT 

Here, a current transformer (CT) 5 A is used to step down the current, 
which is then converted into voltage with the help of a shunt resistor. Later, 
the converted volt is then rectified by a precision rectifier. This circuit is 
designed to keep a watch on the supply current.9 

16.4.1.3 ARDUINO 

The primary function of the Arduino microcontroller in the transmitting unit 
is to keep checking the voltage from the step-down transformer continuously 
and current from the current measuring unit, then to calculate the actual line 
voltage by using a predefined formula, then to send the data, which include 
voltage present and the location coordinates, to the GSM module, which will 
then transmit the data to the nearest/defined/local substation where receiving 
unit will be analyzing the data. If the fault is detected, using a GSM module, an 
alert message will be sent to defined/set phone number which will be containing 
information about fault type and the location coordinates of the fault. 

16.4.1.4 GPS MODULE 

The GPS module used here is the NEO-6M having an external antenna to 
enhance the performance. This module will communicate to nearest power 
station via a GSM module integrated with it, GPS module will be mainly 
used in pin pointing the exact location of the faulty network in terms of 
latitude and longitude coordinates. 

16.4.2 SUBSTATION OR RECEIVING UNIT 

The substation unit will consist of three main GSM modules: They are essen­
tially identical to an ordinary mobile phone, including the need for a SIM to 
identify themselves to the network. A sim900A Quad-Band GSM module, 
which works on commands written in LabVIEW blocks.10 

16.4.2.1 UART-TTL CONVERTER 

This tool is excellent for embedded systems, and it requires a serial 
connection with the computer. This board can be attached simply to any 
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USB bus, and it will appear as a standard COM port. In any event of a 
short circuit, this can actively guard the computer as it transmits single bit 
at a time and also with a specific data rate, so, in this serial communica­
tion method, the (TTL) level always remains between 0 V and Vcc which 
is mostly 5 or 3.3 V.11 

16.4.2.2 LABVIEW 

In receiving unit, LabVIEW software is the base of all the operations which 
are happening in the unit when the transmitted data are being continuously 
received and analyzed for any transmission fault. So, this analyzing part 
of data is done by this software where it checks for different voltage and 
current values and compares it with the previously fed data (which were 
earlier recorded under normal parameters) which is already saved, and if in 
any case, the LabVIEW code detects any abnormalities indicating some kind 
of fault, then an alert message is transmitted to the specific phone number 
depending upon the location coordinates of the fault, the number is filtered 
from a set of saved numbers which are previously fed in the system along 
with their respective coordinates. And then, if recently received data show 
any fault, LabVIEW program proceeds to interrupt the supply of that specific 
phase under fault. Thus, the nature and intensity of faults along with their 
location can be easily located and tackled. This proposed prototype of a fault 
system is developed only for single-phase use to detect all possible faults 
relating to single-phase like Line to Ground Faults. Still, such systems can be 
further installed in a single device, which can be used for a line-to-line type 
fault analysis for all three phases. 

16.5 METHODOLOGY 

The diagram of a local distribution system is represented in Figure 16.1 
along with the device part, which, when implemented with the android app, 
including all the assets attached, gives an end-to-end user interface, making 
it easier for working with the control system. Also, the development of the 
app, including its design, look and feel, and user interaction, is marked upon 
with it. The device flow and implemented prototype are described later, 
giving us the leading solution for our problem statement. 
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FIGURE 16.1 Local distribution systems. 

16.5.1 LAYOUT MECHANISM/PRINCIPLE 

The significant steps in this layout include 

•	 We are taking continuous voltage and current readings from the distri­
bution lines. 

•	 Comparing these values with the preset values in the Arduino to check 
for faults. 

•	 When a fault is identified, the transmitting unit will send the location 
and values of voltage and current to the substation or receiving unit 
indicating the nature of fault then. 

•	 The fault type will be determined using LabVIEW, and the fault 
parameters will be directly sent to the station/assigned person. At 
standard conditions, the transmitting unit measures the voltage and 
current values at every instant. The microcontroller circuit compares 
the predefined value from the present value. If there is any abnor­
mality among current and voltage values, then the measured V–I 
value and the map coordinates will be sent to the local transmission 
station. Simultaneously, the faulty network is quickly isolated from 
the unaffected section by circuit breakers and relays controlled by the 
microcontroller circuit when any abnormality happens in any network 
or any specific station. The transmitting unit transmits the data to the 
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nearest station, the data will have voltage, current, and the exact loca­
tion code/coordinates of the fault. These data consist of the voltage 
and current values with the latitude and longitude location of that 
place. The data are then fed to LabVIEW software, where the data get 
distinguished into different values, and then received voltage, current 
values are displayed. Also, it gives geographical information about 
the location of faults and the type of the faults. It shows the popup 
menu, it notifies the type of faults and where they occurred. After 
informing the faults, it automatically generates the text message, 
which includes location of the fault, fault type, voltage value, and 
current values in LabVIEW, and it is transferred to the GSM module 
which reverts the data to the service person of that area. Comparing 
with other protective devices, this smart system segregates the faulted 
network from the unaffected section. Also, it sends data to assigned 
person, thus there will be no manual involvement to notify about the 
fault. This can save lives from many accidents like electrocution and 
other fire hazards. 

16.5.2 HARDWARE/DEVICE 

The made device for agreeing to solve our problem statements mainly consist 
of the two main units that are transmitting unit (for sending alert messages 
and V–I parameters to the substation) and receiving unit (for receiving the 
transmitted data from faulty area/network). One unit will be used to receive 
the transmission signal and other unit which is receiving signal will flash an 
alert in the app and if needed will activate some specific circuit breakers. 

16.5.2.1 DESIGNED PROTOTYPE 

Transmitting units will be attached to preexisting power distribution install­
ments, and will be connected with local substation via a GSM module. The 
transmitting unit of the device is connected with the driver circuit, which is 
then combined with the circuit breakers for separating/isolating the failed 
network from a healthy network. In transmitting unit, potential and current 
transformer are used for calculating current and voltage magnitudes and a 
GPS module is used for determining the coordinates. The transmitting unit 
is considered further and associated with many devices, such as voltage 
measuring unit, current measuring unit, Arduino (UNO), GPS module. Now, 
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with the help of these, the whole transmitting unit is incorporated to perform 
the actions, each having its specialized functions to perform upon. 

Figure 16.2 represents the block diagram and the schematic flow for 
the transmitting unit where the potential transformer and precision rectifier 
combine to form the voltage measuring unit. Then, the current transformer, 
shunt resistor, and precision rectifier combine to form the current measuring 
Unit. Now, coming to the substation or receiving unit, it mainly consists of 
GSM module, UART-TTL converter, computer with LabVIEW enabled. 

FIGURE 16.2 Block diagram of transmitting unit. 

Figure 16.3 represents the block diagram and the schematic flow for the 
transmitting unit where the processing and receiving part until the phone’s 
alert message will be performed. This module can be easily interfaced with 
devices that do not have standard serial ports. The primary identification 
of types of faults and location of faults is made by LabVIEW software. It 
consists of geographical coordinates, current, voltage, and it also stores 
the complete database of concerned mobile numbers of the electricians or 
repairing team for respective areas. As of now, only a single-phase system 
is used, so it deals only with the line to ground faults, which can be further 
enhanced and developed for a three-phase-based transmission system, then 
also considering line-to-line faults. 

16.5.2.2 INSTALLMENT ON THE EXISTING FRAMEWORK 

The device, when installed with a new framework, will initially be facing no 
interventions. Still, when an existing set of transformers, supply network, and 
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lines already exist, the device will be incorporated/fixed on the transformers 
to understand its in-built structure design, power distribution network, pole 
connections, and specific location intervals to minimize the cost. Now, for 
most households, apartments will be a very cheap/cost-effective method 
to install with a supervised support team. Also, the device’s design is 
straightforward so that it can be easily fixed and maintained in the case of 
any damage without any complexities. This device can be easily installed on 
those structures and centrally linked with the application. After installation, it 
will be convenient to handle the device on its existing framework effectively 
in an exact manner. 

FIGURE 16.3 Block diagram of substation and receiving unit. 

The main advantage of mounting the transmitting part of the fault 
detecting system over preexisting infrastructures is that it is helpful in many 
ways, like minimizing the initial investment. It would be the least as the 
already existing poles, and transformers for the transmission system will be 
utilized. Next is the easy maintenance of the devices as they are mounted 
on very accessible and already known locations, it will be easier to do any 
kind for repairing works in the transmitting unit. Also depending upon the 
probability of occurrence of the fault, it will be used to determine the number 
of devices required in any specific region and also at a definite interval as 
shown in Figure 16.4. 

16.6 RESULT AND DISCUSSION 

The distribution lines have always been bared to natural disasters, which 
tends to make them faulty. These faults lines must be removed. Otherwise, 
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this will result in significant damage to distribution lines. Presently, there is 
not any real-time system for fault monitoring. It just notifies about the fault 
to the control panel of the substation unit. Thus, this insufficient information 
is not of that much help to the technicians.17 

FIGURE 16.4 Distribution systems mounted with fault detecting devices. 

A model has been designed using LabVIEW, which notifies the operators 
about the location of the fault, identifies the type of fault, and rectifies 
the output. A fault detector and indicator for monitoring the current in the 
power line have been mounted adjacent to the power lines. When a fault 
occurs, the steady(stable) grid/station is separated from the network or area, 
causing the fault by using crucial components like circuit breakers and relays 
controlled by a microcontroller when an unfavorable situation appears. Here, 
the GSM modem sends a warning message instantly as there is any fault 
detection to the controlling station stating the recorded values of current 
and voltage along with the same pole to pole location. The GPS and GSM 
modules are interfaced with Arduino UNO so that we can accurately locate 
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the coordinates from the GPS unit via GSM to the registered mobile number 
it sends the message to other networks.18 The fault detector is always in on 
state and thus can identify faults whenever there is any such occurrence. 
Information is recorded and analyzed in an electronic format, which can 
easily be interpreted and understood by a transmission line. That data could 
by anything like total stations or map coordinates or photogrammetric, 
electronic topographical maps, etc. 

The true accomplishment of this fault monitoring and detecting system 
will result in achieving the desired objective to analyze the nature of fault 
caused due to various reasons of the harsh environment of nature like 
lightning, thunderstorm, hailstorm, fog, smog, wet insulators, and pollution 
which causes very poor contact between insulators and conductors. And 
also eliminates its causes with highest possible efficiency in very less time 
ensuring the comfort and well-being of the customers. The idea put forward 
here gives us a clarified and exceptionally dependable approach to find the 
fault in the three-stage transmission lines and furthermore it keeps moni­
toring the faults every second, which will minimize the chances of death due 
to electrocution.19 

Figure 16.5 shows a sample message which is automatically generated 
by the fault detecting device, after which it is transmitted to substations 
and concerned persons by accessing their pre-stored data from the cloud to 
contact them for repair. 

16.7 CONCLUSION 

The distribution lines are continuously exposed to lots of disturbances 
from nature. Due to natural disasters, such as storms or heavy rainfall, any 
minor fault or shortfall can cause severe damage to distribution lines, which 
may ultimately lead to expensive feeder equipment failures. There is no 
messaging system in today’s technology for relaying messages to service 
technicians when a fault is detected. At present, fault locating strategies just 
notify the control panel of the fault and give no other information to service 
technicians. As a result of an inadequate information passing system, there 
is an increased chance of accidents and there is a loss of life and property as 
a result. Therefore, special equipment is needed that finds the fault location 
area and notifies the service technician immediately. With the use of an 
automatic fault detecting and warning system, we can automate the entire 
process to pinpoint the exact nature and intensity of the fault in a certain area 
and then send a text message with that data to the serviceman or the person 
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responsible for the area. In this system, we have used LabVIEW, which 
facilitates and uses programming in the sub-feeder/distribution units, which 
is connected with many fault detectors mounted on the structures involved 
in the distribution line. A wireless communication device, such as a GSM, 
is used to transmit interruptions to the substation, which is then connected 
by software to a local distribution station. With the GSM and GPS module 
integrated with Arduino, we received accurate coordinates from the GPS unit 
via GSM to the registered mobile number. The potential transformer and 
current transformer have been interfaced, and we are getting accurate AC 
voltage and current readings. The readings of current and voltage will be 
continually compared with these set values. When any deviation is observed 
for any fixed period, the GSM module will send a link to the substation 
to perform the subsequent task. This system keeps monitoring the faults 
every second. If any area is malfunctioning, it will automatically generate a 
message to the servicing company and turn off the power accordingly, which 
will minimize the chances of death due to electrocution. Using this system, 
consumers will also find themselves more comfortable. They will not be 
required to call servicemen for complaints about problems, and the delay in 
the repairing process will be minimized to the greatest extent possible. 

FIGURE 16.5 Sample text transmitted by the device. 
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ABSTRACT 

Wireless body area network (WBAN) has played an important role in health-
care applications in recent decades. In healthcare applications, the internet of 
things has a huge impact on getting medical data to the appropriate systems. 
In a wireless body area network, security and energy consumption are the 
most critical considerations. While transferring the patient health records, 
there is a possibility of third-party access and it leads to false communica­
tion. Due to the smaller size of medical sensor devices, there is a possibility 
of high energy consumption in wireless body area networks. To address 
these concerns, a new Clustered based security and energy-efficient (CSEE) 
routing protocol was proposed. The use of clustering techniques helps to 
alleviate security and energy consumption issues. The five wearable medical 
sensor devices such as EEG, Oximeter, EMG, Vision, and blood pressure 
sensor and two different controller central nodes are placed on the human 
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body. The acquired medical data will be sent over Bluetooth to the personal 
device assistant. The same information will be sent to other devices via the 
Internet of Things. Simulation results analyzed the performance of proposed 
and existing techniques in an IoT-based WBAN environment. The proposed 
Clustered based security and energy-efficient (CSEE) routing protocol 
improves the delivery rate, throughput, and minimizes drop rate, energy 
consumption, and end-to-end delay when compared to the existing technique. 

17.1 INTRODUCTION 

Wireless body area network (WBAN) has played an important role in health-
care applications in recent decades. In healthcare applications, the Internet 
of Things (IoT) has a huge impact on getting medical data to the appropriate 
systems. In a WBAN, security and energy consumption are the most critical 
considerations. While transferring the patient health records, there is a possi­
bility of third-party access and it leads to false communication. Due to the 
smaller size of medical sensor devices, there is a possibility of high-energy 
consumption in WBANs. To address these concerns, a new clustered-based 
security and energy-efficient (CSEE) routing protocol was proposed. The use 
of clustering techniques helps to alleviate security and energy consumption 
issues. The five wearable medical sensor devices such as EEG, oximeter, 
EMG, vision, and blood pressure sensor and two different controller central 
nodes are placed on the human body. The acquired medical data are sent via 
Bluetooth to the personal device assistant. The same data are sent to other 
devices via the IoT. Simulation results analyzed the performance of both 
proposed and existing techniques in an IoT-based WBAN environment. The 
proposed CSEE routing protocol improves the delivery rate and throughput, 
and minimizes drop rate, energy consumption, and end-to-end delay when 
compared to the existing techniques. 

WBAN is derived from the wireless sensor network and it consists of 
medical sensor devices deployed on the human body. This supports the 
real-time healthcare monitoring system and transmits the medical data to 
the doctors. The medical sensors are very portable and smaller in size and 
it is placed on the human body. This network is most helpful nowadays due 
to COVID-19 and lockdown issues who need doctor’s attention without 
being hospitalized. The process of monitoring may be done at home without 
visiting the hospital and the sensed data will be transmitted to the doctor. This 
helps to get advice from doctors via the Internet. In case of any emergency 
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conditions, the necessary action can be taken without any delay. There are 
three different phases based on the data communication in the WBAN. Intra 
BAN helps to connect the sensor nodes and the controller nodes to personal 
device assistants via Bluetooth. Inter BAN connects the personal device 
assistant to the Internet. Collected sensor information will be transmitted 
to the Internet from a personal device assistant. WBAN sends the required 
information to doctors or caretakers through the gateway node. IoT is used 
to connect things via the Internet and it will be more helpful for medical 
applications. IoT helps to transmit the medically sensed data to more users 
such as ambulance, cloud storage servers, caretaker, hospital, doctor, and 
nurses, etc. Security is a major concern, because it contains patient’s medical 
data, which need to be transmitted with high authenticity. 

Figure 17.1 shows that the integration of WBANs and the IoT. This inte­
gration achieves high network usage with high network efficiency. Sensor 
nodes are placed in the human body and they may be wearable and implanted 
based on the requirement. IEEE 802.15.6 is the international standard for 
WBAN and this helps to maintain the wireless communication between the 
inside and outside of the human body. The most important challenging issues 
in the WBAN are as follows: 

1. Energy, 
2. Mobility, 
3. Security, 
4. Cooperation, 
5. Networking, and 
6. Quality of Service (QoS). 

FIGURE 17.1 Integration of WBAN and IoT. 

The energy level of the medical sensor node is very low because of its 
smaller size. Mobility needs to be maintained because the medical sensors 
are deployed in the human body. The human body is movable to all places 
and the connection is to be maintained properly for efficient communication. 
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Security is the most important thing and sensed data contains a patient’s 
health record. There is the possibility of third-party access and editing of the 
health record. That leads to wrong communication to doctor and is not safe 
for patient’s life. Cooperation is the most important cause for the controller 
node and it should collect the medical sensed data from all medical sensors. 
Networking helps to communicate between the patient to doctor through the 
Internet and gateway node. Quality of Service (QoS) identifies the network 
performance and analyses the overall performance. 

There are five different types of wearable sensors used in this research 
work, which includes: 

1. EEG, 
2. Oximeter, 
3. EMG, 
4. Vision, and 
5. Pressure. 

An electroencephalography (EEG) sensor is a voltage differential 
measurement. It is easy-to-use and single-channel sensor. This sensor helps 
to identify the brain activity of the human body. The electrodes are placed 
on the scalp of the human body and it measures the electrical potentials of 
the scalp region concerning the reference electrode which is placed near the 
back of the ear. The difference between the scalp and reference electrodes 
will eliminate the unwanted signals. It has a high amplification gain. To 
remove the noise signal due to high amplification gain, the patient should be 
away from the lighting things or high-power areas from the household envi­
ronment. A pulse oximeter sensor is used to measure how well the patient 
heart is pumping oxygen throughout the entire body. It uses high-quality 
LEDs to eliminate the inferences that occurred due to second frequencies. A 
small beam of light will be passed throughout the body and it will measure 
the amount of oxygen in the blood. This result provides a very fairly accurate 
result. It varies from ±2%. For example, the result obtained is 92% and the 
accurate value will range from 90% to 94%. Electromyography (EMG) 
sensor measures the muscle activity of the human body. This sensor helps 
to identify neuromuscular abnormalities. The patient should avoid wearing 
metal objects while during this test. It will produce the results when the 
muscle is in active mode. If it is in stable mode, the result will appear neutral. 
A vision sensor is used to capture the image in front of the human body. A 
pressure sensor is used to identify the blood pressure of the human body. 
This is an automatic blood pressure that detects the pressure in an artery and 
gives output. It is a non-invasive method and easier to use. 
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17.2 RELATED WORK 

Dhanvijay et al.1 proposed the constraint application protocol-based secure 
aware mobility management protocol and it was designed in an IoT-based 
environment. This protocol focused on mobility control in WBANs and 
maintained secure communication using encryption-based key management 
techniques. It technically analyzes the total transmission delay, hop count, 
node delay, and wireless link delay. The proposed approach focused on the 
handover process between the sensor node and wireless client via a gateway. 
The performance of the proposed and existing techniques was analyzed in 
the results section. When compared to existing techniques, the proposed 
COSAMP protocol performs very well and improves network efficiency. Şen 
et al.2 suggested the inter-WBAN geographic routing algorithm for corona-
affected patients. This WBAN senses the respiration rate, blood saturation 
level, and temperature of the patient continuously. This technique scans the 
status of masked patients and will be operated by using the IoT software. 
Experimental results compared the performance of the AODV routing 
protocol and the proposed geographical routing algorithm in terms of packet 
drop rate and delivery rate. Izza et al.3 explained the issues related to RFID-
based IoT routing protocol for WBAN. To overcome the security issues, 
the authors proposed the RFID and security-based IoT routing protocol 
with the help of the elliptic curve cryptography mechanism. This provides 
security features and maintains data security while communicating. Ullah et 
al.4 discussed the lightweight and provable secure cross-domain encryption 
scheme for WBANs. This helps to achieve security with high confidentiality 
and authenticity. The proposed scheme provided less computational cost 
and communication overhead. Soni et al.5 introduced the secure and light­
weight health authentication and key agreement protocol for WBANs. This 
proposed routing protocol focused on the identification of denial-of-service 
attacks during data communication. This scheme reduces the computational 
overhead and computational cost. 

Olatinwo et al.6 suggested the integration of IoT with the WBAN for high 
productivity in the health care field. Different stack layers in networks are 
supported for QoS enhancement and network connectivity. This approach 
improved the energy efficiency, channel utilization rate, data transmis­
sion, and delay. Majeed et al.7 explained the process of the remote patient 
monitoring system with the integration of IoT and cloud computing. This 
technique improved the delivery rate and reduced the delay while transmit­
ting the patient information to the hospital. Chowdhury et al.8 proposed the 
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dynamic resource assignment scheme with the help of cluster and aggregate 
sensor nodes with the aid of WBANs. This method helps to reduce the 
delay overhead and transmit the data without any backoff delay. Hariharan 
et al.9 explained the process of development of sensor networks to body 
area networks and the importance of WBAN in healthcare applications. 
Rokonuzzaman et al.10 proposed the real-time village doctor app by using 
android software. This application helps the patients and supplies the needs 
automatically. Poongodi et al.11 presented the wearable sensor devices in 
healthcare applications and the performance of localization systems in body 
area networks. This approach analyzed the performance of packet drop 
rates in both indoor and outdoor environments. Selem et al.12 introduced the 
mobTHE protocol which helps to tracks the communication between the 
two coordinator nodes such as the serving coordinator node and neighbor 
coordinator node. A handover mechanism was implemented to maintain the 
communication between the two coordinator nodes. This mobTHE protocol 
improved the overall network lifetime of the WBAN, throughput, and residual 
energy. Khan et al.13 explained the combination of IoT and WBAN success 
in healthcare application. This scheme improves the high energy resources 
utilization and high network efficiency with the help of cooperative-enabled 
efficient routing protocol. Ullah et al.14 focused on the resource-constrained 
WBAN with less memory and less energy utilization. This technique used 
the certificateless signcryption scheme for secure communication for IoT-
based WBAN environments. Olatinwo et al.15 explained the process of 
communication in WBAN with two different phases such as content phase 
and the transition phase. The content phase allocates the schedule with the 
help of time division multiple access schemes. The transition phase transmits 
the information based on the scheduled time. This helps to avoid collisions 
and increase the resource utilization rate.16 

17.3 COOPERATIVE-BASED ENERGY HARVESTING SCHEME (CEHS) 

This cooperative-based energy harvesting scheme (CEHS) is applied in the 
combined WBAN and IoT for less energy consumption and high network 
efficiency. Energy harvesting is integrated with the sensor node and that 
helps to improve the network lifetime of the WBAN. Link statistic is added 
to the concern which helps to maintain the link while transmitting the data 
between sensor nodes. This routing protocol performs based on multihop 
communication. Data forwarder node has greater path cost estimation model 
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and this helps to balance the energy utilization of sensor node and that helps 
to improve the network performance. The path cost estimation function 
calculates the distance, energy, hop count, and node congestion level. 

Figure 17.2 shows that the existing technique integrates the WBAN to 
the IoT cloud platform. Here, different types of sensors are fixed in the body. 
The sensors include sensors for blood pressure, vision, EEG, lactic acid, 
EMG, ECG, motion, respiration, glucose, and pulse oximeter. All these 
sensor nodes are connected to the controller central node. This controlled 
central node are located at the right- and left-side hip of the human body and 
maintains the line of sight between the two central nodes to avoid collision 
and delay. Controller central node communicates the collected sensor data to 
the personal digital assistant via Bluetooth. The collected sensor data will be 
transmitted from a personal digital assistant to an IoT with a cloud platform 
through the communication network. 

FIGURE 17.2 Cooperative-based energy harvesting scheme (CEHS). 

The existing technique performs through the following three different 
phases: 

1. Data initialization and sensing phase, 
2. Forwarder node selection phase, and 
3. Cooperative effort phase. 



 

 
 
 
 
 
 
 
 

260 Intelligent Technologies for Sensors 

This existing technique integrated a WBAN with IoT and it contains 10 
heterogeneous sensor nodes with the wearable and implanted sensor nodes. 
These sensor nodes are deployed in the human body and the central node 
controller is also connected in the human body. This central controller node 
transmits the collected sensor details to the personal digital assistant for the 
further communication process. 

This existing technique is focused on the following parameters: 

• Network stability, 
• Network lifetime, 
• Energy consumption, 
• Energy reservation, 
• Line of sight, 
• Duplicate data transmission, 
• Node deployment, and 
• Network efficiency. 

In WBANs, network stability and network lifetime are the most important 
issues and it should be improved by using the IoT. Energy consumption and 
energy reservation arise due to the small size of sensor nodes and it has 
very limited bandwidth. Energy consumption can be reduced with the help 
of CEHS and each node is deployed with a harvesting scheme. Due to the 
improper line of sight, there is a possibility of path loss and end-to-end delay 
in the WBAN and that can be reduced by the proper fixing of the central 
controller node. Here, all the sensor nodes continuously monitor the patients 
and transmit the data. There is a possibility of duplicate data transmission 
and that leads to high energy consumption and this can be reduced by 
coordinator nodes. Network deployment should be focused on when it is 
placed in the human body. This helps to improve the network efficiency of 
the WBAN. Receiver signal strength indicator (RSSI) plays a vital role in the 
calculation of the location of the sensor node and the distance between the 
neighbor nodes to the coordinator node. 

The cooperative routing protocol helps to analyze the network perfor­
mance by using the quality-of-service parameters such as packet delivery 
ratio, end-to-end delay, throughput, and signal-to-noise ratio. The issues 
obtained from the existing methodology include cooperative scheme, which 
provides lesser energy consumption and higher network efficiency. The 
major drawback in this existing approach is that there is no security concern 
in data communication and that should be improved by using the clustering 
technique. 
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17.4 PROPOSED METHODOLOGY 

CSEE routing protocol is the proposed model for WBANs with IoT envi­
ronments. This proposed approach is deployed in the WBAN environment 
and it ensures a secure mechanism while data transmission. The clustering 
technique plays a vital role to increase the energy resources and security 
between the sensor nodes. 

Figure 17.3 explains the process of the proposed network architecture 
and it consists of three different phases. The first phase is the sensor node 
deployment phase and this approach uses the five different wearable 
sensors in the human body. The two controller nodes are used to collect 
the sensed data and transmit it to the personal device assistant. CH denotes 
the cluster head and CM denotes the cluster member. Clustering formation 
is the second phase and this helps to increase security and reduce energy 
consumption. The last phase is the secure data transmission phase via the 
IoT. 

FIGURE 17.3 Proposed network architecture. 

The proposed technique will be performed in the following three different 
phases: 

1. Sensor node deployment phase, 
2. Clustering formation phase, and 
3. Secure data transmission phase. 



 

 TABLE 17.1 Sensor Types and Its Considerations. 

Sensor type Localization Identification Type Power consumption 

EEG Head Brain activity Wearable Low 

Oxygen saturation Right hand finger Blood oxygen Wearable High 

EMG Left arm Muscular disease Wearable High 

Vision Face Object Wearable High 

Pressure Right arm Blood pressure Wearable High 

 
 
 
 

262 Intelligent Technologies for Sensors 

17.4.1 SENSOR NODE DEPLOYMENT PHASE 

In this phase, the proposed technique uses the five-wearable sensor with two 
central nodes. The five wearable sensors are EEG sensor, oximeter sensor, 
vision sensor, EMG sensor, and pressure sensor. The EEG sensor is placed 
on the patient’s head, oximeter sensor is placed on the right hand finger, 
vision sensor is placed on the face, EMG sensor is placed on the left arm, 
and pressure sensor is placed on the right arm. Two central nodes are placed 
on the left and right stomach of the human body and it needs to maintain the 
line-of-sight path to avoid collision and delay. 

An electroencephalography (EEG) sensor monitors the electrical activity 
of the scalp and it is placed on the head. It is a non-invasive method. It 
measures the voltage fluctuations of brain neurons and it helps to analyze 
human brain activity. Oximeter sensor is the non-invasive method and it 
monitors the oxygen saturation level of the human body. It should be placed 
on the thin part of the human body. It passes light wavelength to the body 
part via photodetector. By varying each wavelength, it will determine the 
oxygen level in blood. Electromyography (EMG) sensor monitors the 
electrical activity of skeletal muscle and it is a non-invasive method. This 
sensor helps to identify muscular disease. Vision sensor helps to identify the 
nearby objects and it is placed on the face. A pressure sensor helps to analyze 
the blood pressure in arteries and it is a non-invasive method. This pressure 
creates changes in the arteries and that helps to analyze the blood pressure. 
Table 17.1 shows that the sensor types and their considerations. 

After the deployment of all the sensor nodes, the sensor starts to sense 
the data from the human body and it will transmit to the central node. 
The central node is wearable and it is placed on the left and right stomach 
of the human body. The central node collects all the sensor information 
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and transmits the required information to the personal digital assistant via 
Bluetooth. 

17.4.2 CLUSTERING FORMATION PHASE 

The clustering formation phase creates the cluster head and cluster members 
to reduce the energy efficiency and improve the security technique. The 
cluster head controls the cluster members. If any of the new members 
should join the network, it needs to get permission from the cluster head. 
The cluster head controls and monitors the entire cluster members. Cluster 
members should be controlled by the cluster head and there is less chance 
of third-party access and security-related issues. Energy consumption is also 
controlled by the cluster head. The energy level of cluster members will 
be reported to the cluster head. If any one of the energy levels of a cluster 
member goes down, the neighbor node will be replaced at that place. This 
replacing procedure helps to create efficient communication. If the cluster 
head energy level goes down, the cluster head position will be shifted to the 
neighbor cluster member which has a high energy level. 

17.4.3 SECURE DATA TRANSMISSION PHASE 

After the successful data transmission between cluster members, sensed data 
will be transferred to end users such as hospitals, doctors, nurses, caretakers, 
ambulances, cloud storage servers, and specialists based on the patient’s 
emergency case. 

Algorithm: Clustered-based security and energy-efficient (CSEE) 
routing protocol 

Input: Create G (Vc, Ec) € Body area network; G(Vi, Ei) 
€ Connectivity network 

Place Vcs, Vcc Patient Body \\ Vcs—Medical sensor vertex; 
Vcc—controller central node 

Vcc collects D(s)¥Vms \\ D(s)—Sensor data 

Vcc connects to PDA \\ PDA—Personal digital assistant device 

PDA connects to G(Vi, Ei) 
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Create Vic as cluster head; Vic+1; Vic+2… Vicm as cluster members \\ 
m=no. of neighbor nodes 

To maintain security 

Vicm ¥ Belongs to Vic \\ Vicm—Cluster member of connectivity vertex; 
Vic—Cluster head of connectivity vertex 

Vicm sends Join/Leave request to Vic 

Vic Monitors Vicm \\ to avoid attackers 

To maintain energy 
Vic calculates EL(Vicm) \\ Energy level of Vicm—Cluster member of 
connectivity vertex 

If any EL(Vicm) >EL(Vicm+1), Then Vicm+1 be replaced \\ 
EL—Energy level 

If EL(Vic) <<, Vicm to be replaced as Vic 

Vic transmits D(S) to V(IoT) \\ D(S)—Sensed data; V(IoT)—Internet of 
Things vertex 

Output: VcVicViot 

The aforementioned algorithm states the entire process of the proposed 
CSEE routing protocol. The input is given as two different networks: one 
is G (Vc, Ec), which are used to collect the medical sensor devices to the 
human body, and the another one is G (Vi, Ei), which is used to transmit the 
collected data to things using the Internet. Initially, Vcs-medical sensor node 
and Vcc-controller central node are placed on the human body. Vcc sends 
the collected data to a personal digital assistant via Bluetooth. PDA connects 
to G (Vi, Ei) which is used to transmit the sensed data through the Internet. 
Here, cluster formation will be created to avoid security issues and energy 
consumption issues. Consider Vic as cluster head and Vic + 1; Vic + 2 … 
Vicm as cluster members. The cluster head (Vic) controls and monitors the 
cluster members. Cluster members should send join/leave requests to be in 
the network. It gives less chance of security threats in the WBAN. Cluster 
head (Vic) calculates and monitors the energy level of cluster members 
(EL(Vicm)). If any one of the cluster members' energy level is lower than the 
other cluster members’ energy level, the lower energy level cluster member 
will be replaced by a new one. This helps to avoid transmission delays and 
rate drops caused by the energy consumption issue. Because the cluster 
head's energy level is low, the neighboring cluster member will be replaced 
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as the new cluster head and the monitoring process for efficient communica­
tion will continue. The final output is sensed data that is transmitted from the 
controller node to the cluster node and then connected to the things via the 
Internet. 

17.5 RESULTS AND DISCUSSION 

The experimental results are done by using a network simulator. The result 
section analyzes the performance of the existing CEHS and proposed CSEE 
routing protocol with two different scenarios. The two different scenarios are 
CEHS in the body area network environment and it is denoted as CEHS-B 
and the technique in the IoT environment is denoted as CEHS-I. Likewise, 
the proposed routing protocol performed in the BAN environment is denoted 
as CSEE-B and the techniques implemented in the IoT environment are 
denoted as CSEE-I. The 500 nodes are used to analyze the performance and 
bandwidth 2 Mbps used for data transmission. The omnidirectional antenna 
is used for effective communication. The network performance has been 
analyzed with the different quality of parameters such as delivery ratio, 
throughput, delay, energy consumption, and drop rate. Each node has 20 J 
and the simulation time is 100 s. 

Packet delivery ratio is defined as the ratio of the number of packets trans­
mitted to the difference between the transmitted and received. Throughput is 
calculated based on the number of successfully received packets concerning 
the simulation time. Delay is calculated based on the time taken to transmit 
the medical dataset from one sent to another end. Energy consumption is 
calculated based on the consumed energy level of each node concerning 
the simulation time. Drop rate is calculated based on the number of packets 
dropped concerning the number of packets transmitted. 

Figure 17.4 shows that the packet delivery ratio analysis and the 
delivery rate are very low in the existing CEHS in both IoT and BAN 
environments compared to the proposed CSEE in both IoT and BAN envi­
ronment. The proposed CSEE achieves high delivery due to the clustering 
technology. 

Figure 17.5 shows that the drop rate analysis and the drop rate are very 
low in the proposed CSEE compared to the existing system in both IoT and 
BAN environment. The proposed scheme avoids security threats and energy 
consumption issues and that leads to the dropping of rate reduction. 

Figure 17.6 shows that the throughput analysis and the proposed system 
achieve the maximum of 1.9 Mbps throughput from the 2-Mbps bandwidth 
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allocation. The proposed CSEE routing protocol achieves high throughput 
with the help of clustering technology. 

FIGURE 17.4 Packet delivery ratio analysis. 

FIGURE 17.5 Drop rate analysis. 
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FIGURE 17.6 Throughput analysis. 

Figure 17.7 shows that the end–end delay analysis and the proposed 
system have lesser delay compared to the existing technique. The proposed 
CSEE techniques achieve lesser delay due to the clustering head and they 
help to avoid the security and energy consumption issues. 

FIGURE 17.7 End–end delay analysis. 
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Figure 17.8 shows that the energy consumption analysis calculates the 
consumed energy level of each different set of nodes from 50 to 300. The 
consumed energy level is calculated based on the difference between the 
given energy before the simulation starts and residual energy after the simu­
lation ends. Compared to the existing technique, the proposed CSEE routing 
protocol consumes a lesser energy level because of the clustering technique. 

FIGURE 17.8 Energy consumption analysis. 

17.6 CONCLUSION 

Finally, the proposed CSEE routing protocol improved the overall network 
performance compared to the existing CEHS routing protocol in IoT-based 
WBAN environments. The overall network performance has been calcu­
lated based on the performance analysis of QoS parameters such as packet 
delivery ratio, drop rate, delay, throughput, and energy consumption. The 
proposed CEHS routing protocol reduces safety threats during medical data 
communication between doctors and patients. Furthermore, the proposed 
scheme reduces the possibility of network performance degrading as a result 
of energy consumption and security threats in IoT-based WBAN environ­
ment. The proposed CSEE routing protocol improves the delivery rate and 
throughput while decreasing drop rate, delay, and energy consumption. 
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ABSTRACT 

Technology has advanced significantly in the previous decade, and hence, 
there is a pressing need to change from conventional health system to 
preventive medicine and health management to improve individual/patient 
quality of life while lowering healthcare costs. The presence of individual/ 
patient is needed in the current system for successful evaluation, health 
management, and preventive medicine. Since some symptoms may not 
manifest themselves in diagnosis, continuous and periodic monitoring over a 
long time is required to gain a deeper understanding of individuals/patients. 
As a result, there is an emerging demand for monitoring healthcare system 
(wearable) that can be accessed at any time and from any location. Embedded 
systems, information and communication technologies (ICTs), micro-electro­
mechanical technologies, and nanotechnology have advanced to the point 
where individual/patient can now benefit from wearable-based sensors to 
screen/monitor parameters of health in real time, thanks to breakthroughs 
in advanced wireless communication technology. Bluetooth, ANT++, 
ZigBee, near-field communications, and IEEE 802.11 are some of the recent 
advances in wireless communication systems that are enhanced and got 
adapted to portable devices such as healthcare equipment and smart gadgets. 
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In addition, major advancements in micro-electromechanical technologies, 
wireless communication system associated with wearable sensors, and future 
scope of the wearable sensors and sensor networks in the field of E-Health 
are discussed, allowing for the development of small, lightweight wearable 
sensors. 

18.1 INTRODUCTION 

Wearable sensors have grown increasingly popular in a variety of real-world 
applications such as security, medicine, commerce, and entertainment since 
they are extremely beneficial for receiving accurate and reliable information 
regarding the activities of a person. The advancements in wearable devices 
with sensors listed above have revolutionized our life activities, daily societal 
interactions, and so on. Wearable sensors are most commonly used in health 
monitoring in recent years, where state-of-the-art applications for tracking 
physical activity have been developed. Blood pressure (BP), brain activity, 
heart rates, body temperature (BT), muscular mobility, and other vital 
standard data can be monitored using tiny sensors worn or attached on the 
body. Wearable sensors are becoming increasingly popular, particularly in 
sports training. Previously, only laboratory-based investigations could assess 
levels of glucose, perspiration rate, and energy levels, but today all of these 
measurements can be made utilizing wireless wearable sensor nodes. Patients 
recovering from surgery can benefit from the use of wearable sensors, allowing 
them to remain at home with sensor patches on them for daily instructions. 
Body-attached sensor nodes are remotely monitored by doctors and the data 
can be used to observe physical activities during the time of rehabilitation. 
Healthcare devices can now make multi-purpose, real-time detections with 
the improvements in the Internet of Things (IoT). Many researchers have 
provided in-depth analyses of different sensors and devices, including silk 
fibroin, power source devices, electro-chemical sensors, metal nanowires, and 
physical sensors, as well as the efficient software programs that permit us to 
interpret the data, were given. Wearable health-monitoring devices can track 
real-time data regarding a person’s physical state and activities involved. A 
number of flexible sensors are used for a wearable sensor-based system that 
can be embedded in textile fibers, clothing, and elastic bands, or fastened 
straight to the human body for monitoring health state. Body temperature, 
Electromyogram (EMG), Electrocardiogram (ECG), heart rate (HR), arterial 
oxygen saturation (SpO2), electro dermal activity (EDA), respiration rate (RR), 
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and blood pressure (BP) are among the physiological indications that the sensors 
can measure. Furthermore, micro-electro-mechanical systems (MEMS)­
based microscopic motion sensors, including gyroscopes, accelerometers, 
and magnetic field sensors, are commonly employed for monitoring mobility 
and activity data. Continuous physiological and functional signal monitoring 
could help with the early detection and diagnosis of a number of diseases 
such as cardiovascular, neurological, and pulmonary. Posture analysis and 
Gait pattern, fall detection, and sleep evaluation could all benefit from real-
time observing of an individual’s mobility activities. Actuators, electronic 
and MEMS sensors, signal processing units, and wireless communication 
modules are commonly found in health-monitoring devices that can be worn. 
Sensor measurements are relayed to a neighboring processing node through 
an appropriate protocol for communication, particularly a short-range and 
low-power wireless medium, in a Wireless Body Sensor Network (BSN), 
such as Near Field Communications (NFC), ZigBee, Bluetooth, or ANT.1 

FIGURE 18.1 A general overview of the remote health-monitoring system. 

A processing node can be a smartphone, PDA, computer, or Field 
Programmable Gate Array (FPGA) or a microcontroller, performs complex 
processing, decision algorithms, and analysis, as well as storing and 
displaying the findings of the user. It acts as a gateway to send the evaluated 
data remotely to healthcare facilities or healthcare staff through the internet. 
Figure 18.1 depicts a generic model that provides an overview of a remote 
health-monitoring system, while the actual system implemented may differ 
based on the application needs. Some systems, for example, can be built with 
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only a few sensors, each of which has the ability to send data immediately to 
a neighboring gateway. With body sensor network (BSN) in certain systems, 
the sensors are connected with the central BSN node collecting data from 
the sensors and conducting minimum processing before transmitting it to the 
advanced processing system unit. 

The wearable sensor system must be flexible, chemically inert, nontoxic, 
hypoallergenic, and compact in size to the human body. Furthermore, in a 
multi-sensor network system, in which the central node is responsible for 
managing a large volume of data from multiple sensor nodes, hardware 
resources are a major challenge. It also has a substantial impact on system 
power consumption, which must be reduced to lengthen long-term battery 
life for operation. The recorded and analyzed physiological data is finally 
sent over the internet to a remote healthcare facility. As a result, to protect 
the confidentiality of sensitive personal and medical information, it is also 
required to use a secure communication route. For improved data security, 
Secure Sockets Layer (SSL), Public Key Infrastructure (PKI), and appropriate 
authorization and authentication procedures could all be employed. Finally, 
to achieve general acceptance of the system for omnipresent health 
monitoring, it must be affordable and user-friendly. As a result, integrating 
multiple electrical and MEMS constituents while maintaining efficient data 
processing, measurement accuracy, low power consumption, information 
security, and user comfort is a significant design problem for wearable 
health-monitoring systems. This overview provides a summary of the current 
research and development level in wearable devices for monitoring health in 
this study by comparing and summarizing the most important achievements 
in this field. Wearable health-monitoring devices must meet certain medical 
and ergonomic requirements for long-term monitoring. Moreover, hardware 
resources are a significant barrier in a multi-sensor body sensor network 
system, as the central node must manage a large volume of data from 
multiple sensor nodes. Finally, to achieve general acceptance of the system 
for omnipresent health monitoring, it must be affordable and user-friendly. 
As a result, integrating multiple MEMS and electrical components while 
maintaining effective data processing, measurement accuracy, information 
security, and low-power consumption. While designing a sensor module, 
user comfort is a significant design problem for wearable health-monitoring 
systems. 

Transportation standards for low-power wireless communication have 
advanced dramatically during the last decade. Low power consumption, small 
size, and low cost of transmitters are the three main specifications/standards. 



 

 
 
 
 

 
 
 
 
 
 

 

275 Recent Trends in Wearable Sensor Technology 

The aforementioned technologies have become a reality thanks to advance­
ments in ZigBee, IEEE 802.11, and Bluetooth. Low-power, low-value devices 
can now be made due to the IEEE 802.15.4a ultra-wideband radio impulse 
standard. Cloud-based healthcare solutions are ideal for extending health care 
to rural locations. In addition, a wearable sensor added with environmental 
sensors can be utilized to monitor applications on home-based such patients/ 
individuals who have been discharged from the hospital for rehabilitation. 
These sensors keep track of the patient’s vital signs, movements, and data 
analysis methods to determine his or her condition. Blood pressure, pulse 
rate, and muscle mobility are all physiological parameters that must be taken 
throughout rehabilitation. Parameters gathered during these procedures can 
be used to provide diagnostic values and health status to better know the 
progression of health. 

18.2 E-HEALTH SENSORS AND ACTIVITY MONITORING 

Medical technology will soon assist us in making fitness results, redefining 
the relationship among patient–doctor, and lowering medical costs. 
Electronics that can be worn, such as smartwatches, eyewear, and tracking 
gadgets are quickly gaining popularity, and technology associated with the 
medical system will soon assist us in making fitness decisions. A number of 
researchers are interested in human activity monitoring, and it is a hot topic 
that necessitates the consideration of wireless communication protocols, 
methodologies for extracting significant relevant data, and thus design for 
lightweight, small sensor nodes with minimal power consumption for usage 
with smartphone technologies. Different varieties of health-monitoring 
systems and sensors may be employed depending on the subject. The primary 
concept is to take raw sensor data from appropriate sensor nodes, preprocess 
it, and then display it. Furthermore, for processing data, a device may be able 
to send data wirelessly to a nearby data collector. Industry breakthroughs 
have aided the advancement of unique, well-engineered sensors that can 
use less power, handle computational complexities, and sense data fast. 
Human body temperature is the most useful physical parameter tracked 
by wearable sensors. Variations in skin temperature are a sign of what’s 
going on and can lead to major health issues such as cerebral strokes, 
hypertension, hypotension, and heart attacks, as well as characterize human 
body functions. Accelerometers based on piezoelectric, piezo resistive, and 
capacitance technology are utilized to monitor body movement analysis 

http:802.15.4a


 

 
 
 
 

 

 
 

 

276 Intelligent Technologies for Sensors 

and fall detection. Electrocardiogram (ECG) sensors placed on the bodies 
discover heart abnormalities that are chronic. Capacitive sensors in the textile 
class monitor the human body’s capacitance, which could reveal human 
activities such as arm motions, heart rate, breathing, and eating. Falls can 
be detected using a mix of sensor networks and home-based robots; here, a 
network architecture for sensors containing body-worn and ambient sensors 
is dispersed throughout the environment. Large bodily sensor systems 
consisting of a film of polyvinylidene fluoride make constitute receptors 
of sensors in wearable sensors which assist Braille readers. The sensors 
are attached over a fingertip and shifted across Braille, in order to attain 
the output. The primary goal of a developing wireless body area network 
(WBAN) is to acquire a power management mechanism. 

The sensor architecture for networks is important for continuous moni­
toring of human activity system fluctuations. When creating a network, we 
must consider factors such as scalability, cost, performance, of additional 
sensor nodes, ease of configuration, processing configuration, and low-power 
consumption. A large range of IEEE protocols are currently accessible, 
including: 

ZigBee network: Data rates d 250–300 kbps, bandwidth d 2.4 GHz, 
ranged 100 m, standard IEEE 802.15.4, ranged 100 m, standard IEEE 
802.15.4, ranged 100 m, standard IEEE 802.15.4, ranged100 m, standard 
IEEE 802.15.4, Star, cluster, tree, mesh, topologies are examples of network 
topologies. Wireless sensor networks (WSN), consumption of low data, and 
power applications are among the network domains that can be used. 

Bluetooth: IEEE 802.15.1, 10 m range, 1–3 Mbps data rates, 2.4 GHz 
bandwidth topology star. Wireless communication is one of the network 
regions that can be used for short-range control and monitoring. 

Wi-Fi: IEEE 802.11, has a range of up to 5 kilometers. Data speeds range 
from 1 to 40 Mbps, with bandwidths of 2.4, 3.7, and 5 GHz. Network topolo­
gies include tree-topology, star-topology, and peer-to-peer (P2P)-topology. 
Mobile internet is a network region that is applicable. 

WiMAX: IEEE 802.11, 15 km range, 75 Mbps data rate, 3.4 GHz, 2.5 
GHz, and 2.3 GHz bandwidth Network topologies include star, tree, and 
peer-to-peer (P2P). Mobile internet is a network region that is applicable. 

IrDA: Data rates were 115 kbps–1 Mbps and the range was 1 m. Almost 
all health-related appliances are ineligible. MICS: 2 m range, 500 kbps data 
rate, 400–405 MHz bandwidth. 

MICS: MICS offers consumption of low power and data rate; however, 
it is not recommended for the management of health. 
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18.2.1 SENSORS FOR E-HEALTH 

The following are a list of wearable sensors for tracking human activity2: 

Heart rate sensors: Rate of the heart is used to determine the physical 
state and pressure of persons. This is a sensor for monitoring. 

Electrocardiogram sensors: Small amplitude electrical impulses linked 
with heart failure and irregularity are detected or quantified by these sensors. 
An electrocardiogram sensor, when compared to cardiac rhythm, gives the 
most detailed information regarding the heart’s state. 

Electroencephalography sensors: Electroencephalography sensors 
are primarily utilized to collect data resulting from anesthesia/sedative in 
individuals who have been medically induced to lose consciousness (coma). 
Electrical activity is monitored by sensors, which have information about 
essential signals of brain damage. 

Respiratory sensors: The rate of respiration is defined as the number 
of movements per minute or inhalation and exhalation per unit of time. The 
main purpose of respiratory rate monitoring is to see if your breathing is 
normal, irregular, abnormal, or nonexistent. 

Blood pressure sensors: Blood pressure sensors detect diastolic, and 
systolic, blood pressure in humans. They’re also useful for determining pulse 
rate. 

Pulse oximetry sensors: This sort of sensor unit measures oxygen satu­
ration level in blood and confirms consumption of oxygen as well as physical 
and psychological stress. 

Electromyography sensors: When muscle cells are neurologically or 
electrically engaged, electromyography sensors detect the electric potentials 
they generate. 

Temperature sensors: Temperature sensors are common sensors that 
detect conditions of human body. They constantly capture data, which is 
wirelessly communicated. 

Perspiration sensors: Sweat concentration is measured by these 
sensors. They are not allowed to directly identify any aberrant state, but 
they can assist in determining the subject’s objective and psychosomatic 
load. 

Motion-tracking sensors: The progression of acceleration or changes in 
the spatial orientation of body portions can be used to detect exact physical 
activity. 

Strain gauge sensors: Weight load, posture, walking ratio, and other 
factors are all resolved by these sensors. It can assess human activities and 
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recognize the kind of harm caused by load distribution on the limbs with the 
help of an intelligent system. 

Temperature sensors: Depending on the time during the day and the 
activity level of the bodily components, different sections of the human body 
have varying temperatures. Temperature sensors are useful for the above-
mentioned tasks and in general for measuring discrete data. 
Airflow sensors: It tracks a person’s breathing pattern through their 

nostrils. It also measures continuous data and helps to detect early signs of 
hypoxia and apnea. 

Galvanic response sensors: These sorts of sensors are effective for 
assessing the electrical transfer of skin and displaying changes in moisture 
levels. They function similarly to an ohmmeter. 

Electrocardiography sensors: Electrocardiography is a technique for 
determining the electrical and the heart’s muscular functionality. The elec­
trocardiogram (ECG) is a continuous data measurement test that is one of the 
most prevalent and up-to-date medical examinations. 

Electromyogram sensors: An electromyogram is used to compute elec­
trical action made in the skeletal muscles by monitoring the muscle electrical 
movements during contraction and rest. Neuromuscular disease and low 
back pain are detected with electromyogram sensors. 

18.3 INDICATORS THAT CAN BE COMPUTED IN HEALTHCARE 
MONITORING 

The state of health of the human body can be determined by a variety of 
physical parameters and their specific functional relationships, as well as 
additional special techniques for evaluating and diagnosing certain diseases. 
However, to measure blood pressure, breathing rate, wrist pulse, heart rate, 
skin temperature, and other vital signs, criteria employed in the evaluation of 
health can differentiate vital signs anyplace on the body. Stress, discomfort, 
wound healing, angle position, clinical diagnosis, pressure, and emotional 
control can all be measured using body motions in the feet, throat, chest, 
face, and limbs. Gesture recognition, rehabilitation, athletic training, express 
identification, and other applications commonly involve motion or body 
sensors. Furthermore, metabolic rate-finding sensors are implanted in oral 
cavities and sweating areas to monitor pH, lactic acid, glucose, and body 
appearance. 
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18.3.1 VITAL SIGNS 

Vital indicators are extremely significant in intensive care units. Each vital 
sign in real-time monitoring infers serious disorders such as heart attack, 
anesthesia, and hypertension, which are significant in high-risk category. 
Numerous vital indicators have been transformed because of improvements 
in wireless wearable sensing devices. 

Pulse and heart rate: The heart is a vital organ in the human body because 
it supplies energy to all sophisticated self-organizing systems. As a result, 
any problems with cardiac function may result in death; continual inspec­
tion and monitoring are required to comprehend the heart’s state, which is 
critical in the healthcare-monitoring system. In the field of healthcare, heart 
rate measurement is a crucial indicator. ECG and photo plethysmography 
(PPG) signals can both be utilized to determine this crucial value. An ECG 
is essential for protecting the heart from significant violations since it gives 
extensive information about the heart’s working stages. Electrodes are used 
to collect data in ECGs, and they are usually placed on the wrists, throat, and 
ankles of the patient. 

Breathing: Breathing problems can lead to serious problems like asthma, 
forgetfulness, chronic disease, and interruption of sleep. Masks with built-
in sensor modules are attached to mouths and noses, and inhaled/exhaled 
airflow can be used to detect breathing rate or moisture rate. Variations in 
chest volume can cause a variety of movements in our bodies, which can be 
observed using wearable sensor nodes. 

Saturation of blood oxygen: Blood oxygen saturation (SpO2) moni­
toring, in addition to pulse oximetry results, is an expensive but necessary 
approach to quickly detect oxygen levels with PPG gear. PPG typically 
acquires blood vessel variation waveforms with two wavelengths (660 and 
905 nm). When oxygen is linked to hemoglobin, the spectrum of absorbance 
of hemoglobin changes. Using oximetry data, it is possible to estimate the 
amount of oxygen passed through blood cells. This measurement aids in 
detecting the patient’s state. 

Glucose levels in the blood: In diabetic patients, blood glucose (BG) 
levels must be monitored. It should be emphasized that BG cannot be tested 
in regular circumstances, such as in a medical setting. Diabetes involves 
various physiological abnormalities, necessitating continual insulin injec­
tions to maintain diabetic parameters. The Medtronic Continuous Glucose 
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Monitoring (MCGM) device, which utilizes an adhesive patch and a needle 
to ascertain blood glucose levels and has sent data remotely to a wearable 
device for insulin management in the body. 

Skin perspiration: Perspiration on the skin is a physical indicator that 
can be used to assess an individual’s reaction to common conditions. Neuro­
logical responses to life-threatening situations cause sweating of skin, which 
affects the skin’s conductivity and the amount of sweat generated by the 
sweat glands. Skin secretion is monitored as a vital physiological sign with 
various uses in aerobics, as perspiration and heart rate changes can assist 
disclose a player’s mental tension in human behavior. 

Capnography: Capnography is a low-cost method of estimating human 
aeration. It is used to avert clinical issues and guarantee patient safety by 
monitoring CO levels throughout the respiratory phase. Capnography is a 
noninvasive arterial oxygenation technique that is widely used. It primarily 
uses the external medical environment to monitor sleep apnea problem. On 
reciprocal/mutual devices, it becomes a common symptom, and it serves as 
a beginning point for life-saving discoveries. 

Body temperature: In common, BT is the outcome of a sensation of equi­
librium in the body’s heat creation and heat loss. Because of the high temper­
ature, blood temperature eliminates the majority of de-functionalization. 

Blood pressure: The force exerted by blood clots on the inside of the 
artery is called blood pressure (BP). More crucially, it displays data on 
the circulation of blood and cellular oxygen delivery while the heart is in 
systolic and diastolic states. Pressure cuffs that inflate and a stethoscope are 
commonly used to measure blood pressure. Blood pressure is affected by 
a variety of physiological factors, including blood volume, cardiac output, 
vascular resistance, and artery elasticity. Many researchers believe that high-
performance electrodes will be the solution to this dilemma. Furthermore, 
invisible biocompatible tattoo electrons will be simply worn to capture 
physical data on a constant basis. 

18.4 TRANSPORTABLE DEVICES 

With the advancement of current technical breakthroughs such as computer 
networks, micro-electromechanical systems, and wireless technologies, 
wearable devices are used in transportable sensors and health services. 
Body sensory control devices for wrists are split into wearable transportable 
devices, body garments, and heads based on current usage. 
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18.4.1 WRIST DEVICES 

The primary goal of wrist-mounted devices is monitoring of physiological 
conditions, but their effectiveness is dependent on the hardware’s 
compactness in turning raw data into readable statistics in real time; 
activity bracelets, smartwatches, and a few wrist gadgets are examples. As 
previously stated, blood pressure measurement is an important indicator for 
specific health concerns; however, typical blood pressure measurements are 
inaccurate and hard to handle when the person is moving. To address these 
challenges, some researchers have offered various ways. Hsu and Young3 

presented a special skin surface coupled configuration that could capture 
real-time BP waveforms and send them to a computer system or smartphone 
for analysis. A wrist-based PPG heart rate sensor and a bracelet-based 
photoplethysmogram heart rate sensor that can counter motion artifacts in 
daily activities are presently used in a range of appliances. Furthermore, 
smartwatches can be used to investigate tremor dysfunction. As a result, 
smartwatches can be employed in clinical settings and are well-received by 
patients. 

18.4.2 DEVICES WORN ON THE HEAD 

A head-mounted module that delivers sensory input is now included in 
certain wearable smart glasses, thanks to recent improvements. Sensors 
such as gyro meters, barometers, accelerometers, radio tags, magnetom­
eters, and GPS are used in a few smart glasses. While driving or exercising, 
for example, these innovative smart glasses capture critical information 
about their owners’ health and can present statistics about their behaviors 
on the display. 

18.4.3 E-TEXTILES 

In healthcare management, smart textiles or gadgets connected to garment 
material are commonly used to detect human physiological indicators, 
pressure, and body acceleration. Devices based on textile diagnostic use 
electrodes, textiles, and sensors. An e-textile is a textile that has electrodes 
and can monitor human behavior.4 
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18.5 ATTACHABLE DEVICES 

It is increasingly simple to construct attachable or connected devices due to 
the recent advancements in micro-electromechanical systems, ICT, sensor 
technologies, and data analytics. These monitoring devices that can be 
attached can be employed in isolated medical management in healthcare 
devices. Attachable devices are unique in that they enable precise and constant 
sensing without interfering with a user’s comfort, and usual movement, 
skin type adaptation, or litheness. For optical transparency and fabrication 
simplicity, polyethylene terephthalate and polyurethane are used; more 
crucially, flexible, attachable, soft substrate templates are the most significant 
sensor elements for attachable devices. Electrical circuits’ tiny size is critical 
in the development of microelectromechanical and attachable devices systems 
which enables shrinking and cost reduction in electronic components. A 
fusion of smart attachable sensor devices is required for simultaneous health 
monitoring of physical signs that are closely related to physical status. 

18.5.1 SKIN PATCHES 

Wearable, transferable, and soft electronic devices are linked to skin surface and 
serve as a novel framework for mechanical advice and constant medical obser­
vation. Human wearable skin patches are utilized in cardiovascular, heat, and 
sweat sensors. The authors of Luo et al.5 created improved functional materials 
with epidermal ECG and piezo resistive sensors for cuffless bold stress tests. 
Attached stretchable pulses were developed by Kim, Kim, Kwon, and Lee.5 

Sweat or bodily fluid is the primary measurement method because it contains 
vital biomarkers such as electrolytes, small molecules, and proteins. Biomarker 
inspection that is unbreakable is critical for monitoring human health in medi­
cation. More effort is essential to develop an epidermal biomonitoring system 
that with a single wearable sensor, it measures both skin and sweat fluid. A 
blood-associated sweat bio-sensing system with carbachol as a refreshment 
might be developed, according to the bulk of Heikenfeld’s research.6 

18.5.2 CONTACT LENS 

The physical condition of the eyes and tears can be monitored with intelligent 
contact lenses. With the help of tear fluid’s bio-electrical, optical, and chemical 
conductivity, a number of researchers have developed numerous kinds of contact 



 

 

 

283 Recent Trends in Wearable Sensor Technology 

lenses. March, Lazzaro, and Rastogi7 used a photo fluorometer and a fluorescent 
contact lens comprised of liquid hydrogel nano spheres to monitor glucose levels. 

18.5.3 IMPLANTABLE MEDICAL DEVICES 

These devices have now merged with the advancement of micro-electrome­
chanical systems technology, which has been aided by chemical, biological, 
and mechanical expertise. While these gadgets are inextricably linked to the 
human body, they should not be influenced negatively by it. These devices’ 
wireless remote-based capability is critical not only for conveying patient-
monitored information, but also for taking into account battery state and 
functional improvement. The majority of implanted devices have a power cell 
and bio-compatible resources that run along programmable rails. For cardiac 
patients, a pacemaker is a commonly used medical device that is placed in 
the body; the device detects abnormal heart-beats and restores regular beats 
when they are detected. Presently, most wearable health devices are strapped 
or taped to the human body. 

18.5.4 INGESTIBLE PILLS 

Ingestible pills developed are used to track when people take their medica­
tions. A little pill enters the stomach, has biochemical reactions with stomach 
acid, and sends respective signal wave to a device linked to the person’s 
body. More development on this, such as tablets imbecile with real-time 
acquired data, will be required in the future. 

18.6 APPLICATIONS OF WEARABLE SENSOR 

In the fields of rehabilitation, identification of pathologies, health monitoring, 
home-based applications, ambient sensors, wearable and safety monitoring 
at early stage are extremely useful. 

18.6.1 SAFETY MONITORING 

Huge numbers of gadgets have been produced as a result of technological 
advancements, including home healthcare, safety monitor appliances for 
falls, Alarm-Net, alarm messages to alert an emergency team. Wearable 
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sensors in some systems detect problems as separate occurrences distinct 
from normal events and physically convey an alert message to a medical 
response center. Patients/individuals can also be located using recent mobile 
technology to detect falls. 

18.6.2 TREATMENT EFFICACY EVALUATION 

One of the qualitative strategies for disease management is to assess treat­
ment efficacy. It is possible to analyze the patient’s condition by knowing 
what happens between outpatient appointments and prescription therapies. 
Additionally, understanding the ideal medication/treatment duration is vital 
for evaluating the effectiveness of new remedial treatments. 

18.6.3 EARLY DETECTION OF DISORDERS 

Wearable technology is becoming increasingly important for detecting 
early changes in patient’s health that require clinical diagnosis. Identifying 
the patient’s activities is the greatest technique to get an early detection. 
A decrease in activity is thought to indicate the likelihood of a worsening 
clinical condition in the individual with the advancement of sophisticated 
machine learning (ML) developments. 

18.6.4 HOME REHABILITATION 

Applications on home rehabilitation are growing with the advancement of 
wearable sensor technology. Wearable sensors are used in this study to allow for 
the implementation of rehabilitation examination plans that frequently influence 
a combination of sensing mechanics. A simple test to determine whether the 
patient has completed a well-organized exercise programme; activities can be 
adjusted by taking into account the patient’s demands. Since wireless sensor-
based health management technologies allow for the gathering of physiological 
and progress data, rehabilitation intervention in the home can be facilitated. 

18.7 A BRIEF COMMENT ON SENSOR NETWORKS OF THE FUTURE 

IoT is rapidly expanding in appliances ranging from private gadgets to industrial 
instruments where sensors of different categories are wirelessly interconnected 
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to the internet. Simply said, the Internet of Things (IoT) uses sensor nodes to 
connect the physical and virtual worlds of humans and electronics. The primary 
goal is to design a system model that can automatically respond to and monitor 
environmental predictions like wildfires, hurricanes, air pollution, volcanic effects, 
seawater levels, and other controlled applications such as defect detection based 
on equipment, traffic control, construction safety, healthcare systems, armed 
applications, and other human-based applications. Specific specifications for 
wireless sensor networks could be defined based on this wide variety of use cases 
in various environmental and applications based on human need. The advance 
of micro-electromechanical systems can develop sophisticated, compact sensor 
nodes with limited computing and processing capabilities has sparked interest in 
wireless sensors around the world. Each sensor node has one or more sensors, as 
well as a small memory, processing unit, and transmission capabilities, as well as 
power management unit. The sensor’s individual operation is mostly dependent 
on the power source. The sensor node is equipped with a variety of biological, 
magnetic, thermal, optical, and mechanical sensors for computing properties of 
environment. The present spectrum range is often subject to a licensing scheme. 
Customers must obtain a license from a local regulator to send transmissions 
in certain frequency bands. The majority of frequency bands were created for 
scientific, medical, and industrial applications; however, bands greatly range on 
different countries. 5 GHz, 2.4 MHz, 915 MHz, 868 MHz, 433 MHz are notable 
frequency bands. Higher frequency bands often have a wider bandwidth that 
allows for higher data throughput and more channels; lower radio frequency 
bands have a higher efficiency but are only obtainable inside a building. 

Yang et al.8 use a belt-type sensor to draw attention to target positioning 
issues. In this study, to deploy IoT sensor nodes, routing techniques that effi­
ciently save energy are employed, as well as a decision mechanism to ensure 
security and dependability. For optical fiber transmission,9 a line configura­
tion generator and an online configuration reader were presented as part of a 
health monitoring system. The composition of clusters, content processing, 
and position management are all mentioned. The authors’ main goal in Lee, 
Kwon, Song, Jeon, and Kim11 was to depict the multi-model assignment of a 
received signal strength indicator (RSSI) in conjunction with medium access 
methods and signal modulation. 

18.8 RESEARCH CHALLENGE 

The fundamental goal of a wearable sensor health parameter monitoring 
system is to let people to live active lifestyles and be independent in their own 
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familiar home like or home environment while maintaining noninvasive,12 

constant, seamless, and nonintrusive health and physical well-being observa­
tion. The rapid advancement of technology in recent decades has enabled the 
development and use of low-power, miniature actuators, sensors at low cost, 
powerful computers, and electronic modules, leading to noninvasive, and 
constant observing of health status at a very less cost. 

Periodic health monitoring does provide comprehensive information on 
a person’s health during the course of time. Wearable actuators and sensors, 
in combination with modern communication technology, have ushered in a 
new era of low cost remote health monitoring and healthcare services. Data 
analysis and monitoring, as well as predictive algorithms, may be included 
in the systems, which could lead to a more confident prognosis of some 
diseases, as well as early detection and treatment. If a potential health risk is 
recognized, using secure wireless platforms such as the internet or a cellular 
network, the system can alert and inform the individuals involved or health 
professionals, allowing for prompt medical assistance. Incorporating smart 
textiles technology into wearable healthcare systems, such as textile-based 
connection for sensors, could result in nonintrusive, more comfortable 
platforms for monitoring health. Furthermore, the substantial advancements 
were made in the last decade, there are still issues that need additional 
R&D to enhance the effectiveness of the cardiac health-monitoring system. 
First, bio-potential (EDA, ECG) monitoring devices frequently have a low 
SNR ratio (signal-to-noise ratio), which is mostly caused by noise created 
by the user’s movement. High input impedance front end amplifiers or 
flexible electrodes can help to reduce motion artifact (MA). Empirical mode 
decomposition (EMD), time-frequency analysis, adaptive filtering, and 
independent component analysis (ICA) are examples of signal processing 
techniques and can also be used to improve SNR. Second, the security and 
privacy of the user’s sensitive information regarding medical state is a major 
problem in wearable healthcare management system. More work is needed 
to build algorithms that will assure highly secure communication channels 
in short-range, low-power wireless devices. Third, in the case of long-term 
monitoring systems, less consumption of power and excellent efficiency 
in managing energy are essential. The system’s power requirements can 
be met by utilizing more efficient batteries, low-power components, or 
techniques for energy harvesting. Battery life can also be extended by 
assuring that the sensors “sleep and wake up” in an appropriate manner 
with no compromising on the intended measurement frequency. Fourth, 
solutions must be inexpensive, simple to use, unobtrusive, and interoperable 
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across many computing platforms to gain universal acceptance. To avoid 
losing the most crucial clinical data, just a small number of electrodes and 
sensors should be employed. As a result, greater R&D activities are required 
to improve the systems’ usability. Finally, a quick overview of textile-
based sensors, emphasizing their potential for monitoring physiological 
indications, is given. To ensure good sensor performance, more studies are 
required on the right embedding technique and sensory materials selection, 
as well as a robust sensor-skin contact. Furthermore, while making a smart 
health-monitoring module with textiles for long term, the sensors’ durability 
and signal integrity should be improved throughout time and washing cycles. 

18.9 CONCLUSIONS 

It has been discussed and compared different wearable technologies involved; 
also their suitability for health-monitoring devices that can be worn is 
evaluated. In general, the systems collect and transmit many physiological 
indicators from the human body to a control node. The sensor data are 
analyzed, processed, and transmitted to a remote facility through the gateway 
node for healthcare personnel to be analyzed. More scientific research and 
technological development is required to provide data security and privacy, 
a dependable communication link, robust data compression techniques, and 
energy efficiency. 
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ABSTRACT 

Recent developments in electronics and smart materials allow the design of 
small size, flexible, lightweight and low-cost devices that are widely used as 
health monitoring devices, which are based on flexible and wearable sensor 
technologies that offer precise and efficient health monitoring of humans 
for better life prospects. This paper demonstrates an innovative approach 
to the design and simulation of flexible and self-powered pressure sensors 
for biomedical applications using piezoelectric material and also analyzes 
the sensing performance of it. The structure of this flexible pressure sensor 
is designed using a piezoelectric material based layer that is sandwiched 
between electrodes. PVDF (Polyvinylidene fluoride) is a piezoelectric 
polymer that is exploited as piezoelectric material for sensing layer in the 
proposed sensor. Due to the piezoelectric polymer-based sensing layer, this 
sensor is more flexible, self-powered, lightweight and cost-effective. This 
proposed sensor induces a self-sensing voltage when it sense a pressure, thus 
this sensor measures the applied pressure as induces electrical voltage. The 
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simulation of the proposed design shows the linear characteristic response 
and good sensitivity. The proposed device was designed with different thick­
nesses (40 μm, 60 μm, 80 μm, and 100 μm) and cross-sectional areas (0.06, 
0.12, and 0.18) of the sensing layer, and simulation analysis revealed that 
altering the dimensions (thickness and cross-sectional area) of the sensing 
layer improved sensor sensitivity. The proposed pressure sensor using piezo­
electric polymer is designed and optimized by COMSOL Multiphysics. 

19.1 INTRODUCTION 

With the continuous and rapid development of healthcare monitoring, soft 
robotics technology, and artificially electronic skins, the need for miniature 
sensor technology is attracting more and more attention.1 To realize this, 
research organizations have started an integrated effort toward biomedical 
sciences and electronics technologies to measure and analyze a wide range 
of human physiological parameters. Advancement in electronics, particularly 
sensor technology, microcomputers, and digital signal processing has greatly 
affected our day-to-day lives, particularly the health care domain.2 The 
front end of most of the medical equipment is sensors that are sophisticated 
components that translate one form of energy into another. The evolution in 
healthcare devices has led to a smart, small size, flexible,3 multiparameter, 
remote-controlled, and noninvasive sensor that converts biological qualita­
tive inputs such as various human pressures, temperature, and pH body 
fluids into quantitative measurable electrical output. These sensors are used 
as health care indicators, which also regulate several human body pressures 
including intraocular pressure and blood pressure.4 This research paper 
discussed the wearable, flexible, cost-effective polymer-based piezoelectric 
pressure sensor. 

The flexible pressure sensors are used for accurate and precise measure­
ment of pressure in different fields such as healthcare devices,5 automotive 
industry, and robotics industry.6 There are various sensing mechanisms used 
in pressure sensors that are capacitive, piezoresistive, and piezoelectric-
sensing mechanism.7 Each sensing mechanism has unique merits and 
demerits. Capacitive pressure sensors are effective for high sensitivity and 
dynamic range, but it suffers nonlinear output. Piezoresistive sensing tech­
niques generally capable of lower sensitivity and temperature compensation 
are required for an accurate and efficient measurement.8 Also external power 
is required for both capacitive and piezoresistive sensing operation, whereas 
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piezoelectric pressure sensor that requires no external power for operation 
also offers the high sensitivity, high durability, high linearity, and low noise 
device.9 Therefore, for accurate and precise blood pressure measurement of 
the human body, a noninvasive, versatile, and cost-effective piezoelectric 
pressure sensor has been discussed in this paper. The noninvasive method 
is significant and largely acceptable by receivers, has almost no effect on 
the human body, and is easy to operate and sterilize. Thus, the piezoelectric 
pressure sensors meet the design specifications for bio-related pressure-
measuring devices. 

This paper demonstrates an innovative, flexible, self-powered, and highly 
sensitive piezoelectric sensor for accurate and precise blood pressure measure­
ment. The proposed sensor is a cantilever-structured flexible pressure sensor 
(FPS) using Polyvinylidene fluoride (PVDF) piezoelectric polymer that is 
sandwiched between two electrodes and polydimethylsiloxane (PDMS) 
polymer-based cover layer supports whole device and provides flexibility to 
the proposed sensor. In this paper, pressure equivalent to human blood pressure 
range (50–200 mmHg) is applied to this proposed piezoelectric pressure sensor 
with the help of COMSOL Multiphysics, and the proposed sensor generates a 
sensing voltage when it senses a different blood pressure value. 

19.2 STRUCTURAL AND MATERIALS OF PROPOSED SENSOR 

The proposed flexible pressure sensor using piezoelectric polymer is a 
cantilever-structured sensor shown in Figure 19.1. In this design, the PVDF 
piezoelectric polymer material is used as a sensing layer with thickness 
ranging from 50 to 100 μm sandwiched between two silver electrodes that 
are covered by top and bottom PDMS layers with 2 mm thickness; PDMS is 
a biocompatible, elastic transparent material that provides more flexibility to 
the proposed sensor and is widely used in wearable devices. The proposed 
flexible piezoelectric pressure sensor is cantilever structured due to its high 
sensitivity to measure pressure or stress.10,11 The proposed sensor is an ultra-
thin skin-attachable sensor to monitor real-time arterial pressure. 

The ultrathin geometry of the sensor provides sufficient flexibility to 
allow the proposed sensor to be transferred onto the microscopic arbitral 
curvature of body skin and generates sensing voltage by the arterial pressure. 
For the design and simulation of the proposed sensor, the COMSOL Multi-
physics is used. COMSOL Multiphysics is a dominating tool for designing 
and simulating various structural and material-based devices. 



 

 

 

 

 

292 Intelligent Technologies for Sensors 

FIGURE 19.1 Structure of the piezoelectric sensor using PVDF polymer. 

The working mechanism of the proposed sensor is based on the 
periodical deflection/deformation on the wrest wall of human skin due to 
the corresponding artery pressure; the PVDF-based piezoelectric sensing 
layer is mechanically stretched which is covered by PDMS thin layers, and 
corresponding voltage is generated, as shown in Figure 19.2. 

FIGURE 19.2 Proposed sensor mechanism (a) at rest state and (b) at deformation state. 

In the proposed flexible pressure sensor, a piezoelectric material is 
employed as the sensing layer. When external mechanical pressure, force, 
stress, or strain is applied to a specific type of crystal material, an electric 
voltage is generated; this phenomenon is known as piezoelectric effect or 
piezoelectricity,11 and these crystal materials are called piezoelectric. In 
this sensor PVDF material is used as piezoelectric material. The PVDF is a 
semicrystalline, highly pure organic polymer. Among various piezoelectric 
materials, PVDF has attracted the interest of researchers due to its excel­
lent properties such as biocompatible, high flexibility, high mechanical 
strength, good piezoelectricity, high thermal stability, high chemical resis­
tance, low permittivity, and outstanding membrane-forming properties.12 

PVDF is synthesized by the polymerization process of 1,1-difluoroethylene 
(CH2=CF2) monomers,13 as shown in Figure 19.3, and this polymerization 
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occurs by suspension or emulsion at a temperature from 10 to 150°C and 
pressure of 10–300 atm. 

FIGURE 19.3 Polymerization of PVDF. 

PVDF is a semicrystalline polymer and has four different crystalline 
phases, α, β, γ, and δ-phases.14  The different phases of PVDF material differ 
by their chain conformations.15  The electric dipole moments in the α-phase 
of PVDF are oriented in opposite directions, then net polarization is zero, 
which shows that the α-phase of PVDF has high thermal stability. The 
β-phase is the only one that exhibits a spontaneous polarization, the C–F 
bonds are polarized, all electric dipoles are aligned in the same direction, the 
highest electronic dipole moment occurs, and thus piezoelectricity occurs 
in the β-phase of the PVDF, as shown in Figure 19.4. The β-phase of PVDF 
is the desired phase to its piezoelectric sensing property.16–18  The β-phase 
of a PVDF crystallite consists of hydrogen atoms which have opposing 
fluorine atoms in all-trans-linkage, which gives the highest dipole moment 
per monomer, therefore the β-phase of PVDF is generally preferred for 
piezoelectric materials to measure vibration or pressure.19 

FIGURE 19.4 β-Phase of PVDF. 
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PVDF piezoelectric material is usually anisotropic dielectric material,20,21 

and it has a unique atomic structure in which molecules are ionically bonded 
and positive and negative ions make a pair called unit cells; there is equilib­
rium between the positive and negative charges, which remains neutral on 
the polar axis, no output voltage is generated that is shown in Figure 19.5. 

FIGURE 19.5 Piezoelectric material crystalline structure without applied pressure. 

At the point, when mechanical force, stress, or pressure are applied to the 
PVDF piezoelectric sensing layer, the geometry of the atomic structure of 
PVDF is changed due to the total net movement of both the positive and nega­
tive ions to each other; electric dipole is produced and polarization occurs, as 
shown in Figure 19.6. Finally, both the positive and negative charge carries 
are split by dissolving the neutrality of the PVDF molecule and enhancing a 
surface charge density near to the electrodes.22 Consequently, both positive 
and negative charges are collected at the opposite end of the material; an 
electric voltage is generated. Thus, this PVDF converts from a dielectric 
material to a charged piezoelectric material. The induced self-generating 
output voltage is directly proportional to the amount of stress or pressure 
applied to piezoelectric sensing layer. 

The advantages of piezoelectric materials are high sensitivity and fast 
response time, so it is useful for the detection of vibration or dynamic pressure 
change.23 Since piezoelectric materials generate a self-sensing voltage, it is 
a good candidate for low power consumption; therefore, it is also called a 
self-power sensor or active sensor.24,25 

When force F is applied to the PVDF-based piezoelectric material thin film 
whose length is L, width is W, and thickness is t, it results in electric dipole or 
polarization; both the positive and negative charge carriers get separated by 
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terminating the neutrality of the molecule,26 the charges collected on the surface 
of the electrode,27 total induced surface charge Q collected in the electrode is 

Q = d·F Coulomb (19.1) 

where F = applied force; N, d = charge sensitivity, or piezoelectric constant 
of crystal; C/N. 

FIGURE 19.6 Piezoelectric material crystalline structure with applied pressure. 

Since polarization occurs, the positive and negative charges are collected 
in the opposite electrode of piezoelectric materials; capacitance (Cp) is 
produced between two opposite electrodes. Output voltage (V0) is induced 
due to the formation of capacitance between the electrodes. 

The induced output voltage is 

Q Q  d F t  d t P  FV0 = = = = = g t P = g t
C ∈ ∈  

A ∈ ∈  A ∈∈  A (19.2)p 0 r r 0 
0 r t 

where A is the cross-sectional area of the piezoelectric (PVDF) thin film which 
is W·L (m2); t is the thickness of the PVDF film before applying force F (m);
∈0 is the dielectric constant of free space; ∈ r is the dielectric constant of mate­

rial (PVDF); P is the applied pressure on piezoelectric film which is F ; g is the
A 

dvoltage sensitivity of the piezoelectric materiel which is  (V m/N). 
∈∈r 0

According to Equation (19.2), the induced output voltage depends on 
piezoelectric material properties, and sensor dimensions for the applied 
input force, pressure, or stress. The piezoelectric material properties are 
piezoelectric constant (d), voltage sensitivity (g), and the relative dielectric 
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constant (∈ r ); therefore, induced output voltage (V0) is high if piezoelectric 
material has high piezoelectric constant (d), high voltage sensitivity (g), and 
the low relative dielectric constant (∈ r ). Also, the output sensing voltage (V0) 
is increased with the sensor dimensions: thickness (t) and the cross-sectional 
area (A) of the sensor.28 

19.3 SIMULATION RESULTS AND ANALYSIS 

The proposed PVDF-based piezoelectric pressure sensor is performed with 
various investigations such as self-generating sensing voltage, linearity, 
and sensitivity analysis, which plays a major role in the performance of the 
proposed sensor. 

19.3.1 SENSING VOLTAGE ANALYSIS 

19.3.1.1 EFFECT OF THICKNESS (T) OF SENSING LAYER ON SENSING 
VOLTAGE OF PIEZOELECTRIC SENSOR 

The PVDF piezoelectric polymer-based pressure sensor produces self-
generating sensing voltage by applied distinct pressure. The output sensing 
voltage for different applied pressures is listed in Table 19.1 and Figure 19.7 
shows induced sensing voltage after applying distinct pressure for different 
thicknesses of the sensing layer of the proposed flexible sensor. The 
described pressure sensor is utilized in a limited pressure range of 60–200 
mmHg, indicating that increasing the thickness (t) of the sensing layer of 
the proposed sensor improves the output self-generating voltage. The graph 
plot of output voltage versus applied pressure for different thicknesses of 
the sensing layer is shown in Figure 19.8, which also shows that the output 
sensing voltage rises linearly with the thickness of the sensor’s sensing layer. 
When thickness of sensing membrane t = 40 µm, linearity of sensor is very 
less; hence, linearity is increased as thickness of sensing layer increases. 

19.3.1.2 EFFECT OF CROSS-SECTIONAL AREA (A) OF SENSING LAYER 
ON SENSING VOLTAGE OF PIEZOELECTRIC SENSOR 

Figure 19.9 shows the simulation of output self-generating voltage at 
the different cross-sectional areas of the sensing layer and it is listed in 



  

	 	 	

TABLE 19.1 Output Sensing Voltage (V) Versus Applied Pressure (P) at Different Thicknesses 
of Sensing Layer. 

Applied pressure Output sensing voltage (V) 
(mmHg) t = 40 µm t = 60 µm t = 80 µm t = 100 µm 
60 0.002 0.043 0.054 0.061 
80 0.003 0.053 0.072 0.081 
100 0.0042 0.072 0.09 0.101 
120 0.0045 0.086 0.108 0.122 
140 0.005 0.101 0.126 0.142 
160 0.006 0.115 0.144 0.162 
180 0.0071 0.13 0.162 0.182 
200 0.0073 0.144 0.179 0.203 
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FIGURE 19.7 Simulation of the output voltages at the different thickness (t) of the sensing 
layer (a) t = 40 μm, (b) t = 60 μm, (c) t = 80 μm, and (d) t = 100 μm. 

Table 19.2, which indicates that output self-generating voltage is increased 
by reducing a cross-sectional area (A) of the sensing layer of the proposed 
sensor. Figure 19.10 represents the graph plot of output voltage versus 
applied pressure for the different cross-sectional areas of the sensing layer, 
which also indicates that output sensing voltage is linearly increased with 
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reducing the cross-sectional area of the sensing layer of the sensor, which 
also indicates that output sensing voltage is linearly increased with reducing 
the cross-sectional area of the sensing layer of the sensor. 

FIGURE 19.8 Graph between applied pressure (mmHg) and output voltage (V) at different 
thicknesses (t) of sensing layer. 

19.3.2 SENSING VOLTAGE ANALYSIS 

19.3.2.1 LINEARITY ANALYSIS 

The linearity is the important desirable parameters that impact sensor accuracy. 
The nonlinearity starts with the line from zero output pressure and extends to 
the rated output pressure; this line is known as an end-point straight line. The 
maximum deviation from "the end-point straight line" represents nonlinearity. 
Figures 19.8 and 19.10 show the linear relationship between output sensing 



 

 

 

	 	 	

TABLE 19.2 Output Sensing Voltage (V) Versus Applied Pressure (P) at Different Cross-
Sectional Areas of Sensing Layer. 

Applied pressure Output sensing voltage (V) 
(mmHg) A = 0.24 mm2 A = 0.18 mm2 A = 0.12 mm2 A = 0.06 mm2 

60 0.04 0.054 0.105 0.213 
80 0.06 0.072 0.141 0.284 
100 0.075 0.09 0.176 0.355 
120 0.09 0.108 0.211 0.426 
140 0.105 0.126 0.246 0.497 
160 0.12 0.144 0.281 0.568 
180 0.135 0.162 0.316 0.639 
200 0.15 0.179 0.351 0.71 
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voltage and input applied pressure; therefore, the proposed piezoelectric 
pressure sensor is a more accurate sensor. 

FIGURE 19.9 Simulation of the sensing voltages at the different cross-sectional areas (A) 
of the sensing layer (a) A = 0.24 mm2, (b) A = 0.18 mm2, (c) A= 0.12mm2, and (d) A= 0.6 mm2. 
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FIGURE 19.10 Graph between applied pressure (mmHg) and output sensing voltage (V) at 
different cross-sectional areas of sensing layer. 

19.3.2.2 SENSITIVITY ANALYSIS 

The sensitivity of the sensor defined as a small change in input comes about 
in large changes in output. Therefore, sensitivity is the minimum input 
(pressure) that will produce a detectable output (sensing voltage) change. 

Sensitivity (S) of a proposed sensor is expressed by 

∆V V − Vmax min S = = 
∆P P − Pmax min 

The sensitivity of the proposed sensor is 0.9 mV/mmHg for the sensing layer 
thickness 80 μm and cross-section area is 0.18 mm2 for 500 mmHg pressure 
range. The sensitivity of the proposed piezoelectric sensor can be changed by 
altering the thickness and cross-sectional area of the sensing layer, as shown 



 

	 	

TABLE 19.3 Thickness (t) of Sensing Layer Versus Sensitivity (S) of Proposed Sensor for 
Cross-Sectional Area (A) = 0.18 mm2. 

Thickness (t) (mm) Sensitivity (s) (mV/mmHg) 
40 0.037 
60 0.72 
80 0.90 
100 1.014 
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in Tables 19.3 and 19.4, respectively. Figure 19.11 shows the graph plot of 
the effect of the thickness (t) and cross-sectional area (A) of the sensing layer 
on the sensitivity of the sensor, which indicates that the sensitivity of the 
proposed sensor can be enhanced by increasing thickness and reducing the 
cross-sectional area of sensing layer of the piezoelectric sensor. 

TABLE 19.4 Cross-Sectional Areas (A) of Sensing Layer Versus Sensitivity (S) of Proposed 
Sensor for Thickness (t) = 80 μm. 

Cross-Sectional Area (A) (mm2) Sensitivity (s) (mV/mmHg) 
0.24 0.78 

0.18 0.89 

0.12 1.75 

0.06 3.55 

FIGURE 19.11 (a) Graph between the sensitivity of the sensor and thickness (t) of the 
sensing layer of the sensor and (b) graph between the sensitivity of the sensor and the cross-
sectional area (A) of the sensing layer of the sensor. 
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19.4 CONCLUSION 

This research paper explores a cantilever-structured PVDF-based piezo­
electric pressure sensor for biomedical application using COMSOL Multi-
physics. The analysis of the simulation results shows that the proposed 
PVDF piezoelectric polymer-based blood pressure sensor senses a blood 
pressure as a self-generating voltage at output for small pressure range from 
50 to 200 mmHg. The entire sensor is designed for different thicknesses 
(40, 60, 80, and 100 μm) and the different cross-sectional areas (0.06, 0.12, 
and 0.18 mm2) of the sensing layer. This designed sensor demonstrates a 
linear relationship between output sensing voltage and applied pressure. 
The analysis of the simulation also shows the output self-generating voltage 
and the sensitivity of the proposed sensor is enhanced by increasing the 
thickness and reducing the cross-sectional area of the sensing layer of this 
sensor. Therefore, this paper illustrated a more flexible, self-powered, highly 
sensitive, and efficient piezoelectric pressure sensor using PVDF polymer is 
designed and simulated. 
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ABSTRACT 

In this chapter, a low-cost Radio Frequency (RF) rectifier, capable of harvesting 
RF energy is presented. The conversion efficiency is maximized by optimizing 
the impedance matching circuit elements and load for an input RF power of 
-10 dBm at 3.45GHz. A half-wave rectifier Schottky diode (HSMS2850) was 
selected for RF to DC conversion. Theoretical analysis and Harmonic Balance 
Advanced Design System (ADS) simulation is performed. The simulation 
result shows a conversion efficiency of 12.70% for an input power of -10 
dBm for unoptimized impedance matching circuit elements. The maximum 
conversion efficiency of 54.33% is achieved for an input power of -10 dBm in 
the case of optimized impedance matching circuit elements. The output voltage 
Vs load and conversion efficiency Vs RF input power is also presented. The 
conversion efficiency and output voltage are observed for an input RF power 
sweep from -20 dBm to 20 dBm and load resistance of 1 Ω to 2 kΩ. 
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20.1 INTRODUCTION 

In past and present, most of the wireless senor networks (WSN) are 
powered by batteries. The major concern with WSN/IoT devices is typi­
cally battery life and its substitution. Recent advances in ultralow power 
sensors and exponential growth in wireless sensor/IoT networks, develop­
ment in the wireless technology (GSM900/1800, 3G, 4G, Wi-Fi, and 5G)7 

and rising implications of energy costs and carbon footprints, the need 
to adopt low-cost, green energy-harvesting approaches are of paramount 
importance. To address this, the practicability of harvesting low-power 
density RF energy becomes another method. The technology can be posi­
tioned in low-power devices such as smart farming, autonomous driving, 
security surveillance, smart cities, industrial IoT, and many more.5,8 The 
IoT sensors’ marketplace is projected to grow from USD 8.4 billion in 
2021 to USD 29.6 million by 2026; it is expected to grow at a compound 
annual growth rate (CAGR) of 28.6% during 2021–2026 (https://www. 
globenewswire.com/news-release/2021/03/15/2192487/0/en/). The RF 
energy-harvesting system consists of antenna, impedance matching circuit, 
rectifier/voltage multiplier, power management unit/storage device. In 
RF energy-harvesting system, antenna is used to receive available radio 
frequency signal, impedance matching circuit to transfer maximum RF 
input available power to the load, rectifier to convert extracted RF power 
into DC voltage, a power management unit, which decides whether to 
store the harvested power obtained from the RF energy harvester or to use 
directly. Figure 20.1 shows the block diagram representation of the RF 
energy-harvesting system. The chapter is put together as follows: theo­
retical analysis with impedance matching circuit is presented in Section 
20.2. Section 20.3 presents the advanced design system (ADS) harmonic 
balance (HB) simulation for unoptimized and optimized rectifier circuit. 
Section 20.4 wraps up the chapter. 

FIGURE. 20.1 Block diagram representation of RF energy harvesting. 

https://www.globenewswire.com
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In this chapter, a low-cost RF rectifier, capable of harvesting radio 
frequency (RF) power, is presented. The conversion efficiency is maxi
mized by optimizing impedance matching circuit elements and load for 
an input RF power of −10 dBm at 3.45 GHz. A half-wave Schottky diode 
(HSMS2850) rectifier was selected for RF to DC conversion. Theoretical 
analysis and harmonic balance advanced design system (ADS) simulation is 
performed. The simulation results show a conversion efficiency of 12.70% 
for an input power of −10 dBm for unoptimized impedance matching circuit 
elements. The maximum conversion efficiency of 54.33% is achieved for an 
input power of −10 dBm in case of optimized impedance matching circuit 
elements. The output voltage versus load and conversion efficiency versus 
RF input power details is also presented. The conversion efficiency and 
output voltage are measured for input RF power sweep from −20 dBm to 20 
dBm and load resistance of 1 Ω–2 kΩ. 

20.2 RF HARVESTER AND IMPEDANCE MATCHING CIRCUIT 

The rectenna efficiency is inspected by equation (20.1) 

V 2 
DC 

PDC RL (20.1)
η = = 

P PRF RF 

where VDC = Output DC voltage, RL = Load resistance PRF = Input RF power 
The input RF power (PRF) received by the reviving antenna is calculated 

by using expression (20.2) 

  c 
2

1 n 
−αR 

RF = PG G t r   e (20.2)P t  R 4π f     

where Pt = transmitter antenna power, Gt = gain of reciving antenna, Gr = gain 
of transmitting antenna, c = speed of light, n = path loss exponent, n = 2 in 
free space, f = RF signal frequency, α = effective decay coefficient. In air it 
is 0.001, R = distance from the RF source. 

The details of impedance matching circuit analysis and selection of 
circuit element is given in Ref. [1–4,6]. 

The required values of impedance matching circuit elements are given by 
expressions (20.3) and (20.4) 

1 RsCm = (20.3)
w R  R  −× Rr s in s 
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1m w w R C  +r in in 
r (20.4)Rs 

Rin − Rs 

Voltage gain and quality factor of rectenna is computed by using (20.5) and 
(20.6). 

Voltage gain, 
v 1 Rin inG = = (20.5)
vs 2 Rs 

Rin (20.6)Q = −1
Rs 

20.3 SIMULATION RESULT ANALYSIS 

Figure 20.2 shows the ADS HB circuit simulation schematic of the proposed 
unoptimized RF energy harvester. A high-pass L matching circuit is 
composed of capacitor (C1) and inductor (L1) with Schottky diode half-
wave rectifier and filter capacitor (C2). The initial values of capacitor (C1) 
and inductor (L1) are obtained by using equations (20.3) and (20.4). In 
ADS HB simulation input RF power sweep of −20–dBm, filter capacitor 
C2= 1 nF, and HSMS-2580 Schottky diode is selected. The details of SPICE 
parameters for the HSMS2850 is mentioned in Table 20.1. 

 TABLE 20.1 HSMS2850 SPICE Parameters. 

Parameters Units Value 
B v 

Cj0 (C ) in

EG 

IBV 

IS 

N 
RS 

) PR (VJ

(XTI) PT 

M 

V 
pF 
Ev 
A 
A 
No unit 
Ω 
V 
No unit 
No unit 

3.8 
0.18 
0.69 
3E−4 
3E−6 
1.06 
25 
0.35 
2 
0.5 
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 TABLE 20.2 Impedance Matching Circuit Parameters. 

Circuit parameters Unoptimized circuit values Optimized circuit values 
Capacitor (C1) 0.14774 pF 0.32 pF 
Inductor (L1) 6.5674 nH 4.00 nH 
Input power sweep −20 dBm–20 dBm 
Load sweep 1 Ω–2 kΩ 
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The obtained simulated results for the unoptimized RF energy harvester 
are shown in Figures 20.3–20.6. Figure 20.3 shows conversion efficiency 
versus RFpower relationship, at 0 dBm input RFpower the conversion effi­
ciency is 12.70% and Figure 20.4 shows maximum conversion efficiency 
versus Rload relationship, at 1 kΩ load the maximum conversion efficiency 
is 2.07%. In Figure 20.5, Vout at 2 kΩ is 62.11 mV peak and in Figure 20.6, 
504.0 V Vout at 0 dBm input RFpower is observed. Table 20.2 shows the 
impedance matching circuit values for unoptimized and optimized RF recti­
fier circuits. 

FIGURE 20.2 Unoptimized single-diode (HSMS2850) rectifier in ADS. 

Figure 20.7 shows the ADS HB circuit simulation schematic of the 
proposed optimized RF energy harvester. Figures 20.8 and 20.9 depict 
54.33% conversion efficiency at 0 dBm input RFpower and 27.358% effi­
ciency at 1.101 kΩ load. In Figures 20.10 and 20.11, Vout at 2 kΩ is 227.4 
mV peak and 1.042 V Vout at 0 dBm input RFpower is observed. It is clear 
that optimized C1 and L1 gives higher conversion efficiency and output 
voltage. 
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FIGURE 20.3 Conversion efficiency versus RFpower for unoptimized rectifier. 

FIGURE 20.4 Maximum conversion efficiency versus Rload for unoptimized rectifier. 

FIGURE 20.5 Vout versus Rload for unoptimized rectifier. 
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FIGURE 20.6 Vout versus RFpower for unoptimized rectifier. 

FIGURE 20.7 Optimized single-diode (HSMS2850) rectifier in ADS. 

FIGURE 20.8 Conversion efficiency versus RFpower for optimized rectifier. 
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FIGURE. 20.9 Maximum conversion efficiency versus Rload for optimized rectifier. 

FIGURE 20.10 Vout versus Rload for optimized rectifier. 

FIGURE 20.11 Vout versus RFpower for optimized rectifier. 
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20.4 CONCLUSION 

In this chapter, we have proposed a low-cost RF energy-harvesting circuit. 
To boost the conversion efficiency at low RF input power level a high-pass 
L matching circuit is implemented. A theoretical detail to find out a suit
able value of impedance matching circuit has been presented. The ADS HB 
simulation at a frequency of 3.45 GHz shows 54.33 conversion efficiency 
at an input RF power of −20–20 dBm respectively. The simulation results 
obtained for optimized RF energy harvester can be successfully used for 
powering WSN/IoT sensor nodes. 
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ABSTRACT 

The continuous growth in the human population and the advancements in 
technology increase the number of vehicles required in the transportation 
system. To fulfill the current economy and globalization needs, the world 
is looking at efficient intelligent transportation systems (ITS) in real-time 
road traffic monitoring and management. The already existing transporta­
tion system for vehicle monitoring and the road traffic congestion avoiding 
mechanisms on the roadways cannot fulfill the requirements in 2030. There­
fore, the ITS with the Internet of Things (IoT) is required in future network 
(FN) 2030. It plays a vital role in road infrastructure monitoring systems 
and simplifies traffic mobility in crowded urban areas. Here, the FN 2030 
includes the future of sensor networks and vehicular networks, which helps 
to collect the real-time traffic information from the ad-hoc and the sensor 
node. In addition, it helps to send the real-time collected data to the traffic 
management centers (TMCs) to control the timings of the traffic light. In 
wireless sensor networks (WSNs), the size of the sensor node is very small 
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and they are used to operate with low-power batteries. Therefore, the data 
processing capacity and the communication range are limited due to the 
nature of the hardware configuration and they can be used for short-range 
wireless communication. In WSNs, the sensor nodes are logically connected 
to make efficient sensor network communication and is connected with an 
internet connection to transfer the real-time data to the remote location. In 
this paper, architecture is proposed to overcome the existing design issues 
and the limitations of ITS in 2030. In addition, it will make effective commu­
nication and meets the general requirements in 2030. 

21.1 INTRODUCTION 

The intelligent transportation system (ITS) has captured business in the 
international market size of USD 29.69 Bn in 2020, and is expected to hit in 
the market size from USD 47.89 Bn to USD 60 Bn by 2030. The market size 
is growing at a CAGR from 6.3% to 10%. Therefore, the existing transporta­
tion infrastructure for vehicle monitoring and the road traffic congestion-
avoiding mechanisms on the roadways cannot fulfill the requirements of 
2030. Hence, the advancement in ITS with the Internet of Things (IoT) is 
required in FN 2030.2,43 

Generally, the ITS is the integration of several cutting-edge information 
and communication technologies, which helps to manage the road traffic 
and congestion, as well as transforms the way of consumers, government, 
and business deals on transportation.52 ITS plays a vital role on various 
services like intelligent traffic monitoring and management, security and 
surveillance, weather monitoring system, fleet management, environment 
protection, parking management system, emergency vehicle notification, 
smart ticketing and passenger information solution, mobility services, etc. 
The FN 2030 includes the future of sensor networks and vehicular networks 
that help to collect the real-time traffic information from the ad-hoc and the 
sensor node.40,51 

Most of the governments planned to invest heavily for the smart transport 
infrastructure projects. It is aimed to develop smart cities that increase the 
adoption of smart transportation modes to speed up vehicle mobility of 
traffic and moderate the congestion. The most crucial aspect of any smart 
city development project is smart mobility.11 It is intended to coordinate 
products and human-centric transportation with information and communi­
cation technology in order to provide well-organized vehicle mobility in that 
particular geographic area. The latest breakthroughs in digital technology 
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and the IoT are critical components in establishing smart ITS that are more 
effective, dependable, intelligent, and environmentally friendly. 

Many nations are now constructing ITS to achieve smart mobility, and 
many of these countries are supporting the ITS strategy by integrating it 
into the cooperative-ITS (C-ITS) system. Vehicle drivers, road consumers, 
private and public agencies, and service providers are all part of the smart 
mobility technique and they follow the obliging pattern on vehicle-to-vehicle 
(V2V), vehicle-to-infrastructure (V2I), and vehicle-to-everything (V2X) 
technologies.12 The Future ITS: 2030 architecture is proposed in this study to 
address existing design challenges and ITS constraints in terms of effective 
communication, and to meet the general requirements in 2030. 

IoT-based sensor and actuator network monitor the real-time intelligent 
ambiances to improve the quality of transportation, education, medical 
facilities, etc. IoT collects the real-time data from various sources of informa­
tion and establishes coordination according to the real-time environments. 
Further, smart ITS ensures driver safety and improved traffic mobility in the 
crowded areas. In general, traffic management centers (TMCs) collect the 
real-time monitored information from the cameras and the sensors via the IoT 
backbone and take timing control choices on traffic lights for traffic mobility. 
In addition, vehicle-to-IoT (V2IoT) dynamic traffic lights control advantages 
to evaluate the metrics such as travel time, road safety, noise emissions, and 
CO2 emissions. Weather condition (e.g., foggy, rainy) plays a major role on 
road safety and road visibility. To mitigate these kind of issues, vehicle ad-hoc 
networks (VANET) infrastructure added an extra flavor in ITS that alerts the 
driver through pictorial and audible aids by using an optical sensor. 

The smart city projects researchers introduced various advancements 
that combined many technologies like IoT services, which encapsulate the 
ITS in many real-time components such as ambience, buildings, and energy. 
Moreover, it accesses the resources dynamically and intelligently to take 
decision through local administrations.45 Even, IoTs in a smart city have 
confidentiality and safety perspective; it is essential to have an overview 
between the chances, benefits, costs, and concerns. Further, it should fulfill 
the general requirements and respect the confidentiality and safety guidelines 
given by the general data protection regulation (GDPR) of the European 
Union Commission.40 

Furthermore, the green Internet of Things (G-IoT) play an important 
role to provide a socio-economic ecological system for the efficient use 
of environmental assets, energy conservation, and trash administration, 
among other things, in order to protect the environment. In addition, the 
Internet of Everything (IoE) and the Internet of Services (IoS) have created 
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service-oriented architectures, platforms (server, storage, and communi­
cation), next-generation blockchain technology, on-demand distributed 
computing, cipher-physical systems, and semantic technologies. The new 
technologies must be aware of the 5G wireless communication system, as 
well as support the blockchain in terms of security and scalability.5 The 
proposed design for Future ITS: 2030 takes into account current difficulties 
as well as FN 2030’s particular requirements. 

21.2 RELATED WORK 

Urbanization is growing prosperity for the humans in developing countries, 
which increases the demand in the public and private transportation. The 
UN estimates that more than 55% of population residing in the urban 
areas and that it will be raise to 68% in 2025. Road traffic and congestion 
is straining the transport system, which is driving the need to adopt ITS. 
Developing regions like Latin America, Asia Pacific, and Africa have lack of 
infrastructure in city planning; therefore, the transportation system is facing 
high traffic congestion. Furthermore, the traffic management sector have a 
leading share on the global ITS market. Even semi-autonomous vehicles are 
in the commercial market; truck platooning and fully autonomous taxis pilot 
projects have been undertaken for the share of the global ITS market and that 
has gained popularity around the world. 

The international ITS market is sectored into seven broad categories 
(Figure 21.1), which are region, major players, transport mode, system, 
deployment mode, type, and application; furthermore, it is categorized into 
sub-categories.45 The international business market is grouped into North 
America, European Union, Asia Pacific, Middle East, Latin America, and 
Africa regions. At present, the dominant players in the international ITS 
market are Siemens AG, IBM Corporation, Lanner Electronics, Hitachi 
Ltd, Kapsch TrafficCom, Nuance Communications Incorporation, Cubic 
Corporation, Denso Corporation, WS Atkins PLC, Tom Tom, Thales Group, 
Clever Devices Ltd., EFKON GmbH, Inc., Garmin International Inc., Iteris, 
Inc., and Telenav. 

The global transportation can be categorized into three modes such 
as roadways, railways, and airways. Now, the ITS system is divided into 
region/zone-based traffic control and monitoring, data collection and 
dissemination, commercial vehicle, road weather, travel information, bus 
information and cashless ticketing systems, advanced public transporta­
tion, automated traffic enforcement, integrated corridor management, and 
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electronic toll collection systems.37 The ITS deployment mode can be 
divided into on-premise and cloud. 

FIGURE 21.1 Global intelligent transportation system market. 

Further, the system is divided into six major types such as: 

1)	 Advanced Public Transportation System (APTS): The U.S. 
Department of Transportation’s Federal Transit Administration 
launched this program in 1991. APTS aims to do the research in 
ITS, and develop more efficient and effective solutions to current 
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transportation challenges in an advanced navigation communication, 
and vehicle technologies are to get benefit on public transporta
tion. The applications of APTS are onboard DVR/NVR, passenger 
counting and information system, passenger entertainment, wayside 
signaling control, and train control and supervision.1 

2)  Advanced Transportation Pricing System (ATPS): It includes 
motor vehicle miles traveled (VMT) fee systems, e-Toll systems, 
automatic gate machine, fee-based express lanes, automatic fare 
collection, ticket vending, congestion pricing, and back-end systems.2 

3)  Advanced Traveler  Information System (ATIS):  It also a type 
of ITS that integrates the advanced computer communication and 
the information technologies to deliver real-time data to the users 
of a system. Further, it assists travelers with planning perception, 
analysis and decision-making regarding roadside service system, 
traffic regulation, environmental monitoring, path and location 
assistance, traveler information system, hazardous conditions and 
security advisory, varied speed information, warning and caution 
messages, and parking system.30,32 

4)	 Cooperative 	Vehicle 	System	 (CVS): It operate ITS services on V2V  
communication in dedicated short-range communications (DSRC) 
either single or multiple path small-range to medium-range of wire
less safety frequencies bands. AITS in ITS is specifically considered 
for automation purpose.46  A set of protocols and standards are used 
to probe the vehicle information’s, reports and the hazard warnings 
by transferring the real-time information among suitably equipped 
vehicles as they are in travel. In AITS, a geographical information 
system (GIS) performs a huge amount of data handling, processing, 
logical association, analysis, and storage. Further, it will provide an 
effective traveler information in graphical display to the users. 

5)  Advanced Transportation Management System (ATMS): The  
Texas Department of Transportation (TxDOT) developed a critical  
tool called an ATMS in transportation management centers (TMCs)  
across Texas. It comprises an integrated traffic management and rescue  
console to offer various futures such as smooth and uninterrupted  
traffic flow, improved transportation system efficiency, smart mobility,  
enhanced road safety, alert for abnormal road and weather conditions,  
and reduction in journey time and inconvenience. The integrated  
solution of multiple technologies in ATMS improves the flow of  
vehicle traffic. A set of logically incorporated roadside equipment  
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is attached to afford a high-class highway solution to ensure a safe 
and highly secured journey.48 The major equipment’s of ATMS are 
Emergency Calling Box (ECB), Video Incident Detection System 
(VIDS), Variable Message Sign (VMS), Meteorological data station 
(MDS), Mobile Radio Communication System (MRCS), Automatic 
traffic counter cum classifier (ATCC), and control room. 

6)	 Automatic Number Plate (or) License Plate Recognition System 
(ANPR/ALPR): It comprises of optical character recognition (OCR) 
that is coupled with artificial intelligence (AI)-based sophisticated 
software algorithms and related hardware. The Frame Grabber Device 
provide a wide range of facilities including on-board programming 
region of significance, image scaling, lookup table, and a pixel 
decimation for high-resolution and high-speed digital imagining for 
machine vision and scientific applications. With the intervention of 
deep learning technologies in ITS, the system will be able detect and 
differentiate the passing vehicles according to the category, weight, 
license plate, brand, model, and color.39 By linking the ANPR with 
vehicle information such as make/(or) manufacture, model, insurance, 
and color, data is particularly important when detecting replaced or 
stolen license plates. 

The major applications of ITS are traffic management, environment 
protection, private and public transport, freight management, automotive 
telematics, road user charging, parking management, automated vehicles, 
road safety and surveillance, etc. Since, the ITS is moving toward human-
centric transportation system, the application of ITS is critical to enable 
smart urban mobility. The major stakeholders of FN 2030 are private and 
public agencies, industry players, and academic and research institutions 
(Figure 21.2). Further, active participation and close collaboration of the 
stakeholders in FN 2030 will accelerate the advancements in ITS develop­
ment for various transportation modes.11 

21.3 ITS—CURRENT LIMITATIONS AND POSSIBLE IMPROVEMENTS 

The current limitations of IoT services in the integration with evolving ITS 
represents one of the recent research trends in the ITS field. The real-time 
traffic data acquisition from sensors networks and IoT equipment together 
with establishing and maintaining their real-time communication shows 
limitations regarding the current network infrastructure’s competency and 
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31,40,49,54scalability. The implementation of the wireline network concept 
overcomes this limitation by addressing issues related to network and 
mobility management as a result of creating a centralized network archi­
tecture.44 Current concerns are also related to the spectral efficiency in 5G 
that can reach the boundary in the future because of the advances in massive 
multiple-input and multiple-output (MIMO) antenna architectures, network 
densification, and millimetre-wave transmission as well as by a set of legacy 
multiplexing techniques inherited from 4G.19 The improvements on a large 
scale for spectral efficiency will be difficult for the 6G infrastructure due to 
the Shannon limit constraint.19 

FIGURE 21.2 Tripartite collaboration. 

Existing ITS have many limitations and the lack of flexibility that 
leads to reduce the interaction between the vehicles and various flavors of 
IoT-based applications. Furthermore, they are using old technologies that 
cannot provide technology integration support with new technologies (or) 
they cannot ensure backward compatibility.40,49 Therefore, upcoming 6G 
networks must be clearly defined to solve many existing issues through cell-
less architecture, decentralized resource allocation, and three-dimensional 
super-connectivity.14,19 

The employment of wireless solutions facing various difficulties due to 
the limited battery power furthermore they could not be able to ensure highly 
intensive full functionalities on real-time applications.4,40 Consequently, this 
limitation relates also to limited processing power and memory storage.26 

The traffic monitoring systems are directly influenced by this limitation, 
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even if we refer to wireless video cameras systems that require good power 
supplies or if we talk about data aggregation need with different types of 
sensors such as microwave radars, inductive loops, pneumatic road tubes, 
etc.28,38 In order to meet this limitation, the Internet of Energy (IoE) concept 
emerged. IoE combines the visions of IoT and smart grid (SG) and aims 
to provide intelligent monitoring and management of energy distribution, 
efficient use of energy, identifies possible sources of energy losses, promotes 
the use of low-cost low-power devices, and the reduction of electro­
magnetic pollution.9,25,42 IoE communication infrastructure supports big data 
transmission and processing42 and requires optimized versions of Internet 
Protocols. In this regard, internet engineering task force (IETF) is leading 
the efforts in creating several working groups to tailor the networking 
constrained devices with low-energy requirements to SG needs9,42: 

•	 IPv6 over low-power wireless personal area networks (6LoWPAN) 
for the network layer. 

•	 Routing over low-power and lossy networks (ROLL) for the routing 
of datagrams. 

•	 Constrained RESTful environment (CoRE) for the application layer, 
in conjunction with world wide web Consortium (W3C)’s definition 
for the efficient XML interchange specification (EXI). 

Currently, energy-harvesting methods are being implemented by the 5G 
infrastructure to meet many challenges caused by its coexistence with the 
communications and the performance degradation during the conversion of 
harvested signals to electric current.21 Dang et al.19 suggest that the planning 
of the 6G communication technology shall include a human-centric and 
sustainable vision for 2030. This vision considers that the 6G infrastructure 
shall apply intelligent harvesting and green-based methodologies to accom­
plish the energy efficiency gain. Good sources in the energy harvesting 
process can be the ambient radio-frequency signals, micro-vibrations, and 
sunlight.19,50 

Current IoT has a limitation in self-recovering mechanisms to handle the 
transition from an error state to the normal operational mode for ITS systems.40 

Most of the existing systems require human intervention in the diagnosis and 
fixing of the identified faults process.40,49 The solution provided by TCP/IP, 
by default, consists of an acknowledge (ACK)-based end-to-end (E2E) reli­
ability mechanism. Unfortunately, this E2E mechanism is not appropriate for 
sensor networks due to their high loss rates as a result of signal attenuation 
and path loss arising from low power radios and channel contention from 
dense sensor deployment.26 Such type of protocol sends out control messages 
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after packets reached their destination and starts each recovery attempt right 
from the beginning source, wasting too much of the energy.15 

Hop-by-hop protocols solve these issues through their characteristics 
regarding the immediately sending back of the data packets to the upstream 
node to restore the lost packets, the traffic congestion avoidance, and the 
management of the transmission rates according to the buffer size of a 
neighbor node or the link load between two nodes.15 Another solution for 
self-recovering and self-stabilization mechanisms for ITS can implement 
blockchain-based systems to store relevant state data managed by a “master” 
process implemented using a long-living smart contract.49 The “master” 
process runs periodically, investigates the system state, and in case of an 
erroneous state, starts the recovering procedure. 

The limited re-usability leads to additional costs and waste of many 
devices when it is decided the migration to new technologies and the old 
system is retired.40 The IoT development needs a management system 
that reuses existing hardware platforms and assigns them to other existing 
domains or to new ones.40,54 

Other important sources of limitation of the current networks relate to 
security, secrecy, and privacy.6,53 The lack of policies and regulations reduces 
the type of data to be stored and used further in adopting road traffic improve­
ment strategies.40 Moreover, there are still missing specific and clear policies 
for creating a global framework for implementing at a large-scale ITS based 
on technologies like autonomous driving, V2V, V2I, and V2X. The main 
challenges here include the design of identity management systems to serve 
many entities, the trustworthiness, and control of distributed platforms, and 
the secure and trusted interaction with real-world objects and entities through 
sensors and actuator network infrastructures.36 

Regarding the privacy topic, European Union’s General Data Protection 
Regulation (GDPR) introduced strict rules regarding digital privacy and trust. 
A big challenge here is to be compliant with these defined privacy rules, and 
at the same time to address the legitimate need of networks provided to be 
aware of what happens in their network.16 The current 5G infrastructure still 
provide data encryption solutions based on Rivest–Shamir–Adleman (RSA) 
public key, but the latest technologies like Big Data and artificial intelligence 
(AI) technologies tend to lower the security level of these algorithms.19 

Further, improvements must be addressed to mitigate these kind of issues 
and 6G infrastructure shall provide high security, secrecy, and privacy as key 
features. 

The actual sensors networks have limitations to ensure the retrieved road 
traffic data on authentication, accuracy, and precision during the monitoring 
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process. The limitation of the cellular bandwidth of wireless technology 
reduces the video stream quality in the case of wireless video-based traffic 
monitoring systems.40 Consequently, the identification process of the vehicles 
from the traffic lanes becomes more difficult and leads to wrong vehicle 
types classification by TMCs or wrong traffic volumes identification that 
directly influences the traffic lights timings, which leads to difficult situation 
on traffic congestion. Referring to a video camera used for autonomous 
driving vehicles, data accuracy is essential in the identification process of 
traffic lights, traffic signs, obstacles, bicyclists, and pedestrians. 

Currently, many solutions try to provide the trade-off between accuracy, 
precision, and coverage for the given limited resources of sensor devices 
(Puzis et al., 2013).16,33 Bluetooth-based data acquisition systems provide a 
feasible identification process of the travel mode due to Bluetooth-enabled 
devices available for bicyclists and pedestrians.8 FN 2030 will provide solu­
tions to improve the data acquisition accuracy through 6G infrastructure 
and will enable wider bandwidths, higher frequencies, and massive antenna 
arrays; furthermore, it has the capability to achieve accurate positioning.7,20 

21.4 ITS ARCHITECTURE IN THE CONTEXT OF FN 2030 

21.4.1 REQUIREMENTS FOR FN 2030 

Besides its benefits, the FN 2030 will meet many challenges related to the 
migration of current IoT applications, especially from providing the desired 
and full-functionality perspectives. This chapter further provides a set of 
requirements to be fulfilled to ensure the success of this migration to FN 
2030 as were already defined by the existing scientific literature13,27,29,34,55 

and takes over much of the discussion from previous work by Pop et al.40 

Additionally, this chapter also defines requirements that consider the integra­
tion of IoE with FN 2030. 

FN 2030 requirements are defined from the current limitations in the 
existing technologies and the advancements in latest technologies.4 There­
fore, the FNs are characterized with respect to the existing mobile-oriented 
environment. Here, the machine-to-machine (M2M) communication offers 
the physical telecommunication environment required to exchange data 
between two interconnected cellular connectivity-based end devices,4,34 and 
this perspective gives rise to the first requirement.27 

Requirement 1: A mobile host shall be treated as a basic user. 
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Considering the same challenge of a mobile-oriented environment, 
another issue to be addressed is network security assurance. The robustness 
of the FN system will consist of the efficiency of data transmission manage ­
ment considering also the instability of wireless connections.13,27 

Requirement 2: The system shall prevent data loss because of network 
traffic congestion or unstable connection. 

Cloud computing, as an IoS enabler, will ensure a part of security needs 
from the starting of service development for data handling and throughout 
its entire life-cycle.34 

Requirement 3: The confidentiality of information, data integrity, and 
authenticity shall be ensured through privacy-by-design. 

Apart from the security ensured through the previous two requirements, 
data transmission security is responsible also for managing the cooperation 
between different technologies that are using the same frequency band.13,55 In 
this regard, the following requirement shall be fulfilled. 

Requirement 4: The system shall ensure freedom from interference 
between existing communication technologies. 

Mobile hosts will surround future communication world. Therefore, 
power consumption will increase dramatically and, from the G-IoT perspec­
tive, will result in the need for energy-saving.13,35 In addition, the energy 
consumption, green energy sources, and the network management protocols 
will define the internal network states tailored to FN to make internet–work 
communication between the devices (mobile or fixed host).29,35 

Requirement 5: The mobile hosts shall enter into an idle/sleep mode 
until it initiates communication with other devices or receives a request from 
other devices. 

Usually, the communication network protocols will convert real-time data 
in to the packets and an Internet Protocol (IP) address will be attached before 
going to be transmitted over a network. The IP address consists of two impor­
tant information: a unique identifier (ID) to identify the packet destination 
identity and a locator (LOC) to define the packet destination location. A good 
current solution based on ID/LOC separation reduces the possible scalability 
issues but, for FN, it is not enough and a new approach is needed for mobile 
hosts.27,56 For these reasons, requirements 6 and 7 shall be fulfilled.27 

Requirement 6: ID shall be allocated to the host itself instead of to its 
interface. 

Requirement 7: A mobile host shall not have assigned a static LOC. 
Talking about mobile environments, mobility support and ultra-low delays 

are mandatory. Current solutions introduced some protocols using patch-on 
transmission control protocol/Internet Protocol (TCP/IP) as a feature for 
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mobility support but brought disadvantages in terms of performance (e.g., 
overuse of proxy agent, triangle routing, etc.).27,55 

The following requirements describe how FN 2030 will consider the 
mentioned challenges: 

Requirement 8: The mobility support shall be built-in. 
Requirement 9: A decentralized network architecture shall be used to 

increase routing performance and reduce failures or possible attacks. 
The continuous growth in ICT new technologies will challenge the 

network architecture requirements of FN 2030. Therefore, the FN 2030 
network architecture must be designed to fulfill the future requirements, 
and that must be adaptable for communication networks in 2030. Again, it 
must support the application development in future trend (or) high frequency 
bandwidth requirements on high-resolution video streaming.4 Due to these 
reasons, the current IP routing will be inefficient in FN 2030 and a special 
data delivery mechanism must be introduced to fulfill the future require­
ments in 2030.27 

Requirement 10: The routing system shall be capable to adapt its routing 
mechanism according to different network architectures. 

IoE integration with FN 2030 will be mandatory considering the trend 
in developing energy efficiency policies and the increasing interest in the 
usage of green sources of energy. Consequently, FN 2030 shall define clear 
requirements to cover this environmental-friendly approach.19,21,26 The high 
number of requirements for this category compared to the previous topics 
proves again the need for energy savings and that the future is toward a green 
technology direction. 

Requirement 11: The FN 2030 shall define energy-efficient transport 
layer protocols. 

Requirement 12: The placement location of the sensors networks shall 
provide the access to green energy sources. 

Requirement 13: The sensors’ network architectures shall provide energy 
harvesting mechanisms. 

21.4.2 CHALLENGES IN MIGRATION OF CURRENT ITS TO FN 
2030-BASED PLATFORMS 

To satisfy the FN 2030 requirements and considering the current limitations 
on ITS, many challenges will arise in implementing the Future ITS: 2030. 
Further, this chapter will present an overview of these challenges as they 
were depicted in relevant research papers and was already discussed by 
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Pop et al.40 Some of them are identified as short-term challenges that need 
to be solved, such as migration to the 5G technologies, which will also be 
considered in the context of FN 2030.10,41,47 

The biggest problem identified in ICT point will be the overload of 
wireless networks in 2030. It is due to the number of wireless devices to be 
utilized in the IoT network for traffic monitoring and control. In such cases, 
an adaptive routing protocol must be introduced in the real-time resource 
allocation and prioritization. Furthermore, it must be capable of handling 
the system for storage and management of big road traffic data volumes 
(Masek et al., 2016).41,44 

Vehicle-to-vehicle (V2V) communication will be the subject of other 
challenges. New certificate management systems shall be designed to 
ensure the privacy, safety, and security of the infrastructure communication 
networks.22,23,31,47 V2Vmessages can be the target of transmission interferences 
or different attacks like taking vehicle control or manipulating the data sent 
to the other mobile hosts which can lead to accidents. 

The complex sensors networks used for road traffic monitoring embedded 
in the road infrastructure, traffic lights systems, and V2V communication can 
use different technologies. For this reason, the Future ITS: 2030 shall provide 
a common platform that allows the deployment for various technologies and 
architectures.41 The future autonomous driving will request the existence 
of autonomous networks and efficient integration between them and ITS. 
Moreover, these systems shall be reliable and capable of self-recovering 
from failure states.49 

Cost reduction is another problem, which arised due to the use of low-
cost sensors, deployment services, and reducing energy consumption.10,35 

Orientation to eco-friendly solutions is another biggest challenge and can 
be solved by cost saving. Here, the system could be developed by using a 
software and hardware solution, reducing consumption, building a renew­
able energy system and on demand data transmission, etc.10,35 

Further, Future ITS: 2030 will meet specific challenges in IoT like scal-
ability, robustness, energy consumption, bandwidth, connectivity, latency, 
and security. These are all the critical challenges due to the exponential 
growth of the ITS data in real-time data transmission and processing.10,31,41,44,49 

Energy efficiency-needed protocols and green-based sources usage will 
be other challenges in the migration of current ITS to FN 2030. Both built-in 
vehicle sensor and road infrastructure sensor networks will need these energy 
protocols, which can lead to delays in data transmission in case of V2X 
communication due to the needed transition of the destination sensor from the 
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sleep mode to normal, operating mode. Also, energy harvesting and ensuring 
a possible green source of energy for each type of sensor would be difficult. 
Many of the energy efficiency and harvesting challenges will be solved by the 
6G infrastructure according to the vision provided by Dang et al.19 

Many of the mentioned challenges are related and can be solved partially 
by appropriate policies and regulations frameworks.36 This will have an 
important role in data storage and usage due to permissions allowed legally 
to FN 2030 systems. 

21.4.3 ARCHITECTURE OF FUTURE ITS: 2030 

This section mainly concentrates on describing the proposed architecture 
for Future ITS in 2030 as Pop et al.40 previously proposed it. The ITS: 2030 
architecture shows the novelty through its tailoring to an architecture that 
additionally incorporates the concepts of IoE,9,42 blockchain-based solutions,49 

and 6G technology.14,19,21 

Figure 21.3 illustrates a refined version of the Future ITS architecture 
built by Pop et al.40 that refers to the current limitations of IoT in ITS. In the 
proposed architecture, the future requirements and the identified challenges 
are included (e.g., IoE, blockchain, 6G concepts integration, etc.,) in the FN 
2030. The three-layered architecture29 is tailored to the FN 2030 architecture.18 

Here, both of them is being shown in parallel for a better overview. In the 
design process, our proposal was taken into account with other architectures 
which are related to future IoTs (Masek et al., 2016).13,22,24,29,34,35 

The Perception Layer is the correspondent to the Autonomous Network 
Architectures FN 2030 cluster. This includes the sensor networks and 
actuators that are responsible for relevant data collection with an important 
role in system self-awareness assurance, self-configuration, and autonomous 
operation. Additionally, this cluster includes the energy transfer and 
harvesting units specific to the integration process of Future ITS with IoE. 

Network Layer is responsible for ensuring high-quality communication 
and data transmission between the perception layer and application. Here, 
many services fulfill the security and privacy requirements through current 
network protocols (e.g., IPv4 and IPv6) or specific algorithms designed for 
access, control, authorization, and encryption. Also, the gateway networks 
are included for interoperability assurance between networks. Moreover, 
the 5G technology has its place here through concepts like tactile internet, 
nano-networks, and flying networks.55 New advancements show that the 6G 



 

 

 

 

 

330 Intelligent Technologies for Sensors 

technology also will have its place at this layer, especially for the possible 
provided solutions such as augmented and virtual reality.14,19,21 Core + 
Access Networks is the FN 2030 corresponding cluster and has as objec­
tives the multi-operator resource sharing and the “always best connected and 
managed” vision achieved.18 This cluster also provides solutions for energy 
distribution through 6LoWAN.9,42 

FIGURE 21.3 Future ITS: 2030—refined architecture (adapted after Pop et al.40). 

Application Layer is the highest level and is responsible for applications 
related to spatial awareness, road network surveillance, road traffic manage ­
ment, connected vehicles, parking management systems, and mobility-as­
a-service (MaaS) feature. This is the correspondent of the Service Control 
and Delivery layer from FN 2030 architecture, which uses semantic Internet 
Protocol Television (IPTV) or IP multimedia subsystem and aims to design 
a common framework for integrating personalized, context-sensitive, and 
semantically rich multimedia applications.18 At this level, the IoE Access 
Technology ensures the management of the ITS-related sensors networks 
and integrates specific services to meet the networking constrained devices 
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with low-energy requirements (e.g., the mixture of CoRE with W3C’s defini­
tion of the EXI).9,42 

Cloud-based solutions layer was included as a buffer area between the 
network and application layers. Its purpose is to provide a common plat­
form responsible for storage, computing, and big data management. In this 
manner, the collected real-time road traffic data are processed before being 
used by the application.24 At this level, blockchain ITS specific solutions can 
be provided for ensuring the relevant road traffic data privacy, secrecy, and 
security.49 

21.5 CONCLUSION 

The information and communication technology advancements in ITS led 
to growth of FN: 2030, and that is very essential, complicated, advanced, 
and automatic. Therefore, all the countries have to achieve the goal of a 
FN: 2030 ITS with the vehicle policies on smart mobility. To achieve smart 
transportation and mobility, inclusive policy proclamation, pilot project 
instigation, standards creation, and interagency alliance factors must be 
considered. FN: 2030 provides complete information about ITS in 2030, 
further it can be used in the transportation networks (i.e., bus, airport, and 
railway stations), hospitals, government and private offices, stadiums, and 
tourist places. Due to the rapid growth of IoT and computer and wireless 
communication technologies and cloud-based solutions to the ITS in recent 
years, the FN: 2030 will enable reliable and quality road infrastructure 
monitoring systems in 2030. The FN: 2030 will simplify the congestion and 
traffic flow in crowded urban areas; furthermore, it will fulfill the future 
requirements by 2030. 
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ABSTRACT 

One of the most efficient methods of crowdfunding in today’s world is using 
websites such as GoFundMe or KickStarter or Indiegogo. Those are websites 
where people are creating a project, presenting it with a whitepaper and 
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people who like the idea or for an example, there are also people who are 
looking to get some money to do something like a wish or a dream come true, 
and for their medical treatments. The downside of this is that people who 
are creating the ideas or “projects” they are obliged to pay 20% or more in 
commissions to these platforms. Here comes the new era of cryptocurrency 
where decentralization is the main point of its existence. By cutting the middle 
man, such as the banks, these type of websites, people can use this technology 
to send peer to peer transactions to each other without being tracked by a 
third party or being in some way commissioned for some service. The tech­
nology developed by Vitalik Buterin and his team, who are developers of the 
Ethereum cryptocurrency, they made this coin and a platform to code with 
it. The language for coding in the Ethereum network called Solidity. With 
some or none coding skills, anyone can make their own “token” which is 
an expressed currency depending on the needs of the creator, could be any 
service or platform that can accept anyone’s token. The momentum of this 
movement is that anyone can create a project, for example a crowdfunding 
that will be expressed with the currency of the token, which will be given from 
the creator (the one who is having the idea) and the price also. Therefore, a 
creator is generating the token and is selling it proportional with the price of 
the Ethereum (ETH). When people are buying this token they are actually 
supporting the creator who receives the ETH from the supporters and they in 
return get Token which in the future if the project is successful they can use 
that token for the services of the platform or to sell it on an online cryptocur­
rency exchange. The presented work shows the process of creating a personal 
ICO (Initial Coin Offering). The goal is to create a powerful anonymous way 
to fund projects and to receive a product from the developers, which in this 
case would be a Token named ServiceCoin (SRV), for which they would have 
to buy it using Ethereum cryptocurrency in order to receive the tokens. We 
will go thru the process of installing a cryptocurrency wallet using MetaMask 
(Google chrome extension wallet), then we will use Brackets text editor in 
order to sort our code. After we will use Remix IDE to compile that code 
and at the end we will use MyEtherWallet.com service to publish our ICO so 
everyone can verify and see the actual tokens. 

22.1 INTRODUCTION 

In May 2010, Brad Damphousse and Andrew Ballester created a company 
named GoFundMe. The idea behind the company was to give the people a 
platform, a software, a community that will have the power to fund projects 
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such as ideas in business, in medical help, wishes, and travels, and if the 
people, users liked that idea they would fund it with few dollars from their 
pocket. The power of many is more than a power of the few. 

FIGURE 22.1 GoFundMe vs Kickstarter (platform that we will use as an example in this 
article). 

GoFundMe has now a different fee for projects, 5% from total funds gath­
ered, 3% for the payment processing, and few added for money transfers to 
project owners approximately ~11%. Another platform worth mentioning is 
Indiegogo, founded in 2008 by Danae Ringelmann as shown in Figure 22.1. 
The idea behind Indiegogo is somewhat unique in a way that when someone 
helps, funds, invests in a project he is going to receive a gift back from the 
creators of the project. Let us say there is a product that is being developed 
and after the project is finished, all of the investors get a prototype or the 
whole product as a gift. 

The idea is the same in 2009; Perry Chen, Charles Adler, and Yancey 
Strickler created the Kickstarter platform that is a crowdfunding platform. 
As mentioned, this platform is a big success. A lot of projects and ideas get 
to life because of this platform (Figure 22.2). The idea behind this was to 
give everyone an equal chance to present their idea in front of a greater audi­
ence. However, downside is that this platform is taking commissions from 
the successful projects that got the required funding 5% from the total funds 
plus payment processing commissions. The total cost can go up to 20%. This 
is the process and idea behind crowd funds, as shown in Figure 22.3. 
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FIGURE 22.2 IndieGogo vs KickStarter efficiency chart. 

FIGURE 22.3 The idea behind KickStarter “shortening time.” 

An interesting research paper by Yi Zhang “An Empirical Study into the 
Field of Crowdfunding” published at Lund University29 has a great data about 
the differences between KickStarter and Indiegogo. It states the differences 
in the model of doing business and how they are different from each other. 
We can represent that data; it has been shown in Table 22.1. 
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TABLE 22.1 Direct Comparison between KickStarter and Indiegogo. 

KickStarter Indiegogo 
Model “Fund or return” “Fund or return” or “keep all” 
Commission 5% of successful project + 5% 4% for successful or 9% for 

payment processing partial 3% credit card pay 
Pay methods Credit/debit card Paypal 
Types 13 types, 36 subtypes 3 types, 24 subtypes 
Allowance 1. Charity or cause funding project No 

2. “Fund my life” projects 

3. Other prohibited contents 
Partners No 16 
Law restriction Only US campaigns Global 

Now, the idea behind cryptocurrencies is to cut the intermediary such as 
KickStarter, so anyone can start their own project, build a whitepaper around 
it, and present it online or wherever he/she wishes. Popular successful ICO’s 
that today are worth millions are as follows. 

The process is simple for having the ICO; you build the token and give 
out the published address of the “Contract” after generating the bytecode 
that will be explained further in Figure 22.4 (the published code for your 
ICO, where people send their funds in Ethereum (ETH) to get their Tokens 
(shares/currency) from your project. Therefore, after sending out the contract 
address, now it depends on the creator’s innovation to market his project. 
Therefore, the process would be: 

So what we are going to do in our article? We are going to present the 
first three steps of creating an ICO: Design and plan, publish the smart 
contract with the address for sales, and explain the idea in Figure 22.5. 
The fourth step is usually a real-life scenario where you as a creator pay 
to the ETH network some ETH to pay the miners to publish your contract, 
which would be from 1 to $10 depending on ETH price on the crypto 
market. 

There are a lot of differences, but the most important ones between 
ERC20 (Tokens) and Crowdfunding such as Kickstarter for example are 
the liquidity of the funds inside, meaning the Tokens are immediate and 
you receive them in the same moment and in the Crowdfunding you wait 
for the full release of the project, not knowing it would be successful or not 
(Figure 22.6). 
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Table 22.2 has illustrated main difference between ICO and normal 
Crowdfunding on company-platforms. The main difference and results we 
can see in the actual history that happened in 2017 in this case. How the 
cryptocurrency changed the way, people go for funding their projects and 
ideas. For comparison, we can see Figure 22.7. 

FIGURE 22.4 Report of raised funds for ICO projects. 

FIGURE 22.5 The process of investing to the given ICO crowd sale project. 



 

 

 TABLE 22.2 ICO and normal Crowdfunding on Company-Platforms. 

Selection Coaching Funds Liquidity 
Crowdfunding X X Small investors 5–10 years 
ICO X X Small investors Immediate 
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FIGURE 22.6 The real-life process of creating an actual ICO. 

FIGURE 22.7 The crowdfunding campaigns (The Dao-ICO ERC20 ETH Token). 

This article will show the benefits of the newest innovation available 
to every person in the world who has access to the internet no matter the 
device of use. This idea and article will demonstrate how anyone can fund 
an idea avoiding many activities included in the today’s process to create a 
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crowdfund. A blockchain is a completely disseminated, distributed program­
ming system that utilizes cryptography to safely have applications, store 
information, and effectively move computerized instruments of significant 
worth that speak to certifiable cash as shown in Figure 22.8. Another thing to 
mention is the mining proof-of-work algorithm Equihash. Ethereum is based 
on this algorithm to process transactions and to publish the contracts. The 
algorithm is famous for being ASIC resistant, which means that only GPU 
(graphic units) can process the transactions and processes. Cryptography 
is the craft of correspondence by means of cryptic message as described 
in Figure 22.9. Working with Ethereum, cryptic methods are being used to 
create safe environment for everyone using the AI system that can control 
and make sure that there is no third party getting involved into any transac­
tion or generation of public and private keys. With the power given, there 
is no reason why we will not see market speculation, frauds, skepticism on 
this topic, given the people’s lack of knowledge of this new technology.9 

Therefore, we are going to create a Ethereum ERC20 Token and name it 
ServiceCoin (SRV). We are going to publish this token as an ICO (initial 
coin offering). The plan behind this is to create a crowdfund to gather funds 
for the development of the same project, for example, to develop the website, 
to develop the infrastructure, and to get the right human resources. 

FIGURE 22.8 The normal crowdfunding company platform process (Kickstarter as ex.). 
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FIGURE 22.9 The ERC20 Token ICO process that cuts the middle man. 

By creating this, no one is obligated to invest, the matter of investment 
is a personal choice and there are a lot of factors included in the process, 
such as marketing, the way the project is developed, the whitepaper, reliable 
team—all of these things attract new investors as shown in Figure 22.10. This 
would be an example of how would ICO start for a website such as Free­
lancer.com and Upwork.com.. All of the projects or job offerings could be 
funded with our coin named ServiceCoin. By that rule, SRV will receive some 
value in the market, and can be easily listed on cryptocurrency exchanges so 
anyone could reach and buy tokens. The advantage of doing this would be 
the anonymity the buyer of job poster would receive, also the intermediary 
process of payment processors, banks, and debit cards. That is the reason why 
peer-to-peer payments are the future of the economy. The amount of money 
raised by crowdfunding is from CrowdBerkeley—a project that developed a 
database from Californian University—Business School Berkley’s Haas. The 
used database had previously been used many times and gives outstanding 
results. The database shows us the amount of money from four crowdfunding 
platforms such as KickStarter, FundRazer, RocketHub, and Indiegogo. The 

http://www.Upwork.com
http://www.Freelancer.com
http://www.Freelancer.com
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data shows the raising of crowdfunding. The period has been shown from Q2 
2009 to Q1 2014.28 

FIGURE 22.10 Funding raised for a given period compared to VC, crowdfunding. ICO. 

22.2 AN INITIATIVE FOR CROWDFUNDING 

The name of our token is going to be ServiceCoin. This is going to be a 
decentralized currency that anyone who owns Ethereum can buy when the 
idea is finished. 

We are going to use Metamask as our wallet because of the simple interface; 
we will use the coding language Solidity that is built solely for this type of 
projects in the Ethereum network, and we are going to run our code in Remix 
IDE, which will compile our code to an understandable code for the Ethereum 
network (Figure 22.11) examinee’s the system controlling the information on 
digital types of value. A cryptocurrency such as Ethereum creates a system of 
many computers that work together. Every computer included has a history 
of all the things happening in the network such as transactions, storing values, 
and remembering every wallet value that contains some Ethereum inside. A 
transaction is a file that states, “Angela sends Y Ethereum to Alex” and it 
has been signed by Mark’s private key. Next thing after sign, a transaction 
is being created in the network pool, being sent from one user to another 
(Figure 22.12) method that is called p2p-technology.26 
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FIGURE 22.11 The Ethereum network process. 

FIGURE 22.12 Functionality of cryptocurrency and its workflow. 

22.2.1 PURPOSE 

Ideologist crypto-enthusiast Vitalik Buterin has grown to be the second 
largest name in the cryptocurrency game. As Bitcoin, not only the network 
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does not just confirm transactions and hold value. This means Ethereum 
could be used to build projects and ideas implemented in published contracts. 
This property gives Ethereum the power to be one of the biggest names in 
cryptocurrency.12 The purpose of this coin would be to decentralize the market 
for online work, since many people around the world are limited to work 
because of the country law, meaning that they cannot get their funds through 
a certain payment processor, or such as legally offer a job to someone willing 
to help with your project. This would be the perfect solution since anyone at 
any age can do this all, also be anonymous in the process, such as where the 
funds are coming. The future is coming with peer-to-peer payments. Let us 
see some statistics in Figure 22.13. 

FIGURE 22.13 US mobile payments prediction by 2019. 

22.2.2 ADVANTAGES 

Tokens inside Ethereum network are able to speak to other volatile exchange­
able great cryptocurrencies, dependability focuses, in-app purchases, and 
so forth. Tokens actualize few essential highlights in a norm manner, and 
additionally imply that the token is going to be immediately perfectly incor­
porated inside the Ethereum wallet.13 Our task will demonstrate the points of 
interest that are primarily incorporated into the shown pros: 

a)	 Cannot be reversed: After being published or sent a transaction, no 
one can interact with the contract or the transaction ID. That means 
that anything happening in the network will forever stay there in the 
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network. Therefore, this is one thing that could not be forged since 
the network always knows how much ETH everyone has in the wallet 
and every time there is a transaction, the new values are stored. 

b)	 Anonymous: No one really knows anyone’s names since every Ethe­
reum wallet has unique 30 character name. There is no personality or 
description besides that. This means that only the string of characters 
and numbers is given. 

c)	 Great speed and global: The transactions are generated after 2–3 
min till the network catches up on them. Anyone can use this tech­
nology since there are no geopolitical restrictions that prohibit usage. 

d)	 Safe: Crypto assets are safe; cryptography behind it using private 
and public keys makes the network impossible to break into. The 
system is built not to be intervene with. 

e)	 Without restrictions: You don’t need any permission from anyone, 
after creating a wallet nothing can stop you to send some Ethereum into 
another wallet, there is no third party watching what are you doing. 

22.2.3 USE 

On the top, we can see Figure 22.14. shows the use of an ERC2 ICO 
Ethereum used in many sectors; we can still say that it is in early stages. It’s 
an ecosystem based on usage and reward. By usage, we mean that we can 
transfer assets from one place to another and by reward we mean that for the 
transfer to happen someone is receiving a reward for doing that; in this case 
are the so-called miners that are processing the transactions. 

FIGURE 22.14 Example of ERC2 ICO. 
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22.2.4 ERC20 

The published contracts usually are creating ERC-20 tokens. They are also 
built for propose; trade of tokens, and to safe the changes to the given tokens. 
They are written in a coding language named “Solidity” based on (IFTTT) 
If-This-Then-That logic.8 So what happens when an agreement makes a coin? 
Now is where ERC-20 comes into light. After a ERC-20 token is created it 
is built to be transferred from wallet A to wallet B. Also it has the power to 
exchange one token for another. In the past ERC-20 tokens, developers used 
another code—let us take an example, some developers used (totalAmount) 
while others used (totalNumber) in their code. With the standards, the token 
can be now traded on exchanges that approve the token or be stored in some 
wallet. ERC-20 gives us the power to generate a new token easily, and that 
is the reason ERC-20 Ethereum was the most used network for generating 
ICO’s in 2017. “ERC” is a term for “Ethereum Request for Comments.” 
To be more precise, ERC is an official topic on top of giving updates to 
the Ethereum Blockchain. “20” in “ERC20” means the unique ID. In the 
few years, ERC-20 is one of the biggest reasons why cryptocurrency got a 
lot of attention. The protocol gave us these days the standards, which were 
missing before, and gave the acceleration of development of today’s DApps 
(Distributed Applications) in a standard platform. 

22.3 INITIAL COIN OFFERING SUCCESSES 

With the dispatch of many new digital currencies day by day, few of them 
are destined to have the boom like Bitcoin, yet some will crash, be a terrible 
project, or be destroyed by the market. Is there a recipe for being a successful 
ICO? There are various approaches to quantify “achievement”; however, we 
have assembled this rundown arranged by increment in worth. These four 
successful ICO have happened.11 

a)	 NEO, before known as Antshare. It is an open-source blockchain 
developed by Da HongFei and Erik Zhang. It is known as China’s 
Ethereum since the technology is similar because you can create your 
own tokens and contracts on a similar way. The success behind NEO 
is speculated to come from the big names behind it that supported 
its development. Their ICO was one of the biggest booms on the 
start that made for the ICO buyers a 294,000% Return on Investment 
(ROI).11 
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b)	 Ethereum is the second biggest name in cryptocurrency; Vitalik 
Buterin and his team created something extraordinary. It is nothing 
like Bitcoin. It has a remarkable innovation that has the ability to 
develop an “intelligent contract”—a network that gives a new point 
of view of how cryptocurrencies could be used. Different from the 
boost of Bitcoin in 2011, it took 4 years for Ethereum to get that type 
of hype. It is known that early investors in Ethereum made approxi­
mately return on investment of 230,000%. Early entry was $0.31, 
an Ether token now sits at a whopping $213, at the second place 
after Bitcoin. The reason for that is it gives a powerful innovation 
to build apps on the network. Ethereum had the attention of many 
corporate companies because of the usage that could be made to fund 
or develop projects on their network.11 

c)	 Stratis, the “secure based cryptocurrency” is a debatable coin that 
exicted the enthusiast that could give another point of view of 
sending cash worldwide. Giving the ability to its users to have a 
secure way to send money, Stratis made most governments cringe 
since it could be traced on any way. The team behind this coin is 
underground. They are using Tor system and the powerful encryp­
tion, Stratis is untraceable not even giving out transaction IDs. The 
token in November 2016, if you invested $0.001 today could be 
worth $0.64, or Return on investment of 64,000%.12 While being 
popular, Stratis got a real attention from the market since businesses 
always need this kind of finances and Stratis looks like the right 
choice to invest. 

d)	 Ark. The technology behind Ark was to develop multiple coins on 
one blockchain network. Everything would be decentralized with 
no one controlling the network with 15 different developers from 11 
countries. With the blast from other coins, any news blog can connect 
them with making a huge profit, and Ark is that type of coin. Advisors 
were really excited about this token and the investors got 35,400% 
return on investment if we look at today’s cost of $3.54 per coin.11 

22.4 ETHEREUM 

Ethereum is an open-source programming network that is dependent on a 
blockchain innovation that empowers developers to create decentralized 
applications. 
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22.4.1 DEFINITION 

Just like Bitcoin, Ethereum is an open-source blockchain network. They are 
some critical points in the differences between Bitcoin and Ethereum; the most 
important difference is the reason of existence since Bitcoin was developed as a 
peer-to-peer network and to store value, while Ethereum is built to do the same 
thing plus to create other decentralized apps that could be used in many more 
ways. Bitcoin offers just transfers of money and to hold value; it has stated 
that Bitcoin is like the gold for cryptocurrency. Bitcoin is used for transferring 
funds, and probably in the future would be used to send big just big amounts 
of cash due to the transaction costs, Ethereum is used for the programming 
innovation while building apps on the decentralize network. In the ETH block-
chain, miners are not working to acquire bitcoin; rather they are working on 
getting Ethereum. Like other cryptocurrencies have, Ether is used to pay for the 
expenses and maintaining the network alive to process the transactions etc.25 

22.4.2 WHY ETHEREUM? 

Ethereum makes the developers innovative and creative while building the 
apps. DAAP stands for a decentralized application (which is run on the ethe­
reum network). Bitcoin is basically a Daap since it gives its users the power 
to transfer money by peer-to-peer method. Decentralized apps on the block-
chain can give users the power to not just send money; they are not limited 
to just basic scalability. In Figure 22.15, we can see what are the benefits 
of using cryptocurrency networks and what is the advantage of using these 
types of networks, and in Figure 22.15, we see Ethereum network. 

22.4.3 FEATURES 

ETH is used also for creating other cryptocurrencies. By using the ERC20 
Token technology, developers can develop their own tokens/coins that would 
be different depending on their needs or projects; these types of models are 
usually developed and looking to raise funds by ICO. With this funding 
strategy, the developers can set their token name, the maximum amount, or 
the minimum amount for the ICO to be successful (there are cases where 
the funding is not successful and the ETH sent are given back to the sender 
addresses). Many billions are raised by this method and one of the most 
famous projects is EOS, which is an ERC20 token.25 While Dapps are running 
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on the blockchain network, they usually profit from these possessions: its 
unchangeable—no one can intervene with new updates or information. 

FIGURE 22.15 Benefits of decentralized networks with blockchain technology. 

Designed with care—the apps are created to be dependent on the network, 
so controlling it from outside is not possible. Safe—by using verified cryp­
tography, the apps are hacking-proofed from any attacks or brute force or 
DDosing the network that is impossible because of the PC’s around the world 
connected to the network. No time off—apps are never turned off since the 
blockchain networking is running 24/7 with no resting because all of the 
miners that are active they are working all the time. In Figure 22.16, we can 
see what kind of apps are developed or are going to be developed in the future. 

22.5 DEVELOPMENT PROCESS 

In this section, we will discuss the actual process of developing the coin. 
Most important steps to pay attention to, are creating the wallet with Meta­
mask, getting to run the code, and Remix IDE compiling to MyEtherWallet 
publishing the contract that we will own.23 

22.5.1 METAMASK WALLET 

By definition MetaMask is a software, which enables you to create an 
Ethereum wallet to store your ETH, also connects you to the blockchain so 
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you can be up to date. In addition, it gives you the power to run your own 
contracts without downloading the Ethereum Hub software. Therefore, it is 
a tool that can be used to store tokens. 

FIGURE 22.16 Presentation of services developed on Ethereum. 

In the background, Metamask ensures the values entered has been stored 
and converts them to a language that the network can understand with an 
easy user-friendly UI.6 First, you need to install the chrome extension and 
following the steps you can see as in Figure 22.17. 

FIGURE 22.17 Metamask on the chrome web store. 
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After installing run the extension and sign up by entering your password, 
it is really fast and easy. In addition, after logging in you can see your ETH 
wallet and balance. It should look something like this Figure 22.18. 

FIGURE 22.18 View after creating your account on MetaMask. 

You can note at the top it states Ropsten Test Network; we will explain 
the meaning in the Ropsten section. Ropsten network is a test network, so 
the balance is actually not a real one; only for testing purposes we have the 
option to receive ETH from ropsten faucet that is included in the extension. 
By pressing on DEPOSIT, we will have an option to get ETH from the faucet. 
By pressing get faucet after the link transfer you should be done by now. The 
next step follows as we start to build our coin.20 In Figure 22.19, we can see 
how to get test ETH to our wallet. 

22.5.2 BRACKETS.IO 

Brackets is a lightweight, yet groundbreaking, present-day editor. We mix 
visual instruments into the supervisor so you get the perfect measure of 
assistance when you need it without impeding your innovative procedure. 
You will appreciate composing code in Brackets.5 I lean toward Brackets 
word processor with the simple Live Preview it has. Get a constant associa­
tion with your program. Make changes to CSS and HTML and you will right 
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away observe those progressions on screen. It is the intensity of a code edito­
rial manager with the comfort of in-program dev devices. Now we download 
Brackets since we will need to edit our code. 

FIGURE 22.19 Receive free test ETH from faucet. 

22.5.3 SOLIDITY 

Solidity is a coding language, used to create smart contracts. Python, JavaS­
cript, and C++ inspired it. Solidity is a programming language intended 
for creating keen gets that keep running on the ethereum network. Using 
the language Solidity, developers can develop decentralized applications, 
which are self-implementing eco-system typed smart contracts, making 
a nonrepeatable and definitive history of transactions. Solidity has built 
using ECMAScript coding structure to make it easier for developers, which 
have experience already with ECMAScript. Solidity is used to create more 
complex variables for contracts that have hierarchical mappings. So now 
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after mentioning both Solidity and Brackets we need to head to Moritz 
Neto’s article on how to issue your own token using the Ethereum network.21 

To see an example for creating our ICO, we are going to start from there. 

Pseudo Code for Creating ICO 
StandardToken is Token { 

function transfer(address _to, uint256 _value) returns (bool success) { 
if (balances[msg.sender] >= _value && _value > 0) { 

balances[msg.sender] -= _value; 
balances[_to] += _value; 
Transfer(msg.sender, _to, _value); 
return true; 

} else { return false; } 
} 

transferFrom(address _from, address _to, uint256 _value) returns  
(bool success) 
{ 

if (balances[_from] >= _value && allowed[_from][msg.sender] 
>= _value && _value > 0) {
 

balances[_to] += _value;
 
balances[_from] -= _value;
 
allowed[_from][msg.sender] -= _value;
 
Transfer(_from, _to, _value);
 
return true;
 

} else { return false; } 
} 
approve(address _spender, uint256 _value) returns (bool success) { 

allowed[msg.sender][_spender] = _value;
 
Approval(msg.sender, _spender, _value);
 
return true;
 

} 
if(!_spender.call(bytes4(bytes32(sha3(“receiveApproval(address,uint25 

6,address,bytes)”))), msg.sender, _value, this, _extraData)) { throw; } 

The pseudo-code ICO needs few prerequisite variables to fit our need for 
our coin such as coin name, supply of coins (in our case we need to update 
the supply to 1000,000; therefore, we need 1 and 24 zeroes written as a vari­
able). So now, after changing the code to our needs, I also added comments 
to describe the functions and meaning of the structure. By having the basic 
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functions and not adding, the ones that are not needed for example a mint 
function could destroy our eco system with the ability to resupply our coin 
that would make the investors fearful to get into our project. 

Our most important functions are TotalSupply that we have to be unique, 
since it is stating how much actually tokens we are going to have and it will 
not be changeable. 

Another important function is ServiceCoin, since it contains all our unique 
information such as decimal numbers how much tokens will be published on 
the network, and most importantly how much Tokens can 1 Ethereum buy. 
Now since we have the code needed to create an ICO, the next step is to be 
headed to Remix IDE to compile our code into ByteCode in order to publish 
our ServiceCoin (SRV). 

22.5.4 REMIX IDE 

Remix IDE as an open-source program has to power to convert Solidity code 
into bytecode that the ethereum network can understand inside the browser. It 
is written in JavaScript. In Remix IDE, we can test, debug, and deploy smart 
contracts and more.24 Now we go head to Remix Ide, which we can access, 
from the Ethereum website and copy our code in the editor like in Figure 22.20: 

FIGURE 22.20 Copied code from the brackets editor for ServiceCoin (SRV). 
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By copying the code, we can see that there are warnings, since we did 
not get red warnings we are great to go. The yellow ones are concerns from 
the compiler about security issues with our token. Just to note that we are 
not building an actual Coin with actual ETH. Before we compile we need to 
make sure that we are using 0.4.24+commit.e67f0147 compiler since it will 
be the best for our token, the newer releases will not allow us to pass those 
security issues without reading and reediting the code. It is important that we 
have the 0.4.24+commit.e67f0147 compiler selected like in Figure 22.21: 

FIGURE 22.21 Compiler version for our code. 

Now we are headed back to compile submenu that we can see in Figure 
22.21. In addition, we select ServiceCoin and press on Details and we can 
see the info like in Figure 22.22. 

FIGURE 22.22 Pop Up after clicking on details. 
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The Pop Up appears with information generated from our code. We are 
interested in getting only the Bytecode. In this case we need to copy every­
thing that is stated in “object” but without the. We copy everything and paste 
it into a text editor, and we add a 0x at the start. This is a unique sequence 
generated just for our code it will be important to note this in the next steps. 
Now comes the next step, taking this chunk of letters and numbers and 
putting them to use with MyEtherWallet contract publishing. 

22.5.5 MYETHER WALLET CONTRACT PUBLISHING 

MyEtherWallet is open-source and free-to-use interface that produces 
ethereum wallets and can publish contracts by converting the bytecode 
from Remix IDE. It is famous for its security and one of the first ethereum 
wallets available. The one contract we will talk about is sending our contract 
by utilizing byteCode with MyEtherWallet. To convey the byteCode, you 
have to open your record and send transaction. There are different potential 
techniques to open your record including utilizing Private key, KeyStore 
document, etc. We can pick any of the techniques. When your account is 
unlocked successfully, you see a Sign Transaction button.27 But in our case 
we are using Metamask so the browser will auto-recognize the extension 
and will offer you to connect via MetaMask, you select that and you’ll see 
two text boxes with Raw Transaction and Signed Transaction and a Deploy 
Contract button below that. Now we need to copy the byteCode that we got 
from Remix IDE like in Figure 22.23: 

FIGURE 22.23 The view after copying the byteCode. 
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Now we can notice that the Gas Limit has automatically updated and 
when we press on Sign Transaction we can see Raw Transaction and Signed 
Transaction now that means we are good to go and press Deploy Contract. 

FIGURE 22.24 Notification from MetaMask extension. 

FIGURE 22.25 Contract Deployment transaction on MetaMask confirmed. 

Now we can see that in Figure 22.24, mentioned above the MetaMask 
wallet extension is notifying us to confirm the transaction. Now when we 
press confirm the contract will be published and we can see in Figure 22.25. 
Now we can see on the MetaMask history that we successfully deployed 
a contract, now we need to check the contract on the Ropsten Etherscan 
Network. We are going to do with a click on the MetaMask arrow icon 
transaction; it will autolink us through the browser directly to the transaction 
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as in Figure 22.26, shown to be able to see the transaction on the Ropsten 
Test Network. 

FIGURE 22.26 Transaction to Etherscan. 

22.5.6 ROPSTEN TEST NETWORK 

Ropsten test network represents a testing blockchain network; it is basically 
the same as Ethereum but with the purpose of testing contracts and for 
testing tokens. The usage of this network is that this network is free, you get 
your testing Ethereum from the given faucet of Ropsten, and you can have 
as many Ethereum as you want. Before publishing a contract or app, devel­
opers always test it on a test network. Because debugging is not possible for 
example, we have a token, which is unchangeable and after publishing, you 
cannot edit, and you spent some ETH for generating it. You can have trouble 
generating it due to compiler errors you get since you have so many similar 
variables, but that rarely happens. There were few more test networks but 
only 4–5 are left, the reason behind this is because there were some flaws in 
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the build that they had, like spamming the network or not using the faucet or 
forcing the faucet so other users cannot claim the test Ethereum. Let us get 
back to our work, on the Etherscan.io after selecting the Ropsten Testnet you 
add the contract address and this window will pop up. Now your browser tab 
should look like Figure 22.27. 

FIGURE 22.27 After clicking from Metamask to transfer you to the transaction. 

We can see our transaction was confirmed, to Contract Creation row. And 
our contract address is 0x17626dF3626dd7957a17D19B9C8B146485F95 
342. That means that we have successfully created our own token. Anyone 
who sends now ETH to this contract address will receive SRV. Now let us 
add our token to our wallet, meaning our wallet to recognize this token. We 
are going to do that in MetaMask by going in the menu and pressing add 
new Token and entering the contract address, in our case 0x17626dF3626d­
d7957a17D19B9C8B146485F95342 like in Figure 22.28. 

22.5.7 ACTUAL TRANSACTIONS TO OWN THE TOKEN 

In this case I already added it and now it states that I own it. I will make a 
transaction from another account on the Ropsten Test Network, I will send 
1.1 ETH and in return I will need to receive 110 SRV tokens. Sending will 
look like Figure 22.29. 
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FIGURE 22.28 Adding our Token to metamask. 

FIGURE 22.29 Sending ETH from another account to our contract. 
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Few minutes after I got a confirmation and by using the same steps I 
also added the token to MetaMask and on the next figure you can see that 
the “Costumer” got its SRV coin! In Figure 22.30, shown below you can 
see that the user got the SRV Tokens. By following the above-mentioned 
process and steps, a successful token is created privately which helps to start 
the marketing and start collecting funds for our project. It should be verified 
before deployment, so all of our future users can see the source code and 
to verify for themselves in the open environment. To do this we need to go 
again in Ropsten Network, but now we will open up the contract address. 
After opening up the address, we should enter our source code and to select 
our compiler and to press Verify. The logic behind this is when you put the 
source code and Etherscan is looking for the byte codes, if they receive the 
same bytecodes as I did when I entered the code into Remix IDE, then we 
have a successful verification. One of the most important factors of ICO’s is 
their website. For our purpose I have built a page and the Contract address 
has been written and the price per 100 tokens. For making the simple view 
we are headed to Sandeep Panda ICO example on how to build a simple 
website for you token22 at and we take from the source code and edit it for 
our purpose it could be checked in a live preview on the browser view. 

FIGURE 22.30 ServiceCoin (SRV) arrived at the costumer account. 
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22.5.8 MARKET CAPITALIZATION 

Market Capitalization (Market Cap) is important in the cryptocurrency 
market, meaning that most of the attention and especially free marketing 
you get when you have a big amount of money invested into your currency. 
The laws of determining the market capitalization for a cryptocurrency are 
the same as any currency in the world backed by something real in value 
such as gold. Let us say that we have some coin named Tonium (TON), if 
TON has a supply of 10,000,000 coins in the network and $100,000,000 
invested into the coin, 1 coin would cost $10, it is simple as that. If people 
are investing more into that coin (buying it from exchanges etc.), the price 
rises automatically by the same law we mentioned above. Now the status of 
the market can be checked at coimarketcap.com7 here is a figure of the top 
cryptocurrencies right now. 

Everything is automatically calculated as illustrated in the above 
process. The past months the prices got low but everyone hopes that the 
age of cryptocurrencies has just started. Ethereum is on the second place 
with 20 billion USD market capacity. If we calculate from Figure 22.31, 
the circulating supply and multiply with the present price, we are going 
to get our market capitalization of that coin, and vice versa by changing 
the parameters proportionally. Table 22.3 illustrates the basic parameters 
for concluding why we should build a project using the ICO—Ethereum 
network ERC20 token rather than going with the Crowdfunding on online 
platforms such as Kickstarter, GoFundMe, or Indiegogo. By looking at the 
data and considering the moral reasoning of average investors, the first 
parameter of Liquidity stands out as an important factor in today’s world. 
In ICO, we get our tokens immediately, so we instantly “rewarded” for our 
investment and get that gratification feeling. On the opposite side, we have 
the Crowdfunding via the online platforms. As a business if we consider the 
costs for maintaining a marketing for gathering funds, a big commission can 
set us back; in this case we can conclude that the massive advantage is toward 
the ICO method, since investing and having 0 costs for having the offering. 
The amount raised parameter states that the online platforms are winning 
the race, but if we consider how long they are on the market compared to 
the ICO method of crowdfunding, by proportions the ICO method is really 
up in the trends right now. The number of projects being run currently on 
both methods cannot be exactly compared due to different types of offers to 
invest or to donate, but also considering the time frame of existence of both 
methods, the proportions will also suggest that ICO is going to take over 

http://www.coimarketcap.com
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the market in the following 3 years. At last the restrictions, they are really 
important due to the laws that every country has, for example third-world 
countries have some restrictions to invest in some online platforms, but that 
cannot happen in the ICO method, so again ICO is the better way to go if you 
are looking to build a worldwide project. 

FIGURE 22.31 Current market capitalization. 

TABLE 22.3 ICO Using Ethereum Blockchain Compared to Crowdfunding on Online 
Platforms Such as Kickstarter, Gofundme, Indiegogo. 

Liquidity Commission 
per project 

Amount 
raised 

Number of 
projects 

Restrictions 

ICO on the Immediate 0% 4.5 billion 4000+ No restrictions 
Ethereum network USD 
Crowdfunding on 
online platforms 

1–5 years 8%-20% 34 billion 
USD 

12,000+ State law, 
investing law 

Table 22.4 shows the analysis of data, gives out an example of parameters 
in different fundings of 100k, and approaches at the beginning and the end of 
the funding. Hugo Benedetti and Leonard Kostovetsky et al.1 state that most 
of the successful ICO were creating big amounts of return on investments; 
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they also mentioned how few of them started and how they developed the 
business and what costs they had after having the funds. Gathering funds 
around $100,000 how much actually we are going to have at the end of 
the campaign and after few weeks/months, the results are shown in Table 
15.4. The sum up of all the expenses to run an own project, even if you are 
successful and you want to go further, ICO with Ethereum ERC20 Token is 
80% more efficient way. Since while having a $100,000 budget, you will end 
up spending more than $50,000 after the first month on team, marketing, and 
production while in the ICO you get to keep the funds and you have the time 
to gather the proper team and then to develop and apply for an appropriate 
project. 

TABLE 22.4 Input of Factors to Consider When Looking to Fund $100,000 for a Project. 

Block chain ICO with Ethereum Crowdfunding with online platforms 
approach ERC20 Tokens such as Kickstarter, Indiegogo, or 

GoFundme 
Required team at the No team required, Yes, average starting team costs 
start with expenses 0 costs between $10,000 and $20,000 
and presentation 
Development No, you can easily do it Yes, Video, Prototype, around $5000 
preparation costs yourself, 0 costs costs 
Commissions if there No, 0% commissions Yes, from 5% to 20% of total funding 
is successful funding 
Restrictions to No, it is global and free Yes, for every country’s law 
operate to use 
Cost to maintain the No, the blockchain keeps it Yes, after funding you spend on 
idea free and published salaries, marketing production 
Eco-friendly Yes, it is not using any Maybe, could be eco-friendly, but if 

physical product there is a physical product it is not 
Return on investment Yes, the price of the token Most of the time no, you just get the 

fluctuates how the project product or service 
develops 

22.6 CONCLUSION 

At the end a fully operational cryptocurrency Ethereum ERC20 Token 
ICO was created. Now the idea is available for everyone to see at the 
Ropsten Test network. It does not mean that this process has unique 
identification of crowd financing. The technology is every time upgraded 
through myetherwallet.com, with the option to interact with the smart 

http://www.myetherwallet.com
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contract. They just need to send Ropsten Ethereum to the contract address 
and before that to add the token to their wallet using the same contract 
address and they will receive the ServiceCoin token. The Contract Address 
is 0x17626dF3626dd7957a17D19B9C8B146485F95342. That is not all 
right with potential investors since they cannot know what kind of changes 
will be made. In search engine started rising dramatically for the ICO with 
ethereum method at the start of 2017, while crowdfunding with online 
platforms such as Kickstarter, Indiegogo, and Gofundme is even going 
downward. That is why most of the great ICO’s are building into the code 
a finite number of supply and restrictions about attacks. For the public, the 
cryptocurrency market is still not mainstream enough to get the attention 
of an everyday buyer, but updates and new valuable coins are developed 
daily. From the observation in minimum time, block chain technology 
allows us to start using cryptocurrency as a daily routine. By analyzing 
the data given on Datatoken.io the total amount raised so far for Ethereum 
ICO’s is getting toward 4.5 billion USD; rapidly the amount was growing 
every year. A large number of devices exist to arm financial specialists with 
data. Digital money showcase capitalization lives in the weapons store of 
those apparatuses. It gives a long haul point of view as value alone changes 
for the time being. 

22.7 FUTURE WORKS 

To look forward to do something about the future of block chain approach 
for crowd financing, is going to spread around the world and the technology 
behind cryptocurrencies is being highlighted. Some refer it as the new golden 
age, some who are not informed enough they say it is a digital pyramid 
Ponzi fraud. This paper would be a milestone to educate fellow researchers 
and the industrialist to have an appropriate vision on the logic and concept 
behind the block chain technology, which would bring maximum benefits in 
all means.2–4,10,14,16–19 In addition, an active crypto currency miner and trader 
is creating job vacancy for the relevant seekers. Concentrating on such 
opportunity would improve the crypto currencies’ benefits and it is younger 
in the market. Moreover, it has a bright boom in the trade market with the 
crypto world. It is observed collectively pervasive users have started to give 
their comments after using such technology. The benefits and performance 
are more stunning with more efficient and safe with block chain technology. 
Also it takes the power of the rich and gives it to everyone. 
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