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Preface

Model-based Systems Engineering (MBSE) is considered the most important means

to achieve innovative design and development of complex products or systems. It

emphasizes the role and value of the model and fully embodies the model thinking.

MBSE promotes the document-based communication mode in traditional systems

engineering to the model-based communication mode, which significantly improves

the efficiency of large-scale collaboration between participants and minimizes the

ambiguity, misunderstanding and even errors that may occur in communications.

However, for the development of a complex system, getting through the obstacles

in personnel communications is not the whole of modeling. How to make full use

of formalized models to quickly verify and optimize the system performances, so as

to realize the digitalization and intellectualization of the whole process of system

R&D, which really brings the maximum value of the model into play.

In recently years, the modeling and simulation (M&S) community has proposed

the concept of Modeling and Simulation based Systems Engineering (MSBSE),

which deeply integrates M&S technologies into MBSE, making the model in MBSE

simulatable, to realize the maximum value of MBSE. MSBSE can break through

the time and space constraints, realize repeated trial and error in virtual space,

and make the manufacturing or construction of complex products or systems in

the real world succeed at one time, which is also consistent with the idea of digital

engineering.

The colleagues in the M&S community have started to take actions and make

conscious efforts for this work. Many achievements in M&S will provide strong

support and references for the research and application of MSBSE, but so far, a

complete system of MSBSE technology, including the language, methodology and

software tools, has not been established.

v
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vi Preface

This book collects some valuable thoughts and related work on MSBSE from

esteemed scholars and researchers, hoping to attract more researchers and practi-

tioners’ interest and attention, and provide a basis and reference for the formation

of MSBSE technology system.
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Chapter 1

Introduction

Lin Zhang∗,‡ and Chun Zhao†,§

∗School of Automation Science and Electrical Engineering
Beihang University, Beijing, P. R. China

†School of Computer Science
Beijing Information Science & Technology University

Beijing, P. R. China
‡zhanglin@buaa.edu.cn
§zhaochun@bistu.edu.cn

A model is an abstract and formalized expression of an object to study and embod-

ies high intelligence of human beings in understanding the world.1 The importance

of models has been paid more and more attention in all walks of life. MBSE (Model-

based Systems Engineering) emphasizes the application of models in systems engi-

neering,2,3 which aims to support activities including requirements, design, analysis,

verification and validation in the life cycle of a system by transforming document-

based interactions into model-based collaborations, which can significantly improve

the efficiency of system development. But this is not enough to overcome the lim-

itations of physical integration and testing in the traditional systems engineering,

so as to completely realize the digitalization of the design and development process

of a complex product or system. Modeling & simulation (M&S) technology plays

an increasingly important role in the design and development of complex products

or systems, which can provide a powerful support to solve this problem.

M&S-based Systems Engineering (MSBSE) is the extension of MBSE, which

enhances the value of MBSE and the ability of digitally evaluating and optimizing

the whole system through comprehensive applications of M&S technology,4 to help

system engineers find errors in system design as early as possible and reduce the

cost and shorten the time of system development to the maximum.

MSBSE mainly involves three research domains, they are model engineering,

that is, theories and technologies for the whole lifecycle of a model, e.g. construc-

tion, management, evaluation and use;1 languages, methodology and software tools

of MSBSE; theories and technologies of M&S for systems engineering. They are also

foundations to support digital engineering. For the MSBSE to support the design

1
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2 L. Zhang & C. Zhao

and development of complex products or systems, there are many challenges,5

such as:

(1) construction of models: One of the main problems for model construction of a

complex system is the lack of unified modeling standards for different domains

and mechanisms to guarantee the credibility and quality of models, resulting

in a lack of authority in the construction of models at the source and a large

number of legacy models are difficult to be integrated.

(2) use of models: The overall system, subsystem, single component/discipline mod-

els are difficult to coordinate, and the physical and information systems are dif-

ficult to be optimized correlatedly. The model’s integratability and reusability

are poor, and it is difficult to inherit and evolve the model at different stage of

the system’s life cycle.

(3) evaluation of models: There is no effective means to evaluate a collaborative

and large-scale model and the integrated model of white box, gray box and

black box models, which make it difficult to guarantee the credibility of the

model and evaluate the simulation results accurately.

(4) management of models: The model management is not systematic, and there is

a lack of platforms to support centralized management of decentralized model

resources and on-demand use of model resources, which makes it difficult to

efficiently share and reuse models.

(5) integrated multidisciplinary modeling and simulation of the whole system: The

current methodology based on system modeling languages (such as SysML)

have to use other languages or tools (such as Modelica, Simulink, etc.) to

achieve the whole system modeling and simulation validation, which makes

it difficult to ensure the consistency and traceability of the whole system model

parameters.

(6) MSBSE technology system: MSBSE deeply integrates simulation technology,

as a result, the MBSE needs to expanded and improved in terms of language,

methodology and software tools to form a complete methodology and technol-

ogy system of MSBSE.

In recent years, researchers have made many valuable achievements in response

to the above challenges. This book systematically introduces the most recent advances

in theory and practice of MSBSE, which will give substantive guidance to researchers

and engineers for their further research and applications and can also help graduate

students to study and understand MSBSE.

Chapter 2 discusses the problem of using M&S and AI to enable complex adap-

tive systems engineering. In the authors opinion, systems engineering needs to

evolve to build fast-fielded, resilient, and adaptive systems that leverage positive

reinforcement feedback loops with multiple experimental and real-world informa-

tion sources. The very basis of systems engineering must evolve from today’s devel-

opment paradigms to a future that leverages modeling, simulation, and artificial
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Introduction 3

intelligence to drastically improve the capability and agility for developing new

systems.

Chapter 3 gives a review of DEVS (Discrete Event System Specification) in

the context of MBSE. The DEVS formalism was developed to constitute a well-

founded computational basis for systems theory-based modeling and simulation.

DEVS will play an important role in developing the methodology of modeling and

simulation based systems engineering. In this chapter, envisioned applications of

DEVS methodology to MBSE is discussed. Some example case studies are given.

Chapter 4 introduces a hybrid system modeling framework, XDEVS. XDEVS

expands the concept of states in DEVS. The continuous state is introduced in

XDEVS, which enhances the ability to model hybrid systems. A simulation engine

is developed to drive the XDEVS model safely and efficiently. XDEVS can clearly

express the structure of the model and reduce the burden on modelers. XDEVS has

been incorporated into the compiler and simulation engine of X language that will

be introduced in the next chapter.

Chapter 5 introduces an integrated modeling and simulation language (X Lan-

guage) to support MSBSE. The X language makes up for the defect that current

MBSE modeling languages cannot directly carry out simulation validation. Based

on the XDEVS and the design concept of existing modeling languages such as

SysML and Modelica, X language can uniformly describe the system-level architec-

ture and physical behavior models as a whole. On this basis, models can be sim-

ulated directly to support system validation. X language has two modeling forms,

namely graphics and text, and can be converted to each other. Compiler and sim-

ulation engine are developed to enable X language to support the simulation of

continuous, discrete event, hybrid and agent models.

Chapter 6 proposes a modeling method of algorithm-hardware based on the

X language. In this method, X language is used to build the algorithm-hardware

models according to the characteristics of hardware algorithms. Then the X lan-

guage models are converted to the Very-High-Speed Integrated Circuit Hardware

Description Language (VHDL). A model of Kalman filter is built with the pro-

posed method. The feasibility of modeling method of algorithm-hardware based on

X language is verified.

Chapter 7 proposes a data-driven modeling method with reverse process. Based

on the partial least squares (PLS) algorithm and the gray relational analysis (GRA)

method, the analysis method of the performance related factors, the extraction

method of characteristic variables, and the performance modeling method are stud-

ied. The effectiveness of the proposed modeling methods is verified with a case study

of an industrial steam turbine.

Chapter 8 develops a real-time model integration approach for global CPS

(cyber-physical systems) modeling by reusing developed submodels. A constrained

directed graph of submodels is constructed by reverse matching. Submodel prop-

erties, including co-simulation distance between submodel nodes, reuse benefit and

simulation performance of model nodes, are satisfied. The proposed method is
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4 L. Zhang & C. Zhao

applied to a typical model integrated computing scenario containing multiple model-

integration solutions.

Chapter 9 introduces the concept of model maturity. How to build a high-

quality model is the first consideration in MBSE or MSBSE. The authors introduce

the model maturity to track the status of a model during its life cycle, especially

in the use and management phases, which will be an important supplement to

the evaluation of model quality. A framework of index system for model maturity

evaluation is established. A hierarchical evaluation method based on qualitative

and quantitative analysis (HEQQ) for model maturity is proposed. A case study is

used to validate the feasibility and effectiveness of the proposed method.

Chapter 10 proposes a task-based collaborative method for an FPGA-based

edge computing system to support the collaboration among FPGA-based edge

nodes, edge nodes, and the cloud. Authors build four basic behaviors, analyzes

the critical attributes of each behavior, and summarizes the task model suitable for

FPGA-based edge nodes. Tasks with specific functions can be created by modify-

ing different attributes of model nodes. The model and the task-based collaborative

method are verified by simulation experiments.

Chapter 11 proposes a hybrid intelligent dynamic modeling approach to esti-

mate the surface temperature of hypersonic vehicles (HVs) with the combination

of mechanism equations, test data and intelligent modeling technology. A simpli-

fied model based on a mechanism equation and experimental formulas is presented

for predicting or simulating transient heat conduction procedure efficiently, while a

case-based reasoning (CBR) algorithm is developed to estimate two uncertain coef-

ficients in the simplified model. A support vector regression (SVR)-based model is

developed to compensate the modeling error. Simulations experiments demonstrate

the effectiveness of the proposed approach.

Chapter 12 introduces a product development platform based on M&S tech-

nologies to realize the agility, collaboration and visualization of alloy material

development process. In this platform, the whole-process simulation module builds

multi-level simulation models based on metallurgical mechanisms. The design

knowledge management module represents the multi-source heterogeneous mate-

rial design knowledge through ontology model. The data-driven modeling module

applies machine learning algorithms to mine the relationships between product

mechanical properties, material components, and process parameters. Application

in actual steel mills shows that the platform can improve the efficiency of product

design process.

Chapter 13 focuses on the validation of models with uncertainties. A new method

is proposed to validate the dynamic responses of the models over the time domain

through introducing the discrete Chebyshev polynomials and area metric. For each

time series, the orthogonal expansion coefficients are extracted by representing

the time series with the discrete orthogonal polynomials. Then, the area metric

and the u-pooling metric are employed to validate all the uncorrelated coefficients

at a single validation site and multiple validation sites respectively, and the final
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Introduction 5

validation result is obtained by summarizing the metric values. The feasibility and

effectiveness of the proposed method are demonstrated through the example of the

terminal guidance stage of a flight vehicle.

Chapter 14 proposes a mixed reality simulation evaluation method to realize

the real-time ergonomic evaluation of the digital human body followed by a real

person, and support multi-scheme comparison and rapid iteration in the early stage

of civil aircraft design. Authors take the civil aircraft cockpit as an example, and

establish the cockpit physical environment and the corresponding virtual cockpit

environment based on the virtual-real matching technology. Experimental results

show that the proposed method can effectively improve the evaluation accuracy of

cockpit design.
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Chapter 2

Using modeling and simulation and artificial intelligence

to improve complex adaptive systems engineering

Andreas Tolk∗,§, Philip Barry†,¶ and Steven C. Doskey‡,‖

∗The MITRE Corporation, 1001 Research Park Blvd #220
Charlottesville, VA 22911, USA

†George Mason University, 4400 University Dr, Fairfax
VA 22030, USA

‡The MITRE Corporation, 7525 Colshire Dr, McLean
VA 22102, USA
§atolk@mitre.org
¶pbarry@gmu.edu

‖sdoskey@mitre.org

Abstract

Designing components that provide required functionality and recommending architec-
tures allowing for their composition are recognized objectives of systems engineering.
Design ensures that constituent components work together and provide their requisite
functionality. Architectures, as frameworks, encapsulate these components into a system,
or systems of systems, to reach a common goal. Traditionally, design and architecture
were mostly static as systems were architected and designed early in the systems engi-
neering lifecycle and held constant through development and operation. Over the recent
decades, the concept of complex adaptive systems has become common place in sev-
eral domains, such as the Internet of Things, Industry 4.0, or Cyber Physical Systems.
These complex adaptive systems, unlike their predecessors, are no longer static but can
evolve throughout development and adapt during the operations phase. Further, each
component can be adaptive, quickly changing, updated, and reconfigured throughout
the systems engineering lifecycle. As such, design is no longer a phase, but a continuum
across the lifecycle, e.g., a continuous process. The dynamics are true for architecture,
as it has evolved into a flexible framework that is not only used to bring components
together, but to ensure that data are aligned, and processes are harmonized when com-
ponents are selected and arranged to fulfil new tasks throughout the systems operation.
This positions operating as the third leg of systems engineering, leading to the three
categories of:

(1) Designing (pivoting to digital engineering and digital twins to ensure functional
performance);

(2) Architecting (including executable architectures that evolve to ensure operational
effectiveness); and

∗Corresponding author.
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8 A. Tolk, P. Barry & S. C. Doskey

(3) Operating (allowing composition, reconfiguration, adaptation to ensure operational
agility).

Such an enhanced view on systems engineering can only be reached by extending
systems engineering to include tools developed in collaboration with complexity science,
artificial intelligence, and modeling and simulation. Complexity science will allow us
to understand the system as a whole, including functionality emerging from relations
between components when they are composed into accidental collectives or purposeful
ensembles. Artificial intelligence will provide the means needed to identify endogenous or
exogenous requirements for self-modification and self-organization of components, the
computational creativity needed to compose such self-modified components into new
systems, and the reasoning capability to select the most feasible composition. Finally,
modeling and simulation will provide the foundation for conceptualization, exploration
of the possibility space, and execution, from digital twins within executable architectures
to trade-off support even under deep uncertainty.

1. Introduction

Designing components that provide the required functionality and recommending

architectures to enable their composition has been a traditional objective of systems

engineering (SE). Design practices evolved to ensure that constituent components

work together and provide their requisite functionality. Architectures, as frame-

works, described how these components could be integrated into a system or sys-

tem of systems. Typically, design and architecture were mostly statically developed

early in the SE life cycle and held constant through development and operation.

This began to change as complex adaptive systems (CASs) became common-

place in domains such as the Internet of Things, Industry 4.0, and Cyber Physical

Systems. CASs, unlike their predecessors, are not static but can evolve through-

out the development and adapt during the operations phase. Each component can

quickly change, be updated, and be reconfigured throughout the system’s engineer-

ing life cycle. As a result, design is no longer a discrete phase at the beginning

of the life cycle but a continuum across the lifecycle. The same dynamics hold for

architecture. Modern architecture is a flexible framework that is used not only to

bring components together but also to ensure that data continue to be aligned. This

allows processes to be harmonized, thus allowing the selection and arrangement of

agile components to fulfil new tasks throughout the system’s operation.

The recognition of the continuous nature of architecture and design has led to

three categories of SE activities:

(1) Designing, with a focus on ensuring functional performance of the engineered

system.

(2) Architecting, with a focus on ensuring operational effectiveness by providing

integration guides for system components and increasingly for systems into

portfolios or systems of systems.

(3) Operating, with a focus on ensuring operational agility through reconfigura-

tion and high-performance interoperability.
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Using M&S and AI to improve CASs engineering 9

The ability to continually change the landscape of design and architecture can only

be achieved by extending the SE with tools developed in collaboration with com-

plexity science, artificial intelligence (AI), and modeling and simulation (M&S).

Complexity science can facilitate a holistic understanding of the system, includ-

ing functionality emerging from relations between components when they are com-

posed into accidental collectives or purposeful ensembles (an ensemble is a designed

composition, a collective is a composition that emerged). AI provides the means

needed to identify endogenous or exogenous requirements for self-modification and

self-organization of components, the computational creativity needed to compose

such self-modified components into new systems, and the reasoning capability to

select the most feasible composition. Finally, M&S can provide the foundation for

conceptualization, exploration of the possibility space, and execution.

The M&S-based SE (MSBSE) is a logical venue for this chapter which pro-

poses a common way forward. Our proposed solution is neither meant to take away

from the accomplishments of any focused partial solution in the various fields, nor

as it was intended to criticize shortfalls of current SE approaches. Our proposed

solution extends the idea of MSBSE as it was featured in a handbook by Gianni

et al.,1 mainly from the perspective of simulation experts. The focus of this paper

is improving SE, so the focus is on engineered systems. To better place the contri-

butions into a broader context, this paper will first present the changing landscape

of systems that required the change of SE as well. It then will extend the view

even further to complexity science before looking at the contributions that AI and

simulation can provide before bringing the components together into a new solu-

tion. The notion of digital twins will be important in this context, but the use will

be expended beyond its current understanding, making it a central piece of the

common way forward.

2. The Changing Landscape of Systems

According to Sillitto et al.2

a system is an arrangement of parts or elements that together exhibit behav-

ior or meaning that the individual constituents do not. More specifically,

an engineered system is a system designed or adapted to interact with

an anticipated operational environment to achieve one or more intended

purposes while complying with applicable constraints.

A system has clear borders with the environment it interacts with, and users of

the system are usually seen as part of this environment. Buede and Miller suggest

the definition of external systems that interact with the system of interest across

their borders, providing and receiving inputs. Additional input can be received from

the context.3 In contrast to the external systems, this context does not receive

inputs from the system. In traditional SE, understanding the system’s border is

one of the most important tasks when designing the system.
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10 A. Tolk, P. Barry & S. C. Doskey

Aside from having a clear delimitation, the traditional view also assumes that

systems are designed, are built, and then operate within their design parameters.

There is the option of implementing changes during maintenance, but these changes

are typically minimal. While a component may be replaced by a newer generation,

the principle set of functions a system provides to its users and the interfaces to

external systems remains static and well defined.

These views have changed considering the increasing use of information technol-

ogy (IT) and the dependence of systems on IT support. While mechanical compo-

nents are relatively hard to replace, changing the firmware or software of a support-

ing computer element or adding additional computational functionality is easier.

System functionality can easily be adapted to generate alternative desired behav-

iors. Software can be updated and even replaced on the fly.

The increasing reliance on IT has also resulted in the blurring of what were

once clear borders. While the physical structure of mechanical components clearly

identifies where one component ends and another one begins, the borders of IT

components are often more logical than physical. For example, the information

stored in a distributed database can be physically distributed over many supporting

and participating IT components that are not part of the system itself. The borders

between the components as well as the borders between systems have become fluid,

particularly with the pervasiveness of cloud and fog computing.

At the same time, a new form of collaboration between systems has become

possible. IT allowed a group of systems to solve problems together more easily by

using standardized communication protocols. Different systems that had previously

been used to conduct different tasks now had to be interwoven in a deliberate

and a priori fashion to solve a common problem. With standardized protocols

for communication at the physical, syntactic, and semantic levels, it has become

possible to create such interwoven groups on the fly from subsystems that were

never intended to provide the aggregate capability.

Creating interwoven groups on the fly is an illustration of system of systems. A

System of Systems is made up of components, which are systems themselves. Indi-

vidual systems are composed to reach a common objective, but each system has its

own independent function as well. Maier4 observes that the participating systems

are operationally and managerially independent, requiring operational control and

management for their original purpose. They may be geographically distributed,

and the systems may evolve by themselves. However, as the functions are intercon-

nected to provide a new set of capabilities which are needed to reach the common

objective, the systems are no longer entirely independent from an aggregate sys-

tem view. Furthermore, the interplay between the individual systems can result in

emergent behavior at the system of systems level that can neither be accomplished

by any of the individual systems nor be explained by analyzing the individual sys-

tems themselves. These emergent behaviors can happen by design or they can be

unintended.
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Using M&S and AI to improve CASs engineering 11

Almost in parallel with the rise of logically based systems of systems, individual

systems have become much more adaptive. Adaptive systems observe their situated

environment and decide on their actions based on their rule sets. In addition to

using the situation to trigger actions, they also observe the results of their actions

and assess whether the actions are having the desired effect. Architects and software

engineers are now creating software based on observing the intended and unintended

effects of decisions, applying learning algorithms as used for software agents, as

examples in recent publications show.5 The results are systems that are complex,

adaptive, intelligent, and often even autonomous, as discussed among others by

Mittal and Tolk.6 Our focus in the reminder of this paper will be on systems that

are complex and adaptive, including options for self-configuration, self-modification,

and self-organizations.

3. The Changing Landscape of Systems Engineering

While some system designs adhere to older design paradigms, many systems (or

composable services) have fluid borders and evolving requirements throughout their

life cycle. Traditional SE assumes that a system has a defined life cycle, evolves over

many versions, and is eventually retired. While this approach may be valid for some

systems, a newer model of a system has emerged in which the need for new services

to be delivered by the system arises quickly and then diminishes. In fact, a system

can be a collection of ad hoc services. The natural consequence is that the idea of

a system as a well-defined and deterministic collection of components needs to be

revised.

The practice of SE has been evolving over many years to provide a methodology

for building ever more complicated systems as shown in Fig. 1.7 The foundation of

this approach has been a well-defined set of discrete steps with associated activities.

While organized and labeled differently, forms of the following activities can be

found in most system development models.

Fig. 1. Systems engineering evolution.
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12 A. Tolk, P. Barry & S. C. Doskey

• Concept Development — A set of activities that are carried out early in the

system’s engineering life cycle to collect and prioritize operational needs and

challenges, develop alternative concepts to meet the needs, and select a pre-

ferred concept as the basis for subsequent system or capability development and

implementation.8

• Requirements Engineering — The process of defining, documenting, and

maintaining system needs as formal requirements in the engineering design

process.9

• System Architecture — The conceptual model defines the structure, behavior,

and additional views of a system. An architecture description is a formal descrip-

tion and representation of a system, organized in a way that supports reasoning

about the structures and behaviors of the system.10

• System Design and Development — System design is the process of defining

the components, modules, interfaces, and data for a system to satisfy specified

requirements. System development is the process of creating or altering systems,

along with the processes, practices, models, and methodologies used to develop

them.8

• System Integration — The process of bringing together the component sub-

systems into one system (an aggregation of subsystems cooperating so that the

system can deliver the overarching functionality) and ensuring that the subsys-

tems function together as a system and in IT as the process of linking together

different computing systems and software applications physically or functionally

to act as a coordinated whole.11

• Test and Evaluation — The process by which a system or components are

compared against requirements and specifications through testing. The results

are evaluated to assess progress of design, performance, supportability, and more.

Developmental test and evaluation (DT&E) is an engineering tool used to reduce

risk throughout the acquisition cycle. Operational test and evaluation (OT&E) is

the actual or simulated employment, by typical users, of a system under realistic

operational conditions.

• Transition Operation and Maintenance — The point in a system’s life cycle

when it moves from the development phase to the manufacturing, fielding, or

sustainment phase.8

Beginning with the introduction of the spiral model by Boehm in 1986, it has

been generally acknowledged that trying to conduct any of the major activities in a

system’s engineering development cycle once is generally unrealistic due to chang-

ing requirements and technology. The dynamic nature of environmental factors and

the unstructured nature of the systems being developed required a significant evolu-

tion in methodologies and tools for SE in the future. They also led to agile methods

designed to maximize speed and flexibility in dealing with change, which was partic-

ularly important for large systems of systems which had many necessary concurrent

systems that were evolving. Furthermore, as the scope of developed systems became
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Using M&S and AI to improve CASs engineering 13

ever larger, it became impossible for engineers to fully understand the status of the

system development effort at a given checkpoint.

The recognition of the inadequacy of traditional engineering methodologies led

to the development of the scaled agile framework (SAFe), which is based on the

four tenets of continuous exploration, continuous integration, continuous deploy-

ment, and release on demand. Typically, this is done in a series of iterations that

are designed to deliver increments of capability. Each of these iterations is done in a

relatively short time, often in a matter of days. The traditional SE activities are still

done, just with much less formal documentation and by functional increments as

opposed to working on the entire system all at once. The continuous-development–

continuous-integration nature of SAFe integrates well with the DevOps method-

ology, which aligns software development and IT operations to shorten system

development time and to reduce integration and deployment risk.11

Complementing the advances in methodologies, digital tools have become preva-

lent, flexible, and useful in designing large-scale systems. To avoid the trap of

many different proprietary languages and methodologies built around digital tools,

model-based systems engineering (MBSE) allows for system definitions to be devel-

oped in an agreed upon language, such as the Systems Modeling Language

(SysML) — and graphical representation. The MBSE development approach places

models at the center of system development activity. MBSE has proven to be a valu-

able tool in documenting and analyzing the design and development of complex

systems.

Use of MBSE has become standard practice for formalizing the use of models

in requirement elicitation, trade studies, design, analysis, and verification and val-

idation (V&V) activities throughout a system’s life cycle. MBSE provides greater

rigor and effectiveness in the development of complex systems; it detects and

corrects defects early and can be used to manage complexity, maintain consis-

tency, and assure traceability during system development. MBSE also facilitates

the concurrent execution of life cycle activities and potentially accelerating system

development.

MBSE differs from model-based engineering (MBE). While MBSE still focuses

on a particular system under development using models, MBE looks at systems in

their context and portfolio. To this end, MBE models are predominantly “system

relationship models” and are useful for showing relationships among system func-

tions, requirements, developers, and users. MBE uses digital models to represent

systems and services in concept, design, development, tests, and operations. Digital

twins are a form of MBE in which a physical twin is connected to a virtual twin

through sensors so that the digital twin contains all the information that can be

used to monitor and improve the physical counterpart in real time and through

longitudinal analysis of data.

Both MBSE and MBE are contained in digital engineering (DE), an integrated

digital approach that uses authoritative sources of system data and models as a con-

tinuum across disciplines to support life cycle activities from concept to disposal.
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14 A. Tolk, P. Barry & S. C. Doskey

Fig. 2. Model relationships.

DE incorporates the creation of computer readable models to represent all aspects

of the system and to support all the activities for the design, development, man-

ufacture, and operation of the system throughout its life cycle. These computer

models share a common data scheme so that in effect a digital thread integrates

diverse stakeholders across the life of a service. Figure 2 illustrates the relationships

between MBSE, MBE, DE, and SE. They also address the often criticized ambi-

guity of SysML, as ambiguities must be resolved in the process of building such

computer models, using well-defined and verifiable steps leading from the SysML

specification to an executable model, like the early ideas of Mittal,12 although not

applying simulation-specific formalisms.

The move to DE and knowledge sharing across portfolios and platforms has been

accelerated by cloud-based platforms that provision and manage custom SE collab-

oration environments. These environments allow SE teams developing CASs to

quickly generate new environments, archive, and restore old environments, accom-

modate development threads, perform multiple types of testing in parallel, and

perform V&V efforts.

4. Complexity Science, AI, and M&S Methods to Address

the New Challenges

DE and its components of MBE and MBSE provide the tools to address some of the

challenges in the emerging landscape of the new class of systems discussed above.

However, these tools are not sufficient to move SE to the next level to intentionally

design and operate CASs. To do that, SE will need to integrate, adopt, and develop

tools and techniques from complexity theory, AI, and M&S.

4.1. Complexity science

Complex systems theory’s lineage traces back to the 1950s ideas on cybernetics,

like Norbert Wiener’s39 work on cybernetics mathematics and W. Ross Ashby’s40

publication on cybernetics of mind. They also are rooted deeply in system science,

which traces back even further.
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Using M&S and AI to improve CASs engineering 15

4.1.1. Complexity science definitions

Two of the leaders in complexity research are the Santa Fe Institute and the New

England Complex Systems Institute. The Santa Fe Institute observes the following.

Complexity arises in any system in which many agents interact and adapt

to one another and their environments. . . . As individual agents interact

and adapt within these systems, evolutionary processes and often surprising

“emergent” behaviors arise at the macro level. Complexity science attempts

to find common mechanisms that lead to complexity in nominally distinct

physical, biological, social, and technological systems.13

The New England Complex Systems Institute’s use of the term is similar.

Complex systems is a new field of science studying how parts of a system

give rise to the collective behaviors of the system and how the system

interacts with its environment. . . . The field of complex systems cuts across

all traditional disciplines of science, as well as engineering, management,

and medicine. It focuses on certain questions about parts, wholes, and

relationships.14

Understanding complexity and emergent behavior is essential when considering

design options, testing requirements, and the definition of acceptable operational

envelopes. As systems become larger and the borders between a system and its

environment become blurry, emergent behavior is likely to develop. Traditional SE,

while recognizing the need to identify and measure emergent behavior, does not

have the tools to model and explore emergence.

4.1.2. The rise of complex systems

Complex systems and complexity science began with linear approximations of rela-

tions between system components that were predictable and easy to engineer. This

simple approach showed great utility as even nonlinear relations could be approxi-

mated using linear relations if the predictions were relatively short term and short

distance related. Furthermore, the systems being designed could be understood

through first principles and reductionism; by understanding the components, the

system could be understood as well. The system behavior is congruent with the

developers’ design; engineering and governing the system are simple tasks.

As systems became more complicated, it became apparent that the behavior of

groups of components was nonlinear. Consequently, linear approximations were no

longer adequate. This was particularly stark as the time and scope of the system

operations were extended. While complicated systems can still be partially under-

stood using the principles of reductionism, it is becoming necessary to look at the

system holistically as well. Information was carried not only by the components but

also often by its nonlinear relations between components. Behavior was still pre-

dictable, but increasingly sophisticated tools were needed to be able to understand,
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16 A. Tolk, P. Barry & S. C. Doskey

engineer, and govern systems. Among others, the work of Holland15,16 provides a

wider view of complex adaptive systems as they are observed in nature, in social

systems, but also in engineering. It is the latter group of engineered systems that

is in the focus of this paper, although research results from other systems are often

helpful.

Complex systems constitute a new class of systems which are distinct from com-

plicated systems and which cannot be understood by reductionism. Complicated

systems, while composed of many components, are principally predictable, whereas

complex systems generally are not. Complex systems’ behaviors, while not pre-

dictable, may be explainable using holistic and systemic complex system science

methods. It has become necessary to leverage advances in the scientific under-

standing of complexity to better evaluate the effects of emergence and to provide

the capability to construct and engineer complex systems.

4.1.3. Emergence and collective behavior

Emergence is not solely a characteristic of a system but more a relationship between

an observer, the models he uses to explain things, and his observations. If an obser-

vation does not match the expectation based on the model, it is a surprise, an

“emerging” property.17 But if a property is surprising, it is often the result of the

experience of the observer. As Rouse observes, what is surprising for a layman or

novice may be immediately obvious to an expert.18

Emergent properties can only be explained once observed, which presents a chal-

lenge for SE. The challenge for systems engineers is to understand and, preferably,

model likely emergence before the system is operational and, ideally, even before it

is built. If emergence is positive, systems engineers want to take advantage of it, har-

ness it, and preferably be able to make it happen again. However, if the emergence

is negative, steps may be taken to avoid it. In any case, detecting, understanding,

and managing emergence is a common goal.

4.2. Artificial intelligence

In the discussion so far, it has been asserted that the scale of systems and the

fluid nature of their architectural, design, and implementation components make it

difficult if not impossible to use traditional SE tools to understand those compo-

nents and their complex interactions. AI may provide the means to address these

challenges. AI can be used to identify endogenous or exogenous requirements for

self-modification and self-organization of components, the computational creativ-

ity needed to compose such self-modified components into new systems, and the

reasoning capability to select the most feasible composition.

Consider how systems engineers conceptualize a system’s capability with a gen-

eral set of requirements or system needs. There are often a myriad of ways of

defining a system to satisfy them, which constitutes a combinatorial optimization
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Using M&S and AI to improve CASs engineering 17

problem. Consequently, there are also numerous possible compositions for archi-

tecting, designing, and operating a system. This problem can be viewed as an

exploration of the multidimensional space to find optimal configurations, where the

parameters of the space describe the architecture, the design, or the operational

parameters. Typically, the number of possible compositions will be quite large. So,

to make the design space exploration feasible, the challenge is to generate suffi-

ciently many compositions to effectively explore the domain space while focusing

on the feasible, not the merely possible.

This problem becomes more challenging as the components under consideration

may be dynamic; an exact accounting of the availability of a given component in the

future may be impossible due to changing environmental conditions. This increases

the risk for a successful architecture or design, as the individual behaviors of com-

ponents may be unknown, particularly if some components have been developed

outside of the enterprise. Further, as discussed above, the interactions between the

components may lead to unanticipated emergent effects.

The sheer combinatorial and stochastic behavior of complex systems requires

additional tools and approaches to ensure predictable and acceptable functionality.

MBSE has provided a digital foundation to enable the computational exploration

and evaluation. AI can provide a mechanism to create potential architectures, eval-

uate them in a simulation environment, and recommend specific architectures and

designs as well as derived architecture and design tenets.

4.2.1. Combinational, exploratory, and transformational creativity

AI can provide an approach to explore the possible set of feasible designs and iden-

tify the desirable ones. To enable this, SE will need to borrow from computational

creativity. Boden19 suggests that there are several forms of computational creativity.

The first is a combinational creativity which works by creating links between ideas

that were previously not directly linked. In the context of the current discussion,

combinational creativity can be envisioned as an application of AI that pools from

a set of existing components and combines them in a way that is new but consistent

with loosely defined domain constraints. To avoid the combinatorial explosion that

random connections can make, AI must be cognizant of relevant constraints but

technically and environmentally informed to identify feasible connections. A type

of combinational creativity known as similarity-driven combinational creativity sug-

gests the use of templated knowledge and analogical reasoning that may reduce the

combinatorial explosion and enable AI to quickly dismiss nonsensical combinations.

Exploratory creativity as defined by Boden19 is based on a common under-

standing or theory of the domain. The domain space is both specified as well as

constrained such that structures created will fit the rules. The rule set which defines

and constrains the domain space is often implicit. To profitably explore the space

and generate acceptable architectures and designs, AI must have a computationally

meaningful understanding of both what these rules and constraints are and how to
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18 A. Tolk, P. Barry & S. C. Doskey

apply them. This differs from combinational creativity, which has a much looser

set of rules and may result in unfeasible architectures and designs. Exploratory

creativity can be enabled by the models, and the knowledge encapsulated in MBSE

is then realized in simulation, which will be discussed later.

Transformational creativity is perhaps the most intriguing and challenging type

of computational creativity as it relaxes or even removes some of the constraints

described above. In essence, AI can engage in a form of counterfactual reasoning.

Pearl20 describes counterfactual reasoning as a three-step process. First, explain the

past given current evidence. Second, modify one of the factors in the past situation.

Third, predict the future, given the understanding of the past and the introduction

of the new condition.

In the context of transformational creativity, AIs will use an existing model

or may even create a model of a possible architecture and then evaluate it. As

part of the modeling effort, AI will create a causal dependency model to explain

primary factors in the architecture and their likely instantiations, given the estab-

lished architectural and design guidance. In the spirit of counterfactual reasoning,

AI would investigate what would happen if the constraint set were to change. The

analysis process would take the form of the creation of a simulation with alternate

constraints, and the subsequent model runs. This approach is described in more

detail in Sec. 4.3. While intriguing, transformational creativity remains an elusive

goal, as agreed upon implementations of counterfactual reasoning are an area of

active research.

4.2.2. Evaluation

As Linus Pauling famously said, “The way to get good ideas is to get lots of ideas

and throw the bad ones away.” Even with the active recognition of the constraint

space and the domain’s associated rules, it is entirely likely that there is a very real

potential for generating many possible combinations of architectures, designs, and

implementations. Evaluating each of these possible combinations of components in

any meaningful way is likely unfeasible due to the computational cost and the large

number of parameters.

AI provides an alternate approach to this brute force evaluation. One can view

the problem of identifying viable designs, architectures, and implementations as a

search for an optimum through a m×n dimensional space, where m is the number

of components and n is the number of connections between these components. m×n

can be represented as a directed graph where n represents any transmittal of mat-

ter, information, or energy between two components. Evaluating the population of

directed graphs becomes an exercise in determining the maximum utility of a given

design on a multi-dimensional surface that represents the operational environment.

The utility calculations can be based on evaluating the results of specific models

and simulations that instantiate the directed graphs against one or more measures

of effectiveness in a simulated environment.
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Using M&S and AI to improve CASs engineering 19

The search of large combinatorial spaces is a classic AI problem. In general, there

are two types of searches: Uninformed and informed.21 Uninformed searches have

no extra information available to them. A uniformed search attempts to determine

the path that is promising and will likely not use any mechanism for optimization.

Typically, an uninformed search employs techniques such as breadth-first search,

depth-first search, iterative deepening, and bi-directional search.

An informed search, on the other hand, has additional information that would

aid in identifying the best candidates. As an example, consider a genetic algorithm

that searches the m × n space and evaluates how well the configurations do in

simulation space. Additional information is provided to reward sub-designs that

have been successful in the past and penalize the sub-designs that have been proven

to be ineffective in the form of a reward function with the genetic algorithm. The

reward function would provide additional information to potentially accelerate the

search as well as look for an optimal solution.

4.3. Modeling and simulation

Simulation is widely recognized as a computational tool that helps generate numer-

ical insights into the dynamics of a modeled system. However, it is the model

behind the simulation that provides the real epistemological value. Modeling is the

task-driven simplification and abstraction of what we know about the system of

interest, resulting in a conceptualization that becomes not only the foundation of

our implementation but also the model used to explain things, as mentioned in

Sec. 4.1.2. Modeling is a systemic part of SE and the essence of capturing our

knowledge.

Simulations have too often been developed in a parallel effort, in which software

engineers were trusted with the conceptualization task as part of the simulation

development. Instead, the conceptualization should be not only well aligned but,

optimally, also derived directly from the SE work.22 SE has started to move in this

direction with the increased use of DE and digital twins.23 As DE becomes prolific,

simulation has the potential to become an executable body of knowledge.

Integrating the artifacts of DE in all phases of the system life cycle into a realistic

testbed is the logical next step, as the digital twin-like artifacts can take on the

role of an agent, so that early testing of the system concepts becomes feasible.

Examples are the testing of rule sets for autonomous systems before testing them

in real-world settings, including scenarios that are too dangerous or too expensive,

or the testing of systems’ performance within the portfolio, even if none of the

systems is implemented yet. Agent-based approaches are a proven tool in the study

of complex systems; they can provide insights into interacting components and

stakeholders, as frequently seen at the Santa Fe Institute and the New England

Complex Systems Institute.

Another aspect of simulation is that it provides approximations for complex

system descriptions that have no closed analytic solution. While the application

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



20 A. Tolk, P. Barry & S. C. Doskey

of statistical methods often leads to sufficient results, statistical methods assume

that the random variables are independent and identically distributed. By apply-

ing the central limit theorem, simulationists often assume that the variables under

examination are normally distributed. However, complex systems likely will not

follow such constraints. With many diverse components with strong interdepen-

dencies, closed analytic solutions are very challenging and not representative of the

actual phenomenology. This is particularly acute when the system is adaptive and

constantly changing.

The systems under discussion are complex, consisting of a number of com-

ponents, and possibly changing their configuration dynamically. Consequently, an

accurate model of the system under development, as well as the current and future

environments of operation, is essential for analysis. This analysis is perpetual, mean-

ing that throughout the development phases and into operation, there is a continual

analysis of both the current technical path and the set of possibilities as balanced

against a set of measures of effectiveness.

As alluded to above, deciding how to configure and run simulations is nontrivial.

While evolutionary algorithms or some other optimization will identify a set of

architectures or designs, it is still necessary to design the experiment to explore

ranges of parameters, runtimes for simulations, and the behaviors of the other

entities within the simulation. Consequently, the simulation environment as well as

the process of setting up and running the simulations must evolve with both the

external environment as it changes; they must also evolve into an environment with

higher fidelity as the design becomes more detailed.

AI can be used to identify the necessary changes in the simulation environment

as well as the design of the experiment. AI can take the form of a knowledge-based

forecasting agent that will partner with the systems engineers to present results of

simulation-based forecasting, accepting changes to both the simulation as well as

the analysis of the results, and continue to home in on better forecasting. AI can

be used for the continual integration of the simulation environment and the system

being developed to ensure tight coupling of the virtual and real systems to ensure

accurate simulation results.

As the methodology becomes better defined, many models will perform better

than a single model. James Surowiecki wrote The Wisdom of the Crowds (2005),24

where he pointed out that many evaluators, even if they are relatively unskilled, will

do better than one or a few. As there are so many variables in both the design as well

as the environment, exploring counterfactuals with one simulation rapidly becomes

intractable. Using a “wisdom of the crowds” approach, where many simulations

are concurrently run for a given perpetual forecast and the results are aggregated,

is likely to produce a better result. Knowledge-based AI agents can assist SE in

designing the experiments, evaluating the specific results, and then aggregating

across the simulation results for a composite forecast.

Of particular interest in forecasting the potential for “black swan” events, Taleb25

defined a black swan event as having three characteristics:
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Using M&S and AI to improve CASs engineering 21

• It is an outlier, as it lies outside the realm of regular expectations, because nothing

in the past can convincingly point to its possibility.

• It carries an extreme ‘impact’.

• Despite its outlier status, human nature makes us concoct explanations for its

occurrence after the fact, making it explainable and predictable.

Perpetual forecasting with many agents and many simulations, with thoughtful

design of experiments, and potential counterfactual reasoning can provide a data-

driven approach to identify problem areas early. Intelligent agents can, as before,

structure the simulation runs and aggregate the data, highlight potential black

swans, and propose possible architectural or design changes to reduce the

risk.

5. Bringing Designing, Architecting, and Operating Together

5.1. A new systems engineering approach

The first steps to tie the different aspects of SE, complexity science, AI, and M&S

together into a conceptually aligned framework to support complex adaptive SE

have been defined and are currently being applied. The use of M&S methods in

support of CASs has been the topic of several tracks in recent simulation conferences

as well as in several publications (see Ref. 6). The advantages of using synthetic

situated environments to provide development and test support for CASs has been

shown to have great promise.

Similarly, the use of digital twin technology has been recognized widely. Madni

and Sievers26 show how the use of digital twins in parallel to the application of their

physical twins is advantageous for agile adjustments and recommendation of oper-

ations and even for preventive maintenance. However, although they recommend a

tight alignment of the digital twin with the model-based tool and other SE tools,

they mainly focus on collecting real-life data (such as performance, health, and

maintenance) collected by the physical twin as the basis for their insights. Figure 3

illustrates the current state of the art in digital twin use. As seen in the figure, the

digital twin is placed inside of the well-known V of SE, is developed in the course of

design and architecture, and is then used for optimization, as discussed by Madni

and Sievers,26 once the physical system is in operation.

The evolution of SE for complex adaptive SE builds on and extends these

approaches. First, it is essential that SE tools not only have to be aligned with

the digital twin but also be the source from which the physical systems are built

and the digital twin is created. A specification sufficient to build a system should

also be sufficient to define its digital counterpart. Second, not only is the digital

twin constructed in parallel and then used to more effectively exploit real-world

data to optimize the operation but also the digital twin becomes the centerpiece

of the new design-architect-operate principle, as each insight is used to revisit the

development cycle again.
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Fig. 3. State-of-the-art view on digital twin applications.

In the design, architecting, and implementation of complex systems, it is fre-

quently necessary to adapt the initial concepts, integrate new requirements, and

change the system architecture. To support this, the third extension embeds the

digital twin into a synthetic situated environment, in the same way that it is used

for M&S support of complex systems, such as described by Mittal and Tolk.6 The

digital twin no longer merely represents the system; it becomes an agent in the con-

text of its operational environment. The environment is instantiated using the real-

world data, historical as well as currently observed by the physical system, but also

subjecting the digital twin to unobserved but nonetheless possible situations. This

allows for the use of complexity science methods to understand the system, as well

as the system in its context, better. In addition, as all data are available, it also

allows the identified AI methods to evaluate and analyze alternative configurations,

new components, and even improvements to the architecture by allowing a quicker

reconfiguration or replacement of components.

The fourth extension investigates the portfolio in which the system operates or

the system of systems it becomes part of. If the framework recommended here is

applied for all participating systems, each of them comes with a high-resolution,

realistically operating digital twin. This allows the application of AI methods to

optimize the behavior within the portfolio and the guidelines for the overall portfolio

behavior. Figure 4 illustrates these extensions.

In summary, the digital twin is realized from the SE tools as a high-resolution,

realistic digital representation of the real system and becomes the centerpiece of the

ongoing cycle of designing, architecting, and operation. The digital twin is placed

together with representations of other systems of the portfolio into a common syn-

thetic situated environment instantiated by real-world data but open for configura-

tion to represent all possible situations of interest. AI and complexity science tools
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Fig. 4. Designing, architecting, and operating systems engineering.

are applied for analysis and evaluation and as such are becoming part of the SE

tool set needed for CAS engineering.

5.2. Examples

Consider the use of digital twin technology and state-of-the-art forecasting models

in support of modern data centers. As DeLong and Tolk27 have observed, U.S. data

centers use more than 90 billion kilowatt-hours of electricity a year, and trends

showed the need for even more data centers in the future. This insight triggered

ongoing research to make data centers more sustainable, and Masanet et al.28 pre-

sented a study showing that, indeed, the consequent application of green technology

supported this positive development. Some of the green technology discovered in

the literature survey looked at hardware solutions; others recommended organiza-

tional methods, such as the use of plastic curtains between computers to allow for

more efficient air condition. Of particular interest was the development of common

metrics and models for energy consumption prediction29 that were applied to allow

for preventative means. The survey also showed the use of digital twins for the plan-

ning and operation of new data centers, ensuring that computational loads were

distributed in the most efficient way, led to sustainable data center design. Other

efforts looked at reconfigurable solutions so that the data center could be modified

based on current needs. All these contributions are valuable elements that can be

aligned under the proposed framework for CAS engineering, potentially contribut-

ing to the increased sustainability needed to offset future data center needs.

The second example is the use of digital twins to improve air traffic control at

airports. Academia and industry are actively researching the use of digital twins
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to analyze and improve safety and performance of traditional aircraft and new

entrants such as unmanned aircraft systems (UAS) and urban air mobility (UAM)

in preparation for a proliferation of drone taxis and UAS package delivery systems

in urban areas.30 For example, companies such as Deloitte, McLaren, and Airser-

vices are working together to develop digital twins of the environments surrounding

airports.31

Interestingly, the aircraft “black box” is two orange boxes, one for voice and

one for data with over 80 data elements that are continually captured in the data

recorder. One envisioned future involves the idea of a fully connected aircraft, where

this a type of information that will be provided nearly in real time to terrestrial

analysis centers and air traffic control facilities. In addition to using this wealth

of aircraft information, a common feature of many proposed digital twins is the

addition of an operating environment which includes aircraft, weather, and human–

machine systems — as well as their interactions. The value of this expansion of the

digital twin is that it allows for the reproduction of a multitude of scenarios related

to critical situations in the transport network that require the involvement of a

centralized control system trained using machine learning to improve the flow of

air traffic.32 In essence, the inclusion of digital twins as an element of the control

system can increase the system stability and resilience in addition to improving

performance.33

6. Conclusion and Discussion

SE traditionally focuses on designing systems and providing architectures to allow

for their composition as well as their integration into a preconceived portfolio. The

developments over the recent years require more adaptable and flexible systems that

can be combined with a multitude of other systems to provide their functionality in

a new, often unforeseen context. This requires supporting the operating phase with

much more than just maintenance and updates. Design and architectural elements

got interwoven with the operating elements, leading to the proposed SE approach.

This new approach is supported by methods developed in the SE, complexity

science, AI, and M&S domains. The resulting tools are based on a common concep-

tual understanding that allows their technical coordination, enabled by conceptual

alignment. We showed the applicability of these ideas by giving examples, where

important elements of the new SE approach already are applied. Without digital

twins, AI, and simulation, several decisions in design, architecture, and operat-

ing would not be feasible. The use of computational means not only provides the

means to look at more options but also addresses the need to unambiguously allow

for trade-offs or exploration of the solution space when using AI and other compu-

tational means that lead to better metrics for capturing measures of merits.

This new approach suggests several research areas for future solutions. The

synthetic situated environment offers an opportunity to evaluate the options for

automation. Barboza34 provides an example of a virtual environment which allows
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for the testing of autonomous behavior of an unmanned surface vehicle until the

user trusted the system enough to apply the rules in real-world operations. The

ideas were echoed in some contributions by Mittal and Tolk6 as well. The increased

support of engineered systems by AI methods can be seen as one step in the right

direction but can also be perceived to be of value by itself. The overlap with engi-

neering efforts that support the development of smart devices — or even smart

buildings and smart cities — is another topic of research, as the proposed frame-

work is directly applicable to these efforts as well.

It is worth noting that the concept of digital twins is currently evaluated in

the SE as well as in the M&S communities. Examples are given among others by

Madni et al.,35 Boschert and Rosen,23 and Shao and Kibira.36 Many of these contri-

butions provide valuable insights and innovative concepts, but unfortunately, most

of these activities are currently conducted in parallel within the border of the SE

and M&S disciplines. As such, this paper is a call for action to conduct synergistic

research of experts in SE, AI, M&S, and complexity. The study by Mittal and Tolk6

is the result of a cross-disciplinary panel on cyber-physical systems.37 The partici-

pating experts from CAS, AI, and M&S were surprised about the significant overlap

of their work and the applicability of research results from the other disciplines.

In the various sections of this paper, we showed exemplarily that many of the

components needed to support the proposed framework for CAS engineering —

which understands designing, architecting, and operating as a perpetual cycle over

the full lifetime of a system — are already available in the domains on SE, complex-

ity science, AI, and M&S. What is needed is the conceptual alignment of these meth-

ods. The approaches of hybrid modeling, as used in support of cross-disciplinary

efforts in operations research, may provide insights on how to overcome the various

barriers.38
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Abstract

Model Based Systems Engineering (MBSE) refers to the trend to use models systemati-
cally throughout the design process. MBSE has been struggling to find a way to connect
the blue print models that describe the initial architecture with ways to check and evalu-
ate these plans. Simulation has become the preferred means to support this goal. DEVS
is a model-based way to perform simulation and a natural enabler of simulation-based
MBSE.

In this chapter we first review DEVS in the context of MBSE:

• What it is?

• How/when it started?

• How it compares to other abstractions?

• Where it most makes sense to use?

• Where it will lead?
• The potential benefits of DEVS?

• Some example case studies

• What was (or will be) “made possible” as a direct result of using DEVS?

Then we show how DEVS-based modeling and simulation can connect the stages of
MBSE to create a cost-efficient seamless full iterative design cycle.

1. Introduction

Model-based Systems Engineering (MBSE) refers to the trend to use models sys-

tematically throughout the design process. MBSE has been struggling to find a way

to connect the blueprint models that describe the initial architecture with ways to

check and evaluate these high-level plans. Simulation has become the preferred

means to support this goal. The Discrete-Event system Specification (DEVS) is a

model-based way to perform simulation and a natural enabler of simulation-based

MBSE. In this paper, we first review DEVS in the context of MBSE, discussing

the DEVS Formalism, associated modeling and simulation (M&S) environments,

the hierarchy of system specifications, the DEVS Simulation Protocol, and a time-

line history of some key DEVS Developments. As an illustration of application

of DEVS methodology to MBSE, we discuss the homomorphic implementation of

DEVS-like systems including the hierarchy of system specification morphisms and

29
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an application to the design of simulation systems for “as-is” software. The main

contribution is discussion of DEVS-based capabilities and tools for MBSE. We out-

line support for an envisioned MBSE development cycle with DEVS top-to-bottom

MBSE capability. As an example, we discuss mapping UML activity diagrams into

executable activity-based DEVS models and further elaborated into a family of

simulatable architectural variants. We close with conclusions and future research

directions.

2. Review of DEVS in the MBSE Context

2.1. DEVS formalism

The DEVS Formalism was developed on the firm mathematical systems theory

foundation of Wymore1 and others and constitutes a well-founded computational

basis for systems theory-based modeling and simulation needed by today’s digital

engineering. The mathematical theory helps ensure reliable system implementation

and accurate simulation time management. The DEVS hierarchical construction

methodology supports the complex system development needed for correct cyber-

physical system M&S and downstream implementation. A DEVS model formaliza-

tion specifies a model’s inputs, states, and outputs in a manner similar to a finite

state automaton. However, a key difference is that the formal structure includes a

time-advance function which allows it to represent discrete-event systems as well as

simulated continuous components. Due to its universality of realization,2 any real-

world system, or System of Systems (SoS), can be modeled in DEVS and simulated

in a DEVS-compliant computational platform.

We briefly state and stress some key aspects of DEVS. The DEVS Formalism

formalizes what a model is, what it must contain, and what it does not contain

(for instance, experimentation and simulation control parameters are not contained

in the model). Moreover, DEVS is universal and unique for discrete-event system

models. Any system that accepts events as inputs over time and generates events as

outputs over time is equivalent to a DEVS model. With DEVS, a model of a large

system can be decomposed into smaller component models with couplings between

them. The DEVS Formalism defines two kinds of models: (i) atomic models that

represent the basic models providing specifications for the dynamics of the system

components; and (ii) coupled models that describe how to couple several component

models (which can be atomic or coupled models) together to form a new model.

This hierarchical construction stems from the proof that a coupled model behaves

like an atomic model due to DEVS Formalism’s closure under coupling which is

strongly linked to systems being well defined.2

An atomic DEVS model can be considered as an automaton with a set of states

and transition functions allowing the state to change when an event occurs or due

to the passage of time. When no events occur, the state of the atomic model is

updated by the internal transition function upon expiration of its lifetime. When

an external event occurs, the atomic model intercepts it and makes a change in state

by applying its external transition function. The lifetime of a state is determined
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by a time-advance function. Each state change can produce output messages via

the output function. Examples of such DEVS models, including atomic and coupled

models, can be found in Ref. 2.

An abstract simulator algorithm is associated with the DEVS Formalism in

order to execute the structure of a model to generate its behavior. This technology-

free abstract simulator standard enables DEVS models to be simulated on multiple

different execution platforms, including those on desktops (for development) and

those on high-performance platforms (such as Clusters or High-Performance Com-

puters).

The DEVS Formalism includes continuous, parallel, coupled, networked, and

Markov (stochastic) modeling. The Iterative System Specification and its relation

to the DEVS Formalism enable defining various continuous, discrete, and hybrid

models for which simulations are possible. The concept of system coupling has been

proven within DEVS to allow for coupling of both discrete and continuous systems

through closure under coupling. The Iterative Specification of DEVS also allows

for use of morphisms to maintain consistency and control deviation throughout the

specification of the various system models.2

2.2. M&S environment background

There are many commercial M&S software environments that cover a large variety

of application domains. However, general-purpose environments are relatively rare.

Here, we review MS4 Me3,4 which is an environment to design general systems

as well as SoS based on systems theory.5,6 MS4 Me modeling software uses the

DEVS modeling formalism and System Entity Structure (SES)7 ontology to sup-

port model composability. MS4 Me supports the collaboration of domain experts

and modelers in both top–down and bottom–up system constructions. The state

diagram designer supports graphical specification of atomic models and is automat-

ically (and reversibly) converted to constrained natural language text. This text is

translated into a Java atomic model class and compiled to execute in the MS4 Me

execution environment based on the DEVS abstract simulator. An atomic DEVS

model can be constructed within a constrained natural language using constructs

such as time advance, input/output ports, state transitions, internal transitions,

external transitions, and output specification. However, a model expressed with

limited natural language semantics cannot specify a model’s detailed behavior. To

overcome this problem, the DEVS natural language file introduces tag blocks which

enclose actual (Java) computer code to be inserted in specific locations within the

Java class file, e.g., within the characteristic functions of the DEVS Java model.

Concepts such as these tag blocks facilitate the inclusion of procedural information

into atomic model declarative specifications.

2.3. Hierarchy of system specifications

Table 1 identifies four basic levels of system specification forming a Systems Spec-

ification Hierarchy and informally describes the incremental knowledge of system
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structure gained at each level. The fourth column shows how the levels are applied

to DEVS-like systems, a class of systems we will be referring to later.

As in Table 2, orthogonal to the level at which a system is specified is the sub-

class of systems in which the model resides where the most common subclasses are

spanned by the modeling formalisms shown in the table. Note that a model may

be designated to lie at a certain level of system specification based on whether it

is presented in a variety of ways such as data at the I/O Behavior level, behavior

generation instructions in the form of a state diagram, or in the form of interacting

components, etc. The system specification formalism of models represents models

expressed in types of simulation languages as instances of the basic types of system

specification: DESS, DTSS, and DEVS. The table shows that such system specifi-

cations can occur at any of the levels of specification. In particular, three types in

common use (Discrete-Event Simulation, Agent-based Modeling, and Continuous-

time Modeling) are included in the basic DESS, DTSS, and DEVS system spec-

ifications of TMS (following, e.g., Ref. 8). Moreover, the wider capability of the

Iterative System Specification formalism shows how the class of hybrid simulation

models is covered.2

2.4. DEVS simulation protocol

The DEVS Simulation Protocol is a general distributed simulation protocol that

prescribes specific mechanisms for:

• declaring the participants in the simulation (component models = federates);

• declaring how federates exchange data;

• executing an iterative cycle that controls how time advances (time management);

• determines when federates exchange messages (data exchange management);

• determines when federates do internal state updating (state update manage-

ment).

The protocol guarantees correct simulation in the sense that if the federates are

DEVS models then the federation is also a well-defined DEVS coupled model. Dis-

tinct from the High-Level Architecture (an IEEE standard for distributed simula-

tion), the DEVS Protocol prescribes specific time, data exchange, and state update

management processes. These benefits derive from the fact that based on DEVS

only a single set of services is needed for all models obviating the need to align

divergent services allowed by the looser HLA standard. Moreover, these benefits do

not imply undue performance degradation. The Parallel DEVS Simulation Protocol

provides close to the best possible performance except possibly where activity is

very low or coupling among components is very small.9 There are numerous imple-

mentations of DEVS simulators (see the list by Wainer,10 Franceschini et al.,11 and

Van Tendeloo and Vangheluwe12). In particular, ADEVS13,14 is distinguished by

its support for both discrete-event and continuous dynamic systems, both of which

are simulated within the DEVS framework. This gives it the capability to simulate
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Table 1. Informal description of the levels of system specification, e.g., DEVS-like systems.

Level Specification name What we know at this level DEVS-like systems

0 I/O Frame How to stimulate the system with inputs;
what variables to measure; and how to
observe them over a time base?

The input set, X, and output set, Y , are
the names of events that occur at dis-
crete instants of time. DEVS(Z) refers
to the set of all discrete-event segments
with values in the event Z.

1 I/O Relation Time-indexed data collected from a
source system; consists of input/output
pairs.

Pairs of input and output time segments
from the cross-product of DEVS(X) and
DEVS(Y ).

3 I/O System How states are affected by inputs; given
a state and an input what is the state
after the input stimulus is over; and what
output event is generated by a state?

System that when given an input
segment in DEVS(X) and an initial
state generates an output segment in
DEVS(Y ) (more discussion in text).

6 Coupled System (Network of Systems) Components and how they are coupled

together. The components can be speci-
fied at lower levels or can even be struc-
ture systems themselves — leading to
hierarchical structure.

Model specified as a composition of

DEVS-like components in the same man-
ner that coupled models of DEVS com-
ponents are constructed.
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Table 2. System specification levels and types of framework for the simulation model.

System Differential Equation Discrete Time System Discrete Event
Specification/Level System Specification Specification System Specification
of Specification (DESS) (DTSS) (DEVS)

Observation Frame � � �
I/O Behaviour � � �
I/O Function � � �
State Transition � � �
Coupled Component � � �

hybrid systems involving the interaction of subsystems characterized by discrete-

event dynamics (e.g., communication networks and command-and-control systems)

and continuous, physical dynamics (e.g., the trajectories of ballistic missiles and

their interceptors).

2.5. Timeline history of some key DEVS developments

To summarize, DEVS can be considered as a universal computational formalism for

systems.15 Some of the milestones in its thread of development are listed in Table 3.

Table 3. A historical retrospective on developments including refinements, elaborations,
and extensions of the DEVS Formalism with associated references.

Classic DEVS16 A formalism for modeling and analysis of discrete-
event systems can be seen as an extension of the Moore
machine that associates a lifespan with each state
and provides a hierarchical concept with an operation,
called coupling, based on Wymore’s1 systems theory

Parallel DEVS17 Revises the classic DEVS Formalism to distinguish
between transition collisions and ordinary external
events in the external transition function of DEVS
models, extends the modeling capability of the colli-
sions

Hierarchical, Modular DEVS18 Implemented DEVS in the object-oriented pro-
gramming (OOP) and modular programming
paradigms10,12

System Entity Structure19 A structural knowledge representation scheme that
contains knowledge of decomposition, taxonomy, and
coupling of a system

Dynamic Structure DEVS20 Enables representing systems that are able to undergo
structural change

DEV&DESS (Discrete-Event
and Differential Equation
System Specification)21

A formalism for combined discrete–continuous model-
ing which based on system theoretical combines the
three system specification formalisms — Differential
Equation, Discrete Time, and Discrete Event System
Specification formalisms

Quantized State Systems22 Dynamical systems are continuous-time systems where
the variable trajectories are piecewise constant and can
be exactly represented and simulated by DEVS
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Table 3. (Continued)

GDEVS (Generalized DEVS)23 Organizes trajectories through piecewise polynomial
segments utilizing arbitrary polynomial functions to
achieve higher accuracies in modeling continuous pro-
cesses as discrete-event abstractions

Modelica&DEVS24 Transforms Modelica continuous models into DEVS,
thus supporting models with state and time events that
comprise differential-algebraic systems with high index

Finite Deterministic DEVS25 A powerful subclass of DEVS developed to teach the
basics of DEVS that has become the basis implemen-
tations of symbolic and graphical platforms for full-

capability DEVS
Iterative System Specification2 General Mathematical System formalism enables

defining various continuous, discrete, and hybrid mod-
els extending Wymore’s systems theory.26 Enables
DEVS to represent general systems with controlled
accuracy

3. Homomorphic Implementation of DEVS-Like Systems

Homomorphisms play a major role in Wymore’s systems engineering theory,26 but

so far have not enjoyed corresponding application within the MBSE community.

Furthermore, the origin of DEVS as a way to specify a subclass of Wymore’s systems

definition suggests that employing the homomorphism tools developed in the DEVS

context should be applicable to Wymore’s systems design theory and MBSE.26

Here, we illustrate how DEVS supports using homomorphisms to link system

specifications at the various design levels of system specification reviewed in Table 1.

We consider design of a simulation environment for SoS models in which one of the

components is a software system that is executed “as is” rather than represented

as a DEVS component model as are the others. This is interesting because the soft-

ware component can be tested within the simulated environment established by the

others without the development costs incurred in creating a discrete-event model,

as well as the risk involved in deriving an inaccurate abstraction. The concept we

discuss is to implement a simulation platform to generate the behavior of such

model compositions using the DEVS Distributed Simulation Protocol while paying

special attention to the “as-is” component. While it is not a conventional discrete-

event model, it must still interact with others as if it were DEVS-compliant. In

particular, the progress in time of the “as-is” component depends on the execution

of its host computer and not on the time scale of the overall simulation. An impor-

tant instance of such an arrangement occurs when the host is a virtual computer

platform and may execute the software at a rate depending on its thread schedul-

ing algorithms. The problem to be illustrated is to establish a homomorphism that

provides conditions under which the composite model can be made to be correctly

executed on the simulation platform.
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3.1. Hierarchy of system specification morphisms

To illustrate how homomorphisms apply to the design problem just stated, we first

review the hierarchy of system morphisms. The essence of modeling lies in estab-

lishing relations between pairs of system descriptions. The Systems Specification

Hierarchy of Table 1 is a useful starting point for defining and organizing such

model-to-model relationships. The general concepts of homomorphism and isomor-

phism relate system models at the same level of specification. Corresponding to

each of the various levels at which a system may be known, described, or speci-

fied, is a relation appropriate to a pair of systems specified at that level. We call

such a relation a preservation relation or system morphism because it establishes a

correspondence between a pair of systems whereby the features of one system are

preserved in the other. Morphisms appropriate to each level of system specification

are defined such that higher-level morphisms imply lower-level morphisms. This

means that a morphism which preserves the structural features of one system in

another system at one level, also preserves its features at all lower levels. Readers

can refer to Ref. 2 for a detailed exposition.

3.2. Application to the design of simulation systems

for “as-is” software

Having reviewed the concept of morphism, we return to the application to the

simulation of “as-is” software. As the first step, we model the nonconforming com-

ponent as a DEVS-like system as mentioned in Table 1. DEVS-like systems are

systems whose input and output interfaces are event-like as illustrated in Fig. 1,

the systems respond to input segments that are time-indexed discrete events and

likewise produce output time segments of the same form. The mathematical repre-

sentation of DEVS-like systems in Chap. 18 of Ref. 2 allows us to infer that they

can respond to external events by immediately changing state and subsequently

tracing an input-free state trajectory until a next event occurs. The next event can

be another external event occurring later or the generation of an output event. This

representation allows us to translate the defining elements of any DEVS-like system

into the basic elements of a DEVS.

Fig. 1. Pictorial representation of a DEVS-like system with input events x, output events y,
occurring on a continuous-time base.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



DEVS and MBSE: A review 37

Thus, by assuming the “as-is” model is a DEVS-like system we can represent it

as a DEVS model using the translation from its structural elements to the requi-

site DEVS elements. We can then specialize a known type of homomorphism for a

pair of DEVS models to derive conditions that assure that the “as-is” model can

be faithfully represented by the virtualized execution. Application of this homo-

morphism to the DEVS Simulation Protocol that governs the desired simulation

platform involves interpreting the derived requirements for its detailed operation

in the context of the virtual host’s execution. The details are not given here and

considered beyond the scope of this paper.

4. DEVS-Based M&S Capabilities and Tools for MBSE

Alshareef et al.27 proposed an MBSE methodology that can support a full life

cycle to design, model, and validate complex SoS. In this section, we review this

methodology and relate it to the current litany of commercial MBSE tools as well as

the DEVS-based artifacts in the research domain. Figure 2 places the methodology

in relation to MBSE life cycle formulated to explicitly include M&S to support

iterative stages of development ranging from system requirements to functional

and system architectures as well as analysis and design optimization.

Beery28 emphasized using systems modeling language products to link archi-

tecture and analysis. In contrast, the methodology proposed here advocates using

the DEVS Formalism as the basic modeling and simulation framework for MBSE

methodology to support the critical stages in the design of SoS. Included in Table 4

are columns outlining the development stages with examples from the application

to emergency disaster response, commercial-off-the-Shelf (COTS) products that

Fig. 2. MBSE life cycle formulated to explicitly include M&S to support the iterative stages.
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Table 4. M&S support of the envisioned MBSE life cycle.

Development stage
support

Example: Design of
novel networks with
capability to sup-
port emergency dis-
aster response

COTS software DEVS-based envi-
ronments

High-level specifica-
tion of the behaviors
required for the SoS

High-level specifica-
tion of packet rout-
ing in communica-
tion networks

MagicDraw+SysML
Cameo Systems
Modeler32

IBM
Rational/Raphsody
(Mohlin, 2010)

UML/SysML meta-
models that map
to DEVS simulation
models33,42

Simulation infras-
tructures to design,
model, and validate
SoS architecture
designs

Models and simu-
lators focusing on
protocol evaluation,
environmental rep-
resentations in the
context of hosted
applications

STK and
Matlab/Simulink
(MathWorks, 2018)
OMNeT++36

CoSMoS
(Component-based
System Modeling
and Simulation)
(ACIMS, 2019)
MS4 Me (MS4 Sys-
tems, 2018)

Integration sup-
port linking of
high-level architec-
ture products and
downstream models
and simulators

Virtual communi-
cation stack model
provides framework
for network model-
ing including one or
more OSI layers at
different resolution
levels

Phoenix Model Cen-
ter
IEEE High-Level
Architecture stan-
dard

HiLLS (High-Level
Language for Sys-
tem Specification)37

Cadium DEVS39

Verification, valida-
tion, and testing of
models and simula-
tors

Hybrid and
co-simulation
approaches
to packet traffic esti-
mation offer com-
plementary methods
that together can
overcome the limita-
tions of each one

Cameo Simulation
Toolkit (NoMagic,
2020)

Co-simulation of
complex networks
using DEVS as the
formal basis, e.g.,
MECSYCO40

Hybrid modeling of
packet flow using
PowerDEVS38

Exploration of
design spaces to
find the solutions of
interest

Incorporation of
intelligent search
and learning meth-
ods to optimize
routing parameters

Simulation-enabled
multi-objective
optimization41

DEVS-based paral-
lel framework for
multi-objective evo-
lutionary
algorithms42

support the listed functionalities, as well as current DEVS-based M&S tools and

environments that are being developed in these areas. As detailed in the table,

the approach starts with high-level specification of the behaviors required by the

SoS to support system requirements engineering. This may be done using meta-

models (e.g., UML/SysML) that map to simulation models (in formalisms such

as DEVS) at an overall schematic level. Alshareef et al.27 described the concepts

and tools to support such specification and illustrated them with application to

high-level specification of packet routing mechanisms in communication networks.
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The application focused on evaluation of protocols, environmental representations,

and included DEVS models of real network applications. DEVS-based simulation

infrastructures to design, model, and validate SoS architecture designs were consid-

ered next and illustrated with DEVS models and simulators focusing on protocol

evaluation, environmental representations in the context of hosted applications. For

verification, validation, and testing of earlier developed models and simulators, two

DEVS-based alternatives were discussed: (1) co-simulation of complex networks and

(2) simulation-based testing using powerful hybrid fluid flow/packet-level mecha-

nisms. The work showed that hybrid and co-simulation approaches based on DEVS

offer complementary methods for the verification of SoS designs that together can

overcome the limitations of each one. For integration support linking of high-level

architecture products and downstream models and simulators, a virtual commu-

nication stack model was developed to provide a DEVS-based framework for net-

work modeling that can flexibly include a selection of one or more standard Open

Systems Interconnection (OSI) layers for abstraction at different levels of resolu-

tion. A DEVS-based framework for multi-objective evolutionary algorithms sup-

ports analysis and design optimization by exploration of design spaces to find solu-

tions of interest using intelligent search and learning methods to optimize routing

parameters.

4.1. Mapping activity diagrams into executable activity-based

DEVS models

Alshareef et al.29 discussed the integration of activity-based M&S into the MS4

Me environment demonstrating that support can be developed to link high-level

architecture products and downstream models and simulators. Following practices

of metamodeling, model transformation, and code generation, they implemented

a capability to create UML activity diagrams and to map them into executable

activity-based models in the DEVS Markov formalism.30 This enabled formal-

ization of the flow selection process and state transition in the activity diagram

and parameterized specification of stochastic behavior. Such automated code gen-

eration supports fast development and simulation of activity-based models for

high-level exploration of workflow architectures and illustration of system oper-

ation for customers and other stakeholders. Here we provide an example of such

development.

Figure 3 illustrates an activity diagram with the graphical elements for

input/output (Source/Store), splitting/merging of flow (Random select/Merge),

actions for work on jobs (Compare), and hierarchical construction (BaselineMul-

tiProcessorArch/AlternatMultiProcessorArch) (see Ref. 29 for a more detailed

description). At the top level, incoming jobs are randomly directed towards baseline

and alternative workflow organizations with subsequent merging of these streams

to enable comparison of their throughputs and turnaround times while minimiz-

ing the inference with ongoing production. The second-level elaboration of the two

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



40 B. P. Zeigler

Fig. 3. Activity diagram determining the processing workflow based on random selection of jobs.

top-level interventions illustrates the capability of hierarchical construction to hide

complexity at the top level while exposing it in consistent fashion at the next level

down. Notice that although specified at the high level of activity modeling, the

subsequent elaboration enables downstream implementation of this workflow.

However, the following limitations were noted:

• Mapped DEVS models in MS4 Me still require a multitude of parameter values to

be set to achieve detailed desired behavior, although they are exposed to enable

such adjustment.

• Changes in such models may put them outside the scope of activity-based spec-

ification, making “round-trip engineering” difficult.

• The current targeted messages and actions have to be enhanced to enable oper-

ations that generate the behavior required in other experimental frames. For

example, currently the Compare action in Fig. 3 cannot actually perform com-

parison of intervention outcomes.

• The targeted atomic models cannot easily be used in compositions with other

DEVS models.

4.2. DEVS top-to-bottom MBSE capability

To illustrate a full top-to-bottom MBSE capability, we proceed to show how the

activity model developed in Fig. 3 can be manually integrated into full DEVS

reusability. Figure 4(a) illustrates an SES that describes the coupled model struc-

ture underlying the activity diagram of Fig. 3. The baseline multi-processor archi-

tecture component is further represented in the SES of Fig. 4(b). Note that the same

SES is employed for the alternative architecture (therefore not shown here) so that

pruning can be done to select desired variants for both architectures from the same

template. Roughly, the architecture consists of a coordinator and a group of pro-

cessors that can implement single processor, multi-server, pipeline, and divide-and-

conquer configurations (see Ref. 31 for discussion of such architectures). Figure 5

shows the Simulation Viewer display of an executable DEVS model that is generated

by transforming such a pruning. The expanded baseline model shown in the Viewer

corresponds to a choice of pipeline workflow model with three processors and its
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Fig. 4. SES that describes the coupled model structure underlying the activity diagram of Fig. 3.

Fig. 5. Simulation Viewer display of a DEVS model pruned and transformed from the SES of
Fig. 4.
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accompanying coordinator. The alternative, not expanded, is a divide-and-conquer

group with accompanying coordinator.

Using capabilities identified in the last column of Table 4 automated pruning

and transformation can be instrumented at this point to enable exploration of

large design space in which baseline and alternative architectures are sampled for

response to various workloads of interest. Thus, to fully support a top-to-bottom

design process initiated by the activity diagram would require integration in MS4

Me that also supports semi-automated development of SES and DNL files that then

merge with those of other DEVS models. Research is needed to understand whether

and how activity diagram specification can be extended to enable such generation

of SES and DNL documents to increase model reusability.

5. Summary and Conclusions

Having reviewed DEVS in the context of MBSE, we discussed the application

of DEVS methodology to MBSE. We discussed homomorphic implementation of

DEVS-like systems including the hierarchy of system specification morphisms and

an application to the design of simulation systems for “as-is” software. We then

focused on DEVS-based capabilities and tools for MBSE with discussion of support

of an envisioned MBSE life cycle with DEVS top-to-bottom MBSE capability. As

an example, we discussed a mapping of activity diagrams into executable activity-

based DEVS models implemented in the MS4 Me environment. The result was

further elaborated into a family of architectural variants using the System Entity

Structure. Integrating the activity modeling with the elaborations supported by the

latter concepts and tools remains for continued development to achieve.
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Abstract

When Discrete Event System Specification (DEVS) is used as a modeling tool, there
is a semantic gap between a DEVS model and the mathematical representation, which
may result in understanding difficulties. To provide a more intuitive form of modeling,
XDEVS expands the concept of states in DEVS. The continuous state is introduced
in XDEVS, which enhances the ability to model hybrid systems. Based on the DEVS
simulation framework, a simulation engine is developed to drive the XDEVS model
safely and efficiently and avoid the wrong location of state events during the simulation
of the continuous model. A hybrid model is constructed and simulated using XDEVS.
A comparison between the XDEVS model and models described by DEV&DESS and
GDEVS shows that XDEVS can clearly express the structure of the model and reduce
the burden on modelers.

1. Introduction

With the development of computer science and technology, modeling and simulation

have been used in many complex systems such as manufacturing, healthcare, trans-

portation, and military exercise. The Discrete Event System Specification (DEVS)1

is one of the most widely used discrete system simulation frameworks. Other for-

malisms (such as differential equation system specification (DESS)) can be unified

into DEVS under its formalism framework.

DEVS can model a continuous system by unifying it into discrete event simula-

tion frameworks, such as DEV&DESS.2 In this way, however, the generated model

is more difficult to understand than a mathematical model. Hybrid system model-

ing and simulation theories have been developed based on DEVS. Giambiasi puts

†Corresponding author.
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46 K. Xie et al.

forward the general discrete event system specification (GDEVS) in Ref. 3. GDEVS

uses polynomials to model continuous models, which is more convenient than DEVS,

but at the expense of precision. In Refs. 4 and 5, PowerDEVS was built, which used

the quantized state systems (QSS)-based method to model and solve the continuous

part of the hybrid model. In Ref. 6, a way to divide the hybrid model into continuous

and discrete parts is proposed. The numerical integration algorithm is used to sim-

ulate the continuous part of the model. However, this method has specific technical

difficulties and is not easy to popularize in engineering. Later, in Ref. 7, Nutaro

proposed a tool to directly transform the continuous part of the model constructed

by Modelica into DEVS based on the above tearing method. This tool maps the

DAE model to the ADEVS using OpenModelica. Users can integrate and use the

transformed continuous model in ADEVS. However, this tool has a limitation to

the modeling of the Modelica model. Moreover, it uses two independent platforms,

which require modelers to have considerable knowledge to complete the modeling

task.

Aiming at the above problems, a state-based XDEVS modeling specification

is proposed in this paper. XDEVS extends the concept of the continuous state in

DEVS and puts forward the definition, which can realize more intuitive modeling

of hybrid models. XDEVS is the discrete-event modeling specification of complex

system modeling language, X language.8 In the literature,9–11 the supporting tech-

nologies of the X language have been developed. Details about X language will be

introduced in Chapter 5.

The rest of the paper is composed as follows: Section 2 introduces the XDEVS

specification and its background. Section 3 introduces the simulation of XDEVS

models. Section 4 presents a modeling case. Section 5 ends with the summary and

future work.

2. XDEVS Specification

2.1. DEVS

XDEVS is built based on the DEVS specification, which includes two classes of

models: Atomic models and Couple models. A couple model defines the connection

and hierarchy of the system, and an atomic model defines the function of the model.1

An atomic model can be defined as follows:

AM = 〈X,Y, S, δext, δint, λ, ta〉, (2.1)

where

X : set of input values,

Y : set of output values,

S : set of states,
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XDEVS: A hybrid system modeling framework 47

δext : Q×X → S is the external transition function,

Q = {(s, e) | sεS, 0 ≤ e ≤ ta(s)},
δint : S → S is the internal transition function,

λ : S → Y is the output function,

ta : S → R
+
0,∞ is the time advance function.

In atomic models, internal interfaces, external interfaces, and states formed the

static structure of the model. The external state functions, internal transition func-

tions, output functions, and forward time functions define the dynamic behavior

of the model. The duration of each state is defined in the function. Suppose the

external transition function is not triggered within the period. In that case, the

corresponding behavior of the state in the internal transition function is triggered,

and the next state of the model is calculated. Meanwhile, the λ function is activated

to produce the output. External state functions define the system’s behavior when

it receives the corresponding external inputs.

The duration of the model state is defined in the function. The external func-

tion defines the model’s behavior when it receives external inputs. The internal

function defines the behavior of the model when the state duration ends, while the

function defines the output of the model when the internal event occurs.

A couple model can be defined as follows:

CM = 〈X,Y,D,Md | dεD,EIC, EOC, IC, Select〉, (2.2)

where

X = {(p, v)|p ∈ IPorts, υ ∈ Xp} : set of input ports and values,

Y = {(p, v)|p ∈ OPorts, υ ∈ Yp} : set of output ports and values,

D : set of the component names.

Component requirements for each dεD

Md is a discrete atomic model or a continuous model.

With Xd = (p, v)|p ∈ IPortsd, υ ∈ Xp,

Yd = (p, v)|p ∈ OPortsd, υ ∈ Yp.

Coupling requirements

External input coupling connects external inputs to component inputs:

EIC ⊆ {((N, ipN), (d, ipd)) | ipN ∈ IPorts, d ∈ D, ipd ∈ IPortsd}.
External output coupling connects component outputs to external outputs:

EOC ⊆ {((d, opd), (N, opN)) | opN ∈ OPorts, d ∈ D, opd ∈ OPortsd}.
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48 K. Xie et al.

An internal coupling connects component outputs to component inputs:

IC ⊆ {((a, opa), (b, ipb)) | a, b ∈ D, opa ∈ OPortsa, ipb ∈ IPortsb}.
The input interfaces, output interfaces, the set of models, and the connections in

a couple model define the static structure of the model. Of the three classes of cou-

pling connects, the IC defines the interoperation between internal components; the

EIC establishes the interaction of external interfaces with its internal components;

and the EOC defines the outward output of internal components.

2.2. XDEVS

DEVS specification clearly defined the system’s architecture, but as a modeling

specification, the differences between a DEVS model and a mathematical model

bring a semantic gap, which leads to difficulties in understanding. In DEVS, the

state is a part of the atomic model’s definition. However, its various attributes are

divided into multiple functions and put in different places, as shown in Fig. 1. In

this way, DEVS realizes the consistency of the simulation framework and system

structure but loses the intuitiveness of the model description, which will make the

model difficult to understand.

To enhance the intuitiveness of modeling, in XDEVS, the state exists as an

independent element. The state’s behavior (internal event behavior and external

event behavior) and duration will be directly defined in it.

In XDEVS, a state can be defined using the following formula:

State = 〈Δext,Δint,λ, ta, f〉, where

Δext : Set of external function;

Δint,λ : Set of internal function and corresponding output;

Fig. 1. Comparison of the two design patterns.
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ta : The duration of state;

f : The behavior during the duration of a state (2.3)

Δext represents a set of external events. That is, the response of the system to

various external events, which may be received when the system is in this state,

means a collection of internal affairs and their corresponding outputs; ta defines

the duration of the state; and f defines the behavior of the system during the time

of the state.

In addition, XDEVS expands the definition of the state. The state definition in

DEVS is the stage where the state variable remains unchanged. This definition has

encountered difficulties in describing a continuous system. Because in a continuous

approach, the state variable remains constant for only a one-time step. Or simi-

lar to QSS, the state variable remains constant until it changes by more than one

quantum. This modeling method is more difficult to understand than the commonly

used differential equations for continuous models. The problem is that the require-

ments of modeling and simulation are inconsistent. That is, DEVS’ way of modeling

is more based on simulation requirements, with the hope that the model will be

similar to its mathematical model. To overcome this inconsistency, in XDEVS, the

state is redefined as follows:

Definition 1. The state is a stage in which the state variable remains unchanged

or subject to consistent constraints.

The state’s definition is similar to Newton’s static law: An object perseveres in

its state of rest or uniform motion in a right line. Therefore, the description of the

continuous state is introduced in XDEVS, as shown in Definition 2:

Definition 2. The system’s continuous state is the state that the state variables

of the system change with the given constraints. The continuous state ends when

an event (internal or external) is triggered.

The constraints in Definition 2 are mathematical models of the system’s behav-

ior, usually algebraic differential equations in continuous systems. In addition, the

internal events that lead to the end of the continuous state are more extensive than

those defined in DEVS. The internal events in DEVS occur when the duration of

the system state ends, that is, time events. However, the state variable can change

over time when in a continuous state. So not only does the state ends when the

time condition is met, but when the state variable meets a specific condition, it can

also trigger an internal event. This kind of event is called a state event. Because

the state event is also triggered internally by the model, in XDEVS, it is classified

as internal events.

By introducing the definition of a continuous state, a description of a hybrid

model is presented in XDEVS.

Definition 3. A hybrid model is a model that includes both the continuous state

and discrete state.
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3. Simulation of XDEVS Models

3.1. Simulation of DEVS models

XDEVS’s simulator is based on the DEVS simulator. The DEVS simulator can

efficiently simulate a complex multilevel model.1

In the DEVS simulator, a coupled model can be simulated by the following

steps:

(1) The top layer of the coupled model triggers the event. There are two kinds of

events. One is the internal events triggered by its internal atomic model. The

other is the external event triggered by the model, which receives the external

input. Let us call the model that triggers the event D. Let T denote the time

at which the event will occur.

(2) Then, the DEVS simulator advances the simulation time to T and executes the

atomic model triggered by events (external events and internal events).

(3) If an internal event occurs in D, the DEVS simulator will calculate the output

generated by the event and send the output result to the target models. And

if an external event occurs in D, the DEVS simulator will execute the model’s

external event function.

(4) Check whether the simulation is finished. If not, return to the first step.

Zeigler et al. have implemented the hierarchical control algorithm with DEVS

in the literature.1 The hierarchy corresponding to the algorithm is shown in Fig. 2.

It can be seen that the DEVS simulator and DEVS models are all hierarchical. The

couple model corresponds to a Coordinator in the DEVS model, and the atomic

model corresponds to a Simulator. The Simulator schedules internal and external

events of its corresponding atomic model, and the Coordinator manages events of

all its submodels. At the top level of the DEVS simulator, a root coordinator is

defined to organize the event progression of the entire simulation system.

3.2. Simulation engine for XDEVS

To simulate the XDEVS model, based on the DEVS simulator,1 we built the

XDEVS simulator. In the XDEVS simulator, a coupled model can be simulated

by the following steps:

(1) The top layer of the coupled model triggers the event. There are two kinds of

events. One is the internal events triggered by its internal atomic model. The

other is the external event triggered by the model, which receives the external

input. Let us call the model that triggers the event D. Let T denote the time

at which the event will occur.

(2) Then, the DEVS simulator advances the simulation time to T and executes the

atomic model triggered by events (external events and internal events).

(3) Remember the atomic model set that triggered internal events as D′. For each
atomic model in D′, the XDEVS simulator will find out the current state and

then execute the events to get the output and the next state of the model. If
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Fig. 2. DEVS hierarchical model and simulation scheme time.

the next state of the atomic model is continuous (denoted as Scontinue), the

duration of the state defined in Scontinue or the constraint equation of state

variables will be solved and sent to the XDEVS simulator.

(4) If an internal event occurs in D, the XDEVS simulator will calculate the output

generated by the event and send the output result to the target models. And

if an external event occurs in D, the DEVS simulator will execute the model’s

external event function.

(5) Check whether the simulation is finished. If not, return to the first step.

The XDEVS simulator adds a step compared to DEVS. In step 3, the state

is used to perform the behavior that is performed in the atomic model in DEVS.

The hierarchy corresponding to the algorithm is shown in Fig. 3. It can be seen

that in addition to the couple model corresponding to the coordinator and the

atomic model corresponding to the simulator in DEVS, the corresponding state

and Solver are added in the XDEVS simulator. For the ordinary state, the Solver

provides the state duration, internal event function, and external event function

to the Simulator. For the continuous state, the Solver also provides the solution

function and root location function of the state constraint equation except those

provided in the ordinary state.

Based on the simulation engine for XDEVS simulator, a simulation engine (a

software tool) for XDEVS was developed with C++, and its class diagram is shown

in Fig. 4. As shown in Fig. 4, in the XDEVS simulation engine, the continuous state

exists as a particular state, and the solution of the constraint equation defined in

the continuous state is completed in the simulation process. In this way, we can

integrate most of the equation solving software tools into the XDEVS engine. In

the engine, the solution of the constraint equation in the continuous state is provided

by GNU Scientific Library (GSL). The state event location algorithm used in the

engine is the binary location algorithm.
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Fig. 3. XDEVS hierarchical model and simulation scheme.

Fig. 4. Class diagram of the XDEVS simulator.

In the XDEVS simulation engine, the Solver uses the equation solving tool and

state event location algorithm to simulate the continuous state. This method is easy

to use, but as Ref. 7 says, any root-finding algorithm will cause the wrong location

of the state event due to the error tolerance P . The error location of the state event

in XDEVS is shown in Fig. 5. At t0, atomic1 is in continuous state2. Due to the

error tolerance, the root function incorrectly locates the time of the state event

as t1, but the actual state event occurs at t0. At the same time, atomic2 sends

an external event to atomic1 at t0. atomic1 should trigger both the state event

and the external event at t0. However, due to the incorrect positioning of the state
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Fig. 5. State event incorrect location.

event, atomic1 could not trigger its internal event at t0, which causes its output

to atomic3 to be canceled and finally leads to a wrong event trigger chain. By this

example, it can be seen that a false state event location will cause the model to

shift to the incorrect event trigger chain. Under extreme conditions, a wrong state

event location will let all models in the simulation system miss an event.

This result is caused by the existence of error tolerance P . Suppose the time

of the calculated state event is tδ1, and the actual time of the system event is tδ.

This means that at tδ1 and tδ, the zero-crossing function has Z(tδ, x, w) = 0 and

|Z(tδ1, x, w)| < P . Assuming that, it means a difference tδ1 − tδ between the exact

time of the state event and the calculation result. If the atomic model receives an

external input, the model should trigger parallel events. But due to the calculation

errors, it can only trigger external events and ignore the internal events, leading to

errors in model state transitions.

To avoid these errors, we need to test whether the value of the zero-crossing

function is consistent at two-time points (e is the state duration when the state

event is triggered). The test is that the zero-crossing function has been evaluated

after the state event calculation. It only needs to detect zero-cross and determine

whether there is a state event. That is, when Z(t0, x, w)! = Z(t0+e, x, w), a state

event will occur during this period.

After solving the detection problem, the overall execution flow of the engine

still needs to be changed. Because in the execution flow, the output of all the

models that execute the internal transfer in the system will be sent to the target

through the coupling relationship. This means that once a state event has been

located incorrectly, the events triggered at the current moment in the engine are

all possibly be wrong. So, the engine needs to re-detect all models and find the

correct event. The model’s relocation algorithm is shown in Algorithm 1. The idea
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Algorithm 1. Re-location of state event

Input: activeModels

Output: reActivedModels

1: if loop ← false{repeat flag}
2: reActiveModels ← []

3: for model in activeModels do

4: missEvent ← model.testMissEvent(){Check if state

event was missed}
5: if missEvent then

6: if loop ← true

7: reActiveModels.append(model){Recollect the actived model}
8: end if

9: end for

10:

11: activeModels ← reActiveModels

12: reActiveModels ← []

13:

14: while if loop do

15: if loop ← false

16: for model in activeModels do

17: Regenerate output for model and sent it

18: end for

19:

20: for model in activeModels do

21: missEvent ← model.testMissEvent(){Check if state

event was missed}
22: if missEvent then

23: if loop ← true

24: reActiveModels.append(model){Recollect the actived model}
25: end if

26: end for

27: end for

28:

is to perform loop detection on all models in the simulator until there are no more

incorrect state event locations.

4. Case Study

In this section, we will verify the modeling capabilities of XDEVS for hybrid models

through the vehicle cruise model that is derived from an example in Ref. 12.
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Fig. 6. Car cruising model.

4.1. Model description

In this model, the car is controlled by an automatic cruise model. As

shown in Fig. 6, the automatic cruise model includes five states. They are

acceleration, cruise, follow, brake, and send. The send state is responsible for ship-

ping the system control signal to the power system; The acceleration state acceler-

ates the vehicle after the vehicle has started. After the car speed reaches the rated

value, it turns the cruise state and travels at the cruising speed. And finally, if the

distance between the car and the car in front is less than the set safety value, it

will turn to the follow state and control the vehicle to keep the same speed with

the vehicle in front. In case of emergency, the distance from the front car is less

than the minimum safe distance. The car will enter the brake state for emergency

braking until the distance from the front vehicle is restored to normal. The car’s

engine is controlled by the cruise system and consists of two states: idle and work,

in which the engine provides power to the vehicle.

To highlight the advantages of XDEVS for hybrid system modeling, we will

introduce XDEVS mainly through the power system. XDEVS can describe the

power system as follows:

XDEVSpower = 〈X,Y, S,Q〉, where

X = {Ud}, where Ud ∈ R

Y = {Vd, Xd}, where Vd, Xd ∈ R

S = {idle,work} × Vd ×Xd, where Vd, Xd ∈ R

Q = v × x, where v, x ∈ R.

(4.1)

The state idle and work can be, respectively, described as follows:

Stateidle = 〈Δext,Δint,λ, ta, f〉, where

Δext(Ud) = (work, Vd, Xd)
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Δint,λ = {}
ta = infinite

f = {} (4.2)

Statework = 〈Δext,Δint,λ, ta, f〉, where

Δext(Ud) =

{
(idle, Vd, Xd) when Ud < 0

(work, Vd, Xd) when Ud ≥ 0

Δint,λ = (work, v, x)

ta = 0.01 s

f =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

dx

dt
= v

1000 · dv
dt

+ 5v · abs(v) = −5000 · tau.
(4.3)

However, when DEV&DESS represent the same model, the entire model requires

two submodels. The first is the DEVS model that is responsible for controlling the

state.

DEVSpower = 〈X,Y, S, δext, δint, λ, ta〉, where

X = {Ud}, where Ud ∈ R

Y = {Vd, Xd}, where Vd, Xd ∈ R

Δext(idle, Ud, e) = (work, (Vd, Xd), e)

Δext(idle, Ud, e) =

{
(idle, (Vd, Xd), e) when Ud < 0

(work, (Vd, Xd), e) when Ud ≥ 0

Δint(work) = work

λ(work) = (v, x)

ta(idle) = infinite

ta(work) = 0.01 s.

(4.4)

Then, the differential equation of the power system needs to be solved using the

DESS model.

DESS = (X,Y,Q, f, λ), where

X = {Ud}, where Ud ∈ R

Y = {Vd, Xd}, where Vd, Xd ∈ R
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Q = {v, x}, where v, x ∈ R

f =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

dx

dt
= v, xnew = x+

dx

dt
·Δt

dv

dt
= 5Ud − 0.005v · abs(v), vnew = v +

dv

dt
·Δt

λ = {Vd = v,Xd = x}. (4.5)

Finally, the two are coupled together to form a car engine model through a coupling

model.

In addition to DEV&DESS, we also used GDEVS13 to describe the model.

GDEVS uses a segmented approach to construct the hybrid model, a commonly

used DEVS hybrid modeling method.

When constructing the model with GDEVS, it is necessary to divide it into

segments. In the automobile model, segments are divided once for every 0.1m/s

change of the automobile speed, and the differential equation of the POWER model

can be modeled as follows:

GDEVSintegration = (X,Y, S, δint, δext, λ,D,Coeff), where

X = {in}, where in ∈ {true, false}
Y = {sigm, u, v}, where sigm ∈ R

S = {work, send}
D = 1

Coef = {(av, bv), (ax, bx)}
Δint(send, {(av, bv), (ax, bx)}, x, v)

=

{
sigm = 0.1/av

(work, {(av, bv), (ax, bx)}, x, v)
Δext(work, {(av, bv), (ax, bx)}, x, v, in, e)

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
if(in = true)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
bx = x, ax = v, x = bx + ax · e
bv = v, av = 5Ud − 0.005v · abs(v), v = bv + av · e
(send, {(av, bv), (ax, bx)}, x, v)

if(in = false)(work, {(av, bv), (ax, bx)}, x, v)
λ(work) = (sigm, u, v)

ta(work) = infinite

ta(send) = 0 (4.6)
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Then, just like DEV&DESS, the differential equation solving model constructed by

GDEVS also needs an additional atomic model to control its state so that it can

genuinely meet the interface of the power model. The control model is modeled as

follows:

GDEVSpower = 〈X,Y, S, δext, δint, λ, ta〉, where

X = {Ud, sigm}, where Ud ∈ R

Y = {Vd, Xd,Out}, where Vd, Xd ∈ R

S = {idle,work}
Δext(send, Ud, e) = (work, (Vd, Xd,Out), e)

Δext(idle, Ud, e) =

{
(idle, (Vd, Xd,Out), e) when Ud < 0

(work, (Vd, Xd,Out), e) when Ud ≥ 0

Δint(work) = work

λ(work) = (v, x,Out)

ta(idle) = infinite

ta(work) = sigm.

(4.7)

The two models are connected through port pair (power. in, integration. out)

and (integration. sigm, power. sigm). The integration model is controlled by the

POWER model for the integral calculation to obtain the speed and position of the

car at this time.

4.2. XDEVS simulation result

We have constructed a car cruise model using the above car model consisting of five

cars. The initial positions of the five vehicles in the model are 0, 300, 600, 900, and

1200. The expected speeds of 100, 65, 60, 50, and 25km/h are assigned. All other

cars start the simulation at the expected speed except for the first car. With the

XDEVS simulation engine, the results can be obtained (shown in Figs. 7 and 8).

It can be seen from the simulation results that all vehicles finally maintained a

speed of 25 km/h and cruised at an interval of 100m after the adjustment of the

control system.

4.3. Specification comparison

In this example, XDEVS only used an atomic model to complete the model’s

construction without changing the system’s original structure. But when using

DEV&DESS and GDEVS, it can be found that the structure of the constructed

model has changed. In DEV&DESS, the power model is only responsible for con-

trol, and the actual system behavior needs to be executed in the DESS models. In

this way, there is a difference between the simulation structure of the model and

its mathematical model, and the intuitiveness of model representation is lost. Simi-

larly, GDEVS has a similar problem in building a hybrid model that requires using
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Fig. 7. Positions of cars in a platoon.

Fig. 8. Velocity of cars in a platoon.

two atomic models simultaneously, one as an integrator and the other to control

the integration behavior.

It can be seen from the simulation result that the built XDEVS model can be

simulated in the XDEVS simulation engine by C++ programs. By introducing high-

precision equation-solving software tools, the engine can solve the hybrid model

with high precision. But this approach will also trigger more additional events in

simulation, thus reducing the simulation efficiency.

In the XDEVS work pattern, the modeler can focus on modeling during the

modeling phase, and then, the programmer can write the program simulated in the

XDEVS simulator. Compared to GDEVS and DEV&DESS, which combine mod-

eling and simulation, this decoupled pattern can effectively improve the efficiency

of modeling tools when building large and complex models.
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5. Conclusions

For the problem of hybrid system modeling, this paper proposes an XDEVS hybrid

modeling framework based on DEVS. New elements are added to enhance the capa-

bility of state description in DEVS. The concept of the continuous state is intro-

duced to simplify the hybrid model structure.

By comparing the construction of a vehicle cruise model with DEV&DESS and

GDEVS, it can be found that a model can be constructed with XDEVS in a form

closer to the mathematical formalism. XDEVS emphasizes more on model expres-

sion and has the ability of simulating a hybrid model.

As a modeling specification, the XDEVS model currently requires programmers

to program the XDEVS model into the XDEVS simulation engine with C++. This

design process introduces efficient modeling and a simulation work pattern, making

XDEVS suitable for complex models. But this work pattern also leads to the need

for an XDEVS model building platform and programmers to write the built models

into simulation codes. In addition, the high-precision equation solving software tool

introduced in the XDEVS simulation engine can provide high-precision solutions

for the model, but it will also trigger too many additional events in the simulation,

reducing the simulation efficiency.

In the future, a more powerful software platform to support XDEVS modeling

and simulation is needed. Together with the platform, model libraries of different

industrials and supporting tools, such as VV&A tools, analysis tools, and visual-

ization tools, should be developed. A ecosystem based on X language is important

to embody the values of MSBSE.
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Abstract

Modeling and simulation are now leading the way in supporting analysis and develop-
ment of system of systems. At present, to support the unified modeling formalism and
dynamic simulation for different domain specific models across MBSE process, system
modeling languages (such as SysML) are often required to cooperate with multi-physics
modeling languages and simulation platforms (such as Modelica, Simulink), which makes
it challenging to ensure the true unity of the whole system models, the consistency
between the various system layers and the traceability of the modeling and simulation
processes. In response to the above problems, this paper develops a new integrated intel-
ligent modeling and simulation language, which can uniformly describe the system-level
architecture and physical behavior models as a whole. On this basis, models can be simu-
lated directly to support system verification for MBSE. Compiler and simulation engine
are developed to enable X language to support the simulation of continuous, discrete
event and agent models. Finally, an intelligent car system is taken as a case to verify
the modeling and simulation capabilities of X language.

1. Introduction

In recent years, Model-based Systems Engineering (MBSE) has become an essential

means to support the development of complex systems, especially system of systems

(SoS).1–3 Taking complex products as an example, MBSE transforms the traditional

research and development (R&D) method based on documents and physical models

into a model-driven R&D method. This formal description method renders MBSE

reusable, unambiguous, intelligible, and easy to spread. MBSE employs Systems

‖Corresponding authors. zhanglin@buaa.edu.cn, yefei@buaa.edu.cn, zy1903114@buaa.edu.cn,
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xs zhang@126.com, jimi chen@163.com, lintingyu2003@foxmail.com, czhen@buaa.edu.cn
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Modeling Language (SysML) to realize the model-based integrated management

and optimization of the whole product development process.4 Since a SysML model

cannot be directly simulated, it is necessary to use other simulation methods to

verify the correctness and completeness.

One of the mainstream approaches is to uniformly describe system components

of different domains based on a unified modeling language to achieve seamless inte-

gration and data exchange of multi-domain models.5 For complex products that

incorporate mechanical, electrical, hydraulic, and control engineering, the require-

ment description and architecture design are first conducted based on systemmodel-

ing languages (such as SysML, IDEF, etc.). Then the physical models are developed

and integrated in accordance with the physical modeling languages (such as Mod-

elica, etc.) and the integration standards (FMI, HLA, etc.). Finally, different stages

of product development are uniformly managed through mappings and transforma-

tions between the system models and the physical models for full system modeling

and simulation.

However, due to the disconnection between the system modeling languages and

the physical domain simulation languages, the connection needs to be realized

through a transformation. Therefore, this approach falls behind in ensuring the

consistency and traceability of the whole system modeling and simulation process.

Worse still, this method lacks the ability of intelligent modeling and simulation,

which is of vital importance for intelligent actions in development processes and/or

intelligent functions of complex products.

Thus, this paper develops a new integrated intelligent modeling and simulation

language, which can uniformly describe the system-level architecture and physical

behavior models as a whole. On this basis, models can be simulated directly to

support system verification for MBSE. At the system modeling level, six parts of

the definition, requirement, connection, equation, action, and state machine are

designed based on the object-oriented approach to represent the architecture and

behavior.6 At the level of simulation and verification, the continuous, discrete event,

and agent models are incorporated into the couple models of DEVS (Discrete Event

System Specification).7 A specific tool XLab is developed to realize the modeling

and simulation of the whole system.

The remainder of this paper is organized as follows. Section 2 presents related

work from the perspective of system modeling, physical modeling, agent modeling,

as well as the integration of system design and verification. In Section 3, we elab-

orate on the overall structure of X language, including the hierarchical structure

of X language, the correspondence between graphics and text, and the design of

X language classes. Section 4 gives an introduction to the essential elements and

grammatical structure of X language, mainly in the form of classes. In Section 5, we

introduce the compiler of X language. In Section 6, we demonstrate the modeling

and simulation capabilities of X language using an intelligent car system. Finally,

we summarize this paper and briefly outline the further research work.
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2. Related Work

When it comes to system modeling, typical practices include, to cite but a few,

the modeling methods based on the DEVS, system modeling methods based on the

SysML language, multidisciplinary unified modeling methods based on the Mod-

elica language, Bond diagram-based system dynamic structure modeling method,

European simulation language (ESL)-based software and hardware coordination

modeling method, Dymola language-based system dynamics modeling method,

and high-level architecture (HLA)-based distributed simulation system modeling

method. These languages and methods have been studied and applied to varying

degrees in industry and academia.

2.1. System modeling language

Before the advent of SysML, many modeling languages and tools were used in

systems engineering, such as IDEF, N2 diagrams, behavior diagrams, etc. These

modeling languages employed different symbols and semantics, which cannot be

interoperated and reused, thus restricting the effective communication between sys-

tems engineers and those of other disciplines on system requirements and design,

and affecting the quality and efficiency of systems engineering. To meet the actual

needs of systems engineering, the INCOSE International Council of Systems Engi-

neering) and the OMG (Object Management Organization) decided to propose a

new system modeling language — SysML on the basis of reusing and extending

a subset of UML 2.0 as a standard modeling language for systems engineering.5

SysML supports the specification, analysis, design, verification, and validation of a

broad range of complex systems. These systems may include hardware, software,

information, processes, personnel, and facilities.8 It supports multiple structured

and object-oriented methods and multiple procedures. However, native SysMLmod-

els are static and cannot be directly used to verify the correctness and completeness.

Thus, the SysML models should be transformed into domain-specific models, such

as Modelica models.9 There has been a lot of work in this direction.10–15

Generally, for systems with different characteristics, the types of SysML dia-

grams adopted are also different. Literature16 proposes a method of using SysML

parameter diagrams to describe the behavior of continuous systems. Literature12

and17 elaborate on the description of discrete event systems based on SysML action,

sequence, or state machine diagrams. Although SysML models can be extracted and

used by the transformation methods, system engineers have to add a large number of

simulation codes, especially those related to system behavior, to obtain executable

simulation models, which is a tedious process and not very versatile.18

2.2. Physical property modeling language

A complex system generally contains different domains, such as mechanics, electron-

ics, control, hydraulics, and pneumatics. As a result, the cost is surging to verify
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and optimize characteristics of a complex system through physical experiments,

and modeling and simulation of multiple domain physical properties prove to be a

more efficient way.

For modeling and simulation of physical systems in a single domain, traditional

software generally establishes system state equations for a single energy domain

based on fundamental physical laws (such as Newton’s laws of mechanics, Kirch-

hoff’s laws, etc.), solves the equations through computer programming and finally

obtains the system response characteristics. According to the known mathematical

models, the typical software, such as Matlab and Simulink of MathWorks, is formed

on the block diagram modeling methods. Other software such as Power DEVS and

Modelica also employs similar modeling methods.

Although most simple systems can be simulated by the above methods of a sin-

gle domain, the actual engineering systems often incorporate the couple of multiple

energy forms, such as mechanical, electromagnetic, hydraulic, and chemical energy.

In this case, only interface-based co-simulation is feasible. It is difficult to obtain a

mathematical model of a multi-domain system using a single-domain method or to

realize the automatic generation and simulation analysis of the model in a unified

form on the computer. To address this problem, in 1961, Professor Herry Paynter

of the Massachusetts Institute of Technology, from the viewpoint of energy system

dynamics, proposed a theoretical framework for a unified modeling method of sys-

tem dynamics suitable for the coexistence of multiple energy domains.19 It lays the

foundation for dynamic analysis, modeling, and simulation of multi-energy domain

couple systems. Since then, various bond graph technologies have been proposed

for modeling and simulation applications of different systems.20

The modeling method based on bond graphs can solve the modeling problems

of multi-domain physical systems; however, the construction of model details based

on graphs is not convenient enough. In 1997, the theoretical framework of energy

conservation based on the bond graph and the equation-based Modelica language

was proposed to support object-oriented modeling, declarative modeling, non-causal

modeling, and multi-domain unified modeling as well as modeling of hybrid, i.e.,

both continuous and discrete, systems.21 TheModelica language has then risen to be

the mainstream language for multi-domain physical system modeling due to its high

model reusability, ease of use, no symbol processing, and many other advantages.

At the same time, the system standard library of Modelica language also provides

essential components and typical system models in many fields, including electricity,

fluids, thermodynamics, machinery, etc.,22 which offers great convenience in model

development and simulation of physical systems.

Despite the fact that Modelica is able to model and simulate hybrid mod-

els, the equation-based language characteristics make it inept to support discrete

event simulation well, resulting in to inconvenient description and low simula-

tion efficiency.23–25 Therefore, the application of Modelica lies more suitable in

multi-domain physical system modeling rather than in modeling large-scale dis-

crete systems.
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2.3. Intelligent extension of modeling languages

To meet the requirements of modeling intelligent activities and behaviors of com-

plex systems, modeling languages need to be extended with intelligent factors to

better describe the complex agent and neural network models and to strengthen the

capability in interaction, sensing, and learning. As an essential method to achieve

complex system modeling and simulation, agent-based models and multi-agent sys-

tems have seen ever-widening applications in the fields of simulation, artificial

intelligence, and control. In order to efficiently construct various agent models, some

modeling languages supporting agent models were proposed in different aspects.

As one of the most commonly used languages in modeling and simulation, Mod-

elica has also been applied in the research of agent models. However, due to the

insufficient support for discrete system modeling, it is not suitable for agent mod-

eling. Therefore, the research on agent modeling based on Modelica mainly focuses

on the support of third-party libraries. Bünning26 pointed out that native Model-

ica is unsuitable for modeling agents and built a third-party library for multi-agent

systems based on Modelica. Sanz27 designed the ABMlib library rfor the type,

behavior, communication, and environment of agents to improve the performance

of Modelica based on agent models. In addition, some studies focus on applying

Modelica to describe the continuous behavior or action of an agent rather than

modeling the agent or the overall system agent.28,29

SysML plays a vital role in the system-level model design. Some works revolve

around SysML to provide support for the construction of agent models. Sha30 intro-

duced the concept representation of agents with SysML, supported and verified the

early conceptual model of agents, and provided a case to demonstrate the method

proposed in the article. Literature31 proposed a set of dynamic modeling methods

based on SysML to establish agent models and emphasized the important influ-

ence of the environment, including the fact that the environment determines the

action and updates the parameters of agents. As a system-level language, SysML

can describe the event relationship among agents and can easily establish an agent

conceptual model. However, as the native SysML model is static, the simulation of

agent models needs to rely on third-party simulation tools. Besides, SysML is also

insufficient in describing the detailed behaviors and actions of agents, as well as

some specific multi-agent algorithms.

As a kind of discrete models, agents can be modeled and simulated by DEVS.

In the literature,32 a complex agent perception architecture is constructed based on

multiple types of atomic models with the BDI (Belief-Desire-Intention) model as its

component. However, the entire model is too bulky and redundant as many parts

are uncommon to most agent models. In addition, the BDI part in the paper is only

represented in the form of symbols rather than in the atomic model. Akplogan33

used the DEVS couple model to build a BDI agent model to solve the problem

of agent decision-making in agricultural applications and provided a specific appli-

cation to prove its feasibility of the overall architecture. From the perspective of
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multi-agents, Müller34 built a set of system models using DEVS and modified the

expression of the original DEVS atomic model to adapt to the multi-agent charac-

teristics. However, this method is not applicable when facing a single complex agent,

as the specification of DEVS is rudimentary compared with the agent models.

In summary, although several representative modeling languages may support

the construction of agent models and multi-agent systems, they only apply agent

models at the level of basic methods or integration with third-party libraries, lack-

ing the ability of autonomy. In other words, these languages themselves are not

designed for modeling multi-agent models, which can make intelligent and dynamic

decisions by reasoning and learning, so it is difficult to avoid problems such as poor

interpretability, poor algorithm representation, low autonomy, and low modeling

efficiency.

2.4. Integration of system modeling and simulation

SysML has the ability to describe the system model but cannot be directly used to

verify its correctness and completeness. Therefore, it needs to be transformed into

an executable one to make up for the deficiency, which is the common practice used

by current engineers and researchers.

Schamai et al.35,36 proposed a mapping method ModelicaML based on the UML

extension method for Modelica transformation. It uses state machine diagrams as

the carrier for hybrid modeling of discrete and continuous behavior and adds anno-

tations to state transformation to describe continuous behavior, thereby providing

a more complete solution for integrating design and simulation behavior. However,

this method lacks formal model expression. The description based on plain text

can not effectively express and manage models, and the parameter correspondence

between the state machine diagrams and structure models is not attained, which

makes ModelicaML unable to fully support all grammar standards of Modelica.

Gauthier et al.37 used the ATL (Atlas Transformation Language) to map a SysML

model to a Modelica model based on the SysML4Modelica extension package38

proposed by the OMG to verify the accuracy and completeness of a design model.

Compared with the QVT (Query/View/Transformation) mapping method applied

by OMG, Gauthier et al. have some innovations in the mapping method. However,

due to the incomplete definition of the SysML4Modelica extension package, the

description of the Modelica syntax is not perfect. Cao et al.39 proposed a unified

behavior model extension method based on SysML. This method is combined with

Matlab/Simulink to realize the automatic transformation between the design and

simulation models by establishing a supplementary simulation model. On the flip

side, this method is more focused on the simulation of the control system field and

is weak in supporting the multi-domain modeling and simulation of the physical

system, so it is not applicable to the simulation of complex systems engineering.

Li et al.40 developed a modeling language that supports modeling and simulation of

the continuous and discrete systems, providing parallel solutions for the simulation
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optimization problem, but not good at system-level modeling. Li et al.41 proposed

a SysML-based visualization model transformation method from the perspective

of a meta-model. They determined the transformation relationships between the

SysML source and Modelica target models by hierarchical instantiation modeling

of the transformation rule and transformation activity meta-model, thereby imple-

menting the dynamic transformation activities. Despite that, this method does

not extend SysML but establishes a mapping relationship with Modelica based on

the existing model elements of SysML. Therefore, the specific description of com-

plex products is insufficient, making the transformation between the two languages

incomplete. Zhou et al.42 constructed the SysML extension package M-Design for

Modelica based on the Modelica meta-models, and then defined the mapping rules

between the two according to the extended SysML and Modelica meta-models,

thus implementing the automatic transformation from the SysML design models

to Modelica simulation models. Even so, the extension package only defines the

basic meta-model of Modelica, and some advanced features escape the descrip-

tion. Besides, the ATL-based mapping method only implements the one-way model

transformation from SysML to Modelica and fails to implement the bidirectional

model transformation.

In addition, complex systems involve models in multiple domains. These models

use different formalisms, modeling languages, and tools to solve specific problems,

bringing significant challenges to consistency management. Different techniques

were proposed to alleviate the consistency problem in systems engineering studies.

MBSE tools like SCADE Architect can be directly integrated into SCADE Suite,

providing system and software teams with the same environment to synchronize

requirements, avoiding duplication and inconsistency.43 Herzig et al.44 presented

a conceptual basis for inconsistency management in MBSE that a model can be

represented by a graph and that inconsistencies manifest as subgraphs. To iden-

tify inconsistencies, graphs can be queried using partially defined graph patterns.

However, the authors did not provide proof of the technical viability and practi-

cability. Feldmann et al.45 introduced a conceptual approach based on semantic

web standards allowing for identifying inconsistencies in heterogeneous models and

demonstrating its technical viability. A possible disadvantage is that the evaluation

of the conceptual frame-work’s viability is preliminary since only a small system was

used as a demonstration case. Jongeling et al.46 proposed the idea of extending the

OpenMBEE platform to include code as a view. They believe that this extension

will allow simple structural consistency checks between the SysML system model

and C/C++ code and provide engineers and managers with insight into model-

code consistency. Berriche et al.47 proposed a model synchronization approach to

actively check for model consistency in a continuous way during the multidisci-

plinary design process. However, this method has some limitations: the model syn-

chronization method is only applicable to structural and hierarchical models. In

addition, the classification and resolution of differences is a manual process that

relies on the activities of the project manager.
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In summary, the existing modeling languages are mainly aimed at a specific

part of modeling and simulation. They lack the ability of full-process (the entire

lifecycle) collaborative design and verification. Although the integration of system

design and verification can realize the unified management of different stages during

product development, it is still achieved through the mapping and transformation

between languages. It may be effortless to deal with a single domain model but

challenging to support the modeling and simulation of complex systems that contain

the continuous, discrete event and intelligent properties.

3. Overall Structure of X Language

As can be seen from above, the existing modeling languages cannot achieve full

system modeling and simulation. Aiming at this problem, this paper proposes a

new integrated intelligent modeling and simulation language-X language. As shown

in Figure 1, at the level of system modeling, six parts of the definition, requirement,

connection, equation, action, and state machine are designed to represent structure

and behavior. At the model construction and simulation level, the continuous, dis-

crete event, and agent models are regarded as part of the couple model of DEVS,

which supports the simulation verification of physical behavior. Based on the design,

X language is endowed with the capabilities to: 1) support two modeling forms of

graphics and text, and based on XLab, the two forms of models can be converted

to each other. 2) support system-level architecture and physical behavior modeling

and simulation verification. 3) support modeling for various complex agent models,

Fig. 1. Hierarchy of X language
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including agent learning, communication, and multi-agent parallel simulation. 4)

support continuous, discrete event, and hybrid simulation.

X language is a modeling language that supports model-based systems engineer-

ing. As shown in Figure 2, from the perspective of modeling process, it includes two

modeling forms of graphics and text, as well as an engine for simulation. As for lan-

guage elements, there are structural elements, behavioral elements, and other essen-

tial elements. Figure 3 shows the one-to-one correspondence between the graphic

and textual forms of X language and its six types of diagrams: definition diagram,

requirement diagram, connection diagram, state machine diagram, equation dia-

gram, and action diagram. Each diagram corresponds to the language text and

exists as a part of the class. Therefore, a single part can only describe an aspect of

the class rather than the complete one. That is, a class is a collection of contents

described by multiple parts.

The six parts of X language have their respective focuses. The definition part

and the connection part define the system model from the system structure level,

explaining which components the system contains and the connection relationships

among them. The requirement class is defined for requirement description, analysis,

and tracking. Modelers generally use a variety of relationships to establish the

trace-ability between requirements, and the traceability from requirements to the

structure and behavior of the system models.

Fig. 2. Design process and elements of X language
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Fig. 3. Correspondence between graphical and textual syntax of X language

The equation part, action part, and state machine part describe the system

behavior from the perspective of the mathematical equation, assignment process,

and state machine, respectively. Different modeling elements are selected depending

on the characteristics of the model; for example, continuous models can be modeled

by equations, while discrete models by state machines. Therefore, different forms are

required to describe the behavior of different types of system models or components.

On this basis, the restricted classes of X language are classified: the continuous class

is used to describe continuous multi-domain physical systems, the discrete class

describes discrete systems, and the agent class describes agent systems.

X language supports model-based systems engineering and has the ability to

verify the entire process of system design. The models built in either graphics or text

can be directly translated into executable DEVS codes via the compiler. X language

simulation engine is a multi-domain engine designed based on XDEVS (introduced

in Chapter 4), which can support cross-domain modeling in multiple domains of

continuous, discrete events, and agents. The results obtained by the simulation can

be directly fed back to the engineer to realize the functional verification of the

system design.
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4. Essential Elements and Grammatical Structure of X Language

Class is the basic unit of a model in X language, which can be further divided

into basic classes and restricted classes. The basic classes are modified by the key-

word class and applied to describe the structural and behavioral characteristics of

any entities. The restricted classes are mainly used to describe models of differ-

ent characteristics more accurately and improve the readability. They are modified

by specific keywords, including continuous, discrete, couple, agent, requirement,

record, function, and connector. The types and functions of the classes are shown

in Table 1.

X language provides two modeling forms: graphics and text. The concept of class

is for the entire language; that is, it is applicable to both text and graphic model

forms. Diagrams refer to the elements of the graphical models, including definition

diagram, requirement diagram, connection diagram, state machine diagram, equa-

tion diagram, and action diagram. Correspondingly, the text models also contain

6 parts, namely the definition part, requirement part, connection part, state part,

equation part, and action part. A class is often a combination of multiple compo-

nents, as shown in Table 2, which lists the components contained in each class.

The following content will specify the essential elements and grammatical struc-

ture of each class, and the extended BNF6 of each component is demonstrated in

Appendix A.

4.1. Continuous class

According to the behavior characteristics of models, they can be divided into con-

tinuous models, discrete models, and hybrid models. The continuous class is defined

for models with continuous behavior that constantly changes over time and can be

abstracted by mathematical equations. The structural properties of entities with

continuous behavior contain the definitions of parameters and their types, state

Table 1. Functions of X language classes

Types Functions

Class Supporting the description of any types of model entities
Continuous Supporting the description of model entities with continuous behavior
Discrete Supporting the description of model entities triggered by events
Agent Supporting the description of model entities with intelligent behavior
Couple Supporting the description of system-level model entities with multiple

components
Requirement Supporting the description, analysis and tracking of requirements
Record Supporting the description of complex data structures in various model

entities
Function Supporting the description of algorithms required for various model enti-

ties to solve procedural modeling
Connector Supporting the description of connectors that follow Kirchhoff’s law in

various model entities
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Table 2. Composition of the two forms of X language classes

Class Composition of diagrams Composition of text

Class Definition diagram, Requirement dia-
gram, connection diagram, equation
diagram, state machine diagram,
action diagram

Definition part, Requirement part,
connection part, equation part,
state machine part, action part

Continuous Definition diagram, equation diagram Definition part, equation part
Discrete Definition diagram, state machine dia-

gram
Definition part, state machine part

Agent Definition diagram, action diagram Definition part, action part
Requirement Requirement diagram Requirement part
Couple Definition diagram, connection dia-

gram
Definition part, connection part

Record Definition diagram Definition part
Function Definition diagram, action diagram Definition part, action part
Connector Definition diagram Definition part

Table 3. Definition of continuous class

Continuous Related properties of Descriptive objects of different
class continuous class properties

Definition diagram/ Parameter Definition of instantiation
Definition part parameters and their types

Value Definition of state variables
Port Definition of ports

Equation diagram/ Equation Definition of behavior described
Equation part based on mathematical equations

variables, and ports. At the same time, the behavior properties can be defined by

mathematical equations. Based on this, in graphics and text modeling, the continu-

ous class in X language describes the structural attributes by the definition diagram

and the definition part, and the behavior characteristics by the equation diagram

and the equation part, respectively. The details are shown in Table 3.

4.2. Discrete class

The discrete class is defined for discrete models. The behavior of discrete models

are triggered by events and can be regarded as an abstraction of a series of states.

The structural properties of discrete models generally include the definitions of the

parameters and their types, state variables, and ports. The behavior parameters

are defined based on the state machine theory. Accordingly, in graphics and text

modeling, the discrete class in X language describes the structural characteristics

by the definition diagram and the definition part, and the behavior characteristics

by the state machine diagram and the state machine part, respectively. The details

are presented in Table 4.
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Table 4. Definition of discrete class

Discrete Related properties of Descriptive objects of different
class discrete class properties

Definition diagram/ Parameter Definition of instantiation
Definition part parameters and their types

Value Definition of state variables
Port Definition of ports

State machine diagram/ State Definition of behavior based on
State machine part state machine description

Table 5. Definition of couple class

Couple Related properties of Descriptive objects of
class couple class different properties

Definition diagram/ Port Definition of ports
Definition part Part Definition of components

Connection diagram/ Connection Definition of the connection
Connection part relationship between components

4.3. Couple class

The couple class is defined to endow X language with the ability to describe cou-

ple models. Its principal function is to describe the components included in the

couple model and the connections among them. Based on this, the couple class

in X language adopts the definition diagram and the definition part to describe

the system composition, and the connection diagram and the connection part to

describe the component connection relationship, respectively. The details are shown

in Table 5.

4.4. Agent class

The agent class is defined for multi-agent models that emphasize more on the auton-

omy of agents, which can make intelligent and dynamic decisions by reasoning and

learning. The design of the agent class in X language follows the BDI architecture

and has been simplified. Among them, the most critical content is retained; that

is, goals guide the execution of plans. A series of content such as environmental

perception is left to users to define, thereby improving the extensibility of the lan-

guage. For modeling with the agent class, the entire structure can be divided into

two parts, the definition part and the action part. The former is used to initialize

the values of parameters and variables, as well as the declaration of functions and

plans. The latter is to control the execution of the plan and set the start and end

conditions of the agent simulation.

The architectural correspondence between the agent class and the BDI is illus-

trated in Figure 4. The left side is the architecture of the agent class, and the BDI
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Fig. 4. The architectural correspondence between the agent class and the BDI

Table 6. Definition of agent class

Agent Related properties of Descriptive objects of different
class agent class properties

Definition diagram/ Parameter Definition of instantiation
Definition part parameters and their types

Value Definition of state variables
Plan Definition of Agent behavior sequence

Action diagram/ Active Definition of plan execution logic
Action part

architecture is on the right. The plan corresponds to the intention part of the BDI

architecture. The content defined in the execution part is associated with the goal

part and the belief part is integrated into the entire process of interaction process

between the agent and the environment. On the basis of retaining the characteris-

tics of the original BDI architecture, the agent class is integrated with the syntax

and semantics of X language, giving X language intelligent characteristics.

The agent models generally contain the behavior of communication and inter-

action with other entities, the agent class in X language describes the structure

characteristics by the definition diagram and the definition part, and the behavior

characteristics by the action diagram and the action part, respectively. The details

are shown in Table 6.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



An integrated intelligent modeling 77

4.5. Requirement class

The requirement class is defined for requirement description, analysis, and track-

ing. It contains two parts, namely Requirement Attributes and TraceLink Types.

The former describes the relevant attributes of requirements to illustrate the inher-

ent characteristics of a specific requirement, such as ID, Name, Level, Type, etc.

The latter is used to manage links between requirements and requirements and

other modeling elements (including stakeholders, sources, and system development

elements), forming links for demand tracking, such as Compose, Satisfy, Verify, etc.

The details are shown in Table 7.

4.6. Record class

The record class is defined for models with different data types. Accordingly, the

record class in X language uses definition diagrams and definition parts to describe

the types of data contained in graphics and text modeling, as shown in Table 8.

Table 7. Definition of requirement class

Requirement Related properties of Descriptive objects of
class requirement class different properties

Requirement
diagram/
Require-
ment part

Requirement
Attributes48

Identifier Unique identifier of the requirement

Name Name of the requirement
Level Level of the requirement (Stakeholder/

System/Component)
Type Type of the requirement (General/Functional/

Non Functional/Physical/Design)
Risk Security level of the requirement (High/

Medium/Low)
Source Where the requirement originated from
Stakehodler Stakeholder who is in charge
Text Description text defined by the modeler

TraceLink
Types48

Compose Relates requirement to its parent requirement

Copy The same requirement that appears in a dif-
ferent level

Derive Relates requirement to its derived requirement
Refine Relates requirement to its refined requirement
Satisfy Relates requirement to the block that

fulfills it
Verify Relates requirement to test cases
Mapped To Relates requirement to a particular attribute,

operation, state or value of the artifact
Originated
From

Relates requirement to its source

Responsible Of Relates requirement to its stakeholder
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Table 8. Definition of record class

Related properties of Descriptive objects of
Record class record class different properties

Definition diagram/Definition part Value Definition of different data types

Table 9. Definition of agent class

Function Related attributes of Descriptive objects of
class record class different properties

Definition diagram/ Value Definition of input/output parameters
definition part

Action diagram/ Active Definition of function realization process
action part

Table 10. Definition of connector class

Related attributes of Descriptive objects of
Connector class record class different properties

Definition diagram/ Value Definition of input/output data types
definition part

4.7. Function class

The function class is defined for models with complex functional behavior. Gener-

ally, the function class is composed of the definition part and the action part. The

former is used to define input and output parameters, while the latter is to specify

specific functions of the function class. The details are shown in Table 9.

4.8. Connector class

The connector class is defined for models with connectors that follow Kirchhoff’s

law. The connectors define the types of data transferred between the entity and

other entities. On this basis, the connector class is defined to describe non-causal

connector ports as well as the types of data transferred between models or com-

ponents. Generally, the connector class in X language describes the types of data

transmitted through the definition diagram and the definition part when graphics

and text are modeled, as shown in Table 10.

A class is a collection of contents described by multiple parts, and X language

modeling framework consists of 6 parts. Therefore, a single part can only describe

an aspect of the class rather than the complete one.
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5. Compiler and Simulation Engine

X language is an object-oriented multi-domain system modeling and simulation

language. It includes not only the characteristics of object-oriented programming

languages but also those of equation-based modeling languages. These two kinds of

languages usually employ different interpretation routes, leading to different tech-

nical routes in X language interpretation.

The framework of X language compiler is shown in Figure 5. The interpretation

process is divided into three stages, namely the pre-processing stage, the interme-

diate processing stage, and the post-processing stage.

The pre-processing stage is responsible for lexical analysis and grammatical anal-

ysis of the source code to obtain the abstract syntax tree and collect the information

of the elements in the model to make a symbol table.

In the intermediate processing stage, the compiler processes the abstract syntax

tree that has been obtained by the pre-processing stage. Different technical methods

are applied according to the types of models included in the interpreted document.

For continuous models based on equations, the first step is to flatten the model to

obtain a flattened equation set. Then in the stage of casualization, the equations

are transformed into a form suitable for being solved by the differential equation

solver. For assignment-based models, i.e., the agent models and the DEVS-models,

the static type checking is first performed for each sentence contained in the model

with the help of the symbol table constructed in the previous stage. Then different

technical methods are selected according to different model types. The reason to

adopt different compilation routes here is that the interpretation and code genera-

tion of the DEVS model can correspond to the simulation code one by one, while

the representation of the upper model of an agent model differs drastically from

the lower one, thus requiring the parameter correspondence and the integration of

Fig. 5. Framework of X language compiler
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generated files to ensure that the necessary information is not lost. Therefore, the

complexity of the two compilation routes is also quite different.

In the last stage, the processed data structures obtained in the different technical

routes are traversed and the simulation files of the respective models are obtained.

If the model has a hierarchical structure, the file level integration is required to

obtain simulation files of the entire model.

A X language simulation engine based on XDEVS has been introduced in Chap-

ter 4. Together with the compiler, integrated modeling and simulations with X

language can be conducted.

6. Case Study

An intelligent car driving system is illustrated here to prove the simulation capa-

bility of X-language for hybrid systems, which means the hybrid of a continuous

system and discreet event system. The system is simplified into three modules:

continuous module, discrete event module, and agent module. Figure 6 shows the

structure of the system, where Car1 is a manned vehicle, regarded as an intelligent

car, and Car2 is an unmanned vehicle, as a non-intelligent car. Car1 contains three

modules: driver as an agent model, car as a discrete event model, and power as a

continuous model. Car2 only has a discrete event model named autocar.

In order to show more clearly the entire modeling and simulation process based

on X language, the connection relationship and action sequence among various

models of the system are explicitly defined in Figure 6. The agent model (driver)

first uses the trained policy to make decisions and passes the action results to the

Fig. 6. An intelligent car driving system
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(a) (b)

(c) (d)

Fig. 7. The dynamic diagram of the system

discrete event model (car). The car transmits the driver’s actions to the power mod-

ule to generate dynamic feedback based on the actions. Finally, the car changes its

actual position according to the power feedback. During this process, the environ-

ment also keeps track of the positions of Car2 and feeds them back to Car1 so that

Car1 will make way for Car2 to prevent accidents.

The dynamic diagram of the system is shown in Figure 7, where (a), (b), and

(c) show the three interaction stages that Car1 and Car2 experience on the way to

the destination. At each encounter, Car1 will stop its current action and give way

to Car2 until Car2 leaves. The entire trajectory of car1 from the initial position

to the final position is illustrated in (d). In this process, Car1 traverses the t1-t8

stages shown in Figure 6.

For this case, the top-level model of the entire system is firstly established,

which is composed of the car, autocar, environmental, driver, and power module.

The definition diagram and connection diagram of the system are shown in Figures 8

and 9, respectively defining the components and the connection relationship among
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Fig. 8. Definition diagram of the top-level model

Fig. 9. Connection diagram of the top-level model

the above 5 modules. Figure 10 indicates the modeling text of the top-level model.

Obviously, Figure 8 and Figure 9 are the graphic forms of the couple class, and

Figure 10 is the text forms; they all represent the same models. Similarly, Figures 11

and 12 are, respectively, the definition diagram and state machine diagram of the

car. Figure 13 shows the modeling text of the car. In view of the fact that the

modeling process is the same, the other system models will not be described in
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Fig. 10. Modeling text of the top-level model

Fig. 11. Definition diagram of the car

detail. It should be noted that the modeler can use X language-specific tool XLab

to realize the automatic transformation of the graphic model to the text model or

can directly perform the text modeling and skip the graphic modeling according to

the actual needs.

Since X language simulation engine is built based on XDEVS, there is a time

advancement process of discrete events during the simulation of the system, as

shown in Figure 14, where a point represents an event occurrence of each DEVS-based
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Fig. 12. State Machine diagram of the car

atomic model. The abscissa represents the simulation advancing time, and the ordi-

nate represents each atomic model. When time = 0, the driver goal first output

a signal to the driver watchfor plan. Then the driver makedecision ext model is

activated to generate an agent action-decision for the car, thus activating the car

model. Afterward, the car model outputs a signal to the power model, whose actions

are continuous as shown in a line in Figure 14. The power model returns a signal

to the car, and the car outputs a signal to the environment at the same time.

The processes described above are the signal transition processes between different

models in the car system.

It can be found from Figure 14 that the running sequence of the entire model is

consistent with the modeling sequence of Figure 6, presenting the simulation process

of the couple model composed of continuous, discrete, and agent models. In this

case, the power output is continuous throughout the simulations and interacts with

the car when the interaction conditions are met. Due to the discrete nature, the

agent model has a consistent simulation process with the operation of the discrete

model.

This case shows the modeling processes of X language in multi-domain models

and demonstrates the support of X language for the continuous, discrete event, and

agent models from the perspective of modeling and simulation.
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Fig. 13. Modeling text of the car model
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Fig. 14. Simulation time series of each atomic model of the system

7. Conclusion

MBSE transforms the traditional R&D method based on documents and physical

models into a model-driven R&D method, which renders MBSE reusable, unam-

biguous, intelligible, and easy to spread, enabling it to be an important tool in

supporting system modeling and development. As the name suggests, models are

the foundation of MBSE, and how to ensure the accuracy of the model has become

an important research content. However, the modeling language SysML employed

by MBSE needs to corporate with physical modeling languages rather than directly

verifying the correctness and completeness of the model, which makes it challenging

to ensure the consistency and traceability of the whole system modeling and simula-

tion process. This method also lacks the support for intelligent products in modeling

and simulation.

In response to this problem, this paper introduces a new integrated model-

ing and simulation language and the corresponding compiler and simulation engine

developed by the authors’ team that supports MBSE. X language has two modeling

forms, namely graphics and text, and can be converted to each other through XLab.

It is able to support both system modeling and physical simulation, ensuring that

a unified language can run through the entire process of architecture design, multi-

domain modeling, and simulation verification, thus realizing multi-disciplinary and

cross-staged collaborative modeling and simulation of complex products. In addi-

tion, the agent class adding to the language enables X language not only to realize

the modeling of continuous, discrete, and hybrid models, but also to support the

modeling of various complex agent models, thereby giving the language the capa-

bility of intelligence modeling. Table 11 shows the comprehensive capabilities of X

language through comparison with other mainstream modeling languages.

In Table 11, the mainstream modeling languages are compared from the per-

spectives of design, simulation, and verification, from which it can be seen that the
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Table 11. Capability comparison of X language and other modeling languages

Capability Languages X Laguage SysML49 AADL50 Modelica51,52 KARMA53,54,56 SIMAN57

Multi-view

Modeling

�� 1© �� � — �� —

Qualitative

Modeling

�� �� � � �� —

Simulation

Execution

�� — � �� � �

Integrated

Modeling

and

Verification 2©

�� — � � — —

Continuous

System

Modeling

�� � � �� �� �

Discrete

Event

Modeling

�� � �� � �� ��

Hybrid

System

Modeling

�� � � � �� �

Multi-agent

modeling

�� � � � � —

Notes: 1© “—” means do not have this capability, “�” means have this capability but not enough,
“��” means good at this capability
2© Models can be simulated directly to verify whether the performance meets stakeholder needs
and objectives, without resorting to model transformation.

existing languages have their own advantages in some aspects, but fails to inde-

pendently complete the whole process of MBSE. For example, SysML49 is good at

top-level architecture modeling, Modelica50 is dedicated to multi-domain physical

system simulation, and AADL50 focuses on safety analysis for embedded systems,

each of which has its capability shortcomings. It is worth noting that a new model-

ing language recently proposed, KARMA,53,54 can support the unified formalisms

across MBSE models and simulations for different domain-specific models and per-

forms well in each function listed in Table 11. However, as an architecture-driven

technology-based language, the KARMA language still realizes verification through

model transformation. In the follow-up study,55 the syntax of hybrid automata is

integrated into KARMA to describe the behavior models more precisely and facili-

tate verification, which is an improvement. In contrast, models built in X language

can be directly simulated to verify whether the performance associated with the

system meets stakeholder needs and objectives without resorting to model trans-

formation, which genuinely achieves the integration of modeling and verification by

using a unified language.

So far, a large number of models and systems built in X language have been sim-

ulated and verified, just as the intelligent car system in this paper, fully validating

the effectiveness of the proposed approach. To better support MBSE, for one

thing, many development efforts still have to be done for XLab, including 1)

developing model libraries for different industrial applications, 2) integrating with
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more software used in the lifecycle of product development, e.g. Computer-Aided

Design (CAD), Computer-Aided Engineering (CAE), Software Engineering tools,

3) improving the compatibility with current modeling and/or simulation languages,

4) enriching software interfaces to improve compatibility with other software, such

as support for FMI (Functional Mock-up Interface), 5) cloudification and serviti-

zation of XLab, etc. For another thing, A lot of research related to X language

will be conducted, for example, X language-based comprehensive optimization for

complex product design, digital twin construction with X language, X language-

based multi-scale and multi-view modeling, model composition, and reuse with

X language so on.
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Appendix

Appendix A

BNFs for components of classes are shown in Figures 15–20.

Appendix B

The processes of modeling and simulation using XLab are shown in Figures 21, 22.

Fig. 15. BNF of Definition Part
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Fig. 16. BNF of Requirement Part

Fig. 17. BNF of Connection Part

Fig. 18. BNF of State Machine Part

Fig. 19. BNF of Equation Part
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Fig. 20. BNF of Action Part

Fig. 21. State Machine diagram of the car in XLab

Fig. 22. State Machine text of the car in XLab
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tronic Press, Como; Italy, pp. 86–95, 2009.

53. Lu, J., Wang, G., Ma, J. et al., General modeling language to support model-based
systems engineering formalisms (part 1), INCOSE International Symposium 30(1)
323–338, 2020.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



94 L. Zhang et al.

54. Guo, J., Wang, G., Lu, J. et al., General modeling language supporting model trans-
formations of mbse (part 2), INCOSE International Symposium 30(1) 1460–1473,
2020.

55. Ding, J., Reniers, M., Lu, J., et al., Integration of modeling and verification for sys-
tem model based on KARMA language. Proceedings of the 18th ACM SIGPLAN
International Workshop on Domain-Specific Modeling. 41–50, 2021.

56. Chen, J., Wang, G., Lu, J., et al., Model-based system engineering supporting
production scheduling based on satisfiability modulo theory. Journal of Industrial
Information Integration, 100329, 2022.

57. Pegden, C. D. Introduction to SIMAN. Proceedings of the 17th conference on Winter
simulation, 66–72, 1985.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



c© 2023 World Scientific Publishing Company
https://doi.org/10.1142/9789811260186 0006

Chapter 6

Modeling for heterogeneous objects based on

X language: A modeling method of algorithm-hardware

Yue Liu∗ and Chun Zhao†

School of Computer
Beijing Information Science and Technology University

Beijing, 100101, P. R. China
∗liuyue@bistu.edu.cn

†zhaochun@bistu.edu.cn

Abstract

With the development of systems engineering and related technology, modeling and
simulation of complex systems need to include many disciplines, modeling languages,
simulation environments, etc. By using unified modeling language to build models,
barriers between different fields can be broken, the efficiency of model integration can
be improved. In this paper, a unified modeling language is introduced, which is called
X language, and a modeling method of algorithm-hardware based on the X language is
proposed. In this method, according to the characteristics of the hardware algorithm,
X language is used to build the algorithm-hardware model. Then the X language mod-
els are converted to Very-High-Speed Integrated Circuit Hardware Description Language
(VHDL). At last, a model of Kalman filter is built by the method proposed in this paper.
Results show that the feasibility of modeling method of algorithm-hardware based on X
language is verified.

1. Introduction

Multi-disciplinary modeling is integrating models from different fields such as

machinery, control, electronics, and software into whole-life of a system.1 Model

integration2 is an important issue of multi-disciplinary modeling. At present,

the most commonly used methods of model integration include interface-based

methods3 and Unified Modeling Language (UML)-based methods.4,5 The interface-

based method uses the modeling software for different domains to modeling, so as to

implement the model integration using interfaces of the modeling software.6,7 The

modeling and simulation software must provide interfaces to each other, which is

the limitation of the interface-based method. If a software cannot provide interfaces

between others, multi-domain modeling cannot be implemented. The UML-based

method uses unified modeling language to build heterogeneous models.8 Because

†Corresponding author.
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the models are described by the same structure, syntax, and rules, the UML-based

method can enable models’ integration in different domains.9

Integrated circuit is a typical heterogeneous object in multi-disciplinary mod-

eling. Field Programmable Gate Array (FPGA) is an integrated circuit which can

be used to verify complex integrated circuits. The FPGA has the characteristics of

parallel and reconfigurable.10 FPGAs are used in many complex systems in recent

years, such as Internet of Things (IoT),11,12 edge computing,13 Cyber-Physical Sys-

tems (CPS),14 and acceleration of algorithm.15,16 The hardware-implemented algo-

rithm is configured on FPGA, which can effectively improve the calculation speed

of the algorithm.17 The traditional method to describe hardware-implemented algo-

rithm is using hardware description language. Very-High-Speed Integrated Circuit

Hardware Description Language (VHDL),18 for instance, a language for circuit

design, can describe the structure, behaviors, functions, and interfaces of hardware-

implemented algorithms.

In the process of the whole complex system modeling, not only the structure of

the system is needed to model, but also the internal structure and behavior of the

heterogeneous integrated circuit. The main differences between system model and

integrated circuit model are the resolution of modeling and the description method

of mathematical algorithm. System model built as high- or low-resolution depends

on the requirements of simulation. Nevertheless, to meet the availability of model

in simulation or practice, the integrated circuit model needs to be described in as

much detail as possible. In complex systems, mathematical or physical models can

be represented in various ways, such as differential equations, difference equations,

and algebraic equations. However, in an integrated circuit model, equations cannot

be used directly to represent hardware-implemented algorithm models. To solve

the problem mentioned above, there are many related researches about modeling

and simulation of multi-domain that include integrated circuit. The VHDL-AMS is

an extension language of VHDL; VHDL-AMS differs from VHDL in that VHDL is

only used to describe digital circuits, while VHDL-AMS can describe digital–analog

hybrid circuits or even physical models.19,20 Using VDHL-AMS can simplify the

process of system modeling,21 but the field of modeling is limited in electronic and

physical systems. At present, there are many modeling languages that can model the

complex systems, including SysML,22 Modelica,23 etc., but all of them cannot cover

the whole process of system. For example, SysML cannot simulate directly,24 and

Modelica is suitable for physical model modeling25 rather than describing system

structure.

In order to integrate the integrated circuit model with models in other domain,

a modeling method of integrated circuit based on X language is proposed in this

paper. X language is a new integrated intelligent modeling and simulation lan-

guage, which supports the modeling and simulation of system structure and physical

behavior and supports the simulation of event of continuous, discrete, and hybrid.26

The X language supports modeling from top-level to bottom-level and can describe
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Modeling for heterogeneous objects based on X language 97

models at different resolutions from low to high. In this paper, the method of mod-

eling hardware-implemented algorithm by X language is introduced; these models

include graphic description and text description. To verify the usability of X lan-

guage, the conversion rules of X language to VHDL are designed. Based on the

method proposed, the model of Kalman filter is used as a case study to verify the

feasibility of the method. Then the model built by X language is converted to VHDL

code according to the conversion rules for verification on FPGA. The main contri-

bution of the paper is using X Language to describe the hardware-implemented

algorithm, so as to model the complex system including integrated circuit. The

ability of X language to modeling hardware-implemented algorithm of integrated

circuit is proved.

The remainder of this paper is organized as follows. First, X language and VHDL

are introduced in Sec. 2. Second, the method of modeling by using X language and

the method of converting X language to VHDL are presented in Sec. 3. In Sec. 4,

a case study of the method proposed is provided in detail and the analysis of the

simulation is presented. Finally, Sec. 5 concludes the paper.

2. Background

In this section, the basic elements and grammatical structure of the X language

and VHDL are introduced.

2.1. X language

X language is a new modeling and simulation language, which is used for modeling,

simulation, and verification of multi-domain model. X language supports the full-

process, multi-disciplinary, cross-stage collaborative modeling, and simulation.

In the layer of system modeling, the framework of X language is divided into

five parts, including definition, connection, statemachine, equation, and action,

which are used for describing structure and behavior.

In the layer of physical modeling and simulation, X language supports the simu-

lation of continuous model, discrete model, and agent model. Using X language the

models of the whole system can be built directly; there is needless to design the spe-

cial interfaces for the model of hardware-implemented algorithm, so the difficulty

and complexity of model integration can be reduced.

2.1.1. Class of model

The class is basic unit of X language. Different classes describe the models with

different characteristics. The types of classes are as follows:

• class: Supporting to describe all models.

• couple: Describing coupled model with sub-modules.
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98 L. Yue & Z. Chun

• continuous: Describing model with continuous behavior.

• discrete: Describing model based on event-triggered behavior.

• agent: Describing model with intelligent behavior.

• record: Describing complex data structures in model.

• function: Describing the algorithms of the model.

• connector: Describing the connection among models.

2.1.2. Graphical model of X language

• definition

Describing the top-level architecture model of the entire system or subsystem.

• connector

Used to connect two modules to represent the two modules can access each other

and pass data or events.

• equation

Describing the equations contained in the model, including simple-equation,

when-equation, for-equation, if-equation, etc.

• state machine

Describing the states of the model, including definitions of states, the transitions

between states and the durations of states.

2.1.3. Text model of X language

The graphical model built by X language has corresponding text description. As

shown in Fig. 1, the text description of the model can include these parts. The

class, part, port, value, and parameter correspond to a definition diagram. The

connection corresponds to connection diagram. The equation corresponds to equa-

tion diagram. The state corresponds to state machine diagram.

2.2. VHDL

VHDL is a kind of hardware description language,27 which can be used to describe

entities, architecture, behavior, states, etc. of hardware-implemented algorithm.

The process of describing hardware-implemented algorithm using VHDL can also

be referred to the modeling of integrated circuit. Generally, the top-down modeling

approach is used,28 first, modeling the top-level modules, then modeling the sub-

modules, and next, defining the connections among the modules and the behavior

within the modules. The following statements are used to describe the integrated

circuit in VHDL.

• entity

Including some libraries, packages, configurations, the description of the external

interface of an entity and the connection to other modules.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



Modeling for heterogeneous objects based on X language 99

Fig. 1. Text description of X language.

• port

Defining the ports of the entity, including port name, port mode and data type.

• component

Used to instantiate sub-modules of entities. The entity name and port description

of the referenced module need to be specified.

• signal

Describing the connections of the circuit modules. Signal can be used to transmit

information between different entities or statements.

• port map

Describing the connection between a component and the signal of the upper-

module.

• process

Describing the behavior of circuits. The process can describe sequential circuits,

combinatorial logic circuits, etc. Within process, VHDL defines three sequential

description statements, including if, case, and loop.

• state machine

Describing states of the model and the condition which trigger a state. There are

two types of state machines including Mealy and Moore. The output of a Mealy

is only related to the current state; the Moore is related to both the state and

the input signal.
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3. Methodology

In this section, the method of modeling the algorithm-hardware by X language

is introduced. In this method, first of all, the hardware-implemented algorithm

is described with the graphical modeling of X language, and then, the model of

hardware-implemented algorithm is described with the text of X language according

to the graphical model. Next, according to the syntax of X language and VHDL,

the conversion rules of X language to VHDL are given. According to the rules, X

language can be converted to VHDL.

3.1. Modeling hardware-implemented algorithm by X language

3.1.1. Definition diagram

Definition diagram is used to define basic properties of each module in the model

of hardware-implemented algorithm, including the I/O ports, signal, component,

variable, etc. The definition diagram is shown in Fig. 2.

Entity of VHDL is equivalent to the continuous/discrete/couple model of X

language; the class of model is based on the functionality that the module imple-

mentation.

IP core is a special type of entity. Generally, the cores are frequently used

modules designed and packaged by FPGA manufacturers. In the use of these IP

cores, designers only need to pay attention to the functions, ports, and parameters

of IP cores and do not need to understand the internal circuit.29 Because IP core is

a black-box model, the class of IP core is record, and only ports need to be defined;

the internal structure and behavior are not described. port of X language is used

to define the external ports of entities and IP cores. part of X language is used to

describe the sub-modules of a module. parameter of X language is used to define

signals of circuit model.

Fig. 2. Definition diagram of X language.
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3.1.2. Connection diagram

The connection diagram is used to describe the connections among modules. The

information of connected port is defined in the definition diagram. In the process of

building the connection diagram, paying attention to the direction of the two ports

connected together is necessary to ensure the data can be transmitted from the

output port to the input port. Figure 3 shows the connection diagram of module A

and module B.

3.1.3. Equation diagram

Equation diagram can be used to describe the behavior of model. As shown in

Figs. 4 and 5, the for-equation and if-equation of X language are mainly used to

describe the behavior of hardware-implemented algorithm model such as sequential

logic and combinational logic.

3.1.4. State machine diagram

The state diagram is used to describe the state and transition in the hardware-

based algorithm. As shown in Fig. 6, statement1 and statement2 are states, and the

Fig. 3. Connection diagram of X language.

Fig. 4. The for-equation of X language.
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Fig. 5. The if-equation of X language.

Fig. 6. The state machine in X language.

arrows represent transitions of states. The receive(event1)/entryactivity represents

the event event1 received in the state statement1. The entryactivity is description

of the behavior in current state. The T imeover()/exitactivity represents internal

event which in current state is over, and then entering the next state statename2.

out/outputactivity represents the output of the state.

3.2. Model conversion

X language and VHDL language have some similarities in description of model;

both have strict hierarchical and structured description. For example, the couple

model of X language includes a header part, an attribute part, and a connection

part. The header part imports the external model, the attribute part describes

the basic attributes of the model, and the connection part describes the connec-

tion relationship among different sub-models. The VHDL describes the model as

package, entity, and portmap. The package is used to import external models,

methods, data types, etc., the entity is used to describe basic properties of circuit

modules, and portmap is used to connect modules. The attribute part of X lan-

guage includes parameter, port, and part, which are used to describe the inherent

attribute of class, definition of port, and instantiation of sub-module. In VHDL,

the corresponding definition to the attribute part of X language is the signal, port,

and component, respectively, describes the internal signal, port of module, and

instantiation of sub-module. The rigorous and structured modeling method makes

X language has ability to describe hardware-implemented algorithm models accu-

rately. Using the proposed conversion rules, valid VHDL code can be generated

from the hardware-implemented algorithm model built by X language.
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In this section, the method of converting X language to VHDL is introduced. A

series of VHDL model templates are built, and the conversion rules of X language

to VHDL are designed. Based on templates and conversion rules, models built in

the X language can be automatically converted to VHDL models.

3.2.1. Model templates of VHDL

According to the syntax of VHDL, this paper builds a series of model templates

of VHDL and removes the key information which describes the model and keeps

the common parts of each model. Templates constructed in this paper are shown

in Figs. 7–13.

3.2.2. Conversion rule

A series of conversion rules from X language to VHDL are designed in this section.

The conversion rules specify the corresponding relation of X language and VHDL.

Fig. 7. Model template of entity.

Fig. 8. Model template of component.

Fig. 9. Model template of port.

Fig. 10. Model template of signal.
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Fig. 11. Model template of port map.

Fig. 12. Model template of the detail of port map.

Fig. 13. Model template of process.

Fig. 14. Conversion rule of X language to VHDL.
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The mapping of the various parts of the X language to the various parts of the

VHDL is shown in Fig. 14.

As shown in Fig. 15, a model in the X language corresponds to an entity in

VHDL, and the classname corresponds to the entityname.

The mapping of VHDL’s IP core is shown in Fig. 16. The class type of X

language is record. The class name corresponds to the name of IP core.

Both the X language model and the VHDL model use port to represent the

external ports of the module. The mapping rules are shown in Fig. 17.

In X language, parts are used to represent the submodules of a module, and

VHDL is using component. The mapping rules are shown in Fig. 18.

In X language, connection is used to describe the connection between modules,

and that is represented as portmap in VHDL. Figure 19 shows the mapping rules

of connection between X language and VHDL.

Fig. 15. Conversion rule of X-class to VHDL-entity.

Fig. 16. Conversion rule of X-class to VHDL-IP core.

Fig. 17. Conversion rule of X-port to VHDL-port.

Fig. 18. Conversion rule of X-part to VHDL-component.
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Fig. 19. Conversion rule of X-connection to VHDL-port map.

Fig. 20. Conversion rule of X-parameter to VHDL-signal.

Fig. 21. Conversion rule of X-value to VHDL-variable.

Fig. 22. Conversion rule of X-if equation to VHDL-if.

Fig. 23. Conversion rule of X-state to VHDL-state machine.
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As shown in Figs. 20 and 21, parameter of X language corresponds to the signal

of VHDL; the value of X language corresponds to the variable of VHDL.

As shown in Figs. 22 and 23, the if -equation in X language corresponds to the

if statement in VHDL. The state machine in X language is described by state. In

VHDL, the case, when and if statements are used together to describe the state

machine.

4. Case Study

In this section, the Kalman filter is used as an example to verify the feasibility of

the method proposed in this paper. The model of the Kalman filter is built using

X language, and according to the conversion rules, the VHDL code of the Kalman

filter is generated.

4.1. Brief of Kalman filter

Filtering is to eliminate the noise in the signal. The process of signal processing of

Kalman filter is a multi-iteration process.

First of all, the signal at a moment is predicted to get the predicted value. Then,

the error of the predicted value is obtained according to the actual measurement.

Next, the optimal estimation of the signal is carried out.30

The Kalman filter consists of the following five equations. Equations (1) and (2)

are time update equations. Equations (3)–(5) are state update equations.

x̂−
k+1 = Akx̂k +Buk, (1)

P−
k+1 = AkPkA

T
k +Qk, (2)

Kk = P−
k HT

k (HkP
−
k HT

k +Rk)
−1, (3)

x̂k = x̂−
k +K(zk −Hkx̂

−
k ), (4)

Pk = (I −KkHk)P
−
k . (5)

4.2. Modeling by X language

First, the top-level model of the whole algorithm-hardware is built, including graph-

ical model and text model. As shown in Fig. 25, the top-level model of Kalman filter

is defined as the couple model, and in the definition diagram, six submodules, two

parameters, and two ports are defined. As shown in Fig. 26, the connection diagram

defines the connection of sub-modules which is defined in the definition diagram.

Figure 24 shows the text description of the top-level model.

Next, the model of each submodule is built in detail. Figure 27 is the definition

diagram of module Kalman Forecast 01, which implements Eq. (1). Figure 28

shows the definition diagram of module Kalman Forecast 02, which implements

Eqs. (2) and (3). Figure 29 shows the definition diagram of moduleKalman update,
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Fig. 24. Text description of top-level model.

Fig. 25. Definition diagram of top-level model.
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Fig. 26. Connection diagram of top-level model.

Fig. 27. Definition diagram of kalman forecast 01.

Fig. 28. Definition diagram of kalman forecast 02.
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Fig. 29. Definition diagram of kalman update.

Fig. 30. Definition diagram of RAM.

which implements Eqs. (4) and (5). As shown in Fig. 30, the module RAM01 is

used to store the signal before filtering, which is formed by the superposition of

sine wave and random noise. The module Control01 in top-level model is used to

control the iteration of the whole model, and module Control02 is used to control

the accessing of RAM .

The connection diagrams ofKalman forecast 02 andKalman update are shown

in Figs. 31 and 32. Specially, the type of module ram01, ADD 01, ADD 02,

DIV 01, multi01, multi02, sub01, sub02 is record class, which represents the IP

core in the hardware-implemented algorithm. The IP core belongs to the black box

model, that only needs to define the external ports, needless to define the behavior

inside the module.

4.3. Generating VHDL code of Kalman filter

In the previous section, the graphic models and text models of Kalman filter are

built. In this section, the information of modules is extracted by C++ language,

which includes the name of the module, the information of the port, etc. The con-

version rules designed in this paper are used to map the information in X language
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Fig. 31. Connection diagram of kalman forecast 02.

model and the information in the VHDL code. The model templates are used to

automatically generate a series of .vhd files. The schematic of generating the VHDL

code is shown in Fig. 33. The generated codes of top-level model are shown in

Fig. 34.

4.4. Verification of algorithm

In this section, the generated VHDL codes are verified. The codes are imported

into ISE 14.7 to check the syntax and generate RTL diagrams. Figure 35 shows the

schematic of the model and Fig. 36 shows the simulation results in ISim. From the

schematic generated, X language can correctly describe the structure characteris-

tics of integrated circuit. From the waveform of simulation, the model built by X

language can describe the behavior of the algorithm. The input signal is original

data, and output is filtered data. Driven by the clock, the model performs a filtering

calculation each 1 µs.

In order to observe the simulation results of the model more intuitively, the sim-

ulation results are exported, and the results before and after filtering are compared.

Figure 37 shows the original data. Figure 38 shows the data filtered. The original

data are the superposition of sinusoidal wave and random noise, and the waveform
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Fig. 32. Connection diagram of kalman update.

Fig. 33. The schematic of generating the VHDL code
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Fig. 34. Generated code of top-level model.

Fig. 35. RTL of Kalman filter.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



114 L. Yue & Z. Chun

Fig. 36. Wave of Kalman filter.

Fig. 37. The original data.

Fig. 38. The filtered data.
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Fig. 39. Comparison of filtered data with standard sine.

contains much irregular sawteeth. After filtering, the waveform becomes smooth.

As shown in Fig. 39, the filtered data are compared with the standard sine that

shows the effect of filtering meets the requirements.

5. Conclusion

Complex system often includes multiple domain models, and integrated circuit

is a heterogeneous object in complex system. This paper proposes a method for

modeling the algorithm-hardware of integrated circuit using X language, and the

conversion rules from X language to VHDL language are designed, which can auto-

matically generate VHDL code from the X language model. Using the method

proposed in this paper, the algorithm of Kalman filter is built. As the results, the

feasibility of the proposed method is verified, and the modeling ability of X language

for hardware algorithm is proved.

In the future, the method can be applied to modeling other hardware-implemented

algorithms expediently. In the current method, we need to build some circuit mod-

ules for basic operations, such as addition, subtraction, multiplication, and division,

which leads to a cumbersome modeling process. We can further optimize the basic

operation and establish a direct mapping from the operator to the operation mod-

ule. In addition, some common hardware-implemented algorithms can be packaged

as functions, which can be called directly in X language using function(), further

simplifying the modeling process.
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Abstract

The factors that affect the performance of the equipment are numerous and complicated,
which makes it difficult to establish a performance calculation model. This paper puts
forward a data-driven modeling method with reverse process for this problem. Based
on the Partial Least Squares (PLS) algorithm and the Gray Relational Analysis (GRA)
method, the analysis method of the performance related factors, the extraction method of
characteristic variables, and the performance modeling method are studied. The related
factors of the energy consumption of an industrial steam turbine are analyzed, and an
energy consumption calculation model is established, and the effectiveness of the above-
mentioned modeling methods is verified with sample data, which provides a basis for
the energy-saving optimization of the steam turbine.

1. Introduction

The performance calculation model is the basis for the analysis and optimization

of equipment performance. There are many factors that affect the performance of

the equipment. If too many factors that have a small impact on the performance

are included in the modeling, it will not only increase the amount of calculation,

but also reduce the stability of the model. On the contrary, if some key energy

consumption-related factors are omitted, the modeling results will be inaccurate.

Therefore, it is very important to select the characteristic variables that are most

conducive to modeling from a large number of performance-related factors.

∗∗Corresponding author.
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Aiming at the problems of which factors that affect the performance of the

equipment are numerous and complicated, this paper proposes a data-driven mod-

eling method with reverse process. The operating data of the equipment is used to

study the factors that affect performance, that is, the “cause” is inferred from the

“result”. The relationship between independent variables and dependent variables

is clarified, which helps to improve the accuracy of equipment performance analysis

and optimize performance design for specific factors.

The rest of this paper is organized as follows. Section 2 reviews the related works.

Section 3 analyzes modeling based on partial least squares (PLS). Section 4 intro-

duces the details of gray relational analysis (GRA) method. Section 4 introduces

the details of GRA method. Case analysis and experimental results are presented

in Sec. 5. Finally, the conclusion and perspectives are stated in Sec. 6.

2. Related Work

At present, the mechanism analysis method, that is, the forward modeling method,

is widely used.1 The method studies the relationship between independent vari-

ables and dependent variables through quantitative mathematical models based on

the operating mechanism of the target object. The mathematical model used for

quantitative calculation of performance mainly establishes a differential equation or

transfer function based on the parameter transfer relationship between the various

devices of the system, but the process is typically abstract and complicated. There-

fore, a lot of research work has been done on mathematical modeling, analysis and

simulation based on the mechanism analysis method.

Colonna and Van Putten used SimECS to conduct dynamic modeling and sim-

ulation of a 600 MW coal-fired thermal power plant, and established a steam cycle

dynamic model of the power plant. The experimental verification results show that

this model shows good performance.2,3

Kulkowski et al. proposed three nonlinear models of NPP steam turbine.4 The

experimental verification results show that due to its complexity and the resulting

long calculation time, dynamic models are not suitable for advanced control meth-

ods. However, the introduced simplifications significantly reduce the computational

load, enabling the use of simplified models for online control.

Yu et al. proposed a hybrid modeling method based on operation data and

first-principle mechanism for performance monitoring of control stage systems.5

This model was validated via two case studies of a 330 MW subcritical steam

turbine and a 1000 MW ultra-supercritical steam turbine. The results show that

the average relative error between the simulated and measured values of the outlet

pressure and outlet temperature of the control stage is within 1%.

Chaibakhs and Ghaffari established a nonlinear mathematical model of the unit

to study the transient dynamics of the steam turbine.6 Based on the unit’s real-time
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operating data, the genetic algorithm was used to calculate the relevant parameters

in the model. The model has high accuracy and a wide range of practicability.

Morini and Piva established a modular simulation library for various equipment

of industrial steam turbines based on the mass and energy balance equation, used

the library to model and simulate each module, and then packaged the simulation

modules to form a thermal power plant simulation model.7,8

Liu et al. combined the improved neural network model with the thermody-

namic model to develop an online calculation model for industrial steam turbines,

which is used to analyze the system’s heat consumption and parameter devia-

tions.9 Compared with the traditional methods, this model has higher accuracy and

stability.

Yu et al. proposed a method for estimating the pressure and temperature after

the regulating valve, which laid a foundation for using the actual operating data of

the steam turbine to establish a mathematical model of the variable-condition char-

acteristics of the regulating stage.10 The experimental results for 330 MW steam

turbine show that the model can accurately calculate the pressure and temperature

after the control stage.

Yan et al. proposed a general physical model and mathematical model for ther-

mal economic analysis of thermal power units based on the laws of thermodynamics,

and calculated the model through specific examples to verify its correctness.11

Valero et al. used BP neural network to establish an online calculation model

for turbine heat consumption analysis and parameter deviation analysis. Compared

with the conventional method, this model has higher accuracy and stability.12,13

Penning and De Lange used MMS to establish a nuclear power plant’s full-

condition simulation model and a control system simulation model, and conducted

simulation calculations.14 The developed models and calculation methods will easily

be extended to other systems.

Mavromatis and Kokossis established a steam turbine model for the design and

selection of steam turbines, which was capable of accurately predicting the efficiency

of a turbine simple on the basis of its maximum capacity. This model was general

and applies to single as well as complex turbines.15

Hubka established a model of reheaters and turbine based on actual process

measurement and ARX model, and verified the accuracy of the model.16 This model

allowed researchers to test and develop a new control algorithm for the power plant.

In these studies, the models based on the mechanism analysis method are typ-

ically very complicated, and too many simplified assumptions will bring relatively

large errors. Therefore, it is necessary to propose a new modeling method to solve

this problem.

Therefore, on the basis of the above-mentioned research, this paper puts for-

ward a data-driven modeling method with reverse process, and a novel energy

consumption calculation model is established, which provides a basis for the
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energy-saving optimization of the steam turbine. It will provide reference for related

research.

3. Modeling Based on Partial Least Squares (PLS)

The parameters of equipment are usually multi-correlated, which means that

changes in parameters will not only affect the performance of the equipment, but

may also lead to changes in other parameters. In data analysis and modeling, mul-

tiple correlations will cause large errors in parameter estimates and undermine the

stability of the model. The PLS algorithm extracts the most explanatory indepen-

dent variables as characteristic variables by filtering, decomposing and combining

the data in the sample, so as to reduce the influence of multiple correlations of

variables on modeling.17

The key to the modeling of PLS algorithm is the selection of the appropriate

number of principal components, which is important to improve modeling efficiency

and reduce modeling difficulty.

First, n variables are preselected as principal components based on mechanism

analysis and empirical knowledge to establish a preliminary PLS model as follows:

y = b0 + b1x1 + b2x2 + b3x3 + · · ·+ bnxn, (1)

where b0 represents the intercept, b1, b2 . . . bn represent the regression coefficients

of the corresponding independent variables, respectively.

Second, the leave-one-out cross-validation method is used to calculate the pre-

diction residual error sum of squares ssh as follows to optimize the number of

principal components.

ssh =

√√√√√ n∑
i=1

(yi − yh(−i))2, (2)

where n is the number of samples, and yi is the value obtained by substituting the

ith sample into Eq. (1), and y(h(−i)) is the predicted value obtained by substituting

the ith sample into the regression equation modeled by the PLS method for n− 1

samples except the ith sample and fitted by selecting h components.

ssh can be used as a standard to measure the predictive ability of the model.

When ssh is the smallest, the predictive ability of the model is the best. Therefore,

the h when ssh is the smallest is selected as the principal component number for

modeling.

Equations (1) and (2) are used to verify the accuracy of the test samples. If the

error is within a reasonable range, the model is considered correct; otherwise, the

modeling principal component calculation is performed again until the accuracy

meets the requirements.
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4. Gray Relational Analysis of Characteristic Variables

On the basis of the least square method, the GRA method is used to evaluate the

correlation between factors according to the similarity between data curves, which

is suitable for the extraction of characteristic variables of performance correlation

factors.18

The operating parameters of the equipment are mostly sequences with time as

the independent variable, thus the correlation coefficient is calculated according

to the value of the correlation between the comparison sequence and the reference

sequence of performance factors at each time. Too much or too scattered correlation

coefficients are not conducive to comparison, thus the correlation coefficients at each

time are averaged as the correlation degree between the two sequences. The gray

slope correlation coefficient and gray slope correlation degree are calculated based

on the GRA method as follows.

The reference sequence X0 and the comparison sequence Xi are expressed as

follows:

X0 = x0(j); Xi = xj(j) j = 1, 2, . . . ,m, (3)

where n is the time sequence and m is the number of samples.

The jth correlation coefficient ϑ(j) between X0 and Xi is

ϑ(j) =
1

1 + |ki − k0| , (4)

where k0 and ki are the slopes of X0 and Xi at j, respectively.

The correlation degree γ between X0 and Xi is

γ =
1

n− 1

n−1∑
k=1

ϑ(j). (5)

The value of γ indicates the strength of the correlation between the parameters

represented by the reference sequence and the comparison sequence.

5. Case Analysis

This paper takes an industrial steam turbine as the object of analysis and ver-

ification. Steam turbines are complex high-energy-consuming equipment, so how

to reduce energy consumption while maintaining high-efficiency operation is chal-

lenging. An important part of energy-saving optimization is to extract the related

factors of energy consumption to calculate the energy consumption of the steam

turbine. The parameters of steam turbines are diversified, coupled, time-varying,

Table 1. Calculation results of ssh and h.

h 1 2 3 4 5 6 7

ssh 146.42 141.30 138.94 74.84 14.81 39.28 13.37
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Table 2. The data and the errors according to Eq. (6) and 66 modeling samples.

Number 1 2 3 · · · 13 14 15 · · · 63 64 65

Actual 287.91 286.78 287.69 · · · 288.54 288.48 288.61 · · · 289.36 288.68 287.84
Calculate 288.02 286.28 286.65 · · · 286.91 286.36 287.97 · · · 288.44 287.65 288.89
Error 0.11 0.50 1.04 · · · 1.63 2.12 0.64 · · · 0.92 1.03 1.05
Relative

error 0.04% 0.17% 0.36% · · · 0.56% 0.73% 0.22% · · · 0.32% 0.36% 0.36%
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nonlinear, and boundary uncertain, which leads to large errors in the calculation of

energy consumption, thus it is very difficult to study the influence of each parameter

on energy consumption.19 The improvement method is proposed to reduce energy

consumption only when the details of energy consumption related factors affecting

steam turbines are clarified.

The statistical analysis software SPSS is used to classify and compress the oper-

ating data of the steam turbine, and 266 samples are randomly selected, 66 of which

are selected for modeling, and the rest are used for testing.

Eight parameters that affect the energy consumption of the steam turbine are

selected as independent variables: the pressure of reheated steam x1, the volume of

desuperheated water x2, output coefficient x3, the pressure of exhaust steam x4, the

temperature of main steam x5, the temperature of feed water x6, the temperature

difference of heater x7, the clearance of blade tip x8. The energy consumption y is

selected as the dependent variable.

The PLS model is established based on the above variables, and the calculation

results are shown in Table 1. The value of ssh is the smallest when h = 7.

Since the correlation between x3 and y is the smallest according to the calcu-

lation of the correlation coefficient, the rest seven principal components except x3

are selected to establish the PLS model as follows:

y = 9.24− 0.17x1 − 1.62x2 + 0.15x4 + 160.46x5 + 21.83x6 + 0.21x+ 7 + 2.05x8.

(6)

The data and the errors between the actual energy consumption of the steam

turbine and the calculated energy consumption according to Eq. (6) and 66 mod-

eling samples are shown in Table 2. The comparison curves are shown in Fig. 1.

Fig. 1. The comparison curves according to Eq. (6) and 66 modeling samples.
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Table 3. The data and the errors according to Eq. (6) and 200 test samples.

Number 1 2 3 · · · 99 100 101 · · · 198 199 200

Actual 286.62 286.87 288.49 · · · 288.36 288.69 286.83 · · · 287.49 291.00 289.08
Calculate 287.35 288.71 287.62 · · · 290.21 289.04 288.51 · · · 286.35 286.71 287.01
Error 0.73 1.84 0.87 · · · 1.85 0.35 1.68 · · · 1.14 4.29 2.07
Relative

error 0.25% 0.64% 0.30% · · · 0.64% 0.12% 0.59% · · · 0.40% 1.47% 0.72%
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Fig. 2. The comparison curves of the model verified according to 200 test samples.

The results show that actual energy consumption and calculated energy con-

sumption vary with the number of modeling samples, and the maximum difference

between them is 2.12 g/KWh and the absolute value of the error is less than 1%.

The data and the errors according to 200 test samples are shown in Table 3.

The comparison curves are shown in Fig. 2.

The results show that the maximum difference between the actual energy con-

sumption and the calculated energy consumption in the test samples is 4.29 g/KWh

and the maximum absolute value of the error is 1.47%, indicating that the accuracy

of the PLS model meets the production requirements.

In order to simplify the PLS model established above, characteristic variable

extraction is performed on seven independent variables based on gray correlation

algorithm. Table 4 shows the correlation degree of the slopes of the independent

variable and the dependent variable calculated according to Eq. (5).

Table 4 shows that x5 has the greatest impact on energy consumption. The dis-

tribution of the correlation degree of the slope of each variable is uniform, thus the

average value is taken as the threshold value of the characteristic variable extrac-

tion, and the four variables x1, x5, x6, and x7 are selected to establish the PLS

model as follows:

y = 12.08− 19.13x1 + 130.12x5 + 73.04x6 + 8.03x7. (7)

Table 4. Correlation degree of independent variable.

Independent variable x1 x2 x4 x5 x6 x7 x8

Correlation degree 0.84 0.75 0.69 0.90 0.88 0.83 0.80

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



1
2
8

G
.
Y
i
et

a
l.

Table 5. The data and the errors according to Eq. (7) and 66 modeling samples.

Number 1 2 3 · · · 14 15 16 · · · 61 62 63

Actual 287.86 286.83 287.67 · · · 288.16 288.48 288.21 · · · 287.38 287.85 288.24
Calculate 287.01 287.13 287.23 · · · 287.38 287.09 286.98 · · · 286.81 287.23 287.56
Error 0.85 0.3 0.44 · · · 0.78 1.39 1.25 · · · 0.57 0.62 0.68
Relative

error 0.30% 0.10% 0.15% · · · 0.27% 0.48% 0.43% · · · 0.20% 0.22% 0.24%
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The data and the errors between the actual energy consumption of the steam

turbine and the calculated energy consumption according to Eq. (7) and 66 mod-

eling samples are shown in Table 5. The comparison curves are shown in Fig. 3.

Results show that the maximum difference between the actual energy consump-

tion and the calculated energy consumption is 1.39 g/KWh and the absolute value

of the error is still less than 1% when the four principal components are used for

modeling.

Fig. 3. The comparison and error curves according to Eq. (7) and 66 modeling samples.

Fig. 4. The accuracy of the model verified according to 200 test samples.
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Table 6. The data and the errors according to Eq. (7) and 200 test samples.

Number 1 2 3 · · · 15 16 17 · · · 198 199 200

Actual 286.75 288.51 288.01 · · · 288.93 292.25 289.34 · · · 287.52 291.96 291.31
Calculate 289.61 287.46 288.03 · · · 287.91 287.93 289.02 · · · 289.63 290.11 289.93
Error 2.86 1.05 0.02 · · · 1.02 4.32 0.32 · · · 2.11 1.85 1.38
Relative

error 1.00% 0.36% 0.01% · · · 0.35% 1.48% 0.11% · · · 0.73% 0.63% 0.47%
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The data and the errors according to Eq. (7) and 200 test samples are shown

in Table 6. The comparison curves are shown in Fig. 4. Figure 4 shows that the

maximum difference between the actual energy consumption and the calculated

energy consumption in the test samples is 4.32 g/KWh and the maximum relative

error is 1.48%. Therefore, the model established by the four independent variables

selected by the GRA method is simpler than the model established by the seven

independent variables, but the accuracy is not reduced.

6. Conclusion

Aiming at the problem of equipment performance modeling and analysis, this paper

proposes a data-driven reverse process modeling method for equipment. First, the

performance-related factors are selected as independent variables and the specified

performance is selected as the dependent variable based on professional knowledge

and actual experience. Second, performance-related factors and characteristic vari-

ables are extracted and screened according to the PLS and GRA methods. Third,

the accuracy of the model is verified by data simulation, and the performance is

analyzed and calculated backwards from “result” to “cause”. Finally, the energy

consumption analysis of an industrial steam turbines is taken as the example, and

the results show that the model established by the method studied in the paper is

simpler and more accurate.
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Abstract

Modeling and Simulation of Cyber-Physical Systems (MSCPS) is demanding in terms of
immediate response to dynamic and complex changes of CPS. Simulation-oriented model
reuse can be used to build a whole CPS model by reusing developed models in a new sim-
ulation application, which avoid repeated modeling and thus reduce the redevelopment
of submodels. Model composition, one of the important methods, enables model reuse
by selecting and adopting diversified integration solutions of simulation components
to meet the requirements of simulation application systems. In this paper, a real-time
model integration approach for global CPS modeling is proposed, which reuses devel-
oped submodels by compositing submodel nodes. Specifically, a constrained directed
graph of submodels for the whole system which can meet the simulation requirements is
constructed by reverse matching. Submodel properties, including co-simulation distance
between submodel nodes, reuse benefit and simulation performance of model nodes,
are quantified. Based on the properties, the model-integrated solution for the whole
CPS simulation is retrieved throughout the model constrained digraph by the Genetic
Algorithm (GA). In the experiment, the proposed method is applied to a typical model
integrated computing scenario containing multiple model-integration solutions, among
which the Pareto optimal solutions are retrieved. Results show that the effectiveness of
the model integration method proposed in this paper is verified.

‖Corresponding author.
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1. Introduction

Traditional complex systems are modeled and simulated in a virtual environment.

Tremendous human and computing resources are spent to precisely describe their

changes in mechanical structure, operating processes based on electro-hydraulic

controlling principles, and kinematic and kinetic laws. To model and synthesize sub-

systems of a complex system, cross-disciplinary knowledge of mechanics, electrics,

hydraulics, control, etc. is comprehensively applied, which requires professional

modelers to carry out domain modeling in their own corresponding discipline

software.

CPS improves the precision of the traditional virtual modeling by in-loop feed-

back of the physical system. It breaks down discipline barriers in traditional mod-

eling through intelligent computing of information systems.3 CPS combines digital

and analog devices, interfaces, computers, and such with the man-made physical

environment. It adapts to the flexible and personalized industrial needs through

the integration of intelligent computing processes and physical processes. Com-

mon CPS such as intelligent cars, robots, intelligent factories, and intelligent power

plants are characterized by multi-level structures, real-time data perception and

dynamic application scenarios. Therefore, information system and physical sys-

tem should be accurately mapped in real time when integrating submodules and

Modeling-and-Simulation of Cyber-Physical Systems (MSCPS). Those character-

istics of variability and complexity make their modeling cost of using traditional

modeling techniques exponentially higher than that of ordinary complex systems.

Model reuse for simulation recycles a developed model in a new simulation

application, which avoids repeated modeling and thus reduces modeling time. On

this account, it provides an implementation paradigm for MSCPS. Modeling by

reuse analysis of CPS involves interdisciplinary knowledge fusion and comprehensive

reuse of corresponding domain models. Technical challenges including distributed

collaborative modeling and integration of a large number of heterogeneous models

need to be addressed, which can be enabled by service-oriented model composition

technology.

Many scholars have studied the basic techniques such as modeling template and

modeling framework, model composition, model base, etc.1 In order to facilitate the

construction of model templates for reusing, some scholars have studied the unified

description technology of models such as meta-model technology,2 component tech-

nology4 and basic object model BOM.5 On this basis, research on unified modeling

framework supporting model reuse includes the high-level architecture (HLA),6

model-driven architecture (MDA) technology,7 specification of model portability

(SMP),8 modeling language (Modelica9), open-source simulation language (SML10),

modeling environment and operating environment supporting model reuse

(Simulink11), model reuse framework based on semantic web service,12 etc.
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Model reuse method for CPS simulation 135

Based on the unified description of subsystems, the reusability of a devel-

oped model for service encapsulation is studied. Model reusability includes its

maturity, reusing cost and other simulation properties. Maturity mainly describes

the completeness of simulation elements such as functional input and output of

the simulation model, which is the premise and basis for quantifying reusability

of the simulation model. Reusing cost studies cost and benefits1 required for the

application and development of the model in multiple simulation scenarios after a

complete reuse process. Many research studies explored model reuse from the per-

spective of model composition.13 Specifically, simulation application systems that

meet the requirements are constructed by selecting and adopting diversified inte-

grated simulation components for reusability analysis so as to provide more efficient

model reuse services. With the development of cloud computing, service-oriented

technology and cloud architecture are better integrated together. The cloud envi-

ronment is upgrading its resource integration ability and the service platform. The

combination of cloud computing architecture and simulation, which enables MSCPS

in the form of services to provide a wider range of sharing and reuse, has gradually

become the focus of academic attention in the field of simulation. Recently, with

the development of modeling based on network and ontology technology, as well

as service-oriented architecture (SOA) and other technologies, some new methods

have emerged to composite sub-models, mainly including modeling language based

on SOA (SOA ML14), modeling language based on DEVS (DEVSML15), ontology-

based modeling language DEVSMO,16,20 etc.

Koutsoukos17 integrated cyber-attack models to address security issues to assure

safety and resilience in cyber-physical systems.

The literature18 puts forward the concept of modeling and simulation as a ser-

vice (MSAAS) and points out that simulation services based on cloud computing

framework have the advantages of cloud resource allocation on demand, high-speed

network and fast response. SIMIO and MATLAB are combined to offer decision

supporting service.19 Structured simulation21 is always regarded as real-time ser-

vice for complex systems simulation, which is usually implemented in simulation

software.22

On the basis of quantified reusabilities of models, researchers explored the meth-

ods of compositing models, constructing model libraries, establishing modeling tem-

plates, etc. to provide support for model reuse. Assuming the reusability of the

model, model composition pays attention to whether the model can be meaning-

fully combined and the effectiveness after the combination. That is, it pays atten-

tion to the evaluation of model composition and the verification of model compo-

sition.

However, the current research on model reuse mostly stays in the essence of

reuse theory and architecture, without the formation of supporting methodology

to implement these architectures. Quantitative calculation of model reusability is
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rarely studied. Therefore, co-simulation distances of heterogeneous models and

model reuse cost are first estimated in this paper based on reusing data of het-

erogeneous models in historical simulation scenarios. To search the optimal model

composition scheme, a multi-objective genetic algorithm is tested. Finally, the effec-

tiveness of the model composition method is verified by generated data in simulation

experiments.

The remainder of this paper is organized as follows. In Sec. 2, a restricted

digraph of simulation models is constructed to meet the demand of a particular

simulation. Section 3 lays the groundwork for the basic theory of heterogeneous

model integration method used in MSCPS, including estimation of co-simulation

distance between heterogeneous models recorded in some cloud simulation appli-

cation, quantitative calculation of model maturity and reuse cost used for collab-

orative simulation, and how to generate model composition solution based on a

model node coder. Section 4 describes in detail how to search the optimal model

composition solution based on multi-objective genetic algorithm in the restricted

directed graph is proposed in Sec. 3. Section 5 verifies the model integration scheme

based on model composition searching through experiments. Section 6 analyzes

and summarizes the effectiveness of the algorithm according to the experimental

results.

2. Concepts of Model Reuse and Composition for CPS

2.1. Characteristics of model in CPS

An important feature of CPS is dynamic change imposed in system structure and

data perception. Therefore, to construct its system-wide model, real-time dynamic

response is needed. In order to enable MSCPS, description of its sub-systems is

necessary at the component level, the behavior-state level and the underlying

implementation function level. In different simulation application scenarios, var-

ious sub-models in model base are composited and integrated. Model behavior

description is different in resolution level,23 perceptibility, etc. A white box model

with high perceptual degree details the precise mechanism among input, output

and intermediate state based on domain knowledge. Therefore, this kind of model

is often difficult to simulate the real CPS application scene accurately. The black

box model, which completely depends on perceived data, ignores the real discipline

mechanism. This kind of model often has a high fitting accuracy for the input–

output relationship in simulated scenes but is difficult to be extended to new simu-

lation scenes. As for a grey box model,24 the mechanism of the simulation scene is

explored. This kind of model is driven by mathematical knowledge and perceived

data. It not only approximates the behavior function of the real simulated system

but also can be extended for unknown application at the same time. Therefore, to
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Model reuse method for CPS simulation 137

simulate a CPS application that meets the switching requirements of simulation

scene, simulation precision and efficiency, it is needed to search for a nearly opti-

mal model integration solution among various models with different resolutions and

system perceptibility.

2.2. Constrained directed graph of models

Multiple models and their connections constitute the topology structure. There

may be dependencies among the connection relations. As model nodes and edges

of topology structure increase, the number of feasible paths increases. How to con-

struct CPS simulation model relations and find a feasible path with better perfor-

mances given models’ topology structure is a problem worth studying. This section

tries to build constrained directed graph of simulation sub-models to be integrated

according to specific simulation requirements.

Constraint directed graph of simulation models provides many solutions for CPS

to composite and integrate its sub-models with different functions. Constrained

directed graphs refer to those digraphs with sufficient constraints, necessary con-

straints and XOR constraints between directed connections. In order to solve the

model composition problem of CPS, it is necessary to study the optimization of

model composition strategy so as to search the best model composition and inte-

gration solution that meets the simulation requirements. To this end, this paper

attempts to give relevant definitions as follows:

Definition 2.1 (Model Node). In constrained directed graph of simulation

model, nodeM(In,Out) represents a simulation model with certain simulation func-

tions and input port In and out port Out. M(In,Out) can be a component model

or a continuous, discrete behavior description model. Only solvable and executable

model nodes with complete inputs and outputs are involved here.

Definition 2.2 (Preceding Node/Subsequent Node). If the output of node

M1 is connected to the input of M2, M1 is called the preceding node of M2. In this

way, M2 is subsequent node of M1, as shown in Fig. 1(a).

Fig. 1. Constrains of model connections.
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Definition 2.3 (Sufficient/Necessary Connection). While the out port of

model M1,1 is connected to the input of M2, the out port of M1,2 must be listed

in the input vector of M2. The connection of M1,1 with M2 is called the sufficient

input connection of M1,2 with M2, as shown in Fig. 1(b). And vice versa, it is called

necessary input connection. Similarly, a sufficient output connection and a neces-

sary output connection can be defined. As shown in Fig. 1(c), the connection of M2

with M3,1 is the necessary output connection ofM2 with M3,2. Sufficient connection

as shown in Fig. 1(b) can be expressed as {M1,2,M2} or {(M1,1,M1,2),M2}.

Definition 2.4 (XOR Connection). The one and the only one out port of M1,1

and M1,2 is connected to the input of M2. The connection of M1,1 with M2 or

M1,2 with M2 is an XOR input connection of each other, same as the XOR output

connection. XOR input and output connection are shown in Figs. 1(d) and 1(e),

respectively.

Definition 2.5 (Digraph of Model Composition Solution). It is composed

of a series of model nodes from the start node to the end node and their directed

connections. A constrained directed graph for some specific simulation require-

ments is shown in Fig. 2(a). The two different models integration solution as

shown in Figs. 2(b) and 2(c) correspond to G1 = (V1, E1) = ({(M1,M2),M3},
{(M3,M5),M4}, {M4, (M7,M5)}) and G2 = (V2, E2) = ({(M1,M2,M6),M3},
{M3,M4}, {M4, (M7,M6)}), respectively, in which V1, E1, V2, E2 are node set and

connection set of composition solution G1, node set and connection set of compo-

sition solution G2, respectively.

(a) (b)

(c)

Fig. 2. A case of constrained model directed graph (a) and its solutions (b) and (c).
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3. Metrics for Model Composition in CPS

Resource costs such as time for CPS can be reduced by model reuse. Model com-

position is one effective implementation scheme due to the significant advantages

of service encapsulation and heterogeneous integration. Searching for a model com-

position solution depends on the measures of model reusability and collaborative

distance.

To this end, co-simulation distances between distributed and heterogeneous

models, reuse cost and other simulation parameters are estimated. Based on quan-

titative performance indicators of simulation service, multi-objective optimization

method is conducted to search simulation model integration solution.

3.1. Co-simulation distance of heterogeneous models

In intelligent manufacturing, the cloud architecture environment enables model

sharing and simulation sharing. Therefore, to enable MSCPS, existing reusable

models in different simulation scenarios can be recalled for integration. Model reuse

in simulation as a service mode regards sub-models for whole system simulation

as service nodes. It lacks necessary decision information for service composition

when reusing existing models. Therefore, it is necessary to quantify the quality

attributes of service nodes based on the historical data of experimental simulation.

For simulation-oriented model integration, in addition to the simulation perfor-

mance of model nodes, the collaborative interaction distance between model nodes

should also be considered to quantify the difficulty and necessity of interaction

between the two models during integration.

Models with basic functions often cooperate with other models frequently and

appear in various simulation scenarios. Furthermore, a model with the same func-

tional attributes with another but better compatibility and higher re-usability is

easier to collaborate with other modules. It is reasonable to assume that this model

has a high probability of being selected as a candidate for integration. Therefore,

it is reasonable to estimate the distance between two models by the interaction

frequency between two models.

A directed connection pointing from the upstream model to the downstream

model if two models appear in the same simulation application is shown. This link,

which only means close or distant interaction between the two models, is different

from the direct connection of the models in the constrained directed graph. The

more frequent the models pair appears in simulation scenarios, the easier or more

necessary the link is, the more likely they will be integrated. Then, take Fig. 3

as an case to illustrate the estimation principle of the co-simulation distance of

heterogeneous models. M1,M2,M3,M4,M5,M6,M7 are sub-models from historical

simulation scenarios stored in the model library. A directed graph is constructed to

reflect their upstream and downstream relationships in historical simulation scenar-

ios. V = {M1,M2,M3,M4,M5,M6,M7} is the node set. ω(i, j) denotes the connec-
tion strength of the directed edge, which in this paper is the number of simulation
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Fig. 3. Interaction relation of models in model base.

scenes where node i acts as the upstream node of node j. Output probability P out
i,j ,

input probability P in
i,j and model interaction probability P (i, j) are closely related

to this variable, which is detailed in the following definition. d(i, j) representing the

interaction distance of node i to j is defined as the expected steps from node i to

node j in historical simulation library. The smaller d(i, j) is, the more necessary

and easier the interaction of node i to j is.

Definition 3.1 (Output Probability P out
i,j ). For a node i with several output

connections, any subsequent node can be selected as its output. According to the

frustrated random walk algorithm,25 the output probability of i to j is defined.

P out
i,j =

ω(i,j)∑
k∈Ssub

i
ω(i,k) , where Ssub

i denotes subsequent node set of i.

Definition 3.2 (Input Probability P in
i,j). For a node j with several input con-

nections, any preceding node can be selected as its input. According to the frus-

trated random walk algorithm, the input probability P in
i,j of j from i is defined.

P in
i,j =

ω(i,j)∑
h∈S

pro
j

ω(h,j) , in which Spro
j denotes preceding node set of j.

Definition 3.3 (Model Interaction Probability P(i,j)). It means the proba-

bility nodes i and j can interact successfully. According to the frustrated random

walk algorithm, the output probability P out
i,j of i to j and the input probability P in

i,j

of j from i are defined. P (i, j) = P out
i,j × P in

i,j . It is worth reviewing that ω(i, j) is

the number of simulation scenes in which i acted as the upstream node of j. In this

way, ω(i, j) = 0 if i never lead to j directly or indirectly.

The interaction probability P (i, j) is defined in this way to take into account

that there are different alternative model inputs and outputs to be composited

and integrated. Randomness reflected by selecting alternative model nodes is in

accordance with the weight quantified by their coexistence times. The expectation

of node i first hitting node j can be used as a measure of their co-simulation

distance, which is derived by the probability distribution of the steps required for

the first interaction of i and j.

Estimating the co-simulation distance by Monte Carlo simulation is straightfor-

ward and easy to implement but needs repeated simulation. In this way, the result

accuracy increases with simulation times which requires tremendous and nonneg-

ligible computation. Therefore, this study explores the estimation of co-simulation

distances between models by analytic calculation based on frustrated random walk.
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Model reuse method for CPS simulation 141

For specific node i in the model library embedded in cloud architecture, feedback

represented by model links enables it reaching node j after one or more steps.

The probability vector interacting with other nodes after n steps can be obtained

by multiplying the one-step transition probability matrix with the interaction prob-

ability vector of n− 1 steps.

P (N i
t = n) denotes the probability of node i interacting with node t for the first

time after n steps.

P (t)n denotes the vector composed of (P (N i
t = n)), i �= t. Sub(i) denotes the set

of successor node neighbors of i. Pre(i) denotes the set of preceding node neighbors

of i.

T denotes the one-step transition probability matrix for direct interaction of

model nodes. T (i, ji), ji ∈ Sub(i) is the ith entry at the jith column of T , which

means the probability of i first interacting with ji after one step and can be calcu-

lated by (1). If T (i, ji) = 1, then d(i, ji) = 1. Thus, T (i, ji), ji ∈ Sub(i) is computed

as Eq. (1), only those T (i, ji) < 1 are considered.

Ti,ji =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ωi,ji∑
k∈Sub(i) ωi,k

· ωi,ji∑
m∈pre(i) ωm,ji

, t �= ji, i �= ji,

0, t = ji, i �= ji,

1−
∑
h �=ji

ωi,h∑
k∈Sub(i) ωi,k

· ωi,h∑
m∈pre(i) ωm,ji

, i = ji, i /∈ Pre(t),

1−
∑
h �=ji

ωi,h∑
k∈Sub(i) ωi,k

· ωi,h∑
m∈pre(i) ωm,ji

− ωi,ji∑
k∈Sub(i) ωi,k

· ωi,ji∑
m∈pre(i) ωm,ji

, i = ji, i ∈ Pre(t).

(1)

According to the transition relation, P (N i
t = n) is calculated by (2) and P (t)n

by (3).

P (N i
t = n) =

∑
ji∈Sub(i)

Ti,jiP (N ji
t = n− 1), n ≥ 2, (2)

P (t)n = TP (t)n−1 = T n−1P (t)1, n ≥ 1, (3)

∑
h �=ji

Ti,ji =

⎧⎪⎨
⎪⎩
1− ωi,ji∑

k∈Sub(i) ωi,k
· ωi,ji∑

m∈pre(i) ωm,ji

, i ∈ Pre(ji),

1, i /∈ Pre(ji).

(4)

From (4), according to the Gershgorin Circle Theorem, the maximum eigenval-

ues and the spectral radius of T are less than 1.

P (t)n can be easily obtained according to one-step transmission relation of

model nodes. Nt denotes step vector required for other nodes first hitting the target

node t, whose ith entry is N i
t denoting the steps required for node i first hitting t.
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Its mathematical expectation is computed as (5).

EN i
t =

∞∑
n=1

nP (N i
t = n) :=

∞∑
n=1

nP (t)in. (5)

Equation (5) can be equivalently shown in the vector formula (6).

ENt =

∞∑
n=1

nP (Nt = n) :=

∞∑
n=1

nP (t)n

=

∞∑
n=2

nP (t)n + P (t)1

=
∞∑

n=2

nTP (t)n−1 + P (t)1

= T

∞∑
n=2

nP (t)n−1 + P (t)1

= T

∞∑
n=2

(n− 1)P (t)n−1 + T

∞∑
n=2

P (t)n−1 + P (t)1

= T

∞∑
n=2

(n− 1)P (t)n−1 +

∞∑
n=1

P (t)n

= TENt + 1. (6)

Equation (6) is reduced to Eq. (7).

(I − T )ENt = 1. (7)

1 is the vector whose entries are 1. (I−T ) can be eliminated by multiply (I−T )−1

on the left. According to Abel’s theorem, spectral radius of T is less than 1. Thus,

the power series I + T 1 + T 2 + · · · converge to (I − T )−1.

ENt = (I + T 1 + T 2 + · · · )1 =

∞∑
n=1

T n1. (8)

ENt can be solved by numerical (8), where 1 is the vector whose entries are 1.

In (8), T is often a sparse matrix. To avoid direct power calculation of T n,

T is repeatedly applied to the column vector 1. The summing result is recorded

with another column vector. Sparsity of T can speed up the calculation and reduce

memory. Thus, by applying the above calculation process to other target nodes in

the model base, a preliminary estimation of the pair-to-pair interaction distance

between all models can be obtained.
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3.2. Reusability of model node

Model reusability measures the fitness of model nodes for reusable simulation sce-

narios referring to several key characteristics including model maturity, reuse cost,

average simulation accuracy, computation efficiency and model perceptibility.

• Model maturity. It mainly describes the completeness of the functional input,

output and other simulation elements of a simulation model. It is the premise to

measure the reusability of a simulation model. The quantitative research is not

the focus of this paper. In this paper, the preliminary measurement is simplified as

(9). In this expression, ifIn, ifOut and ifEnv are boolean variables, respectively,

which are used to measure whether the input signal, output signal and model

operation, environments are fully specified. When ifIn = 1 and ifOut = 1 and

ifEnv = 1 and isSolver = 0, it is reasonable to infer that the model could run

initially. The model maturity is 0.6. isSolver measures whether a solver is set for

the model. The model failed to perform operations while no solver is specified.

Therefore, it is reasonable to assume that on the basis of initial run, the maturity

of the model executed according to the solver Settings is 1.

Mty =

⎧⎪⎨
⎪⎩
0, ifIn = 0 or ifOut = 0 or ifEnv = 0,

0.6, ifIn = 1 and ifOut = 1 and ifEnv = 1 and isSolver = 0,

1.0, ifIn = 1 and ifOut = 1 and ifEnv = 1 and isSolver = 1.

(9)

• Reuse cost. It represents model reuse cost for new simulation application through

a complete reuse process, which is calculated based on historical simulation data

and is shown in (10).

KN = (C +A(N − 1))/N, (10)

where KN means the average reuse cost, C denotes cost to develop the model

for its first use, A denotes cost to adapt for reuse each time it is reused and N

denotes number of times that the model is reused. These calculations draw on

the theoretical basis of software reuse in.

• Simulation accuracy. SimAc refers to the deviation of the model applied in histor-

ical simulation scenes from its simulated entity behavior parameters. Apparently,

the smaller it is, the more accurate the simulation is.

• Computation efficiency. ComEf measures the statistical time cost for the model

to calculate the output result from the received input signal, which is usually

obtained by averaging multiple iterations.

• Perceptibility. Per means the extent to which the computational execution mech-

anism of the model is interpretable. According to this feature, the models used

in integrated simulation scenarios can be basically divided into three classes,

wherein the calculation execution mechanism of the white box model from the
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input signal to the output signal of the model can be fully perceived. Grey box

models are those which can partially explain the inner principle of the models

but have no complete theoretical details. A black box model hides all of the

model implementation details and provides only input and output ports. Their

perceptibilities can be quantified as 1, 0.5 and 0, respectively.

Various models and their interaction for CPS constitute a topological restricted

directed graph. The models act as nodes. Their interaction connections act as edges.

By searching a model combination solution with better node and edge attribute

values, the model reuse scheme of CPS can be optimized.

3.3. Initialization of constrained directed models graph

Assume models as nodes and their connections as edges. There are all kinds of

dependent relationships between some edges, such as sufficient, necessary, necessary

and sufficient. To construct the constrained directed graph of models according to

simulation requirements, node set including the starting node to the ending node,

edge set, node weight, edge weight, and the dependency relationship between edges

are recorded and set.

According to the connectivity of the model nodes, for the nonterminating node,

the union of its possible next nodes is taken as the dependent model set of the

current node. Once executed to the current node, at least one of the dependent

model set should be selected as the subsequent node.

As described in Sec. 2, there exist the following dependencies between edges.

While edge Edge1 is selected to model composition path, Edge2 must be added

to the collection, which can be denoted as Edge1− > Edge2; if Edge3 is selected,

either Edge4 or Edge5 must be added, which can be denoted as Edge3− > (Edge4∪
Edge5); without loss of generality, there may be multiple classes of constraints on

one edge, for example, Edge1− > (Edge2)∩(Edge4∪Edge5). To generate a feasible

path, BFS is adopted to deal with the dependencies as follows:

(i) Adds Edge1 to set S, which denotes the edge set making a path for model

composition solution.

(ii) Initialize queue Q, which hosts the current visited edge that to act as the next

component of the path.

(iii) Add Edge1 to Q.

(iv) If Q is not empty, pop out the uppermost element A; If Q is empty, then exit.

(v) Deal with every Arely in dependent edge set of A in turn. Namely, if it exists

in Q, do nothing; otherwise, go to the next step.

(vi) If Arely is not in Q and without XOR edge in dependent edge set of A, add

Arely to S and Q. If there exist XOR edges of Arely, select one edge according

to the priority of those XOR edges and add it to S and Q, which is detailed

in the next section.

(vii) Return to step (iv), until Q is null.
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Model reuse method for CPS simulation 145

Algorithm 1. Procedure to generate model integration solution.

Initialization: Graph edge info set E, node info set V and constraints info CE;

Priority list: P recording the node priority

Current edge to be handled: Estart

List S is used to store path generated

Empty queue Q which is used to store the current edge

Update:

1: add Estart to S

2: add Estart to Q

3: while Q is not empty do

4: Pop out the uppermost element A from Q

5: Get all dependencies AListrely of A based on CE

6: for Arely in AListrely do

7: if Arely in S then

8: skip

9: end if

10: if Arely not in S then

11: if XOR edges in Arely then

12: select one edge etemp according to P add etemp to S and Q

13: end if

14: if no XOR edges in Arely then

15: add Arely to S and Q

16: end if

17: end if

18: end for

19: end while

The procedure of generating model integration scheme based on a priority coder

is detailed in Algorithm 1.

4. Model Composition Method Based on Multi-Objective

Genetic Algorithm

To search and optimize the feasible model combination path in the constrained

topology directed diagram composed of the CPS subsystem model and their inter-

action connections, the multi-objective genetic algorithm is introduced containing

the following key points.

4.1. Encoding and evolution

To meet the simulation requirements, candidate models to be integrated are con-

nected by their interaction links in the form of a constrained model diagram.
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V = {M1, . . . ,Mk} is the model nodes set, in which Mi =< Mi : Mtyi, KN,i >.

E = {ei,j , . . .}, in which ei,j =< (Mi,Mj) : di,j >, Mi denotes the upstream node

of edge ei,j, Mj denotes the downstream node of edge ei,j , and di,j denotes the

collaboration distance of node i and j.

• Encoding. Chromosomal coding based on full permutation of (1, . . . , N) indicat-

ing the priority orders of the N model nodes are adopted. Each permutation

coder can be mapped with a unique model composition scheme generated by

Algorithm 1.

• Crossover. Select two codes Coder1 and Coder2. Change a certain continuous

segment in Coder1 with corresponding value and order in Coder2. The crossover

operator is implemented by a Xovox function embedded in a toolkit called

geatpy.

• Mutation. Randomly select several elements in the coder and switch their posi-

tions. The mutation operator is implemented by a Mutinv function embedded

in a toolkit called geatpy.

• Fitness. Define the number of optimization goals that each chromosome can

dominate other chromosomes as the fitness function of a coder. Chromosomes

that can dominate other chromosomes are selected and left to repeat Crossover

and Mutation.

4.2. Generating model composition path

After obtaining the node priority, in the path generation process, if there are multi-

ple alternative edges corresponding to the current node, select the edge with smaller

coding value according to the priority of the corresponding node to join the path

edge set. In the dependency processing part, BFS is used to solve the dependency

problem of the newly added edge. Until the end node is reached.

In order to solve the partial coding loop problem in a sub-connected domain,

the priority of each repeatedly selected edge is punished to a certain extent after

selection so as to increase the exploration ability of path generation and prevent

routing from falling into an infinite loop locally.

4.3. Complexity analysis

For searching the optimal model composition solution in the restricted directed

graph of sub-models, K node priority sequence coders are generated. Length of

each coder is n. n denotes the number of model nodes. BFS is adopted to search for

the mapping model composition solution based on the priority coder. There exist at

most n(n− 1)/2 joining edges and at most n(n− 1)[n(n− 1)/2− 1]/4 in the graph.

Thus, in one single search, the complexity of time and space consuming accords to

O(n4). M generation is iterated. The total time and space consuming accords to

O(KMn4).
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Model reuse method for CPS simulation 147

5. Experiment and Analysis

The following simulation model integration digraphs are used to verify the effec-

tiveness of the proposed simulation-oriented model combination and reuse method.

Case 1 as shown in Fig. 4 and case 2 as shown in Fig. 5 are typical model digraphs

of CPS with more feedforward links and more feedback links, respectively. Wherein,

nodes represent models to be integrated or combined and links between nodes rep-

resent directed signal transmissions.

First, the collaborative interaction distance between model nodes is estimated

based on frustrated walk method introduced in Sec. 3.1. Some of the results of ana-

lytical estimates and Monte Carlo simulation results are compared in

Table 1.

Fig. 4. Constrained model directed graph for case 1.

Fig. 5. Constrained model directed graph for case 2.
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148 W. Liu et al.

Table 1. Comparison of distance estimation based on Monte
Carlo and random walk.

Model node pair Monte Carlo dist. Random walk dist.

Case 1: M1 and M4 1.00 1.03
Case 1: M4 and M5 1.00 0.95
Case 1: M5 and M6 1.00 1.10
Case 1: M6 and M11 4.21 4.19
Case 2: M6 and M7 1.0 1.13
Case 1: M6 and M23 2.09 1.94

Table 2. Parameters of the multi-objective
search method.

Parameter Value

Node number of case 1 20
Node number of case 2 25
Population size 6
Total generations 30
Converge generation of case 1 13
Converge generation of case 2 12

Then the model node attributes in the directed graph are quantified based on

the simulation data as described in Sec. 3.2.

Finally, the model integration solution with better path fitness is explored based

on the multi-objective optimization algorithm introduced in Sec. 4. The parameter

setting in the experiment is shown in Table 2. The fitness function which measures

the number of other dominated chromosomes is designed. Specifically, the popula-

tion is optimally divided according to whether there is other absolutely dominant

coder of a certain coder. If not, this coder belongs to the top subgroup. After

that, the following subgroups are divided in the same way. In the same subgroup,

individuals are ranked according to their sparsity26 with their neighbors.

Simulation performances of case 1 and case 2 vary with iteration as shown in

Fig. 6. The red dots are their Pareto Optimal front solutions of the 30th generation.

Compared with the blue dots, the red ones show better performance parameters.

Their final model combination solutions are illustrated in Figs. 7 and 8,

respectively.

It can be seen from the above experimental results that model composition

performance tends to converge after the first few iterations. It is reasonable to

infer that the corresponding model composition solution is a near-optimal solution

satisfying the simulation requirements. The product of the iteration number and

the population size is far less than the total permutations of the nodes number,

which is inevitable after feasibility judgment of corresponding model composition

solution is introduced during iteration.
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(a) Case 1

(b) Case 2

Fig. 6. Pareto Optimal front solutions.

Fig. 7. Model composition solution of case 1.

Fig. 8. Model composition solution of case 2.
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To fulfill specific simulation requirements, the collaborative interaction distance

between each sub-model pair is first analytically estimated based on historical simu-

lation data, which is within 1% gap with Monte Carlo simulation results. Therefore,

it can be inferred that the analytical estimation method is effective.

6. Conclusion

The contributions of real-time modeling of CPS in this paper refer to reusing exist-

ing models in historical simulation scenarios rather than starting from scratch. This

work does not focus on the searching step. Specifically, the models with integrated

relationship constraints are aggregated as a constrained directed connection graph.

Therefore, an approach of near-optimal model composition based on multi-objective

optimization genetic algorithm is presented. The Genetic Algorithm is adopted to

represent the feasibility of the reuse scheme and to prove that modeling starting

from scratch can be avoided. In fact, due to the constrained relations, the optimal

scheme can be obtained at the beginning several iterations of chromosomes. The

main contribution of the paper is given as follows:

• An architecture supporting quantitative model reuse based on Constrained

Directed Graph is proposed.

• Difficulty or necessity of model-pair interaction, named co-simulation distance of

heterogeneous models, is estimated based on random walk algorithm.

• Multi-objective genetic algorithm (MGA) is applied to the Restricted Directed

Graph to search model combination scheme.

Due to the difficulty in unifying different simulation performance of model

nodes and their connecting edges, the multi-objective optimization genetic algo-

rithm based on Pareto optimality is adopted. Gradient fitness is used as the fitness

function to measure the model composition solution corresponding to nodes’ code.

The penalty term of cyclic segment is introduced in routing through the directed

model graph. It not only reduces the waste of routing dead-loop but also reduces the

nesting of multi-layer loop segments, which is in line with the strategy to avoid the

dead-lock of multi-layer feedback easily in an actual CPS. Thus, the result shows

that the model reuse scheme based on restricted model directed graph proposed in

this paper is effective.
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20. Karhela T., Villberg A., Niemistö H., Open ontology-based integration platform
for modeling and simulation in engineering, Int. J. Model. Simul. Sci. Comput.
3(02):1250004, 2012.

21. Kaufmann D., Rossmann J., Integration of structural simulations into a real-time
capable Overall System Simulation for complex mechatronic systems, Int. J. Model.
Simul. Sci. Comput. 10(2):1940002, 2019.

22. Li W., Lu L., Liu Z., Ma P., Yang M., HIT-SEDAES: An integrated software environ-
ment for simulation experiment design, analysis and evaluation, Int. J. Model. Simul.
Sci. Comput. 7(3):1650027, 2016.

23. Steiniger A., Uhrmacher A. M., Intensional couplings in variable-structure models: An
exploration based on multilevel-DEVs, ACM Trans. Model. Comput. Simul. 26(2):1–
27, 2016.

24. Zhao J., Wang H., Liu W., Zhang H., A learning-based multiscale modelling approach
to real-time serial manipulator kinematics simulation, Neurocomputing 390:280–293,
2020.

25. Li E., Le Z., Frustrated random walks: A faster algorithm to evaluate node distances
on connected and undirected graphs, Phys. Rev. E 102(5):052135, 2020.

26. Deb K., Pratap A., Agarwal S., Meyarivan T. A. M. T., A fast and elitist multiob-
jective genetic algorithm: NSGA-II, IEEE Trans. Evol. Comput. 6(2):182–197, 2002.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



c© 2023 World Scientific Publishing Company
https://doi.org/10.1142/9789811260186 0009

Chapter 9

Model maturity towards modeling and simulation: Concepts,

index system framework and evaluation method

Lin Zhang∗,†,‡, Ying Liu∗, Yuanjun Laili∗ and Weicun Zhang†

∗School of Automation Science and Electrical Engineering
Beihang University (BUAA), Engineering Research

Center of Complex Product Advanced Manufacturing Systems
Systems, Ministry of Education, Beijing Advanced

Innovation Center for Big Data-Based Precision Medicine
Beijing 100191, P. R. China

†School of Automation and Electrical Engineering
University of Science and Technology Beijing

Beijing 100083, P. R. China
‡johnlin9999@163.com

Abstract

Simulation has become an essential way and sometimes the only way to study complex
systems (e.g. system of systems, SoS). Simulation is the model based activity. How to
build a high-quality model is the first consideration in simulation. Fidelity and credibility
are the two mostly used metrices to evaluate the quality of a model. However, the
definitions and evaluation methods of fidelity and credibility vary from one research to
another and it’s hard to evaluate the metrics precisely. More importantly, the evolution
process of a model in use cannot be directly reflected by the two metrics. Therefore, this
paper introduces the model maturity to track the status of a model during its life cycle,
especially in the use and management phases, which will be an important supplement
to the quality evaluation system of models. The concept of model maturity is given
and a framework of index system for model maturity evaluation is established. Then, a
hierarchical evaluation method based on qualitative and quantitative analysis (HEQQ)
for model maturity is proposed. Finally, a case study is used to validate the feasibility
and effectiveness of the proposed method.

1. Introduction

Model is the basis of simulation. The effectiveness of a simulation relies heavily on

the quality of the model. At present, the evaluation of model quality mainly uses

two metrics, namely, fidelity1–3 and credibility.4–6 However, the two metrics mainly

focus on the static status or performance of a model at a specific stage or condition,

and cannot directly reflect the changes of the model in its use and management

process. Actually, the status or performance of a model in its use and management

‡Corresponding author.
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Fig. 1. The process of model maturing.

processes is also an important aspect of its quality, which has a significant impact

on whether the model can be reused. However, there is no corresponding metrics for

evaluating the model in its use and management processes. This paper proposes to

use “model maturity” to evaluate the performance after the model is constructed.

The cyclic feedback relationship in the lifecycle of the model is shown in Fig. 1.

The lifecycle of a model can be roughly divided into three phases, i.e., model con-

struction, model use (model implementation, execution, interoperation, etc.), and

model management (storage, modification, reconfiguration, optimization, integra-

tion, etc.). Feedbacks between the processes keep the model involved and optimized.

This is also the process by which the model gradually matures.

The purpose of this paper is to propose the concept of model maturity for sim-

ulation, give its definition, an index system framework and an evaluation method.

The introduction of model maturity will be conducive to the standardized develop-

ment and management of models and will provide guidance to model evaluation,

optimization and reuse.

The rest of this paper is organized as follows. In Sec. 2, the concept of model

maturity is proposed. The levels of model maturity are described in Sec. 3. A frame-

work of evaluation indexes system for model maturity is established in Sec. 4. Then

a hierarchical evaluation method based on qualitative and quantitative (HEQQ)

analysis for model maturity is proposed in Sec. 5. A case study is presented in

Sec. 6. The conclusions and some suggestions for future work are given in Sec. 7.

2. The Concept of Model Maturity

2.1. Definition

Models for simulation generally include requirement models (also known as require-

ment specifications), conceptual models, mathematical models, and simulation

models.7 The maturity we studied in this paper covers all these types of mod-

els and is relative to the whole lifecycle of the models, as shown in Fig. 2. In the
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Fig. 2. Schematic diagram of the model life cycle.

phase of model construction, various types of models are produced in the form

of documents or model files. In the phase of model use, executable models are

implemented and run in a simulation environment to fulfill simulation tasks, e.g.,

analyses, predictions, or decision making. In the phase of model management, mod-

els will be modified, reconfigured or optimized according to changes of requirements

and feedback information from use phase.

There are many studies on maturity in different areas.8–10 The concept of matu-

rity is seldom discussed individually, its generally related to a specific application

area, such as technology maturity,11 product maturity,12 manufacturing maturity,13

system maturity, software development capability maturity CMMI,14 and other

maturity models (process maturity, knowledge maturity, data maturity, etc.).15–20

Some common characteristics of maturity can be summarized as follows: (a) The

maturity is mainly concerned about the degree of satisfaction, completeness, sta-

bility and repeatability in applications. (b) The maturity is usually divided into

different levels to represent the status of the object being evaluated. Each level

has its own criteria. (c) The level gradually increases, which reflect the trend of

continuous improvement and optimization of the object.
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Drawing on the ideas of various maturity models, this paper gives the definition

of model maturity for simulation.

Definition 1. Model maturity is a measure of how well a model meets the expected

effects and application requirements as time and frequency of using the model

increases, which describes the developing status of the model compared with the

actual object being modeled. The process of model maturing is the process that

the model’s performance gradually stabilizes and meets the requirements.

Model maturity reflects the practicability of the model itself. The model is

continuously improved and revised during the use and evolution process. While the

maturity of the model will gradually increase. Especially in the process of model

reuse, mature models have higher priority and low risks than immature models or

newly developed models.

In order to further understand the concept of model maturity, some character-

istics of mature and immature models are given as follows:

(1) The immature model: (a) The model has bad properties (e.g., standardiza-

tion, scalability and portability). (b) The processes of model use and model man-

agement are disordered and poorly documented. (c) There are many uncertainties

in the simulation results with the model. (d) There are many errors or failures in

the process of model execution; (e) The model is difficult to be reused.

(2) The mature model: (a) The model has good properties. The model is clearly

defined and the related documents are standardized. (b) The processes of model

use and model management are well controlled and documented. (c) There is no

uncertainty in simulation results with the model. (d) There are no errors or failures

in the process of model execution. (e) The model is easy to be reused.

The maturity of a model can be divided into five levels that will be described

in details in Sec. 3.

2.2. Features of model maturity compared with other metrics

In the field of modeling and simulation (M&S), fidelity and credibility are two most

important metrics used to evaluate the quality of a model.

The fidelity of the model emphasizes the similarity between the model and

the corresponding entity on a certain side, which reflects the essential attributes

of the entity, and is an objective and ideal evaluation metric. The fidelity of the

model does not change as simulation requirements change. However, it is difficult

to accurately describe the internal characteristics of many systems, especially for

complex systems whose mechanism is unclear, which makes it difficult or impossible

to calculate the fidelity of a model versus the entity being modeled. Therefore, for

the evaluation of model fidelity, external features, such as inputs and outputs, are

often used to indirectly verify the fidelity of the model. However, this verification

can only be based on a limited number of data sets. In the case of insufficient data,

even if the model and the corresponding entity have similar or identical external
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features, it does not mean that the internal structure and attributes of the two are

similar or identical. For those models used for visualization, their fidelities are often

judged by user’s experiences and senses.

Model credibility reflects the degree of user’s confidence in the correctness of the

model, that is, the accuracy of certain characteristics of the corresponding entity

reflected by the model under specific requirements. Model credibility is a measure

of model’s usability from another perspective when fidelity cannot be accurately

calculated. Due to the complexity of the real world, it is difficult to construct a

model that is “exactly the same” as the entity being modeled. In fact, the same

entity will show different characteristics in completing different tasks, and each

simulation task is performed for a specific requirement, as a result, the credibility

of the corresponding model may be different with respect to different simulation

requirements. Therefore, for most simulation systems, credibility is used more often

in practice than fidelity. Since the credibility of the model is closely related to

the requirements, there are some subjective factors in its evaluation, which bring

considerable difficulties to the credibility evaluation.

Essentially, both fidelity and credibility are measurements of similarity between

the model and the corresponding entity, while similarity measurements are usually

not unique and vague, so there are still great challenges in the evaluation of the

two metrics. Although some basic principles are given in the VV & A methodolo-

gies, most of them are qualitative rules and procedures, and lack quantitative and

authoritative evaluation methods. In addition, these two metrics do not take into

account the model standardization, portability, scalability, and other characteristics

that have an important impact on model use and reuse. In fact, after the model

is developed, it will be continuously improved and optimized in the process of use.

The maturity of a model focuses on the performance of the model in its use and

management process. A model with high maturity will have a high degree of cred-

ibility or fidelity, but a model with high credibility or fidelity does not necessarily

have a high degree of maturity. Of course, fidelity and credibility will have some

impact on maturity to some extent. In summary, the maturity will make up for the

limitations of fidelity and credibility on model evaluation.

2.3. Evaluation of model maturity

Regarding the evaluation of maturity, there are some related works in different

fields, such as information maturity evaluation,21 technology maturity evaluation,22

innovation capability and industry maturity evaluation,23 and software develop-

ment capability maturity evaluation.24 All of these can provide references for model

maturity evaluation.

Due to the diversity and heterogeneity of models, different application require-

ments, and different understandings of the model by different users, the evaluation

of model maturity is very challenging. At present, the evaluation methods of various

maturities are usually based on the experience of domain experts for qualitative
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evaluation, which are subjective. It is necessary to find an objective evaluation

method, which transforms the relevant factors of model maturity into quantifiable

indexes and evaluates the model maturity with rigorous process and standardized

operations. The method will take advantages of both qualitative and quantitative

methods. The reliable evaluation of model maturity will help to improve and opti-

mize the quality of a model so as to meet the application demands perfectly.

3. Five Levels of Model Maturity

Referring to the maturity level classification method in other fields, the model

maturity can be divided into five levels, as shown in Fig. 3. The five levels are

described as follows:

Level 0: Initial level. The modeling process is unnormalized. There are no or few

model documents. The model is not verified and validated. There are many errors

that result in failures of simulation with the model. There are many uncertainties

in the use of the model. There are no management tools and the model is not

managed.

Level 1: Verified level. Low level of normalization of modeling process. Model

documents are incomplete and not standard. The model has been primarily verified

and validated by the internal personnel of the model developer. There are few errors

that result in failures of simulation with the model, but still many problems that

lead to malfunctioning of the simulation. There are few uncertainties in the use of

the model. There are few management tools and the model is not well managed.

Level 2: Reusable level. The modeling process is well organized. Model docu-

ments are complete and standardized. The model has been professionally verified,

validated and accredited and has an acceptable credibility. There is no error or

problem that lead to failures or malfunctioning. The model has friendly interfaces.

The model can be reconfigured without degrading its performance. The model is

managed with a model library.

Level 3: Collaboration level. The modeling process has a high degree of stan-

dardization. The model has been verified, validated and accredited by professional

agencies and has a high credibility. The model has friendly interfaces that meet the

interoperability standards of specific fields. The model has certain adaptability to

heterogeneous environments. There are few trivial problems during the use of the

model. The model can be easily reconfigured to meet different requirements without

degrading its performance. The model is well managed with an engineering level

model library.

Level 4: Optimal level. The modeling process has a very high degree of standard-

ization. The model has been completely verified, validated and accredited by pro-

fessional third-party agencies and has a high credibility and fidelity. The interfaces

of the model are very friendly and are adaptable to different interoperability stan-

dards. The model has strong adaptability to heterogeneous environments. There are

no problems during the use of the model. The model can be easily reconfigured and
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Fig. 3. The five levels of model maturity.

reconstructed to meet different requirements without degrading its performance.

The model is professionally managed with a commercial level model library and

supporting tools.

4. Construction of the Model Maturity Index System

4.1. Principles

In addition to the common principles of evaluation index systems, characteristics

of simulation systems should be considered in the construction of the index system

of model maturity for simulation. Domain-independent indexes will be selected as

many as possible, which can objectively evaluate the performance of models in

cross-domain reuse and scalability. More importantly, indexes that change with

time, model use, and management will play key roles in the index system so as to

highlight the evolution process of the models. In summary, the construction of the

index system for model maturity evaluation should follow the principles:

(a) The basic principle. It includes the completeness, computability, nonredun-

dancy and objectivity, etc.

(b) Use and time relative principle. To select indexes that change with use and

time to reflect the status in the process of a model being used and managed.

(c) Domain-independent principle. To select domain-independent indexes as far as

possible, which can guarantee the generality and scalability of the index system.

4.2. A framework of index system for model maturity evaluation

Influence factors of model maturity are involved in the three phases of the model life

cycle, i.e., model construction, model use and model management. Hence, the index
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Fig. 4. The framework of index system for model maturity.

system will be established in multiple layers, as shown in Fig. 4. The first layer is

the phases of the model lifecycle, the middle layer gives factors that have impacts

on the model maturity in the corresponding phases, and the bottom layer gives

the indexes corresponding to each factor. In some cases, there may have multiple

middle layers.

(1) Model construction: As mentioned above, there are different types of models

relative to simulation, e.g., requirement models, conceptual models, mathematical

models and simulation models. Various indexes that may influence the use or reuse

of these models can be defined, such as the level of standardization, portability, scal-

ability, etc. Another important factor that has an important impact on the quality

of a model is the capability of modeling organizations (model developers), which is

seldom considered in current research. The developer is generally an organization

for building a complex model. They need to be well organized and follow normal-

ized processes to guarantee the correctness and quality of models. The capability

maturity model integration (CMMI) originated in software engineering is used for

evaluating the capability of a software development organization. However, in the

field of M&S, there is no such standardized and systematic evaluation methodol-

ogy developed for modeling processes.25 Because the development of many models,

especially simulation models, has certain similarities with the software development

process, the CMMI can be used as a reference. Of course, the model development

process is more complicated than ordinary software development, so it is neces-

sary to develop capability maturity for M&S in the future. Four indexes, capability

maturity of model development, standardization, portability, scalability are listed

in Fig. 4 as examples.

(2) Model use: As mentioned above, the model use phase includes model imple-

mentation, execution, verification, validation and accreditation (VV&A), interoper-

ation, etc. Participants in this phase are people or organizations (model users) that
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use the model to perform various simulation activities. The model users conduct

these activities and send problems they met to the model management phase, in

the meantime, receive modification and update information from the management

phase (see Fig. 1). Many factors involved in these activities influence the degree of

model maturity. For example, VV&A is indispensable to guarantee the correctness

of a model. Even if it is needed in almost every phase of the model lifecycle, many

VV&A activities can only be conducted when the model runs. Hence, we choose

VV&A related factors to be included in the model use phase. Theoretically, every

part and every function point should be verified and validated with a normalized

process, but in reality there are always some parts or functions are missing, and the

VV&A is not will organized. This is especially true for complex systems. So, the

completeness of VV&A can be taken as a factor, and the completeness of VV&A

for performance, completeness of VV&A for functions and the normalization level

of the VV&A progress, can be chosen as the indexes of the factor. The VV&A

results tell if the model is correct or meet the requirements, which can be presented

in different forms. Some quantifiable measures, such as fidelity, credibility, are pre-

ferred to be indexes of the VV&A results. The use feedback includes two kinds of

activities, one is to receive feedback information about model modifications and

updates from the model management phase and apply the information to improve

or optimize the use of the model, the other is to send the information of errors and

problems collected in the use process back to the management phase. The quality

of model users and whether the feedback information from management phase is

well documented or not will also have impact on the effect of the improvement. As

a result, the use feedback ratio, quality of users, and the feedback normalization

level can be taken as indexes.

(3) Model management: This phase manages and maintains the models con-

structed by different developers. Participants include model managers, maintain-

ers, and developers may also participate in the model management in some cases.

They are called model managers here. Model management include the activities

such as model storage, model modification, model reconfiguration, model modifi-

cation, model optimization, model integration, etc. Many factors have impact on

the effect of model management. Some examples are (1) if the models are managed

in a normalized way, (2) if the model parameters are easy reconfigured to meet

different requirements, and (3) if feedback information from model users is suffi-

ciently applied to modify or optimized the models. Indexes relative to each factor

can be defined according to characteristics of the factor. For the normalization of

management, there are many aspects related to model management, e.g., model rep-

resentation and model storage, model search, and documentation. A high-quality

model library is the guarantee of model management. We use the quality of the

model library as the index to represent the level of management normalization.

The configuration flexibility can be taken as the index for model reconfiguration,

which indicates how easy the model parameters can be reconfigured. Similar to the

use feedback, the management feedback has two kinds of activities, i.e., receive the
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feedback information from model users and send modified and updated information

back to model users. Some indexes can be chosen to reflect the level of handling

the feedback, such as feedback normalization level, the number of changes to the

model guided by the feedback, and the quality of the model managers.

What needs to be pointed out is that the framework of index system is open.

The factors and indexes given in Fig. 4 are just examples, which can be adjusted

according to characteristics of the models in specific application domains.

4.3. Further explanation of model maturity indexes

To get a quantitative evaluation of the maturity of a model, each index in Fig. 4

need to be set a value with different methods.

(1) Model development capability: There is one index for this factor, i.e., the

capability maturity of model development. As mentioned above, there is no such an

index and method to evaluate the capability of a model developer. Referring to the

CMMI for software, the capability maturity can be divided into five levels. It can be

evaluated by CMMI evaluation agency if the model is software intensive. In other

cases, it can be roughly evaluated by domain experts based on their expertise. The

domain expert here refers to the people who has specialized knowledge on model

development, evaluation or management.

(2) Model quality: Three indexes are listed, they are standardization, scalability

and portability. All of them are qualitative indexes, which can be evaluated and

scored by domain experts.

(3) VV&A completeness: It contains two parts at least, i.e., the VV&A com-

pleteness of performance and the VV&A completeness of function of the model.

Both the two indexes can be scored by domain experts based on the VV&A docu-

mentation.

(4) The VV&A result: Credibility and fidelity are chosen to be the indexes. Some

methods can give quantitative values for the two indexes. Due to different evalua-

tion methods may give different values for the same model, we need to choose an

appropriate one with respect the characteristics of the model. Expertise of domain

experts are needed to make such a choice.

(5) Use feedback: The use feedback ratio reflects the proportion of feedback

problems from model managers that have been handled successfully. It can be cal-

culated by dividing the number of handled feedback problems by the total number

of feedback problems in a given time period. Feedback normalization level can

be scored by domain experts based on the documentation provided by model man-

agers. The quality of users that indicate whether the professional ability of the users

reaches the standard, which can be evaluated and scored by the human resource

department.

(6) Normalization of management: A professional model library will provide

strong support to model management. Based on the information including the

model library’s developer, popularity, documentation normalization level, etc., the

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



Model maturity towards modeling and simulation 163

quality of the library can be evaluated and scored by domain experts or a third

party agency.

(7) Model configuration: The parameter configuration can change the perfor-

mance of a model and enable the model to meet changed requirements, which will

also affect the maturity of the model. The more convenient and flexible the param-

eter configuration is, the easier the model can be reused, and therefore the more

mature the model becomes. Parameter configuration flexibility can be evaluated by

model users and/or managers.

(8) Management feedback: The feedback information that comes from the model

users can guide managers to modify and optimize the model. The feedback normal-

ization level can be scored by domain experts based on the feedback documents

provided by model users. The quality of managers can be evaluated and scored by

the human resource department. The number of changes to the model is a quantita-

tive index. With the continuous improvement of the model, the number of changes

will gradually decrease.

5. A HEQQ Analysis for Model Maturity

5.1. Main idea of HEQQ

According to the framework of the index system in Fig. 4, a HEQQ analysis method

for model maturity is proposed in this paper.

For a given model, only the indexes in the lowest layer can be assigned values.

According to common evaluation methods, the values of these indexes can be scored

by domain experts or evaluated based on historical data. These index values are

integrated (such as weighted sum) to define the maturity of the model. A lot of

research has focused on how to determine the weights more reasonably. However,

these methods do not take into account the factor in the higher layer to which each

index belongs and the life cycle phase to which the corresponding factor belongs. In

fact, different phases have different effects on model maturity, and different factors

have different importance in the same phase. Therefore, treating all indexes as equal

cannot accurately reflect the actual impact of each index on model maturity.

The basic idea of the HEQQ is to hierarchically determine the weight of each

index. First, “quantify” the factors in the first layer, and phases in the second

layer by defining an “abstract index” to each factor and phase (the abstract index

is a kind of virtual index whose value is not directly from real data), then use

different methods for each layer to determine the weight of each abstract index,

and the abstract index values in each layer are obtained from the lower layer, the

index values in the bottom layer are obtained from real data, e.g., scores of domain

experts or calculated based on historical data.

Usually, the weights of abstract indexes in the first layer can be set using expert

experience. Because for a specific type of model, there is a certain consensus among

domain experts about the impact of each phase of the model maturity. The weights

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



164 L. Zhang et al.

of the middle layer can be determined by a combination of qualitative and quanti-

tative methods, such as analytic hierarchy process (AHP26) or fuzzy analytic hier-

archy process (FAHP27). The weights of the bottom layer need to be determined

by different quantitative methods (such as entropy weight method, neural network,

etc.) according to the data.

This hierarchical evaluation method considers the influences of phases and fac-

tors in different layers and can also reduce the impact of the uncertainty of compu-

tation of the indexes in the bottom layer on the overall maturity evaluation results

due to incomplete or inaccurate data. The HEQQ method is especially suitable for

the evaluation of model maturity with a complex index system and multiple layers.

5.2. Mathematical description of HEQQ

It is assumed that the final maturity is calculated by the comprehensive evaluation

function F (•). The index system has m layers (m is set to 3 in this paper). Except

that the lowest layer index values are real data, other layers only have abstract

indexes. The upper layer abstract index is the parent index, and the lower-layer

index is the child one. If the function F (•) is linearly weighted, the formula for

maturity is given as follows:

Layer 1:

F (•) =
n∑

i=1

wiEi, (1)

where n(n ≥ 1) is the number of life cycle phases of the first layer, wi is the weight

of the ith abstract index corresponding to the ith phase at this layer, and Ei is the

value of the ith abstract index;

Layer 2:

Ei =

hi∑
j=1

wij Eij , (2)

where hi is the number of factors in the second layer under the ith phase, ωij is

the weight of the jth factor in this layer, and Eij is the jth abstract index value;

Layer m:

Eij . . . u︸ ︷︷ ︸
m−1

=

yij . . . u︸ ︷︷ ︸
m−1∑
v=1

wij . . . uv︸ ︷︷ ︸
m

Eij . . . uv︸ ︷︷ ︸
m

, (3)

where yij . . . u︸ ︷︷ ︸
m−1

is the number of abstract indexes Eij . . . u︸ ︷︷ ︸
m−1

in the mth layer under

the corresponding factors in the upper layer, wij . . . uv︸ ︷︷ ︸
m

is the weight of the vth
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Fig. 5. A general process of model maturity evaluation.

abstract index of Eij . . . u︸ ︷︷ ︸
m−1

at this layer, and Eij . . . uv︸ ︷︷ ︸
m

is the vth abstract index

value of Eij . . . u︸ ︷︷ ︸
m−1

. (The abstract index will be the real index for the bottom layer).

The final model maturity value is the result of function F (•). In the equations

above, the values of indexes are normalized, and the final maturity value ranges

from [0, 1].

5.3. The evaluation process of model maturity based on HEQQ

Referring to the general process of multi-index comprehensive evaluation, we give

a general process of model maturity evaluation, as shown in Fig. 5. The evaluation

process is described as follows:

(1) Form a team. The maturity can be evaluated by either the model user or the

model manager or a third-party organization. A team usually consists of evaluation

engineers in the field of M&S and industry experts in the field to which the model

belongs.

(2) Make a plan. To make a detailed plan and millstones for evaluation based

on the complexity and size of the model being evaluated, capability and constraints

of the evaluation team.

(3) Customize the index system. Refer to the framework of the model matu-

rity evaluation index system shown in Fig. 4, select or add new factors or indexes

according to the properties of the model and the feasibility of the evaluation work.
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(4) Collect documents/data related to indexes in the bottom layer. According to

the definition of each index, collect all documents/data to ensure that every index

has a value. The data may need preprocessing or cleaning based on the quality.

(5) Determine the index weights. The weight value of each layer can be deter-

mined by a combination of qualitative and quantitative methods. The weight values

of the upper layer can rely more on the experiences of experts, and the weight value

of the lower layer will depend more on computation based on data. The methods to

determine the index weight can be divided into three categories, subjective weight-

ing methods, objective weighting methods, and combination weighting methods.

(6) Calculate the model maturity. The final maturity of the model can be

obtained according to Eqs. (1)–(3). The function F (•) can have other forms that

are different from Eq. (1).

(7) Threshold setting and maturity rating. Based on the maturity value

obtained, the maturity can be divided into 5 levels that is presented in Sec. 3 by

defining thresholds. This paper suggests that the thresholds are (0, 0.15], (0.15, 0.3],

(0.3, 0.5], (0.5, 0.75], (0.75, 1), which correspond to the 0–4 level of model maturity

as shown in Fig. 3. The thresholds can be adjusted according to the characteristics

of models.

After the evaluation, a technical report can be provided as per the request and

the experiences about the evaluation can be summarized.

5.4. Analysis for weight determining methods

As mentioned above, there are different methods to determine the weights. These

methods will lead to different evaluation results. Generally, the evaluation meth-

ods include subjective evaluation methods, objective evaluation methods, and inte-

grated evaluation method. We summarize the characteristics of the three kinds of

methods from the aspects including the required sample size, the objectivity, how

Table 1. Comparison of weight determination methods.

Sample Number Calculation Information Uniqueness
size Objectivity indexes complexity duplication of results

Fuzzy comprehensive
evaluation (FCE)28 � � � � � � � � � �

AHP26 � �� �� � � � �� �
Technique for order

preference by
similarity to an ideal
solution (TOPSIS)29 � � � � � � � � � ��

Principal component
analysis (PCA)30 � � � �� � � �� �� � � � �

Entropy weight
method (EW)31 � � � � � �� � � �� � � � � � � �

Grey Relation
analysis (GRA)32 � � � �� � � � � � � � �
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many indexes can be dealt with, the calculation complexity, the information dupli-

cation, and the uniqueness of results. One to four stars correspond to four grades

are used to compare some of the methods, as shown in Table 1, the more stars

assigned, the higher the corresponding attribute value is, but that does not mean

the better the corresponding method is, it depends on the attribute description.

On the basis of above comparison, we use AHP to determine the weights for

the second layer abstract indexes, and use entropy weight method to determine the

weights for the third layer indexes. While the first layer abstract indexes will be

given be experts.

5.5. Determining index weights based on entropy weight method

According to the characteristics of entropy in information theory, the entropy value

can be used to judge the dispersion degree of an index. The smaller the entropy

value of an index, the higher the degree of its dispersion, and therefore the greater

its influence (weight) on the evaluation result. The general formula for calculating

entropy is as follows31:

H =
−∑n

i=1 fi ln(fi)

lnn
. (4)

Among them,

fi =
Xi∑n
i=1 Xi

, (5)

where n is the total sample number of a model, and Xi is the index value at the

ith sampling point. Based on the classic entropy expression, we give the formula

for calculating the weights as follows:

wi =
(1− αHi)∑m
i=1 (1− αHi)

, (6)

where Hi is the entropy of the ith index, m is the total number of indexes, and α

is the adjustment coefficient of the entropy weight. In order to prevent the large

divergence of index values given by different qualitative or quantitative methods, α

is set to adjust the excessive difference in entropy weight of each index.

The entropy weight calculation process is as follows:

(1) Clean index extremums. The purpose is to reduce the influence of extremums

on the entropy of the index. The usual way is to eliminate the maximum or minimum

values in each index, and replace them with reasonable upper and lower bound

values. The principle is to exclude extreme value samples that account for less than

1–2% of the total number of samples.

(2) Normalize the index. Most often used methods are the critical value method

(CVM) and the Z-score (ZS) method. Either way, the index needs to be finally

converted into a positive interval.

(3) Calculate the entropy values and weight values. To calculate the entropy

and weight values of the indexes according to formulas (4)–(6).
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(4) Calculate the abstract index. The abstract index value of the factor in the

upper layer to which the indexes belong cab be calculated based on the principle

of addition and multiplication. Commonly used is additive synthesis, i.e.,

Si =

m∑
i=1

wiXi (7)

where Xi is the index value and wi is the weight of the index i.

By using the entropy weight method repeatedly, the abstract index value of each

factor in the upper layer can be calculated.

6. Case Study

6.1. Data acquisition

The original data used for experiments are obtained from the documents and infor-

mation provided by a simulation company in China, and give the values of 11

indexes out of the 16 ones in Fig. 4 for 20 models. Two of them are calculated

quantitatively and the 9 others are scored by domain experts or third-party agen-

cies. The original samples include data about the evolution of the same model at

different time points, as well as data of different models at different time points.

Every model is marked with labels showing the maturity status at different time

points. The labels are evaluated by domain experts based on the historical perfor-

mance the model, which can be regarded as a standard value for the model maturity.

Sampling data in 30 months of 50 models are used in the experiments.

6.2. Comparative experiments

To verify the feasibility of the proposed hierarchical method HEQQ, experiments

will be conducted to compare the HEQQ with the traditional method, i.e., the one

that treat all indexes in the last layer equally and obtained the weights with entropy

weight method at one time without considering the influences of factors and phases,

we call it the traditional entropy weight method (TEWM).

According to the HEQQ method, data are needed to be normalized and adjust-

ment coefficients (AC) is needed to be set before calculating the weights with the

entropy weight method. The ZS method and CVM are two typical normalization

methods (NM). Different normalization method and adjustment coefficient will lead

to different weight for the same index. The obtained weights of some indexes that

belong to two factors of a model are listed in Table 2, where W(ZS, 1) represents

the weight by using z-score normalization method and adjustment coefficient is set

to 1 and so on.

It can be seen from Table 2 that the weights of the index A231 (use feedback

ratio) and the inverse of the index A332 (numbers of feedback) are larger than

others. This is more in line with the actual situation and reflects the impact of the

two indexes on the model maturity. In the later experiments, the CVM will be used

for normalization of indexes and the adjustment coefficient a is set to 1.
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Table 2. Weight values of index under different NM and adjustment coefficients.

W (NM, AC) A231 A232 A233 A331 A332 A333

W (ZS, 1) 0.5365 0.1994 0.2641 0.2797 0.4641 0.2562
W (ZS, 0.9) 0.4095 0.2831 0.3074 0.3122 0.3848 0.3030
W (CVM, 1) 0.6227 0.2637 0.1136 0.2220 0.5699 0.2081
W (CVM, 0.9) 0.4891 0.2958 0.2151 0.2812 0.4441 0.2747

Now, let us compare the performance of TEWM and the HEQQ method pro-

posed in this paper. The weights of the indexes/abstract indexes can be obtained

according to the HEQQ method as follows:

The third-layer index weights are calculated first based on the original data with

the entropy weight method. The values in the row of W (CVM, 1) in Table 2 are

some examples.

The weights of abstract indexes in the second layer are determined using the

AHP method. The pairwise comparison matrix of the three factors in each of model

use and model management phases is as follows:

A2 = [1 1/2 1/3; 2 1 1/2; 3 2 1],

A3 = [1 3 1/2; 1/3 1 1/2; 2 5 1].

The weights of the abstract indexes of the three factors under the use phase can be

obtained with AHP, they are:

w21 = 0.1634, w22 = 0.2970, w23 = 0.5396.

The weights of the abstract indexes of the three factors under management phase

are

w31 = 0.2973, w32 = 0.1521, w33 = 0.5506.

For the first layer, the weights of the abstract indexes of the three phases (model

construction, model use and model management) are given based on knowledge of

experts from the data provider, i.e., w1 = 0.25, w2 = 0.4, w3 = 0.35. The model use

phase has the biggest impact on model maturity, followed by the model management

phase, and the model construction phase is less important compared with the other

two.

Figure 6 shows that the trends of the maturity curve obtained by the two meth-

ods are basically the same. But the fluctuations of the curve (the blue line) obtained

by HEQQ are smaller than the one obtained by the TEWM, which is more consis-

tent with the actual situation of the sample data.

Another experiment is to compare the maturities of one model separately

obtained by TEWM and HEQQ at different time points within 30 months. There

are 27 sets of sample data available.

Using the HEQQ method, the maturity value of the model M1 at different peri-

ods is calculated, as shown in Fig. 7. The blue curve represents the maturity value
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Fig. 6. Maturity curves of different models using two methods.

Fig. 7. Comparison of maturity value curve of one model using different methods.

calculated by the HEQQ, the black curve represents the maturity value calculated

by TEWM, and the red curve represents the standard value.

Figure 7 shows that the results obtained by both the HEQQ and TEWM have

the same trend, but the blue curve is closer to the red one, which means that the
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HEQQ proposed in this paper can get a better evaluation result of model maturity

than the TEWM.

7. Conclusions and Future Work

Aiming at the evaluation of the performance of a model in its use and management

phase of the lifecycle, this paper proposes the concept of model maturity, builds

an index system for model maturity evaluation, and introduces a 5-level model of

model maturity. On these bases, a HEQQ analysis for model maturity is given. The

introduction of model maturity is an important complement to the model evalua-

tion system, and especially provides a guidance for model reuse and optimization.

Moreover, the index system of model maturity provides a reference for what data

should be recorded in the model management process in order to improve the level

of model management and optimize the performance of the model.

Nevertheless, this paper is only a preliminary study on the model maturity.

There is a lot of work to do in the future. For example (1) This paper only provides

the framework of the index system. For models in specific fields, the index system

need to be customized according to the characteristics and needs of the fields; (2)

In the current index system, only the number of feedback problems is considered

and the contents of feedback are not considered. In fact, the contents of problems

have more important impact on model modification and optimization; (3) The data

used in the experiments is still not enough, and qualitative methods such as expert

scoring still account for a large proportion in the process of determining the values

of indexes and weights; (4) Only the entropy method, AHP and expert scoring

are used in the evaluate method. Many other theories and techniques, e.g., neural

networks, rough sets, fuzzy mathematics or new developed technology, can be used

to improve the evaluation.
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FPGA-based edge computing: Task modeling
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Abstract

With the development of the Internet of Things and devices continuing to scale, using
cloud computing resources to process data in real-time is challenging. Edge computing
technologies can improve real-time performance in processing data. By introducing the
FPGA into the computing node and using the dynamic reconfigurability of the FPGA,
the FPGA-based edge node can increase the edge node capability. In this paper, a task-
based collaborative method for an FPGA-based edge computing system is proposed in
order to meet the collaboration among FPGA-based edge nodes, edge nodes, and the
cloud. The modeling of the task includes two parts, task information and task-dependent
file. Task information is used to describe the running information and dependency infor-
mation required for the task execution. Task-dependent file contains the configuration
bit-stream of FPGA in running of the task. By analyzing the task behavior, this paper
builds four basic behaviors, analyzes the critical attributes of each behavior, and summa-
rizes the task model suitable for FPGA-based edge nodes. Tasks with specific functions
can be created by modifying different attributes of model nodes. Finally, the availability
of the model and the task-based collaborative method are verified by simulation exper-
iments. The experimental results that the task model proposed in this paper can meet
cloud-edge collaboration in the FPGA-based edge computing environment.

1. Introduce

With the continuous progress of hardware and software, more and more devices are

connected to the Internet of Things (IoT).1 The IoT receives widespread attention in

applications such as smart grids,2 intelligent homes,3 buildings,4 and smart cities.5

As the IoT is the key technology to meet the interconnection of devices and the

cloud, the growth of IoT devices also makes massive data to be processed in the

cloud.6 Using cloud computing resources can process massive device data, which

rapidly increases the cloud’s energy consumption cost and makes the cloud face

†Corresponding author.
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the problem of network bandwidth.7 Addressing the real-time requirements of the

device by using cloud computing is a challenge.8,9 Especially for specific industrial

environments, network delays can cause serious security risks, and cloud computing

is challenging to meet the real-time requirements.10 In addition, applications such as

intelligent transportation, intelligent medical care, and augmented reality require a

lot of computing while requiring stricter real-time computing.11 In order to improve

the real-time performance of data processing, the device data at the edge should

be processed at the source as far as possible.12

Edge computing is a new pattern of computing model that transfers some com-

puting power from the cloud to the edge, which can process data from the data

source faster.13 Because of proximity to the data source, classification, cluster-

ing, and correlation analysis of data at the edge can significantly reduce transmis-

sion delay and improve reliability.14 Linthicum builds applications on edge, which

can collect and process most of the data, to avoid the delay caused by sending

the data to the cloud.15 Using FPGA to process streaming data can improve the

real-time performance of data processing.16 FPGA computing has the character-

istics of parallelism and low latency. At present, many algorithms are trying to

hardware-based implement and run on FPGA.17,18 Using the low latency character-

istics of hardware algorithms can significantly improve the computing power at the

edge.19

Data processing using edge computing is similar to the distributed computing

system, which needs to reasonably allocate tasks to suitable computing nodes to

improve data processing efficiency.20 The process of task allocation can be regarded

as the process of task scheduling. The performance of the scheduling algorithm

determines the performance of the system and the quality of service.21 In order to

schedule tasks effectively, various constraints and load balance between nodes need

to be considered.22,23 To meet task collaboration, Deng et al. create constraints such

as sub-tasks, task arrival time, task execution time, deadline, and waiting time.24

Tran et al. create limitations on response time, link delay, memory requirements,

task execution deadline, deployment time, and task execution time.25 Li et al. also

focus on the size of the CPU used and storage space used during tasks process-

ing.26 Ma et al. focus on the node utilization rate, the qualified rate of the node

output, and the failure rate of the node.27 The constraints of Fan et al. increate

the estimated execution time of the task.28 Sahni et al. believe that there is a pri-

ority in task execution. Focus is established in the constraints.29 The constraints

set by Vijayalakshmi et al. are first minimum completion time of task and second

minimum completion time.30

FPGA computing has the characteristics of parallelism and low latency. FPGA-

based edge nodes can efficiently process data with high concurrency and high band-

width properties, such as video processing, machine learning, etc. Compared with

other patterns in edge computing, FPGA-based edge nodes have more comput-

ing resources provided by FPGAs. As computing resources such as FPGAs need
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to be reconfiguration in advance, the delivery of computing tasks to FPGA-based

edge nodes is different from conventional methods. This paper uses communication-

oriented tasks as the communication unit between FPGA-based edge nodes and the

cloud to conveniently use the computing resources provided by FPGA-based edge

nodes. The modeling of the task includes two parts, task information and task-

dependent file. By analyzing the task behavior, this paper summarizes four basic

behaviors, analyzes the critical attributes of each behavior, and builds the task

model suitable for FPGA-based edge nodes. Tasks with specific functions can be

created by modifying different attributes of model nodes. Finally, the availability

of the model and the task-based collaborative method are verified by simulation

experiments. The experimental results verify the usability of the model and prove

the usability of the task-based collaborative method.

The structure of this paper is as follows. In Sec. 1, the task of the FPGA-

based edge node is decomposed according to reusability, and the task collaboration

method is designed. Section 2 analyzes and summarizes the behavior of the task.

Section 3 explores the critical attributes of each behavior and creates the corre-

sponding behavior model. Section 4 uses the behavior model to construct the task

model. Section 5 verifies the usability of the task model and the task-based collab-

oration method through experiments, and the conclusion introduces this paper’s

contribution.

2. Task-Based Edge Node Collaboration Method

A cloud-edge collaboration framework based on FPGA in cloud manufacturing

is introduced.31 The framework consists of three parts: cloud layer, edge layer,

device layer. The edge layer is composed of gateways and FPGA-based edge nodes.

FPGA-based edge nodes can be connected to form a local edge computing net-

work, and multiple local edge computing networks can be connected through a

gateway. The edge nodes in this framework are composed of an FPGA module and

embedded system module based on Linux. Because FPGA has reconfigurable char-

acteristics, using this characteristic can meet the hardware of software algorithm

on FPGA. The hardware algorithm has the features of natural parallelism and

low latency. The FPGA module can significantly improve the computing power

of edge nodes. The embedded system module based on Linux provides the run-

ning environment of a general program to provide communication service for edge

nodes. The communication service program runs on the embedded system mod-

ule, which exchanges information with the cloud and other nodes. At the same

time, the embedded system module dynamically configures the FPGA module

according to the received tasks. In addition, the embedded system module can

also provide some computing power. The FPGA-based edge node’s two computing

resources are located in the FPGA and embedded system modules. FPGA module
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is reconfigurable, which can change the running algorithm according to the needs

of users.

In order to make users get or modify the running state of the node, the

communication-oriented task is used as the communication unit of the edge node.

The communication-oriented task consists of two parts: including task informa-

tion and task-dependent file. Task information is a structural text in XML used

to describe the operation information and dependency information needed in the

process of task execution. Task-dependent file includes a series of files, which is

the entity of dependency information related to task information, such as FPGA

reconfiguration file (e.g., Bit-stream file), application program coding by users, data

file generated by the device, Dynamically Link Library (DLL), etc. Such files are

independent of each other and not necessarily designed for a specific task. There-

fore, building tasks can be seen as using task information to connect a series of files

into a whole and finally describe users’ particular needs through this whole. In the

design of the task model, task information is lightweight and can be received, sent,

and analyzed quickly. Task-dependent file is heavy-duty, which is not convenient for

frequent exchange operations. However, because the monomer of a task-dependent

file is independent of a specific task, the content of the task-dependent file can be

stored and forwarded. Utilizing the feature of reuse can alleviate the export band-

width pressure of the cloud. Therefore, while a task is distributed, only the task

information is sent, and the task receiver checks whether the file required by the

task exists in the current node. Suppose the receiver does not receive the file, or

the file is incomplete, he receiver requests the file from the task sender.

In the face of the differences in data processing of different devices, the flexible

configuration characteristics of FPGA-based edge nodes are used to send appropri-

ate data processing algorithms to edge nodes through the cloud. While the comput-

ing power of a single edge node is limited, the data processing work is completed by

collaborating with other edge nodes. Therefore, edge nodes need to communicate

with the cloud and other edge nodes at runtime. According to the characteristics of

each part of the task, a task-based edge node collaborating method is established,

as shown in Fig. 1.

The process of using the cloud to configure edge nodes is shown on the right

side of the figure. The task host in the cloud sends tasks (task information) to

the edge node, and then the edge node checks whether the current node has task-

dependent files. While the node does find task-dependent files, and the node requests

the runtime library in the cloud. The runtime library in the cloud issues specific

files according to the request. After the edge node obtains all the task-dependent

files, the node enters the execution state. After the task is executed, the feedback

information of task execution is sent to the cloud. While the cloud needs to store

the data generated by the edge device, the edge node sends the device data to the

cloud according to the data storage address described in the task information.

The process of data processing between edge nodes is shown on the left side

of the figure. While the speed of data generation is faster than the speed of node
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Fig. 1. Task-based collaborative method.

processing, the edge node asks the surrounding nodes for help to process the data

and select the appropriate node through feedback information. The edge node sends

the request to the assistant node to assist in the computing task, and then the asso-

ciate node checks whether the current node has the files needed for the task accord-

ing to the task information. While the assistance node does not have the required

task-dependent files, the assistance node first requests the task-dependent files from

the assistance sender. While the assistance node cannot obtain the task-dependent

files from the task sender, the assistance node requests these task-dependent files

from the cloud. After the assistance node gets the files needed for task execution,

the node sends the feedback of task preparation to the assistance sender. Next, the

assistance sender sends the data to the assistance node. After processing the data,

the assistance node sends the processing result back to the assistance request node.

3. Behavior Analysis of Task

By analyzing the collaborative method of edge nodes, the task as a communication

unit is responsible for transmitting user programs and equipment data, which is

used to meet the flexible configuration function of the FPGA-based edge node.

In addition, the task also needs to be responsible for guiding the user program

running, setting the running status of the node, obtaining the running results of

the node, etc. Therefore, the function of the task can be divided into two types,

namely the exchange of information and the delivery of procedures. The information

exchanged can be subdivided into the attribute information of the node and the data

information associated with the node. The delivered program can be subdivided

into instructions that execute pre-defined behaviors and programs that execute
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Fig. 2. Four basic behaviors of the task.

user-defined behaviors. After further analyzing and summarizing the task behavior,

the task behavior analysis tree, as shown in Fig. 2, is established by extracting task

behavior and merging the common behavior of tasks. The task behavior is divided

into four categories: information on transfer behavior, command transfer behavior,

data transfer behavior, and program transfer behavior. Each behavior corresponds

to different target objects.

The information in transferring data can be divided into three categories: the

basic information needed for task communicating, the constraint conditions for task

execution, and the feedback information used for various modules, instructions, or

programs. The basic information describes the information required for task trans-

fer, such as task ID and task source information. Constraints condition describes the

conditions required for the current task’s execution such as the information that the

task depends on resources. The feedback information comes from the node’s mod-

ule, instruction result, or running program. The feedback information describes the

available resources of the current node and the impact of instruction behavior on

the module. Users can customize the information to be feedback in the application.

The objects that transfer command behavior are embedded system modules,

FPGA modules, and user programs. Commands are used to run pre-defined actions.

For example, all the device information connected by the current node can be

obtained by sending a command to the node to get the device details without writing

a program. Because the embedded system module runs the edge node system, which

controls all kinds of system sub-modules and devices connected with the node, the

module can pass commands to all kinds of sub-modules. The hardware algorithm

and user program run by the FPGA module are used to process specific data. The

function can be prefabricated in the algorithm program, and the particular activity

can be run by external parameter transfer. For example, the program running in
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the FPGA module can receive commands from outside to get the inters remediate

results of a program running. While users write programs, they can set external

parameters and change the program’s running by passing different parameters to

the user program. Therefore, the FPGA module and user program need to use

command behavior to allow users to use external parameters to obtain or change

program operation.

Storing node device data in the cloud or using idle nodes to process data cooper-

atively causes the node to transmit data. Because the energy consumption of edge

nodes is positively related to the communication frequency, the streaming data

of transmission equipment means more frequent communication, which inevitably

increases the energy consumption of nodes and affects the computing performance

of nodes. By packing and compressing the streaming data of multiple periods to

form batch data, energy-saving effect can be achieved by reducing the sending fre-

quency, but the data lacks real-time. The two data types have their advantages and

disadvantages. The characteristics of different scenarios and choosing the appropri-

ate data type for transmission need to be considered. For example, while data from

node devices is stored in the cloud, batch data is more likely to be used. While

assisting other nodes in processing data, streaming data is more likely to be used.

Streaming data is litter, can be sent by task information, and can be received faster,

while the batch data is more extensive, which is more suitable for sending through

task-dependent mode. While sending data, distinguishing the types of data sent is

necessary.

The FPGA-based edge node has two different computing resources, located on

the embedded system and FPGA modules. There are significant differences in the

use of data processing programs located in separate modules. The embedded system

calls the program of an embedded module in the form of a process or thread. The

method of using FPGA modules is complex. First, the embedded system module

sends the bits file to the FPGA module, and the FPGA module is reconfigured

through the embedded system module. Second, the embedded system module sends

the data to be processed to the FPGA module through the specified input port and

obtains the processed data from the specified output port. The whole process is the

procedure of calling the FPGA module. The different usage of the two computing

resources leads to the various parameters carried by the task. Therefore, while

moving the user program, distinguishing which user program is sent is necessary.

4. Task Critical Attribute Analysis

By analyzing the behavior of tasks, four types of tasks are summarized. In task

modeling, four behaviors are built separately, including transfer information model

(MTI), transfer command model (MTC), transfer data model (MTD), and trans-

fer program model (MTP). Due to the different functions and objects of different

modules, different modules have their critical attributes.

MTI = 〈MBI,MCI,MFI〉. (1)
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The information sent is subdivided into basic information, constraint conditions,

and feedback information. Therefore, there are three sub-models for the informa-

tion transfer model, including the basic information model (MBI), the constraint

information model (MCI), and the feedback information model (MFI). The critical

attribute can be expressed as (1).

MBI = 〈BIsource,BIid,BIpreference,BItime,BIdeadline〉, (2)

where MBI describes the basic information of the current task, and the critical

attribute can be expressed as (2). BIsource means the task source. The task source

is used to distinguish whether the task is a straightforward task from the cloud or

a collaborative task from other edge nodes. BIid means the task id. The task id is

the unique identification of a task. Tasks with the same id in different nodes are

considered to perform the same task. BIpreference is used to identify the priority level

of the current task. Tasks with higher priority enter the running queue earlier than

ordinary tasks at they meet the constraints. BItime means the time at the task is

sent. BIdeadline means the task deadline. The task deadline represents the survival

time of a task. Each task has a predetermined deadline for execution. The task is

not executed before the deadline, which means that the task has expired and no

longer has execution value.

MCI = 〈CIestimate,CItmax,CIcpu,CImem,CIsapce,CIdevices〉, (3)

where MCI describes the necessary conditions for the execution of the current task,

and the critical attributes can be expressed as (3). CIestimated means the estimated

execution time. The estimated execution time is the time taken by the standard

edge node to execute the current task. This attribute provides the estimated execu-

tion time of the current task and determines whether the current node can run the

task. CItmax means the maximum tolerable communication delay. The maximum

tolerable communication delay is used to constrain the feedback rate of the task,

which requires that the node executing the task can complete the data processing

and feedback the data processing results within the specified time. CIcpu means the

CPU requirement of task execution. The CPU requirement of task execution indi-

cates the CPU utilization of the task at the task is executed in the standard node.

The current node can obtain the CPU utilization of the task through conversion.

CImem means the memory requirement of task execution. The memory requirement

of task execution indicates the memory occupation of the task while the task is exe-

cuted under the standard node. The current node can judge whether it can meet

the memory requirements of the task through this attribute. CIspace means the

storage space requirement of task execution. The storage space requirement of task

execution indicates that the task needs to occupy additional storage space during

the performance. The required storage space is declared to the node executing the

task through this attribute, and the node judges whether it can meet its storage

space requirement during task execution. CIdevices means the device requirement

of task execution. The device requirement of a task indicates that the execution of

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



FPGA-based edge computing: Task modeling for cloud-edge collaboration 183

the task depends on a specific device. This attribute is a necessary condition for

the execution of a particular task.

MFI = 〈FItype,FIsource,FIresult〉. (4)

The feedback information generated mainly comes from the internal modules,

commands, or various user programs in operation. Therefore, a critical attribute at

building a feedback information model is the type of feedback. This attribute iden-

tifies which part of the object generates the feedback information. Another critical

attribute is needed, the source of feedback. The feedback type identifies which part

of the feedback attribute belongs, but the feedback type does not indicate which

object is generated. Therefore, the feedback source needs to indicate the object

of the feedback. For example, while the feedback type indicates that the feedback

information comes from a user-defined program, the feedback source shows the id of

the program generating the feedback information. Another critical attribute is feed-

back result, which identifies the specific content of the feedback information. The

expression of the model is as follows (4), FItype means the feedback type, FIsource
means the feedback source, FIresult means the feedback result.

MTC = 〈Cobject, Ccommand, Cargs〉. (5)

An embedded module, FPGA module, and user program receive a command. One

of the critical attributes in establishing a command transfer model is to specify the

command object. The embedded module is the default object of command. While

the object is the FPGA model, the number of the FPGA module that the command

acts on should be indicated. While the object is a running program, the program

id indicates the action object of the command. In addition to the command object,

the command’s name and the command parameters are also critical attributes in

the modeling. In addition to the command object, the command’s name and the

command parameters are also the critical attributes to be considered in the mod-

eling. The expression of the model is as follows (5), Cobject means the object of

command, Ccommand implies the name of a command, Cargs means the parameters

of the command.

MTD = 〈Dtype, Dcontent, Dcompression, Dverification〉. (6)

While building the TDM, whether the model object is streaming data or batch data

needs to be considered. Due to the small size of streaming data, the data can be

sent by task information, while the large size of batch data needs to be moved by

task-dependent file, the critical attributes of different objects vary greatly. While

the thing is streaming data, the data is directly filled into the task. The data content

itself is the critical attribute. While the object is batch data, the task information

carries the data storage address rather than the data itself. The data storage address

replaces the data content as the critical attribute. To improve the transfer efficiency

of batch data, pack and compressing the data is an excellent way. Therefore, the

data compression method is also a critical attribute while sending batch data. At
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the same time, the data verification attribute should be set to avoid errors in the

transmission process of the data compression package. There is no data validation

attribute set for streaming data because the validation result of streaming data can

be regarded as a part of data content. However, streaming data setting verification

aims not to retrieve the error fragments but to identify the error data and discard

them. Since streaming data is mainly used for real-time processing, reacquiring

error fragments loses the significance of real-time. After the above analysis, the

established TDM can be expressed as (6). Dtype means the date type. The data

type attribute identifies whether the current transfer data is stream data or batch

data. Dcontent means data content while streaming data and indicates data address

during batch data. Dcompression means the data compression method. Dverification

means the data verification method.

While building the TPM, whether the object of the model is an embedded system

module or FPGA program needs to be considered. While the thing is an embedded

system module, the input and output variables need to be considered. The input

variable is used to pass in the node running preset parameters or the processed data

results given by the program running in the node. The output variable transfers the

data processing result of the program to the outside. While the object is an FPGA

module, the critical attribute to be considered is the number of the target FPGA

module. Because the FPGA module is regarded as a kind of device in designing

an FPGA-based edge node, multiple FPGA modules can be connected at the edge

node. While using the program to reconfiguration the FPGA module, the specific

FPGA module is specified by the FPGA number. While reconfiguring the FPGA

module, the interface provided by the embedded system module is needed to recon-

figuration the FPGA module. While communicating with the FPGA module, the

embedded system module is also used as an intermediary to exchange information

between the FPGA module and external. Therefore, transferring a program to an

FPGA module can be regarded as moving the program to an embedded system

module. While the attribute of the FPGA number in the model is not empty, the

embedded system module starts the reconfiguration program to reconfiguration the

specified FPGA according to the number.

MTP = 〈Pid, Paddr, Pfpga, Pin, Pout〉. (7)

Through the above, the TPM can be expressed as (7). Pid means the program id,

Paddr means the program address, Pfpga means the number of target FPGA module,

Pin means the input variables, Pout means the output variables. As the unique

identification of the program, the program id is used for nodes to quickly retrieve

whether the same program exists locally and reduce the number of times for nodes

to obtain task-dependent files. The program address indicates the address where

the current program is stored. While the node does not find the corresponding

program locally, the specific program is obtained by using the address pointed by

the attribute.
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5. Task Modeling

Through the analysis of task behavior, the task behavior is divided into four basic

behaviors: information transfer behavior, instruction transfer behavior, data trans-

fer behavior, and program transfer behavior. By analyzing the critical attributes

of each basic behavior, the corresponding behavior models are established: the

information transfer model, instruction transfer model, data transfer model, and

program transfer model. As can be seen from Fig. 1, the characteristics of task

communication between edge nodes and the cloud and between edge nodes are

that in the task request phase, tasks always carry relevant data and programs. In

contrast, in the task feedback phase, tasks only carry data. The type of informa-

tion carried by the task is asymmetric between the sender and the receiver. While

building a task model, whether the current task belongs to the send stage or the

feedback stage needs to be considered. Therefore, the task model is also divided

into the task send model (MTS) and the task feedback model (MTF).

MTS = 〈MTI〈MBI,MCI〉,MTC,MTD,MTP〉, (8)

where MTS can be expressed as (8). There are four basic behavior models in the

MTS. Since the tasks generated by the model are used for task send, the MFI is not

included in the MTI.

According to the MTS, the specific tasks constructed in the form of JSON are

shown in Fig. 3. The task is used to transfer the user program. The source field in

the base info part of the info part corresponds to the BIsource in the MBI, which is

used to describe the ip of the sender of the task. The id field corresponds to the

BIid in the model, and the id of the current task is 2. The level field corresponds to

the BIpreference in the model, and the priority of the task is the normal level. The

time field corresponds to BItime in the model and is used to describe the time while

the task is sent. The deadline field corresponds to the BIdeadline field in the model,

which can represent the lifetime of the task. The lifetime of the task is 60 s after

the task is sent out. The estimated field in the constraint part corresponds to the

CIestimated in the MCI, which is used to describe the estimated execution time of the

task. The estimated execution time of the task is 10 s. The latency field corresponds

to the CItmax in the model, which is used to indicate the maximum delay that can

be accepted while interacting with the task. The field of the current task is 0 s,

which means that the current task has no interaction with the outside world. The

cpu field corresponds to the CIcpu in the model, the mem field corresponds to the

CImem in the model, the storage field corresponds to the CIstoruage in the model,

and the devices field corresponds to the CIdevices in the model. Their corresponding

fields mean that CPU takes up 1.5% of the standard node, memory takes up 2% of

the standard node, and does not take up extra storage space but requires FPGA

devices. The id field in the program part corresponds to the PID in the MTP, which

is the unique identification of the user program. The id of the user program is

15. The addr field corresponds to Paddr in the model and is used to describe the

storage address of the program FPGA. The num field corresponds to the Pfpga in the
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Fig. 3. JSON form of sending task.

model and is used to describe the FPGA number of the node used by the program.

The input field corresponds to the Pin in the model. The value in the input field

corresponds to the id of the user program in the node, indicating that the input

of the current task comes from the corresponding user program. The content fields

of the instruction part and data part in the figure are empty, indicating that the

current task has no function of sending commands and data.

MTF = 〈MTI〈MBI,MFI〉,MTD〉, (9)

where MTF can be expressed as (9). In the TFM, there are only two basic behavior

models: TIM and TDM. The TIM includes BIM and FIM. Because the transmission

is the result of the task request, there is no need to set constraints for the current

task execution, the MCI is not included in the MTI.

According to MTF, the specific tasks created in the form of JSON are shown in

Fig. 4. The task transfers the data generated by the node to the outside. The source

field in the base info part of the info part corresponds to the BIsource in the MBI,

which is used to describe the ip address of the task sender. The id field corresponds

to the BIID in the model, which is the unique identification of the task. The id of

4-1 in this task indicates that the task is the feedback task of task 4. The level

field corresponds to BIpreference in the model, which is used to describe the priority
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Fig. 4. JSON form of the feedback task.

of the task. The priority of the task is normal. The time field corresponds to the

BItime in the model and describes the sending time of the task. The deadline field

corresponds to the BIdeadline in the model and is used to describe the lifetime of

the task. The lifetime of the task is 10 s after the task is sent out. The type field in

the task feedback part corresponds to the FItype in the MFI. The type in this task

is a program, which means that the source of the task is the user program. The

source field corresponds to FIsource in the model. The source field in this task is 2,

which means that the feedback task comes from user program 2. The result field

corresponds to the FIresult in the model. The result field in the task is OK, which

means that the task feedback is normal. The type field in the data part corresponds

to Dtype in the MTD. The type in this task is a stream, which means that the data

to be sent is streaming. The content field corresponds to Dcontent in the model, and

the data in the task is filled in the content field in the form of an array. Since the

data type in this task is streaming data, the compression field and checkout field

are empty.

6. Simulation Experiments

Through the experiment of remotely reconfiguring the FPGA module of the edge

node in the cloud, whether the specific task instantiated by the task model can be
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correctly parsed and used by the edge node is tested, thereby verifying the usability

of the task model. Through the experiment of multi-node collaborative processing of

data, the availability of the task-based cloud-edge collaboration method is verified.

The edge node used in the experiment of remotely reconfiguring the FPGA

model of the edge node in the cloud is shown in Figs. 5 and 6. Figure 5 shows the

Fig. 5. FPGA module and embedded module.

Fig. 6. FPGA-based edge node.
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two modules of the edge node, the left is the FPGA module, and the right is the

Linux-based embedded system module. Figure 6 shows an FPGA-based edge node,

which connects the FPGA module and the embedded system module through a

card slot.

FPGA is commonly used for data filtering. Taking the remote reconfiguration

of the FIR filter algorithm as an example, the remote reconfiguration of FPGA is

carried out. In this experiment, by monitoring the interactive traffic between the

cloud task host and the runtime host, and the edge node, it is verified that the

cloud and the edge can usually parse the task and use the information exchange

task. By monitoring the reconfiguration completion signal of the FPGA module,

verify whether the edge node based on FPGA can use the task instantiated by the

task model for remote reconfiguration to verify the availability of the task. The

relationship between traffic and time is drawn by monitoring the traffic received

and sent by the cloud, as shown in Fig. 7.

K1 and K2 are used for heartbeat connection to observe changes, the heartbeat

interval is reduced and set to every 4 s. Edge nodes send heartbeat information

regularly to maintain the connection status between the node and the cloud and

report the currently available devices to the cloud. As can be seen from the figure,

at time T1, the cloud sends the task of reconstructing the FPGA module of the edge

node. Since the task carries the address of the reconfiguration program, the task size

is small. The edge node receives the task quickly. By parsing the task information,

the edge node does not find the file that the task depends on in the local environment

and immediately requests the cloud for the required task-dependent file through the

address of the task description. Therefore, the cloud sends the task-dependent file

at D1. After the cloud sends the task-dependent file, the cloud receives information

different from the heartbeat connection at F1. The information is the feedback of

Fig. 7. Using task configuration FPGA module.
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the completion of the task execution of the edge node. The feedback marks the

completion of the FPGA module reconfiguration of the edge node. At this time,

the FPGA module also sends out a signal that the configuration is complete. This

information indicates that the edge node successfully parses and executes the tasks

sent by the cloud. In order to verify that the edge node can reduce the traffic

pressure in the cloud by caching task-dependent files after the edge node completes

the reconfiguration task, the cloud sends the same task again. At T2, the cloud

sends the reconfiguration task again. The figure shows that the cloud does not send

out extensive traffic data like D1, but at F2, the cloud receives feedback from the

edge node task completion. The edge node saves the task-dependent files related

to the task after the task is executed. Therefore, while the same task is performed

again, the process of task-dependent file requests is reduced. Thus, the execution

time of the second task is about 9.75% shorter than that of the first task. There

is only one task-dependent file for the current experiment, and the task-dependent

file is small in size. The effect is not too obvious. While the task is complex, the size

of task-dependent files is larger, and the number of task-dependent files is powerful,

the more pronounced the effect of reducing cloud traffic pressure by caching task-

dependent files on edge nodes.

The way of multi-node collaborative processing data is shown in Fig. 8. Node

1 is a normal edge node for collecting device data, and node 2 is an FPGA-based

edge node for data processing. The process of the experiment is as follows: first,

the cloud sends the task of data transfer to node 1 and transfers the data collected

by node 1 to node 2. Then the cloud sends the data processing task to node 2, in

which the specified data comes from other nodes. Figure 9 is drawn by detecting

the traffic interaction of the cloud, node 1, and node 2.

Fig. 8. Multi-node collaborative processing structure.
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Fig. 9. Multi-node collaborative processing data.

The abscissa of the figure is time, the unit is MS, and the ordinate is node type.

In order to facilitate observation, the process of sending task-dependent files from

the cloud is omitted. Node 1 collects data, and node 2 processes data. The cloud

sends the task of device data collection and data transfer to node 1 at time C1.

Node 1 receives the task at time N11, obtains the task-dependent file, and starts

the task from N11 to N12. Send feedback on completion of task execution at time

N12. The cloud receives feedback from the task at time C2. Then the cloud sends

a data processing task to node 2 at time C3. This task states that the data comes

from other nodes. Node 2 completed the task start during N21 to N22 and sent

feedback information at time N22. The cloud receives feedback on task completion

at time C4. At this point, node 1 and node 2 establish a collaborative relationship.

While the data collected by node 1 reaches the data transfer threshold, node 1

actively sends data flow to node 2, corresponding to the N13–N23, N14–N24, N15–

N25, N16–N26 processes in the figure. Node 2 passes the data from node 1 to the

corresponding data processing program.

The experiment of remotely reconfiguring the FPGA module of the edge node

through the cloud can prove that the cloud and the edge can correctly analyze the

specific task instantiated by the task model, and the edge node can use the task

model to create detailed feedback information after completing the task. The task-

dependent files in the task are reusable. While the cloud sends the reconfiguration

task again, the task’s execution time is lower than the first time. In the multi-node

collaborative processing of data experiment, the specific task instantiated by the

task model demonstrated data transferability. The data can be placed on the node

with more vital processing ability through the data transfer to meet the multi-node

collaborative data processing. The use of data transfer can also achieve the purpose
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of saving the resources of edge nodes. Selecting some nodes for centralized data

processing can avoid wasting resources caused by each node configuring the same

data processing program.

The above experiments can prove the availability of the specific task instanti-

ated by the task model. The multi-node collaboration experiments can prove the

feasibility of the task-based collaboration method.

7. Conclusion

In order to meet the collaboration of edge nodes with cloud and other nodes, this

paper designs a task-based collaboration method. The task consists of task infor-

mation and task-dependent files. Task information contains all kinds of behaviors of

tasks. Through the analysis of various behaviors of tasks, four basic behaviors are

summarized. By analyzing the critical attributes of the four essential behaviors, the

corresponding behavior models are built. Finally, according to the task initiation

and feedback type, a MTS and a MTF are built. Experiments show that the specific

task instantiated by the task model can be correctly parsed and used by cloud and

edge nodes. The contributions of this paper are as follows:

• A task-based cloud-edge collaboration method is proposed, which meets the reuse

of common parts of tasks.

• By analyzing the task, four basic behaviors of the task are summarized, and the

corresponding behavior model is built by analyzing the critical attributes of each

behavior.

The experiment shows that the FPGA reconfiguration task constructed by the

task model can meet the FPGA reconfiguration of edge nodes. At present, the task

of building the task model is relatively simple. In the next step, we continue this

work and use the task model to create more complex tasks.
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Abstract

Online prediction as well as online simulation of surface temperature will play a sig-
nificant role in flight safety of future near space hypersonic vehicles (HVs). But it
still remains a classical scientific problem both in thermodynamics and aerospace sci-
ence. In view of the complex HV structure and complex heat conduction procedure,
three-dimensional numerical simulation is too inefficient for online prediction, while cur-
rent rapid computation methods cannot meet the requirement of accuracy. Therefore,
a hybrid intelligent dynamic modeling approach is proposed to estimate the surface
temperature of HV with the combination of mechanism equations, test data and intel-
ligent modeling technology. A simplified model based on a mechanism equation and
experimental formulas is presented for predicting or simulating transient heat conduc-
tion procedure efficiently, while a case-based reasoning (CBR) algorithm is developed
to estimate two uncertain coefficients in the simplified model. Furthermore, a support
vector regression (SVR)-based model is developed to compensate the modeling error.
With the data both from high-precision finite element computation and from real-world
HV thermal protection experiments, a number of comparative simulations demonstrate
the effectiveness of the proposed hybrid intelligent modeling approach.

1. Introduction

In the recent years, hypersonic vehicles (HVs) have attracted a lot of research atten-

tion for their military and civil potential, such as high speed up to flying anywhere

on earth in 2 h in the near space, low launch cost, great payloads, much efficient

propulsion and dynamic performance.1,2 Different from many other aircrafts, large

envelope flights of HVs usually fly in a wide range of velocity and flight height,

which is so large that an envelope flight involves great challenge on thermal pro-

tection performance. Due to long time flying with such high velocity in near space,

the intense compression and friction of the hypersonic air flow together with the

∗Corresponding author.
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retardation influence from gas viscosity can cause very high temperature on its

surface. Moreover, continuous aerodynamic heating may impair the structure per-

formance and lead to thermal ablation.3 In the flight test of unmanned Falcon

HTV-2 (Hypersonic Technology Vehicle 2) on 11 August 2011, shown as Fig. 1, the

hypersonic vehicle lost control and result in self-destruction as a safety precaution

during its Mach 20 glide flight. The vehicle’s surface reached 3500 degrees Fahren-

heit and controlled itself for 3min before crashing, the speed and heat caused part

of the skin to peel away from the aero-structure.4

On the other hand, future HV would require much longer flight range with much

more maneuverability. Thus, the payload proportion must be as large as possible,

which means the thermal protection structure should be as light as possible. How-

ever, the harsh aero heating in near space for HV is always the greatest danger. As

shown in Fig. 1, the nose as well as the edge of wing and rudder meet extremely hot

flow, which may cause high temperature on inner wall of vehicle through the heat

conduction and damage control equipment. Therefore, online prediction of surface

and inner wall temperature can be much helpful to the flight safety for HVs. Espe-

cially, the online prediction result for the rest trajectory or even the whole flight

envelope may help HVs to find the optimal trajectory online.

In current aerospace engineering, the numerical simulation methods, such as

finite difference methods (FDMs), finite element methods (FEMs), boundary ele-

ment methods,5 boundary face methods6 and meshless methods,7 are still the regu-

lar methods for the thermal protection design and computation. Nonetheless, FDM

can only be applied to structured grid and is not appropriate to complicated area.

Particularly, B-spline Interpolation Boundary Face Method has been successfully

Fig. 1. Aero heating and ablation of HTV-2 in flight process.
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applied to the computation of steady thermal conduction.8 In addition, its time

complexity can be lowered from O(N2) to O(NlogN) with the adaptive cross approx-

imation and hierarchy matrix algorithm. Nonetheless, transient thermal conduction

prediction is much preferred in aerospace engineering, especially for some precise

and efficient algorithms. Therefore, meshless methods are then developed and more

commonly used for transient thermal field computation, since they can reduce the

computation difficulty of mesh distortion as well as avoid the mesh generating

procedure and integration procedure.9 To meshless method, the setting of virtual

boundary improves the convergence velocity of numerical computation as well as

instability due to its randomness. In view of this, a boundary knot method improved

the solving stability by replacing the singular fundamental solution with the general

solution of nonsingular radius basis function (RBF).10 To improve the efficiency and

agility, the dual reciprocity boundary element method (DRBEM)11 is applied to

thermal conduction computation with a series of approximate particular solutions

for partial differential equations.

Although the above meshless methods and DRBEM can be applied to thermal

protection performance computation for hypersonic vehicles, the computation com-

plexity of current numerical methods cannot afford online prediction or large-scale

offline thermal conduction estimation. On the other hand, a large amount of his-

torical data from high-cost physical tests and some time-consuming high-precision

numerical computation is still unused in modeling, which means a huge waste of

data resource.With the development and application of data-driven intelligent mod-

eling approaches, how to model and reuse such considerable idle data resource may

be a feasible way to overcome the inherent defects of the numerical simulation.

In this paper, instead of the time-consuming three-dimensional numerical sim-

ulation models, a simplified one-dimensional heat conduction model is proposed

based on two-order partial difference equations with Crank–Nicolson solving

method and an experimental formula for hot wall flux. In view of the problems of the

proposed mechanism model, a hybrid intelligent modeling strategy is presented to

improve its precision as well as computation efficiency. A case-based reasoning algo-

rithm is developed to derive two thermal conduction coefficients of the simplified

model which may vary with different boundary conditions. Additionally, a support

vector regression-based model is employed to compensate the unknown parts which

are not included in the mechanism model. Moreover, the proposed hybrid intelligent

model is verified with data both from hypersonic thermal protection experiments

and three-dimensional high-precision numerical simulation. Finally, general conclu-

sions are presented.

2. Mechanism Model for Thermal Conduction of HV

As shown in Fig. 2, HV’s wall and thermal protection structure include the heat

shield layer by composite material, the thermal insulation layer and the metal
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Fig. 2. Heat conduction procedure for HV with thermal protection.

layer, which are all mechanically attached. During the hypersonic flight procedure,

aerodynamic heating caused by the friction and resistance of air flow will result

with much high temperature on the vehicle skin and even burning it through. On

the other hand, high temperature on inner wall may damage the control system or

other airborne equipment.

From the heat-transfer theory and energy conservation equations on the basis of

finite element methods,6 the three-dimensional unsteady heat-conduction equation

for anisotropic structure can be

ρcp
∂θ

∂t
=

∂

∂x

[
λx(θ)

∂θ

∂x

]
+

∂

∂y

[
λy(θ)

∂θ

∂y

]
+

∂

∂z

[
λz(θ)

∂θ

∂z

]
+QC(t) (1)

where cp is specific heat capacity, ρ is medium density, θ is instantaneous tempera-

ture of position (x, y, z), QC denotes the cold wall thermal flux from aerodynamic

heating, x denotes the value of radial direction, λx, λy and λz are thermal con-

ductivity coefficients of medium for the three directions, respectively. Since it may

take a missile-borne computer at least several hours to achieve precise numerical

solution for Eq. (1), a much more simplified method must be derived for online

prediction or online simulation. Therefore, we may assume that there is little tem-

perature difference for different regions on HV’s surface, which means every point

with the same x value is isothermal. Thus, a one-dimensional thermal conductivity

model can be derived as the following 2-order parabolic partial differential equation

if only radial heat conduction is concerned:

∂θ

∂t
=

λ

ρcp

∂2θ

∂x2
+QC(t) (2)

where λ is thermal conductivity coefficient of medium, λ = λx. In the numeri-

cal simulation, the Crank–Nicolson (CN) method based on the trapezoidal rule is

unconditionally stable,12 giving second-order convergence in time. Equation (1) can

be solved with CN method as follows:

θn+1
i − θni

Δt
=

λ

ρcp
·

θn+1
i+1 +θn

i+1

2 − 2
θn+1
i +θn

i

2 +
θn+1
i−1 +θn

i−1

2

(Δx)2
+QC (3)
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In the FEM analysis for aerospace engineering, hot wall thermal flux is one of the

thermal environment variables for the temperature computation, which denotes the

unit of aerodynamic heating flux absorbed by the structure result with structural

thermal response. An iteration computation equation for hot wall thermal flux is

as follows:

QH(t+ 1) = QC(t)

(
1− EW

ER

)
− βγθ4(t), (4)

where QH denotes hot wall thermal flux, β is Boltzmann constant 5.67 ×
10−8W/m2K4, γ is the radiation coefficient of structure surface, ER denotes the

recovery enthalpy or the air flow enthalpy value at recovery temperature. EW is

the enthalpy value at surface temperature which can be calculated by

EW =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0.796329θ1.041 170K < θ < 1748K

78.4187 exp

[
3.178

(
θ

1748

) 1
2.41+709.637(ln P−ln P0)

]
θ ≥ 1748K,

(5)

where P0 is the standard atmosphere pressure and P is wall pressure.

The above one-dimensional thermal conductivity model can improve much

impressive efficiency and is appropriate for missile-borne computation. But on the

other hand, the specific heat capacity λ and the thermal conductivity coefficient cp
will vary with different temperatures and thermal boundary conditions. Addition-

ally, heat conduction among different regions with the same thickness is overlooked

in the presented assumption. Therefore, the precision of the one-dimensional ther-

mal conductivity model is too low for the application of aerospace engineering.

3. Hybrid Intelligent Modeling Approach for Surface Temperature

of HV

3.1. Hybrid intelligent modeling strategy

In view of the above problems of the proposed one-dimensional thermal conductivity

model, a data-driven hybrid intelligent modeling approach is developed, as shown

in Fig. 3. A case-based reasoning (CBR) algorithm for time-varying parameters is

developed to quickly derive the appropriate thermal conductivity coefficient and

specific heat capacity for different flight states and thermal conditions. In relative

research, genetic algorithms (GA) have been developed to determine the coeffi-

cients of thermal conduction equations for different conditions, where the model

precision can be improved a lot.13,14 However, the coefficients optimization proce-

dure with GA may cost the missile-borne computer more than 1 h, which cannot be

employed online. With the CBR technique, the consumed time can be overlooked

if the number of cases to be indexed is not too large. Moreover, CBR can be conve-

nient in incorporating prior knowledge and has significant effectiveness in complex
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Fig. 3. Hybrid intelligent modeling strategy for surface temperature of HV.

and unstructured decision making,15 which means knowledge from thermodynam-

ics and aerospace engineering experiences can be helpful to improve the prediction

precision.

With the developed CBR algorithm, the thermal conductivity coefficient λ and

specific heat capacity cp can be online rectified, which can improve the prediction

accuracy in various flight states. However, the accuracy loss from being reduced to

radial heat conduction procedure would still be a problem. Thus, a compensation

model based on support vector regression (SVR) is developed as a supervised learn-

ing technique. Compared with other methods, SVR shows rapid convergence16 in

function estimation problems due to its ability to detect correlations between out-

put and input data.17

In general, hybrid intelligent modeling strategy for prediction can be described

as follows:

y(t) = f0(u1, u2, . . . , ξ1, ξ2, . . .) + f1(u1, u2, . . . , ξ1, ξ2, . . .) (6)

[ξ1, ξ2, . . .]
T = f2(x1, x2, . . .) (7)

where y denotes the prediction result, u1 . . . denote the input variables, f0 denotes a

much simplified and efficient mechanic model, ξ1 . . . denote the coefficients varying

with different working conditions or boundary conditions, f1 can be an intelligent

model based on machine learning algorithms to estimate the modeling error of f0,

f2 is another intelligent model for ξ1 . . ., and x1 . . . denote the variables of boundary

conditions. The intelligent models should have high computation efficiency and be

trained with data samples from various working conditions, which are very impor-

tant to the real-time and generalization ability of online prediction.
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Due to the time-continuous variation of thermal field, aero heating in every pre-

vious moment may have effect on current temperature. Therefore, previous temper-

ature θ(t − 1) should be one of the model inputs, while a set of functionsΨ1(θ) ∼
Ψn(θ) are defined as input variables to describe the feature of temperature variation

procedure. The difference between the test data and prediction result will also be

an input to train the SVR model.

3.2. CBR algorithm for thermal conductivity coefficient and

specific heat capacity

Each case can be defined as CA = {Solution |E1, . . .}, where Solution consists of

ω and cp. The case feature set should include cold wall thermal flux QC which

denotes the unit of aerodynamic heating flux without the consideration of vehicle

structural thermal response, the static enthalpy ES which denotes the air flow

enthalpy value at surface temperature, the recovery enthalpy ER, Reynolds number

Re which denotes the ratio of inertia force to viscous force of air flow, the previous

temperature θ(t − 1), the wall pressure P . Thus E1, . . . , E6 denote QC , ES , ER,

Re, θ(t− 1), P , respectively.

In information retrieval systems, the nearest neighbor cosine matching function

has been extensively used as it is a direct numerical method for similarity assess-

ment. Especially, the followed modified cosine matching function can be applied for

cases lack of few features:

SIM(CAj , CAk) =

∑6
i=1 ωi,j × ωi,k × sim(Ei,j , Ei,k)√∑6

i=1 (ωi,j)2 ×
∑6

i=1 (ωi,k)2
, (8)

sim(Ei,j , Ei,k) = 1− |Ei,j − Ei,k|
Maximum(Ei,j , Ei,k)

(9)

where CAj represents the case of the input future flight condition, CAk is the kth

retrieved case, SIM is their similarity measuring function, ωi,j and ωi,k denote the

weight value of feature Ei in the two cases respectively, and sim(Ei,i, Ei,k) is the

similarity measuring function for Ei of the two cases. If any feature value in a

retrieved case is absent, its weight value can be assumed to be zero in similarity

computation.

Feature weighting is the method of assigning a proper weight value to each

feature according to its relative importance in case retrieval. The feature weights

can be assigned based on some prior knowledge or experiences, but it must be

optimized to retrieve the cases accurately in a given domain. Feature weighting can

reflect the relative importance with sophistication, and feature selection is only its

special case. Consequently, the feature weighting optimization of the CBR system

is always better than feature selection optimization.

Generally, decreasing gradient algorithm, the particle swarm optimization

(PSO) algorithm and GA are all frequently used method for offline feature weighting
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of CBR. GA could be applied in a variety of optimization problems with discon-

tinuous, nondifferentiable, stochastic, or highly nonlinear objective function, but it

will consume too much time if data sample size is too large. With GA-based CBR

weight value optimization algorithm as that in Tie’s modeling method for rolling

process,16 the accuracy of case index and reuse can be improved.

The optimization algorithm is described in the following steps:

Select m cases to be input into an experiment case set, while all the others

are input into the reference case set. Then the fitness function, which returns the

evaluation results of each chromosome, can be defined as follows:

CR =
1

m

m∑
i=1

CMi, (10)

CMi =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1,

√∑n
k=1 (θ(k)− θ̂(k))2∑n

k=1 θ(k)
2

≤ ε,

0,

√∑n
k=1 (θ(k)− θ̂(k))2∑n

k=1 θ(k)
2

> ε,

(11)

where CR denotes the retrieval precision of the experiment case set, CMi represents

the retrieval precision for ith experiment case and ε is an error threshold.

Step 1. Initiation

Assume ω1 . . . ω6 as the weight values of six features, and are encode them with a

real-coded chromosome GA, then provide n chromosomes Ω1 . . .Ωn as the initial

population, and set the evolution limitation.

Step 2. Reasoning

For each chromosome of Ω1 . . .Ωn, input each of the mexperiment cases

CA1 . . .CAm as a new problem and perform the above CBR process with the ref-

erence set, then get the solution Wik (k = 1 . . .m, i = 1 . . . n).

Step 3. Evaluation

Achieve state space models with Wik (k = 1 . . .m, i = 1 . . . n), then perform simu-

lation with these hybrid models and compute CR1 . . .CRn with Eq. (10). If any of

them satisfies the stopping criteria, then output its corresponding chromosome as

the final result and complete the optimization process. Else, execute the following

genetic operation and then return to step 2.

Step 4. Evolutionary Procedure

According to fitness values of the chromosomes, apply the following reproduce,

crossover, mutation genetic operators to produce a new generation. For any chromo-

some Ωi(i = 1 . . . n,Ωi = [ωi,1 . . . ωi,6]
T ) and its fitness value CRi, the evolutionary

rule can be defined as follows:

If CRi = Max{CR1 . . .CRn}.
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Then Ωi should be reproduced into offspring;

Else if CRi∑n−1
j=1 CRj

≤ 0.02.

Then execute the mutation operation;

Else execute the crossover operation.

Return to step 2.

3.3. SVR-based error compensation model

As the precision of the proposed simplified heat conduction model may be much

lower than the three-dimensional numerical simulation model, a compensation

model must be developed to improve the accuracy as possible with little compu-

tation efficiency lost. Based on the analysis of thermal conduction mechanism,19,20

QC(t), ER(t), Re(t), θ(t) and P (t) may have effect on temperature computation

error θ̃(t + 1). In addition, from Eq. (3), it can be assumed that the computation

step size Δt should also be one input variable if it is varied. Thus, θ̃(t+ 1) can be

computed as follows:

θ̃(t+ 1) = f(Δt, P, ER, QC ,Re, θ(t),Ψ1(θ), . . . ,Ψn(θ)) (12)

where f denotes a nonlinear function, Ψ1(θ)Ψn(θ) represent n functions for tem-

perature varying procedure. Here, ith order origin moment can provide information

about the temperature variation procedure, but high-order origin moment may lead

to great error fluctuation. Therefore, the function Ψi(θ) can be defined as ith root

of ith order origin moment

Ψi(θ) =
i

√∫ t

t0
θ(τ)

i
dτ

t− t0
(i = 1 . . . n). (13)

To improve online prediction efficiency, the support vector prediction is

presented to construct a linear regression function in high-dimensional space

with training. SVR can avoid overfitting by compromising on the minimiza-

tion of both the training error and generalization error.17 For a given train-

ing sample set [X(k), θ̃(k)], X(k) = [Δt(k), P (k), QC(k), ER(k),Re(k), θ(k),

Ψ1(θ(k)), . . . ,Ψn(θ(k))]
T , temperature error prediction regression function can be

f(X) = WTϕ(X) + b, ϕ(X) could map the input vector X into a high dimension

space, and b is a constant bias. Constructing in high dimension space with support

vector prediction for stagnation temperature, this problem can be transformed into

the following optimization problem:

1

2
WTW + C

n∑
i=1

ϕ(θ̃i, f(X
T
i )),

s.t. ξ∗i ≤ ϕ(θ̃i, f(X
T
i )) = ‖θ̃i −WTφ(Xi)− b‖ − η ≤ ξi (14)

Here, the constant C > 0 is the penalty factor, which has an inverse relation

with generalization ability, and ξi, ξ
∗
i ≥ 0 are two non-negative slack variables, η
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is the error of insensitive loss function. An appropriate penalty factor value will

avoid the problem of under-fitting and over-fitting, since a larger value may lead

to much larger training error while a smaller one may lead to little limitation

on the model structure complexity. SVR not only minimizes the training error

by minimizing the sum of ξi, ξ
∗
i , but also minimizes ‖ω‖ in order to increase the

flatness of the function.18 Equation (10) can be transformed into dual problem with

the Lagrange multiplier method, and derived the following Karush–Kuhn–Tucker

(KKT) conditions:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ϕ

∂αi
=

n∑
i,j,=1

(αj − α∗
j )φ(Xi)φ

T (Xj) + η − yi + ξ − δi + ui = 0,

∂ϕ

∂αi
=

n∑
i,j,=1

(αj − α∗
j )φ(Xi)φ

T (Xj) + η + yi − ξ − δi + ui = 0,

∂ϕ

∂b
=

n∑
i=1

(αj − α∗
j )φ(Xi) = 0,

(15)

where αj − α∗
j are regression coefficients for the kth training sample and can be

achieved from Eq. (11). The points with αj − α∗
j �= 0 are support vectors.

Radial basis functions (RBFs) have played a most common role in the kernel

function of SVR, while its sensitivity to parameters is always a problem to be

solved. With Laplacian kernel, the sensitivity and dependency to parameters can

be lowered. Therefore, the kernel function can be defined as follows:

φ(Xi)φ
T (Xj) = 0.5e−

‖Xi−Xj‖2
2σ2 + 0.5e−

‖Xi−Xj‖
σ . (16)

4. Experimental Verification

To verify the effects of the proposed modeling and virtual sensing approach, a

dynamic hybrid intelligent model is developed with the data from both thermal pro-

tection tests and high precise three-dimensional FEM computation. Since the data

from hypersonic flight tests and physical ground tests is not enough for intelligent

modeling samples, high precise computation may be an effective supplement way.

The following relative root-mean-square error RRMSE(θ) and the relative mean

error RME(θ) are defined as the evaluation standard:

RRSME(θ) = 100

√∑n
k=1 (θ(k)− θ̂(k))2∑n

k=1 θ(k)
2

%,

RME(θ) =
100

n

n∑
k=1

∣∣∣∣∣∣∣θ(k)− θ̂(k)

θ(k)

∣∣∣∣∣∣∣%. (17)

The case weight of CBR model is optimized offline with data samples from

historical flight tests, since it will be employed online without rectifying. The ini-

tial value is [1 1 1 1 1 1]T , while the prediction errors of CBR algorithm are

RRSME(θ) = 7.25% and RME(θ) = 8.14%.
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Fig. 4. Optimization result of CBR feature weight with different methods.

As shown in Fig. 4, the PSO and the GA can both be applied to achieve the

global optimization solution, while the conjugate gradient method may not be capa-

ble. At the 115th generation of GA optimization, the computation error is reduced

to RRSMN(θ) = 1.25%, RME(θ) = 1.14%, where it can be lowered little. The

optimization result is shown in Table 1.

In our experiments, the length of flight time or hypersonic aero heating time

is from 200 s to 1000 s. Therefore, the SVR-based model in Eq. (12) can achieve

enough little training error when n = 3. The developed discretized SVR model is

as follows:

θ̃(k + 1) = f

(
Δt, P, ER, QC , Re, θ(k),

1

k

k∑
i=1

θ(i),

√√√√√1

k

k∑
i=1

θ(i)
2
, 3

√√√√√1

k

k∑
i=1

θ(i)
3

⎞
⎠ (18)

The predicted results via different modeling methods are compared with the

measured values and high precise three-dimensional FEM simulation result. The

high precise three-dimensional FEM simulation is a very accurate and time-

consuming method, which may cost computation time dozens of thousand times

longer than the proposed hybrid intelligent model. Thus, it can only be used to

generate modeling and test data set. The test results are shown in Figs. 5 and

6, where the horizontal axis represents the sampling time and the vertical axis

represents the surface temperature of the hypersonic vehicles.

Table 1. Optimization result of feature weights.

Case feature QC ES ER Re θ(t − 1) P

Weight value 0.65 0.03 0.17 −0.26 1.14 0.19
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Fig. 5. Contrast curves of estimation value with high precise three-dimensional FEM simulation
value.

Fig. 6. Contrast curves of estimation value with measurement value.

From Figs. 5 and 6, we can see that the estimation value trend of the mechanic

model with CBR algorithm for the two parameters is almost the same as the real

value, when there is no sharp variation of aero heating. These may indicate that

both the mechanic model and the CBR algorithm are effective. In Fig. 5, the flight

sideslip angle varies frequently in a large scale after 130 s, while the mechanic model

with CBR algorithm cannot achieve the accurate value as well as its variation trend.

That is because the heat conduction among different regions of the same thickness

is too significant to be overlooked.

Comparing to mechanic model with rectification of thermal conductivity coef-

ficient and specific heat capacity, the hybrid intelligent model with SVR-based

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om



Online predicting and simulating surface temperature of HVs 207

residual compensation can get best performance. It is obvious that the prediction

accuracy is improved after compensation which verifies the effectiveness of this pro-

posed method. Moreover, at work conditions where the thermal environment and

surface temperature is in significant variation, the proposed hybrid intelligent model

can remain accurate on both estimation value and dynamic characteristics. On the

other hand, the mechanics model without SVR compensation can only be accu-

rate for the working conditions where the surface temperature varies smoothly and

gently, although the thermal conductivity coefficient and specific heat capacity are

identified and rectified every 50 s. Therefore, the presented hybrid intelligent model-

ing approach can be an appropriate virtual sensing method for surface temperature

of HV in both precision and efficiency.

5. Conclusions

Online prediction of surface temperature will play a significant role in the flight

safety of future hypersonic vehicles. Nonetheless, complex numerical simulation

methods and inaccurate fast algorithms from experiences are still mainly concerned

in current heat conduction modeling research on aerospace engineering. A hybrid

intelligent modeling strategy with mechanism model, CBR algorithm for coefficients

and SVR-based data-driven model is proposed in this paper. Its precision is proved

in simulation experiments with data from both physical tests and three-dimensional

high precise computation, while the one-dimensional heat conduction equation and

intelligent algorithm have also advantages of high computation efficiency. The pro-

posed modeling approach may be a feasible online prediction way which will not

only provide a new solution for the classic problem in the aerospace science but

also have great significance in the development of HV. To be a credible prediction

approach in real-world hypersonic vehicle engineering, the modeling sample data

from flight tests is not enough yet. Therefore, the future research should be how to

derive more knowledge and achieve more data through high-performance compu-

tation for thermal field, which may probably be helpful for our hybrid intelligent

model to be adaptive to more different operating conditions.
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Abstract

In order to realize the agility, collaboration and visualization of alloy material devel-
opment process, a product development platform based on simulation and modeling
technologies is established in this study. In this platform, the whole-process simulation
module builds multi-level simulation models based on metallurgical mechanisms from the
production line level, the thermo-mechanical coupling field level and the microstructure
evolution level. The design knowledge management module represents the multi-source
heterogeneous material design knowledge through ontology model, including customers’
requirement knowledge, material component knowledge, process design knowledge and
quality inspection knowledge, and utilizes the case-based reasoning approach to reuse
the knowledge. The data-driven modeling module applies machine learning algorithms
to mine the relationships between product mechanical properties, material components,
and process parameters from historical samples, and utilizes multi-objective optimiza-
tion algorithms to find the optimal combination of process parameters. Application of
the developed platform in actual steel mills shows that the proposed method helps to
improve the efficiency of product design process.
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1. Introduction

Material design refers to the process of determining the chemical compositions,

process routes, and key parameters to meet the performance indicators required by

the customer. It is a systematic project integrating customer requirements anal-

ysis, market investigation, design testing, batch production, and product track-

ing. The current new material development is trail-and-error mode, which needs

repeated adjustments and iterations through small batch trial production.1 The

whole process is not only very time-consuming and costly, but also difficult for

engineers to track due to various sub-processes. The complex physical and chem-

ical reactions contained in each sub-process have significant nonlinearity, strong

coupling and multi-parameter characteristics.2 From the perspective of the market,

customers’ demand for diversification and individualization of steel products contin-

ues to increase, with the rapid development of automotive industries and household

electric enterprises. Under this background, how to establish a product R&D plat-

form to quickly adjust the composition and process design and realize the agility

and visualization of the development process has become the key to enhancing the

core competitiveness of the enterprise.

Computer simulation technology provides strong support for the design of com-

plex electromechanical products to achieve improved efficiency in terms of both time

and cost, by helping practitioners generate, verify, validate and optimize the design

solutions.3 Commonly used simulation tools include dynamic design software —

ADAMS, hydraulic system design software — EASY5, control system design soft-

ware — MATLAB and three-dimensional shape design software — CATIA. As the

modern product design process becomes more and more distributed and multi-

disciplinary, many new simulation technologies emerge and become popular, such

as virtual prototype technology, co-simulation technology,4,5 cloud simulation tech-

nology,6 and digital twin technology.7,8 In recent years, finite element modeling

(FEM) tools have been widely used to simulate the macroscopic deformation and

microstructure distribution of materials and finally develop the optimum process

sequence and determine the optimum process parameters.9,10 Nalawade et al.10

applied FORGE software to study the deformation behavior and microstructural

evolution of steel 38MnVS6 during the hot rolling process. The rolling load, torque,

stress distribution and phase constitution of simulation results agreed very well with

experiment results. Dai et al.11 applied the numerical simulation to study the influ-

ences of gap, baffle length and purging air velocity on the lubricant during the steel

sheet temper rolling process. The rapid development of high performance comput-

ing technology has further promoted the application of high-throughput simulations

in establishing structure-property relationships of a variety of materials.12,13

Although high-fidelity simulations can improve the efficiency of product devel-

opment, it also has some shortcomings. On the one hand, the large-scale material

simulation has heavy computing burden, which often takes dozens of hours. On

the other hand, the simulation is highly dependent on the mechanism model. The
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mechanism model can accurately describe the thermal behavior and microstructure

evolution of the material. Chen et al.14 created an oxide growth model to predict

the oxide thickness on metals under high temperature solid-particle erosion. But

sometimes it is difficult to establish an accurate mechanism model. Big data and

machine learning methods are boosting the intelligent design of advanced mate-

rials by mining the relationships between chemical compositions, process parame-

ters, organizational structures, and mechanical properties.15,16 Especially with the

development of advanced sensing and communication technologies, the industrial

Internet of things (IIoT) has become widely used in enterprises. Multi-source het-

erogeneous data including market orders, production processes, quality monitor-

ing, product sales and user feedback are collected in the enterprise data platform,

enabling data modeling methods to help companies in various aspects of design,

manufacturing, operation and maintenance. Mohanty et al.17 developed an artifi-

cial neural network (ANN)-based model with 22 input variables to predict the yield

strength (YS), ultimate tensile strength (UTS) and percentage elongation (EL) of

the interstitial free (IF) steel strip. The mechanical properties’ prediction model

has been one of the most important data-driven models in the material design pro-

cess.18,19 Paul et al.18 applied the ANN model to predict the fracture toughness of

low alloy steel under different alloy compositions.

As a knowledge-intensive and complex process, new product design contains a

wide variety of knowledge during the entire development cycle.20,21 However, most

of the domain knowledge exists in the minds of experts and cannot be coded or

managed, causing the difficulty in knowledge reusing. Due to the lack of a collabora-

tion mechanism, effective knowledge sharing cannot be formed among members in

a development team either within an organization or across several organizations.

Furthermore, massive and multi-source design knowledge has heterogeneity in for-

mat and semantics, which increases the difficulty for designers to obtain knowledge

and further reduces the efficiency of knowledge reuse.22 Peng et al.20,21 developed

several knowledge representation models such as issue-based model and ontology-

based model to store and reuse the multi-faceted design knowledge.

In this work, a new material development platform is developed, which integrates

whole-process simulation, data-driven modeling and design knowledge management.

The simulation module combines the mechanism model and numerical simulation

to establish a simulation model of the whole process including steelmaking, con-

tinuous casting, heating, rolling and cooling. Through the digital characterization

of multi-level physical phenomena from microview and macroview, the influence

of composition and process parameters on the evolution of microstructure can be

analyzed rapidly, which provides theoretical guidance for composition and process

design. The modeling module collects actual production data and applies machine

learning algorithms to mine the relationship between key input parameters and

mechanical properties, in view of the multi-variable and strong coupling charac-

teristics of metallurgical production processes. The data-driven models can achieve

quick and accurate prediction of product performance. The knowledge management
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module extracts domain knowledge related to material design through natural lan-

guage processing technology to reuse existing design cases and expert experience.

The developed material R&D platform will not only shorten the product delivery

cycle and improves production efficiency, but also save the R&D cost by reducing

the number of tests and experiments.

The rest of this paper is organized as follows. Section 2 introduces the multi-scale

simulation of the whole hot rolling process. The framework of material design knowl-

edge representation and reuse are described in Sec. 3. Then in Sec. 4, data-driven

models used in the product development process are analyzed. System implementa-

tion and case study are presented in Sec. 5. Finally conclusions are drawn in Sec. 6,

together with some discussion of potential future work.

2. Multi-Scale Simulation of the Whole Hot Rolling Process

In this study, we take the 1580mm Compact Strip Production (CSP) line as the

simulation object. The layout of the production line is shown in Fig. 1, which

includes two reheating furnaces, one rough descaling machine, one vertical-roller

roughing mill, one flying shear, one fine descaling machine, seven-stand finishing

rolling, laminar cooling equipment and two coiling machines. The production pro-

cesses are as follows: the continuous casting slabs enter the reheating furnace as the

raw material, and go through roughing mill after descaling; after being rolled by

the reversible rough rolling, the irregular shape of the head and tail of the rolling

piece is cut by the flying shear; after removing the surface oxide scale, it enters the

finishing rolling mill, and then it is cooled by laminar flow and coiled by a coiler

to become a hot rolled coil product. Due to the coupling of deformation and struc-

ture evolution in the metal hot forming process, the precise forming of the product

and the control of the structure and performance are more complicated. In order

to simulate the forming process of metal materials more realistically, this research

simulates the production process from different levels, including the simulation of

the production line, the simulation of the temperature field and the deformation

field, and the simulation of the evolution of the microstructure.

2.1. Production line simulation

Production line simulation models the workpiece, the production equipment and

the production process in CSP line by visual models. In workpiece simulation the

Fig. 1. Layout of the CSP hot rolling line.
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position and shape indices such as length, width, thickness and crown of the rolling

piece synchronize with the real-time production site. The production process sim-

ulation takes the form of production rhythm to ensure that the production time

and running speed of equipment (such as rolling mills, roller tables, etc.) corre-

spond to the production site. The simulation of production equipment is mainly

the automatic control models of various equipment, such as hydraulic loop and ten-

sion simulation, plate thickness simulation, flying shear control process simulation.

Figure 2 illustrates the three-dimensional visual simulation models of the laminar

cooling process. At the same time, the production line 3D simulation system also

provides abundant data interfaces, such as industrial Ethernet communication and

OPC protocol, which can realize real-time interaction with external data and build

a production line cyber physical system.

2.2. Thermo-mechanical and microstructure simulation

The metal hot forming is a complex process with multi-physical field coupling,

multi-parameter influence. Temperature field, stress field and microstructure are

coupled and interact with each other. Traditional macroscopic finite element simula-

tion is difficult to accurately describe the deformation and microstructure evolution

behavior of components under complex thermal-mechanical coupling. Therefore,

this study establishes a multi-scale simulation model of thermal-mechanical cou-

pling field and microstructure distribution, as shown in Fig. 3, and concentrates on

the three key processes in CSP, namely reheating, rolling and cooling.

Fig. 2. 3D Visual simulation models of the laminar cooling.
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(a) Temperature field simulation result

(b) Grain distribution simulation result

Fig. 3. Thermo-mechanical and microstructure simulation of the rolling process.

During the heating process, the austenite grains gradually grow up with the

change of heating temperature and holding time, which can be characterized by

the grain growth model. During the rolling process, under the influence of rolling

temperature, rolling speed, and rolling load distribution, austenite crystals are

deformed and refined in the recrystallization temperature zone to form a uniform

recrystallization structure. The dynamic recrystallization and static recrystalliza-

tion models are utilized to represent the process. During the cooling process, with

the different cooling rate, austenite transforms into ferrite, pearlite and bainite in

different distributions, and finally forms a stable microstructure distribution. The

final YS, tensile strength and EL of the material are related to the size and dis-

tribution of microstructure grains. Thermo-Calc and TC-Prisma software can be
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Table 1. Microstructure prediction models used for rolling simulations.

Model name Formulations Parameters

Grain growth model dnr − dn0 = [A exp(−Qg/RT)]t dnr — Grain size after reheating,
dn0 — Grain size before reheating,
t — Reheating time,
n, Qg, A — Parameters related to steel grade

Dynamic recrystallization Xd = 1− exp[−k((ε− a3εc)/εp)n] Xd — Dynamic recrystallization fraction
model ddrx = aZb ε — Single-pass strain

Z = ε exp(Q1/RTdrx) ddrx — Recrystallized grain size
Z — Zener–Hollomon parameter

Static recrystallization XSrex = 1− exp[−0.693(tSrex/t0.5)
n1 ] XSrex — Static recrystallization fraction

model t0.5 = Bdmr Δεpεq exp(Qsrex/RTsrex) t0.5 — Time for 50% recrystallization
dSdrx = A1d

a4
r Δεa5εa6 exp(Qsrex/RTsrex) dSdrx — Recrystallized grain size

Δε — Cumulative strain after dynamic
recrystallization

Phase transition model Xf =
n∑

i=0
(1− kfΔti

nf

dma
) Xf — Ferrite volume fraction

lndf = −0.47[ln( 2.24
da

+ 0.114 ×Δεjn
2)+ df — Transformed ferrite grain size

0.0057ln(1 + 4×Δεjn) + 0.13 lnXf − 2.217] da — Grain size after finishing rolling
Δεjn — Cumulative strain after finishing

rolling
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216 G. Peng et al.

used to simulate the phase field distribution and phase evolution, while Abaqus and

Deform 3D are applied to model the recrystallization process. The models used in

the microstructure simulation are summarized in Table 1.

3. Material Design Knowledge Management

As mentioned above, the product design process relies heavily on the experience and

knowledge accumulated by R&D engineers. With the development of information

technologies, on the one hand, big data technology can be used to crawl and collect

metallurgical specifications and general standards disclosed in the network, patents,

documents, etc., and on the other hand, natural language processing and semantic

representation techniques can be used to extract knowledge from historical design

cases and generate the enterprise-specific knowledge base. In this study a material

design knowledge management platform is established, which involves knowledge of

customer demand analysis, material chemical composition, process design, design

experiment, quality inspection, and product improvement analysis. Figure 4 shows

the framework of material design knowledge management. Through the extraction

and integration of massive irregular data and text, structured design information

Fig. 4. Framework of material design knowledge management.
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is generated, and then the design knowledge base is formed through the link and

representation of the knowledge unit. The reuse of design knowledge can assist

designers in decision-making and reasoning in new material development process.

The data collection layer gathers structured and unstructured data from the

manufacturing execution system, quality control system, and inspection and test-

ing system. Data source contains market analysis, user requirements, quality design,

production process parameters, inspection and testing processes, process changes,

product delivery, and user tracking. At the same time, we also use crawlers to

grab metallurgical specifications, general standards and other data disclosed in

the Internet, patents, and literature. At the data extraction layer, word segmenta-

tion service improves the accuracy of full-text retrieval by optimizing Solr keyword

retrieval; knowledge graph establishes a data basis for search association; log feed-

back provides users with annotations on search accuracy; spark data processing

engine completes basic data cleaning and associating; the knowledge map extracts

entities, relationships and attributes of the data, and completes the establishment of

the graph database. The data storage layer mainly includes relational data storage,

Solr index storage, professional word segmentation thesaurus and graph database

storage.

Due to the wide variety of material design data, the requirements for automatic

data extraction and integration are relatively high. In this study we use D2RQ

semantic mapping technology to transform structured data into Resource Descrip-

tion Framework (RDF) data for ontology retrieval and reasoning services. Odoo

Web Library (OWL)-based ontology modeling technique is then utilized to repre-

sent the product design knowledge. In addition to inheriting RDF, OWL also adopts

the ontology reasoning layer Ontology Inference Layer (OIL) to facilitate rule-based

reasoning. The constituent elements such as classes, attributes, and individuals in

OWL are defined as RDF resources and identified by URIs. We first formulate the

D2RQ mapping rules and formalize the corresponding rules template according to

the established ontology model, then call the D2RQ mapping engine on the devel-

opment platform, load the ontology model and mapping templates, and establish

the connection between the ontology model and the data source, so as to finally

transform the actual production into design ontology. Figure 5 shows the material

design ontology model constructed by the platform.

The data calculation layer performs data cleaning, data transformation, content

analysis, keyword extraction, and data reduction on the collected data according to

the data template to complete the classification and association of the data and the

weighting of the lexicon. The data calculation also includes steel grades merging,

product similarity analysis, association rule mining of process routes, and similar

case reasoning, which will be introduced in detail in Sec. 4. The data service layer

performs index processing on the calculated data, provides search and intelligent

semantic analysis for the data application layer, and realizes intelligent search and

push services of product design knowledge. The data application layer provides

corresponding data call interface services and data application interface services.
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Fig. 5. Material design ontology model.

4. Data-Driven Models in New Material Development

Figure 6 shows the main data-driven models used in the product development

process, including steel grade merging model, performance prediction model, and

parameter optimization model. The specific functions of each model are as follows:

4.1. Steel grade merging model

For different steel grades and specifications, there exists large difference between

the relationships of their mechanical properties, process parameters, and chemical

Fig. 6. The flow of data-driven models in the development process.
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composition, which drives a need to establish their own prediction models for dif-

ferent steel grades. However, a large steel mill usually produces hundreds of steel

grades. Moreover, the sample of each steel grade is extremely unbalanced, and some

steel grades have only dozens of samples. In order to solve the problem, we use clus-

tering algorithms (e.g., K-means, DBSCAN) to analyze the chemical composition

of different grades of steel, find the similarity and specificity of the raw material

compositions, and automatically merge the grades with the same or similar raw

material composition into sub-clusters. In this way, the establishment of steel grade

clusters according to the composition range will help establish a more accurate pre-

diction model and improve the efficiency of new product development. At the same

time, the number of steel-making grades can be reduced under the condition of

meeting product performance requirements, so as to realize the full use of surplus

slabs. It can also effectively help enterprises realize flexible rolling with multiple

varieties and small batches.

4.2. Performance prediction model

The performance prediction model is to predict the mechanical properties of prod-

ucts based on the microstructure changes during the steel production or the known

raw material composition and process parameters. Due to the complexity of the

manufacturing process, the mechanical properties of hot-rolled products are often

affected by material parameters and high-dimensional process parameters in the

production process, and the relationship between the parameters is nonlinear. Based

on massive, high-dimensional process quality datasets, this study uses the machine

learning algorithms (e.g., BPNN, ELM, SVM) combined with metallurgical mecha-

nisms to establish a data-driven statistical model for hot-rolled product performance

prediction. The performance prediction model can help researchers to establish a

quality monitoring system in the production process, adjust process parameters in

time, and improve the quality and performance of the final product. The experi-

ment number can also be cut down during the development of new products, which

reduces the test time and shortens the test period greatly.

4.3. Parameter optimization model

The parameter optimization model is based on the performance prediction model

to find the optimal combination of process parameters and chemical composition

according to the mechanical properties required by the users. Grid search cross-

validation can be used to select the optimal parameters, which traverses all per-

mutations and combinations of incoming parameters, and returns the prediction

performance under all parameter combinations in a cross-validation manner. Due

to the wide variety of material chemical compositions and process parameters, we

also choose evolutionary algorithms (e.g., GA, PSO, ABC) to solve the approxi-

mate optimal solution of the model. Meanwhile, since there are multiple conflicting

goals in the product design process, such as between different performances, and
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between performances and chemical composition costs, the platform also integrates

multi-objective optimization algorithms to solve the Pareto optimal solution. The

parameter optimization model helps to form the rapid design of the global hot

rolling and cold rolling process, and the coordination and matching of multiple pro-

cesses also contribute to improving the stability of product quality and production

efficiency.

5. System Implementation and Case Study

The proposed material design platform is implemented in large steel mills, which

includes the whole process simulation module, product design knowledge manage-

ment module, process design optimization and quality tracking module. The fol-

lowing takes the development of a steel grade as an example to introduce the appli-

cation process of the platform. The requirements for the mechanical properties of

new steel grade are: RP0.2 (stress at 0.2 of the specified extensometer gauge length)

≥ 345MPa, Rm (tensile strength) ≥ 485MPa, A200 (EL percentage) ≥18%. We

first use the case-based reasoning method to form the preliminary plan of product

components and process routes, and select the case with the highest degree of sim-

ilarity to the demand performance from the product design knowledge base. The

performance attributes of materials are generally in the form of intervals, and we

define the similarity of the two attributes [a1, a2] and [b1, b2] as follows:

sim([a1, a2], [b1, b2]) = 1−
[
1

2
[|b2 − a2|r + |b1 − a1|r]

] 1
r

. (1)

when r is taken as 1, sim is the Hamming distance of two attributes, and when r is

taken as 2, sim is the Euclidean distance. The material compositions corresponding

to the top three cases retrieved from the knowledge base is shown in the following

Table 2.

After the material composition is determined, the key process parameters can

be configured with reference to the process knowledge base. Then the system deter-

mines the new product process and its processing parameters in each sub-process

according to the manufacturing standards, process route rules, and material defor-

mation rule. The simulation module performs simulation analysis based on the

generated process parameters. At the same time, the platform predicts the final

mechanical properties of the product based on the chemical compositions, process

parameters and the microstructures obtained by the simulation results. Figure 7

Table 2. The retrieved similarity grades from the knowledge base.

Steel grade C Si Mn P S

50CrV 0.46–0.54 0.17–0.37 0.5–0.8 ≤0.02 ≤0.015
40Cr4Mo3 0.35–0.45 0.1–0.35 0.5–0.8 ≤0.035 ≤0.035
1522H 0.17–0.25 0.15–0.35 1.0–1.5 ≤0.03 ≤0.05
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Fig. 7. Prediction error of the YS.

Fig. 8. GUIs of the developed platform.

illustrates the prediction results of the YS based on the BPNN model, which shows

that the accuracy of the 10 error interval exceeds 95, and the accuracy of the 5

error interval is about 90.

Figure 8 shows some Graphical User Interface (GUI) of the developed prod-

uct development platform actually used in steel mills. The left one is the process

parameter matching GUI, and the right is the process parameter optimization GUI.

6. Conclusion

The traditional trial-and-error alloy product development mode is not only time-

consuming and costly, but also lacks multi-disciplinary collaboration and the reuse

of design knowledge. In this study an alloy material development platform is estab-

lished, including the full-process simulation, design knowledge management and
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data-driven modeling. The full-process simulation module quantitatively charac-

terizes the evolution of the microstructures in the full rolling process from dif-

ferent levels, based on the principle of physical metallurgy and advanced simu-

lation techniques. The design knowledge management module divides the mate-

rials design into requirements analysis knowledge, composition design knowledge,

process design knowledge, experimental knowledge, quality inspection knowledge

and product improvement analysis knowledge. These knowledge units are orga-

nized and linked through ontology technology to form a graphical networked design

knowledge model. Through knowledge matching and reuse, the knowledge model

assists designers in decision-making and reasoning. The data-driven modeling mod-

ule mines the mapping relationships between material properties, chemical compo-

sition, and process parameters from historical samples through big data technology,

and determines key process parameters through multi-optimization technology. The

proposed platform has been practically applied in a large steel plant. It indicates

that the platform can effectively manage the material development process and

design knowledge, and is helpful to engineers in making scientific decisions during

the product development process, thus improving the development efficiency.
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Chapter 13

A model validation method based on the orthogonal

polynomial transformation and area metric
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Abstract

Modeling and Simulation Technology has become an important means to study various
complex systems with its extensive application. Thus, the accuracy of the simulation
models becomes a critical problem and needs to be assessed by employing an appropri-
ate model validation method. The simulation models often have multivariate dynamic
responses with uncertainty, while most of the existing validation methods concentrate on
the validation of the static responses. Hence, a new validation method is proposed in this
paper to validate the dynamic responses of the simulation models over the time domain
at a single validation site and multiple validation sites through introducing the discrete
Chebyshev polynomials and area metric. For each time series, the orthogonal expan-
sion coefficients are extracted primarily by representing the time series with the discrete
orthogonal polynomials. Then, the area metric and the u-pooling metric are employed
to validate all the uncorrelated coefficients at a single validation site and multiple val-
idation sites, respectively, and the final validation result is obtained by summarizing
the metric values. The feasibility and effectiveness of the proposed model validation
method are illustrated through the example of the terminal guidance stage of the flight
vehicle.

1. Introduction

As the third important means for recognizing and rebuilding the objective world,

Modeling and Simulation (M&S) Technology provides means, tools, and technolo-

gies to understand, analyze, predict, and evaluate complex systems.1,2 Therefore,

M&S Technology has become the most important method for studying various com-

plex systems and the focusing point gradually.3,4 Since simulation is a model-based

activity, the credibility of the simulation model has become a significant problem

and needs to be assessed.5,6

Model validation is the process of determining the degree to which a model is an

accurate representation of the real world from the perspective of the intended uses

of the model.7,8 Model validation can be viewed as two steps based on the work by

the ASME Standards Committee on Verification and Validation in Computational

225

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om

https://doi.org/10.1142/9789811260186_0013


226 H. Zhang et al.

Solid Mechanics.9 The first step is to quantitatively compare the computational

and experimental results through a validation metric and the second step is to

determine whether the model meets the acceptable agreement. An appropriate

validation method is the basis of the model validation and various model vali-

dation methods have been investigated in recent years. To measure the determin-

istic computational and experimental results, the root mean squared error and

the Minkowski distance are used which is easy to interpret physical meanings.

Furthermore, considering the uncertainty of the computational and experimental

results, various model validation methods can be classified into four main cate-

gories, namely, classical hypothesis testing, Bayes factor, frequentist’s metric, and

area metric.10 Classical hypothesis testing and Bayes factor can only give the result

whether the model is accurate enough to represent the actual system, not the

specific value to quantify the accuracy of the model. Frequentist’s metric can quan-

titatively validate the accuracy of the model by measuring the distance between

the mean of the predictions and the estimated mean of the physical observa-

tions. However, frequentist’s metric concentrates on the central tendencies and

other summary statistics of the model predictions and the physical observations

rather than the entire distribution.11 Considering the distribution, the area met-

ric proposed by Ferson et al.12,13 measures the mismatch between the cumulative

distribution of the model predictions and the empirical cumulative distribution

of the physical observations to assess the accuracy of the model. As area metric

only compares the marginal distributions of the model predictions and the physi-

cal observations, it is more suitable for the univariate or uncorrelated multivariate

scenarios.

Due to the characteristics of complex composition relationship, model complex-

ity, unstructured output, complex interaction relationships among subsystems, etc.,

the simulation models of the complex simulation systems generally have dynamic

responses which may be multivariate, correlated, and uncertain. Time-dependent

models need to be validated in the input space and the time domain, which makes

the validation of the models more challenging. The aforementioned model valida-

tion methods are mainly used for static data and cannot be applied to validate

dynamic responses directly. Therefore, dynamic model validation technology needs

to be utilized to assess the accuracy of the simulation models of complex simula-

tion systems. Dynamic model validation methods are sparse and several methods

have been studied in recent years. The wavelet-based model validation method14,15

was developed to objectively assess the validity of the computational model with

dynamic output through extracting the wavelet coefficients and performing the

statistical test in the time/frequency domain. Laili et al.16 performed the pattern-

based metric based on an overall perspective and this metric also applies to the

inconsistent size of the reference data and that of the simulation results or the

insufficient reference data for a specific input configuration. For validating dynamic
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models at multiple validation sites, Wang et al.17 proposed the area-based valida-

tion metric that combined the truncated Karhunen–Loève expansion, probability

integral transform (PIT), and area metric to validate the dynamic model over both

the time domain and the model input space at multiple validation sites. Xi et al.18

extended the u-pooling metric for dynamic responses and enhanced the computa-

tional efficiency of the proposed metric by transforming the dynamic correlation

responses into a few uncorrelated principal components using principal compo-

nent analysis (PCA). Considering multivariate correlation and uncertainty quan-

tification and propagation, the Bayesian confidence-based validation metric and the

enhanced Bayesian model validation method proposed by Zhan et al.19,20 utilized

the probabilistic PCA to extract critical features and then quantitatively assess the

quality of the multivariate dynamic model by using Bayesian interval hypothesis

testing. The aforementioned feature-based model validation methods have several

disadvantages, such as the ambiguous physical meaning of the time-independent

Table 1. Comparison of several dynamic model validation methods. In the second column,
√

and × denotes whether the model validation method can validate the responses under uncertainty
or not, as does the third column. In the fourth column, © that the model validation method
can assess the accuracy of the simulation models at one single validation site and similarly, �
denotes at one single validation site and multiple validation sites.

Model validation Feature- Validation Validation Time/frequency
method name Uncertainty based site result domain

WANOVA validation
method

× √ © Qualitative Time/frequency
domain

Wavelet spectral
analysis-based
model validation
method

× √ © Qualitative Time/frequency
domain

Pattern-based metric
√ √ © Quantitative Time domain

Area-based validation
metric

√ √ � Quantitative Time domain

Validation metric
based on PCA and
shape deviation

√ √ © Quantitative Time domain

Bayesian
confidence-based
validation metric

√ √ © Quantitative Time domain

An enhanced
Bayesian-based
model validation
method

√ √ © Quantitative Time domain

Instantaneous
reliability metric

√ × � Quantitative Time domain

First-passage
reliability metric

√ × � Quantitative Time domain

Accumulated
reliability metric

√ × � Quantitative Time domain
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features which makes the meaning of the metric unexplainable, only providing an

overall assessment, etc. In order to overcome these drawbacks, instantaneous reli-

ability, first-passage reliability, and accumulated reliability directly working in the

time domain are proposed by Ao et al.21 and have clear physical and probability

interpretations. All of the dynamic model validation methods discussed above are

summarized in Table 1.

In summary, assessing the accuracy of the dynamic models faces the challenges

in extracting features with the definite physical meaning, validating at both a single

validation site and multiple validation sites, etc. Considering the uncertainty and

the aforementioned challenges, a new model validation method utilizing the dis-

crete orthogonal polynomials and area metric is developed to validate the dynamic

responses of the simulation models in this paper. The remainder of this paper is

organized as follows. Section 2 presents the detailed content of the model validation

method based on the discrete orthogonal polynomials and area metric. In Sec. 3, the

usage and the effectiveness of the validation method are illustrated by an example

of the terminal guidance stage of the flight vehicle. Section 4 is the summary and

conclusions of the paper.

2. Validation Method Based on Orthogonal Polynomials and Area

Metric

In this section, a new model validation method is proposed to assess the accuracy

of the simulation models with time series responses. The technology background,

including extracting coefficients through the discrete orthogonal polynomials, the

area metric, and the u-pooling metric, is briefly introduced in Sec. 2.1 and the

details of the proposed model validation method are described in Sec. 2.2.

2.1. Technology background

2.1.1. Extract coefficients through the discrete orthogonal polynomials

Suppose a time series Y = {yi} is the real value of the observations in time ti with

i = 1, 2, . . . , N and Y is not required to be linear or equidistant in time. Y = {yi}
can be approximately represented by a polynomial y(t) of degree K, which is a

linear combination of K + 1 basis functions pk

y(t) =

K∑
k=0

ωkpk(t). (1)

The basis functions pk must have the following properties:

1© They must have different ascending degrees 0, . . . , K.

2© They must have a leading coefficient 1.
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3© Each pair of pi and pj, i �= j, 0 ≤ i, j ≤ K, must be orthogonal with respect to

the inner product, i.e.,

〈pi|pj〉 =
T∑

t=0

pi(t)pj(t) = 0. (2)

According to the properties of the orthogonal polynomials, it is known that the

orthogonal polynomials fulfill the following three-term recurrence relation:

p−1(x) = 0,

p0(x) = 1,

pk+1(x) = (x− ak)pk(x)− bkpk−1(x),

(3)

where the coefficients ak = 〈npk|pk〉
〈pk|pk〉 and bk=

〈pk|pk〉
〈pk−1|pk−1〉 , n is the identity in the

vector space.

The discrete Chebyshev polynomials, which is an example of the discrete orthog-

onal polynomials used for the approximation, fulfill the three-term recurrence rela-

tion with ak = N
2 , bk = k2(N+1)2−k4

16k2−4 . Thus, the discrete Chebyshev polynomials

with the degree up to 4 are

p0(x) = 1,

p1(x) = x− N

2
,

p2(x) = x2 −Nx+
N2 −N

6
,

p3(x) = x3 − 3N

2
x2 +

6N2 − 3N + 2

10
x− N3 − 3N2 + 2N

20
,

p4(x) = x4 − 2Nx3 +
9N2 − 3N + 5

7
x2 − 2N3 − 3N2 + 5N

7
x,

+
N4 − 6N3 + 11N2 − 6N

70
.

(4)

The orthogonal expansion of the approximating polynomial p is

p(t) =

K∑
k=1

αk

|pk|2 pk(t), (5)

where the squared norm of pk is ‖pk‖2 = (k!)4

(2k)!(2k+1)!

∏k
i=−k (T + i+ 1), k = 0,

1, . . . , T and αk

‖pk‖2 is equal to ωk. Then, the approximation problem “find a poly-

nomial p of degree K which minimizes
∑N

i=0 (p(i)− yi)
2” can be solved using the

orthogonal expansion with the basis polynomials pk and ωk=
1

‖pk‖2

∑N
i=0 y(i)pk(i).

More details of this orthogonal polynomial approximation can be found in Refs.

22 and 23. ωk is called orthogonal expansion coefficients, which has the following
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properties:

1© The coefficients are independent.24,25

2© The orthogonal polynomials extract the multidimensional shape features of time

series. The coefficients can represent the average, slope, curve, and other char-

acteristics of time series.

The dynamic response of the simulation models can be represented by the dis-

crete Chebyshev polynomials and different time series usually has different orthog-

onal expansion coefficients. Figure 1 shows an example of utilizing the discrete

Chebyshev polynomial to approximate the time series and the original time series

is the line of sight angle of the flight vehicle obtained from the terminal guidance

stage of flight vehicle simulation. In Fig. 1(a), the curves of the approximating

polynomial p1, p2, and p3 denote the approximated values obtained by fitting the

original data with the orthogonal polynomial of degree 0, 1, and 2, respectively,

and we notice that the original time series can be almost perfectly represented by

the orthogonal polynomial of degree 2. Meanwhile, Fig. 1(b) shows the orthogonal

basis polynomials of degrees 0, 1, and 2 approximating the original time series.

When the approximating orthogonal polynomials are used to represent the time

series, the approximation becomes more accurate with the increase of the degree of

the orthogonal polynomials in theory. Nevertheless, due to the increase of time and

the higher degree polynomials, the approximate value calculated by the discrete

polynomials can be larger, which results in the over-fitting phenomenon. Therefore,

one of the principles to choose the degree of the orthogonal polynomials is to avoid

the over-fitting phenomenon. Besides, the choice of the degree of the orthogonal

polynomials is also affected by several factors such as approximate accuracy, the

physical meaning of the time series and calculation efficiency, etc.

(a) (b)

Fig. 1. Example of orthogonal polynomial approximation.
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A model validation method 231

2.1.2. Area metric and u-pooling metric

Area metric proposed by Ferson et al.12,26 measures the area discrepancy of the

predictions from a simulation model and relevant experiment data expressed as

probability distributions. The model predictions are expressed by Y and the cumu-

lative distribution function (CDF) of Y is FY . Similarly, R and FR represent the

experiment data and its empirical CDF (ECDF), respectively. At a single validation

site, the disagreement between the model predictions and the experiment data is

the area between FY and FR, i.e.,

d(Y,R) =

∫ +∞

−∞
|FY − FR|dx. (6)

When the model predictions are collected at different validation sites, the experi-

mental data are compared against different prediction distributions. Accordingly,

the area metric cannot be directly used unless the predicted distribution happens

to be identical at different validation sites. u-pooling metric proposed by Ferson

et al.12 could pool the overall disagreement between the model predictions and

the experiment data at multiple validation sites. u-pooling metric transforms every

experiment datum ri to u-values which range on the unit interval [0,1] according

to its corresponding prediction distribution FYm at the same validation site, i.e.,

ui = FYm(ri). (7)

Through the PIT theorem27 in statistics, we can know that the random variable

Y = F (X) has the distribution of U(0, 1) when the real-valued random variable

X has the CDF F (·). Then, ui will obey the uniform distribution on [0, 1] if ri
exactly has the same distribution of the model predictions. Therefore, the difference

between the model predictions and the experiment data is the area between the

ECDF F (u) of u-values and the uniform distribution U(0, 1), i.e.,

d(U,F (u)) =

∫ 1

0

|u− F (u)|du. (8)

The value of d ranges from 0 to 0.5. A smaller u-pooling metric value indicates less

difference between the model predictions and the experiment data at the multiple

validation sites, that is, the more accurate the computational model is over the

prediction domain.

Area metric and u-pooling metric could detect any discrepancy between the

model predictions and the experiment data despite having the same average, vari-

ance or both. Moreover, the area metric is applicable even when the predictions

are sparse. However, the value of the area metric may be totally different due to

different x-axis units although the shapes are the same, which makes the met-

ric values in different scales not comparable. Besides, the area metric value is

between 0 and ∞ and the u-pooling metric value is between 0 and 0.5. With

these considerations, the following normalization transformation is utilized in this
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paper to obtain the consistency between the model predictions and the exper-

iment data. For area metric da, the consistency result c = s−da

s , where s =

max(
∫ xmax

xmin
FY dx, (xmax − xmin)−

∫ xmax

xmin
FY dx) and xmax and xmin are the maxi-

mum and minimum of the predictions and the experiment data. For the u-pooling

metric du, the consistency result c = 1− 2 ∗ du. The consistency results range from

0 to 1, with 1 representing a perfect match between the simulation model and the

actual system and 0 denoting the worst match. The area metric and the u-pooling

metric only compare the difference of the marginal distributions of model predic-

tions and physical observations. Hence, the area metric and the u-pooling metric

can only deal with irrelevant responses and static model validation issues.

2.2. Validation method for dynamic response

In this section, we propose a model validation method is to assess the predictive

capability of the simulation models with uncertainties and time series responses.

The proposed validation method measures the difference between the dynamic

responses of the simulation model and the physical observations over the time

domain. Considering the uncertain parameters, two sets of time series responses

are obtained from the simulation model and the actual physical system, respec-

tively. The dynamic response of the simulation model is denoted as Y = {yi},
i = 1, 2, . . . ,M , where M represents the number of sampling time nodes. Similarly,

the physical observations are expressed as R = {ri}, i = 1, 2, . . . ,M . Here, Y and

R represent the time-dependent data obtained by running the system once.

At a single validation site, the consistency between the dynamic simulation

responses and the physical observations can be calculated through the following

validation method. Figure 2 shows the validation process of the proposed model

validation method for a single validation site and the detailed steps are as follows:

Step 1. Dynamic simulation responses Yl = {yi}l (l = 1, 2, . . . , Ns) and physical

observations Rk = {ri}k (k = 1, 2, . . . , Nr) are obtained from the simulation model

and the actual physical system at a specified validation site. Ns and Nr are the

sampling number of the uncertain parameters.

Step 2. The orthogonal expansion coefficients of Yl and Rk are extracted through

employing the discrete Chebyshev polynomials to approximate each time series

and denote as {αsl}q and {αrk}q, q = 1, . . . , Q, where Q means the number of the

orthogonal expansion coefficients of the response. Then, the CDFs Fsq(α) of {αsl}q
and the ECDFs Frq(α) of {αrk}q are estimated.

Step 3. The area discrepancy between Fsq(α) and Frq(α) is measured based on the

area metric operator dq(S,R) =
∫ +∞
−∞ |Fsq − Frq|dα. Next, {dq} are transformed

into consistent results {cq} according to the aforementioned transformation.

Step 4. The model validation result C of the simulation model is obtained by

summarizing the consistency results cq, i.e., C =
∑Q

q=1 ωqcq where ωq is the weight

of the coefficient and
∑Q

q=1 ωq=1.
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A model validation method 233

Fig. 2. Flowchart of the proposed validation method for a single validation site.

As the above method cannot be used to validate the accuracy of the simulation

model at multiple validation sites, a transformation-based area metric is proposed

to pool all physical observations over the validation domain into a single measure

and assess the overall accuracy of the simulation model. The dynamic simulation

responses and experiment observations collected at different validation sites are

denoted as Y j
l = {yi}jl and Rj

k, i = 1, 2, . . . ,M , j = 1, 2, . . . , P , l =k = {ri}j
1, 2, . . . , Ns, k = 1, 2, . . . , Nr, where P is the number of the validation sites. The

flowchart of the proposed model validation method for multiple validation sites is

illustrated in Fig. 3. The detailed steps are as follows:

Step 1. Dynamic simulation responses {yi}jl and physical observations {ri}jk are

collected from running the simulation model of the complex simulation system and

physical experiments with the given input sites {x1, x2, . . . , xP }.

Step 2. The orthogonal expansion coefficients {αj
sl}q and {αj

rk}q, q = 1, . . . , Q, are

also extracted by applying the discrete Chebyshev polynomials, which is the same

as the above.
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Fig. 3. Flowchart of the proposed validation method for multiple validation sites.

Step 3. The CDFs {F j(α)}q of the orthogonal expansion coefficients {αj
sl}q are

estimated and then {F j(α)}q of each coefficient are transformed into the uniform

distribution U(0, 1) through the PIT. Meanwhile, the orthogonal expansion coef-

ficients {αj
rk}q are transformed into a set of u-values by the corresponding CDFs

{F j(·)}q, i.e., {uj
k}q = {F j({αj

rk}q)}q.
Step 4. The area between the u-values {uj

k}q and the uniform distribution U(0, 1),

is measured by the u-pooling metric. That is, the discrepancy of each coefficient

is dq(U,F (u)q) =
∫ 1

0 |u− F (u)q|du, where the ECDF F (u)q is estimated based on

{uj
k}q. After that, the consistency result cq of each coefficient can be obtained and

cq = 1− 2 ∗ dq.
Step 5. Finally, all of the consistency results {cq} are merged by the weighted

comprehensive method and the final model validation result C =
∑Q

q=1 ωqcq, where

ωq is the weight of each coefficient and
∑Q

q=1 ωq = 1.
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The model validation result is between 0 and 1 and a larger validation result

indicates the more accurate simulation model. Furthermore, it is worth noting

that in order to ensure the validity and credibility of the validation result, the

discrete Chebyshev polynomials employed to approximate the time series of the

same dynamic response which obtained from the simulations and the correspond-

ing experiments must be consistent. In other words, each of the time series responses

has equal numbers of the extracted orthogonal expansion coefficients. The degree

of the discrete Chebyshev polynomials utilized to approximate different responses

may be different, so the degree of the discrete Chebyshev polynomials needs to

be determined first. Additionally, both of the above validation methods are more

applicable to the univariate or uncorrelated multivariate.

3. Example

In this section, an example of the terminal guidance stage of the flight vehicle28 is

used to demonstrate the effectiveness of the proposed model validation methods by

comparing the validation results with those from the area-based validation metric.

This terminal guidance process is often complicated with a variety of uncertain

parameters and dynamic outputs. Figure 4 shows the geometry relationship of the

relative motion between the fight vehicle and target.

Assume that the flight vehicle is flying without power and its heading is aligned

with the target. Neglecting the rotation of the earth, the motion equation of the

centroid of the flight vehicle with time as the independent variable is defined as

follows:

v̇ = −D

M
− g sin θ,

θ̇ =
L

Mv
− g cos θ

v
,

ḣ = v sin θ,

ḋ = v cos θ,

(9)

where ν and θ are the velocity and the velocity angle of the flight vehicle, respec-

tively, h is the height of the flight vehicle, M denotes the mass of the flight vehicle

and d represents the horizontal distance between the flight vehicle and the tar-

get. The gravity acceleration g = g0[R0/(R0 + h)]2, where g0 = 9.806665m/s2 and

R0 = 6,371,000m. D = 0.5ρv2SCDCCD(Ma, α) and L = 0.5ρv2SCLCCL(Ma, α)

denote the drag and lift of the flight vehicle, respectively. CD and CL are the drag

coefficient and lift coefficient, respectively. CDC and CLC represent the uncertain

disturbance of CD and CL, respectively. α is the stack angle, Ma = v/vs is the

Mach number, and S is the reference area. ρ and vs are calculated according to the

standard atmosphere environment.
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Fig. 4. Planar missile–target engagement geometry.

Ignoring the acceleration of the target, the variance ratio of the line of sight

angle is

λ̈ = −2ṙ

r
λ̇− 1

r
aM,

aM =
D sin(λ− θ) + L cos(λ− θ)

M
− g cosλ.

(10)

Using υ to represent λ̈, Eq. (10) can be rewritten into the equation of state form as

ẋ(t) = Ax(t) +Bυ(t),

x =

[
λ− λ∗

λ̇

]
, A =

[
0 1

0 0

]
, B =

[
0

1

]
,

(11)

where t is the time variable, x is the state vector, the constant λ∗ represents the

expected falling angle, and υ is the control variable which is defined as

υ = −D sin(λ− θ) + L cos(λ− θ)

Mr
+

g cosλ

r
− 2ṙλ̇

r
. (12)

From the above equations, the model inputs are initial line of sight angle and initial

flight path angle and the model uncertain parameters are initial mass, atmosphere

density, lift coefficient, drag coefficient, etc. The unit and the actual probability

distribution of the uncertain parameters in the terminal guidance process of flight

vehicle are shown in Table 2. For demonstrating the effectiveness of the proposed

validation methods, the candidate simulation models which just have different initial

mass are given in Table 3. Theoretically, the initial mass of the flight vehicle is

750 kg. Two sample sets, which contain 100 samples and 1000 samples, respectively,

and are subsequently used as model or system parameters to generate simulation
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Table 2. Uncertain parameters in the terminal guidance
process of the flight vehicle.

Variable Unit Probability distribution
initial mass m kg 750

Atmosphere density Cρ N/A N(0, 0.033)
Lift coefficient CD N/Aa N(0, 0.05)
Drag coefficient CL N/Aa N(0, 0.033)

Table 3. Value of the initial mass of the candidate sim-
ulation models.

Test Model ID Initial mass

At a single validation site 1 750
2 730
3 710

At multiple validation sites 1 N(750, 5)
2 N(750, 40)
3 N(750, 80)

responses and observations, are obtained according to the probability distribution

of the uncertain parameters.

Line of sight angle λ is one of the dynamic responses that we are interested in and

the consistency between simulation responses and physical observations of the line of

sight angle is validated in this example. At first, the degree of the discrete Chebyshev

polynomials for the dynamic responses needs to be determined. The average, slope,

and curvature of the line of sight angle all have specific physical meanings and the

error of using 2-degree discrete Chebyshev polynomials to approximate the time

series of line of sight angle is small. Therefore, line of sight angle λ can use 2-degree

discrete Chebyshev polynomials to approximate.

At a single validation site, as shown in the upper part of Table 3, model 1

has a correct initial mass parameter which is the same as the theoretical value.

Models 2 and 3 have the incorrect initial mass parameter. Therefore, model 1

should be the most accurate simulation model, followed by models 2 and 3 is the

worst in theory. To assess the accuracy of these simulation models, 100 groups

of physical observations and 1000 groups of simulation responses are collected

from actual physical system and each simulation model, respectively, consider-

ing the uncertain parameters when the model inputs are [0, 0]. Then, each time

series is represented by a linear combination of the corresponding degree discrete

Chebyshev polynomials, respectively, and three orthogonal expansion coefficients

can be obtained. The area discrepancies of three orthogonal expansion coefficients

for the line of sight angle λ are shown in Fig. 5 and their quantitative results are

[545.75, 1,192,274.38, 2,319,263,547.95], [2298.39, 6,364,265.38, 5,847,431,599.39],

and [4551.26, 12,559,857.79, 11,401,297,573.40]. Meanwhile, the aggregated
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(a) (b)

(c)

Fig. 5. Area metric of three candidate simulation models.

validation results by the proposed method and the area-based validation metric

are shown in the upper part of Table 3. The area-based validation metric results

suggest that model 1 is the most accurate simulation model and model 3 is more

accurate than model 2. However, the proposed validation method results suggest

that the accuracy of the models is model 1 > model 2 > model 3 which con-

forms to the actual situation. The comparison between the area-based validation

metric and the proposed validation method shows that the area-based valida-

tion metric is not suitable for assessing the simulation models at a single val-

idation site and the proposed validation method can distinguish the candidate

simulation models well.

Since the initial mass of the flight vehicle has the measurement deviation in

practice, we assume that the initial mass with uncertainty follows the Gaussian

distribution. As shown in the lower part of Table 3, all three candidate simula-

tion models have the incorrect initial mass with the theoretical value of the initial
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mass being 750kg, and similarly, model 1 should be the most accurate simulation

model, followed by models 2 and 3 in theory. As the initial line of sight angle and

the initial flight path angle are obtained in the early stage of the terminal guid-

ance process, it can be inferred that they both follow Gaussian distribution N(0, 3)

on the interval [−9, 9]. To assess the simulation models in the validation domain,

the simulation models are validated at 50 validation sites. Then, 100 groups of

physical observations and 1000 groups of dynamic simulation responses are col-

lected at each corresponding validation site in this case. 50 sets of each orthogonal

expansion coefficient are obtained by employing the proposed validation method for

multiple validation sites and each set contains 100 points transformed from obser-

vations and 1000 points transformed from the dynamic simulation responses. The

comparisons between the ECDFs of the transformed observations and the stan-

dard uniform distribution U(0, 1) are demonstrated in Fig. 6, while the u-pooling

metric values of three orthogonal expansion coefficients for the line of sight angle

(a) (b)

(c)

Fig. 6. u-pooling metric of three candidate models.
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Table 4. Model validation results by the proposed method and the area-based validation
metric for different candidate simulation models.

Validation sites Methods/models Model 1 Model 2 Model 3

Single validation site Proposed method 0.9636 0.8633 0.7485
Area-based validation metric 0.9617 0.7138 0.7870

Multiple validation sites Proposed method 0.9614 0.8799 0.7604
Area-based validation metric 0.9794 0.9392 0.9211

λ are [0.0222, 0.0201, 0.0156], [0.0679, 0.0623, 0.0499], and [0.1328, 0.1256, 0.1010],

respectively. As shown in the lower part of Table 4, both the area-based valida-

tion metric results and the proposed validation method results indicate that the

accuracy of the three simulation models is model 1 > model 2 > model 3, which

is consistent with the theoretical situation. Additionally, the area-based validation

metric results suggest that model 2 is slightly more accurate than model 3. There-

fore, the proposed validation method can better differentiate the accuracy of the

simulation models.

Besides, it is noted that the validation results at a single validation site and

multiple validation sites are not equal to 1. The reason is that the sampling values of

the residual uncertain parameters are not completely consistent and all the values

in the range of the uncertain parameters cannot be exhausted. In summary, the

proposed model validation method is effective for validating the simulation models

with uncertain parameters and dynamic responses.

4. Conclusion

As the application of complex simulation systems more and more widely, the valid-

ity of the simulation models becomes more and more important and needs to be

assessed. In this paper, a new method to validate the simulation model with uncer-

tainty and time series responses is developed. The time series responses of the simu-

lation model and the actual physical system can be obtained at each validation site.

Then, the discrete Chebyshev polynomials are carried out to identify the significant

orthogonal expansion coefficients of each time series. In this way, all time series are

transformed into two sets of uncorrelated orthogonal expansion coefficients. Next,

the area metric or the u-pooling metric is applied to quantify the consistency of

the simulations and the observations for each orthogonal expansion coefficient at

a single validation site or multiple validation sites. Finally, all consistency results

are synthesized to calculate the final model validation result. The effectiveness and

applicability of the proposed validation method are illustrated through the terminal

guidance stage of the flight vehicle case. The validation results and the anticipated

effect of the proposed validation method are consistent.

Compared with the existing dynamic model validation methods, the proposed

model validation method has several advantages. The proposed validation method

introduces the discrete Chebyshev polynomials to transform time series into several
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static uncorrelated coefficients which reduces calculation amount to a certain extent.

It is worth mentioning that this transformation does not require that these time

series must be equidistant in time and the physical meanings of the coefficients are

unequivocal which makes the meaning of the validation results easy to express. In

addition, the proposed validation method can assess the simulation models not only

at a single validation site but also in the validation domain, which indicates the

proposed method is capable of assessing the overall performance of the simulation

model. Besides, the engineering example indicates that the proposed validation

method can differentiate the simulation models with uncertain parameters well. In

a word, the proposed validation method is suitable for validating the simulation

models with uncertain and dynamic responses.

For future work, there are several issues that need to be explored such as how

the simulation model with multiple correlated responses can be validated. Also,

employing the validation method proposed in this paper to more engineering exam-

ples will be investigated in future work.
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Abstract

In order to analyze the proposed method, this paper takes the cockpit as the complex
system, since the traditional cockpit design evaluation method can set up an actual
engineering prototype. Although this method can realize the accurate evaluation of the
internal structure layout, control devices, and interface display of the cockpit, it is dif-
ficult to make modifications once the production is completed, which is not suitable for
multi-scheme comparison and rapid iteration in the early stage of civil aircraft design.
In this regard, this paper establishes the civil aircraft cockpit physical environment and
the corresponding virtual cockpit environment based on the virtual-real matching tech-
nology, then proposes a mixed reality simulation evaluation method so as to realize
the real-time ergonomic evaluation of the digital human body followed by a real per-
son. Experimental results show that this mixed reality simulation evaluation method
can effectively improve the evaluation accuracy of cockpit design, ensure the efficiency
of multi-scheme comparison and optimization iteration in the early stage of cockpit
design.

1. Introduction

As one of the most complex systems, the civil aircraft cockpit is the central part

of the plane, flight information, flight control, and stores detection devices of all

kinds of an interactive interface, which has various complexes and compact space.

It not only considers the realization of the function of the plane technology, but

also the feasible pilot operation, efficiency, safety, and reliability. Once there is a

mistake or omission in the design of the cockpit, it will seriously affect the devel-

opment progress of the aircraft and increase the development cost. Modern civil

aircraft cockpit design emphasizes the “people-oriented” design principle, requiring

the crew to participate in the whole cockpit design to ensure that the design meets

the needs and potential needs of the crew as much as possible.1–3 The closest

existing cockpit person-in-loop simulation systems are flight simulators and flight

trainers, which are carried out in aircraft manufacturing to test phase, after the

detailed design for the pilot training. If any design flaws are found, then the design

243
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changes can greatly extend the development cycle with a huge cost. Moreover, air-

worthiness has strict classification and manufacturing requirements. Generally, it

uses simulation parts that meet airworthiness certification, and some parts even

require real aircraft parts, which are expensive.4 The aircraft design phase will

manufacture a kind of engineering prototype for evaluation of cockpit design, hence

the principle of engineering prototype with the flight simulator is roughly the same

without high fidelity, it mainly sets the accurate simulation cockpit internal struc-

ture, layout, control device, interface display, and airborne systems based on the

different stages of design. The complexity of engineering prototypes with different

assessment requirements can be adjusted. For example, the Nanjing University of

Aeronautics and Astronautics has developed an aircraft cockpit simulation system

oriented to the ergonomic study of display interface so as to carry out the simulation

of the whole flight process, modify and record the attributes of display interface

elements in real time, and complete the ergonomic study of display interface.5–7

However, it is difficult to modify the engineering prototype after completion, which

is not suitable for the comparison of multiple schemes under rapid optimization

and iteration in the initial design stage. The close combination of virtual reality

technology and simulation has become a new idea for simulation evaluation of civil

aircraft design, which has important practical significance for reducing physical

modeling and experiments, identifying problems as early as possible and reducing

rework. Different from pure system simulation, the simulation process and results

are more intuitive and realistic. Different simulation models and data can be dis-

played which can be interactive more realistically with virtual reality, thus bringing

the design evaluation to the early stage and deepening the understanding of simula-

tion results.8–11 The application of immersive virtual reality technology makes the

human-in-loop design evaluation more convenient, then designers and pilots can

enter the three-dimensional, full-size display of the virtual cockpit “immersive.”

Pure “empty”, however, can display the interaction (e.g., through the data glove or

force feedback device with a touch), but it is difficult to provide the pilot interac-

tion with a sense of reality, not only the weak degree of simulation, and the virtual

reality peripheral is easy for the feeling of the user “pull out” from the virtual cock-

pit, thus affecting the accuracy of the cockpit design review. Mixed reality cockpit

design simulation is evaluated with the method of nakedness “fusion,” which can

not only make the cockpit design result “look like reality”, but also “operate like a

true cockpit,” thus effectively enhancing the accuracy of the cockpit design review,

ensuring early cockpit design scheme comparison and optimization of the efficiency

of iteration. The flight simulator trainer for rotorcraft pilots based on mixed real-

ity obtained the first virtual reality system certification from European EASA,9–15

which also expands the ideas for the application of mixed reality technology in

aircraft development.
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2. Construction of Mixed Reality Cockpit Simulation Scene

The mixed reality simulation scene mainly includes three parts: virtual cockpit

scene, physical simulation scene including seats, side rods, throttle pads, pedals,

and typical operation buttons and flight logic. The schematic diagram is shown in

Fig. 1.

The cockpit virtual scene is based on its engineering model, including indoor,

and outdoor parts. As the model is lightweight,16–21 it is imported into the rendering

engine. In order to ensure that independent interactive behaviors can be realized,

the parts that need interactive operation are rendered in real form according to the

independent models. The rendering effect close to the real cockpit can be achieved

mainly by defining the material of each part in the cockpit, adjusting the material

strength and 3D attributes, as shown in Fig. 2.

The physical simulation scene adopts a modular design, mainly including seat

module, side rod module, throttle platform module, rudder module, and button

module. The position, size, and shape of each module are independent and can be

adjusted and replaced according to the design requirements, thus achieving rapid

iteration of the design scheme, as shown in Fig. 3.

Cockpit virtual scene and the physical simulation scenario space state synchro-

nization can be realized by using the actual fusion technology updates, or any

physical parts in the original position after the replacement can be automated in

the digital simulation interface to update the corresponding simulation, physical

motion state data can also be updated to the virtual parts through the embedded

sensor module with recognition and detection of various physical motions.

Fig. 1. Mixed reality cockpit simulation architecture diagram.
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Fig. 2. Rendering schematic diagram of the cockpit virtual scene.

Fig. 3. Schematic diagram of cockpit physical simulation scenario.

The logic of flight simulation is based on the actual takeoff, climbing, cruising,

falling, landing, and other data, while the cockpit simulation scenario, instrument

display, and the cockpit part such as visual, physical simulation, and dynamic inter-

action can be presented through the development of engine and the simulation of the

cockpit flight dynamic visual display interface along with flight instrument inter-

face, and real-time video streaming transmission. The human–machine interaction

in virtual and real scenarios can be realized to achieve the objective of simulation

evaluation of cockpit design.
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3. Mixed Reality Simulation Evaluation Method

The cockpit is the space of pilot activities, hence the focus of the design evalua-

tion is based on the cockpit design requirements and seaworthiness requirements,

the mixed reality environment for cockpit efficiency assessment, namely, with the

pilot digital dynamic 3D modeling for accurate space position, attitude, and action,

it collects human posture and action data, clear pilot attitude, behavior and feel-

ing of different subjective and objective parameters of cockpit optimization design

quantitative relationship through action capture system.

Because there are a large number of complex situations and multiple factors

in the cockpit evaluation process, and there are also a series of problems like the

ambiguity of evaluation criteria and the difficulty to quantify qualitative indica-

tors, in this paper, the relatively mature fuzzy comprehensive evaluation method is

selected to fulfill the evaluation.8–10 First, it determines what the evaluated object

is. Second, it explores the set of factors and evaluation levels, establishes the evalu-

ation matrix, and then determines the weight of each factor and their membership

vector. Finally, the fuzzy evaluation matrix and the factor weight vector are oper-

ated and normalized so as to obtain the fuzzy comprehensive evaluation results.

The implementation step is shown in Fig. 4.

Fig. 4. Fuzzy comprehensive evaluation process.
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(1) Determine the set of evaluated objects: F

The collection of evaluated objects refers to the evaluation content and objec-

tives. For example, the collection of evaluated objects in the cockpit control panel

can be determined according to the cockpit operation area, F= {top control panel,

main dashboard, central console}.
The evaluation factor set U is the evaluation index, indicating from which

aspects the evaluation describes the evaluation object. Evaluation grade V is the

set of the evaluation results of the evaluated objects. For example, for the eval-

uated object F= {top control panel, main dashboard, central console}, can set

U= {definition of character definition, character definition, character size, charac-

ter location rationality}, V= {very bad (1), bad (2), medium (3), good (4), and

excellent (5)}.
After establishing the fuzzy matrix R, determine the evaluation level set, and

the membership of each evaluation factor object to each level fuzzy subset, then

treat the evaluated object from each factor ui (i = 1, 2, 3. . . . ,m) to obtain the fuzzy

relation matrix:

R =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

r11 r12 . . . r1n

r21 r22 . . . r2n

. . .
. . .

...
. . .

rm1 rm2 . . . rmn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦ .

In the above, rij(i = 1, 2, . . . ,m, j = 1, 2 . . . , n) indicates that the evaluated object

is from the ith evaluation factor ui, and jth evaluation rating of vj , membership

of the fuzzy subset. When determining the affiliation relationship, experts and pro-

fessionals related to the evaluation problem usually score the evaluation objects

according to the evaluation level, and the statistical score results can obtain rij .

Determining the weight of the evaluation factor W is a very important indicator

of the fuzzy comprehensive evaluation method. According to the importance of

each evaluation factor, the fuzzy set W is composed of the weight allocation of the

evaluation factor U , the ith evaluation factor ui. The weight is wi, i = 1, 2, . . . ,m,

wi satisfies {
wi ≤ 0∑

wi = 1
.

A more common method to determine the weight of evaluation factors is the

order relationship analysis method,11 that is, the knowledge and experience of

experts are used to determine the weight coefficient of the index, and the experts’

judgment itself comes from long-term practice with strong objective basis. The

specific steps of the sequence relationship method are shown in Fig. 5.

First, a series of evaluation factors U = {u1, u2, . . . , un} can sort u from high

to importance u1 > u2 > · · · > un, rk represents the relative importance between

neighboring factors, Wk−1 takes part in Wk which represents the weights of k-1th
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Fig. 5. Process of weight coefficient determination by the sequence relationship method.

and kth evaluation factors, rk = WK−1/WK . With the help of experts, the weight

coefficient Wk can be calculated.

Results B of the fuzzy comprehensive evaluation can be obtained by determining

the appropriate weight operator W ,

B = W · R = (w1, w2, . . . , wm)

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

r11 r12 · · · r1n

r21 r22

..

· · · r2n

. ...
. . .

...

rm1 rm2 · · · rmn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦ = (b1, b2, . . . , bn).

Results B = {b1, b2, . . .. Analysis is performed for the bn}, bj(j = 1, 2, . . . , n) as

obtained from the j-column operation of the weight A and the evaluation matrix

R, which represents the membership degree of the evaluated object to the Vj grade

fuzzy subset as a whole.

To sum up, with the sequence relationship method and constructing a compre-

hensive evaluation model of cockpit human factor engineering based on engineer-

ing efficiency parameters through fuzzy mathematical theory, it can optimize the

guidance in the early stage of cockpit design so as to realize the “design-analysis-

and-improve” closed-loop iteration based on the mixed reality cockpit.
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4. Simulation Evaluation Test

The test is mainly divided into three parts: Virtual and real scene fusion accuracy

test, virtual and real fusion interaction accuracy test, and human factor simulation

function test, which will complete the simulation evaluation of the accessibility and

visibility of the cockpit simulation system.

4.1. Accuracy test of virtual and real scene fusion

It builds standard cubes, make marking points in the center, determines the posi-

tion and angle information in the optical capture system as markers marking the

real physical environment coordinates, and builds the same size virtual cube as

the virtual scene, as shown in Fig. 6, the optical tracking system can reach 0mm

to meet the requirements of human factor engineering analysis accuracy. The rel-

ative location relationship between the devices in the real physical environment is

consistent with the virtual cube and the virtual environment.

Taking handwheel as an example, the marker can be placed above the hand-

wheel, overlapping the center and handwheel center rotation axis, with cube long

side parallel and the handwheel arc tangent, the marker in the real physical scene

and virtual scene relative position relationship is shown in Fig. 7, it can find out

the virtual cube and handwheel position relationship in the consistent real cube

and handwheel position relationship, therefore, the virtual scene and real physical

scene device position relationship is completely consistent.

4.2. Accuracy test of virtual fusion interaction

Human factor engineering analysis not only requires the accurate match of the

static position and size of the virtual scene and the real physical scene, but also

the accurate match of the manipulation device in the cockpit, and the interaction

between the human and the manipulation device. The control device takes the side

rod as an example, and the maximum movement range of the side rod along the

Fig. 6. For equal size markers.
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Fig. 7. Accuracy test of virtual and real scene fusion.

Fig. 8. Motion accurate matching test of the control device.

vertical is divided into five gears, which respectively record the position of the side

rod moving in the virtual scene and the real physical scene. As shown in Fig. 8, the

control dynamic position of the side bar in the virtual scene is consistent with the

real physical scene.
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The virtual scene can build a virtual human model according to the tester in real

physical scene operation real physical device through an action capture device, the

tester action can map the virtual scene, focus on the relative position relationship

between hand and device, tester operation will select throttle and side rod, while

handwheel is commonly used in manipulation device, virtual scene and real physical

scene, as shown in Fig. 9, and can reach interaction match with manipulation device.

4.3. Three human causes of simulation function test

The two most direct types of simulation in the cockpit human simulation are vis-

ibility simulation and accessibility simulation. This paper analyzes visibility and

accessibility by two methods: Desktop simulation and M R cockpit human-in-loop

simulation.

Fig. 9. Exact match test of interaction with human and control device.

Fig. 10. Schematic diagram of the desktop visibility simulation results.
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The cockpit control panel can be used for visibility evaluation, since visibility

simulation usually adopts the internal cut cone verification method with the prin-

ciple of spatial geometry to generate the internal cut cone of physiological vision,

which have different cone top angles. Depending on whether the visual accessibility

Fig. 11. Schematic diagram of the mixed reality visibility simulation results.

Table 1. Evaluation grade.

Poor Bad Medium Good Excellent

1 2 3 4 5

Table 2. Desktop simulation evaluation of cabin control panel.

Assessment area Character Character Character Character

factor of evaluation meaning clarity dimension position

1 Head Control Panel 4.75 4.75 4.5 4.5
2 Main Instrument Panel 4.75 4.5 4.25 4.5
3 Central Control Console 4.75 4.25 4.25 4.5

Table 3. Evaluation of mixed reality simulation of cabin control panel.

Assessment area Character Character Character Character
factor of evaluation meaning clarity dimension position

1 Head Control Panel 4.75 3.25 4 4.5
2 Main Instrument Panel 4.75 2.75 4 4.5
3 Central Control Console 4.75 3 4 4.5
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of the internal cutting cone can contain the device object that the pilot will operate,

the desktop simulation is shown in Fig. 10.

As shown in the ring simulation in Fig. 11, the transparent purple area is the

virtual human cone range generated according to the real human field of vision,

and the field of vision can be dynamically updated in real time with the movement

of the real person.

Fig. 12. Evaluation of the visibility of the cockpit control panel.
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The evaluation rating is shown in Table 1.

The results of visual desktop simulation and mixed reality simulation are shown

in Tables 2 and 3, respectively,

The results are analyzed as shown in Fig. 12.

Desktop simulation and mixed reality simulation in character definition and

character position in the two evaluation factors are basically the same, but in char-

acter definition and character size, mixed reality simulation is lower than desktop

simulation score, it’s vital to wear 3D stereo display equipment in the mixed reality

simulation environment, clarity is affected by display equipment, and being a devi-

ation from the actual driving environment, cockpit electronic display information

clarity can be a mixed reality simulation, believing that with the improvement of

display equipment performance and resolution, this problem can be solved.

The accessibility analysis of the cockpit human interface control devices with the

desktop simulation and mixed reality simulation can operate the Head control panel,

Central control console, Glareshield, Main instrument panel, Sidelever, Traction

Bar, Steering handwheel to evaluate the accessibility of each main panel and control

devices. Figure 13 shows the experimental comparison of the desktop simulation and

MR cockpit simulation, and the transparent color part is the accessible area in the

seat of the left hand and right hand in the flight standard sitting position.

The results of the accessibility simulation evaluation of the cockpit HCI control

devices are shown in Table 4.

The results are analyzed as shown in Fig. 14.

In terms of the accessibility of cockpit control devices, pilots score different

devices in different tasks. In general, for large manipulation devices, such as side

rod, thrust rod, and turning wheel, the accessibility of mixed reality simulation and

desktop simulation is not different, even slightly better than the desktop; and for

small switch keys, such as various lamp switches, the accessibility of mixed reality

is slightly worse than the desktop. According to the subjective description after the

Fig. 13. Schematic diagram of the accessibility simulation.
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Table 4. Accessibility simulation evaluation results of human–machine interface control devices
in the cockpit.

Assess Object Head Central Glareshield Main Side Traction Steering
Factor of Control Control Instrument Lever Bar Hand
Evaluation Panel Console Panel Wheel

1 Desktop 4.5 4.5 4.8 4.5 4.25 4.75 4
Simulation

2 Mixed Reality 4.25 4.5 4.55 4.25 4.75 4.75 4.6
Simulation

Fig. 14. Results of the accessibility simulation evaluation of the human–machine interface control
device in the cockpit.

pilot task, the virtual switch touch is not precise or the touch is a mismatch or

difficult to touch, which is the main reason for the variability in scoring.

5. Conclusion

Based on virtual simulation scenario, real physical simulation scenario, flight logic,

and flight instrument simulation environment, this paper proposes the mixed real-

ity cockpit simulation evaluation method. It realizes the fusion accuracy of the

virtual and real scene, the virtual and real fusion interaction accuracy test, and the

human factor function test. The experimental results show that the cockpit com-

ponents can be changed quickly in this system. Due to the simulation analysis of

the visual accessibility, the method can be effectively introduced in loop evaluation,

the subjective feelings of the pilot driving are fully considered early in the design

so as to improve the comprehensiveness of the cockpit design assessment content,

thus ensuring the early multi-scheme comparison and optimization and iteration

efficiency of the cockpit design.
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