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Introduction

Even with more data engineers, the demand for data and data products 

consistently outgrows the ability to deliver business value with existing 

data architecture capabilities. This book provides methods and guidance 

to successfully deploy Data Fabric architectures and Data Mesh solutions, 

which can lower the needed skill level to discover, access, prepare, and 

consume data through easy access to metadata in a business context and 

to intelligently automate the main tasks of a data engineer. It presents 

new AI-based Data Fabric and Data Mesh capabilities, such as self-service 

data discovery and data enrichment, automated data quality assessments, 

and data matching techniques, which helps breaking down the silos of 

responsibilities of a data source owner, data engineer, and data consumer 

as well as removing the dependency on the data engineer for data 

consumption, allowing business priorities to be implemented without the 

data engineer support capacity as a bottleneck.

The book describes the role of AI in the context of intelligent 

information integration methods, data knowledge graphs based on 

enriched metadata, semantic insight for intelligent data consumption, 

and intelligent cataloging with automated metadata management. It 

presents Data Fabric and Data Mesh as essentially a metadata- and AI- 

driven approach of connecting a disparate collection of data and AI assets; 

it includes data and AI in hybrid cloud environments, Data Mesh with its 

particular focus on enabling a data marketplace with data products, data 

lake implementations, and traditional DWH/analytical systems.

This book is for a reader who is looking for guidance and 

recommendations on how to successfully deploy a state-of-the-art 

Data Fabric architecture underpinning Data Mesh solutions and is 
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furthermore eagerly interested in getting a comprehensive overview on 

how a Data Fabric architecture uses AI and ML for automated metadata 

management and self-service data discovery and consumption. The reader 

is furthermore interested to learn how Data Fabric and Data Mesh relate to 

other concepts, such as DataOps, ModelOps, and AIOps – to name a few. 

The anticipated reader is looking for examples on how to modernize the 

consumption of data and AI assets to enable a shopping-for-data (data-as- 

a-product) experience.

The chapters of this book are organized into four main parts.

Part 1, “Data Fabric and Data Mesh Foundation,” sets the scene for 

the book in terms of providing an introduction to these concepts, how 

some of the terms, for instance, Data Fabric architecture, Data Mesh 

solution, and data product, relate to each other, presenting some of the 

most relevant use case scenarios, and describing the key business benefits.

It consists of the following four chapters:

• Chapter 1, “Evolution of Data Architecture,” 

introduces the motivation for looking into data 

architectures. It shares an overview about data 

architecture evolution coming from traditional data 

warehouses to big data, data lakes, and data lakehouses 

and their main characteristics, value, and challenges. It 

outlines industry requirements in a data-driven world 

that led to the Data Fabric and Data Mesh concepts.

• Chapter 2, “Terminology: Data Fabric and Data 
Mesh,” explains the key terms that will be used 

throughout the book, particularly the terms Data 

Fabric, Data Mesh, data marketplace, and data product, 

and how these terms relate to each other. We introduce 

the term data-as-a-product in the context of a Data 

Mesh and highlight the relationship of Data Fabric 

and Data Mesh concepts to DataOps, ModelOps, and 

InTroduCTIon
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AIOps, among others. It furthermore addresses the 

specific needs for knowledge catalog orchestration 

and metadata exchange in distributed organizationally 

structured Data Mesh deployments.

• Chapter 3, “Data Fabric and Data Mesh Use Case 
Scenarios,” walks through several use cases for 

implementing a Data Fabric and Data Mesh that also 

would be valid entry points. Data and AI governance 

and privacy initiatives are ongoing in almost every 

organization, enabling access to enterprise data and 

AI across platforms to the people who have a business 

need. Other use cases are driven by hybrid cloud 

data integration; the need for a comprehensive view 

on customers, vendors, and other parties for better 

business outcome; and development and integration of 

trustworthy AI into business processes.

• Chapter 4, “Data Fabric and Data Mesh Business 
Benefits,” dives into business needs and pain points 

that we hear in our conversations with enterprises. We 

will discuss business benefits of creating a Data Fabric 

and Data Mesh from the perspective of the technical 

team as well as the business teams consuming data and 

AI assets.

Part 2, “Key Data Fabric and Data Mesh Capabilities and Concepts,” 

presents key Data Fabric and Data Mesh capabilities and focuses on AI 

and ML methods applied to those Data Fabric capabilities. It introduces 

the reader to the most relevant AI and ML concepts that are required 

to implement a Data Fabric architecture and Data Mesh solution. It 

furthermore discusses the AI usage for entity matching purposes and how 

a Data Fabric implementation is leveraged for the entire AI lifecycle.

InTroduCTIon
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It consists of the following five chapters:

• Chapter 5, “Key Data Fabric and Data Mesh 
Capabilities,” introduces the key Data Fabric and Data 

Mesh capabilities, such as self-service, AI and ML, 

trustworthy AI, intelligent information integration, and 

active metadata – among other topics. It also discusses 

semantic knowledge graphs (semantic networks) 

as underpinning of a Data Fabric and Data Mesh. A 

section on AI and ML to enable the “digital exhaust” 

elaborates on pattern recognition and correlation 

discovery from the “digital exhaust” to augment and 

operationalize this insight especially into the Data 

Fabric. This chapter discusses the concepts to deliver 

trustworthy and explainable AI and provides some 

examples, for example, to discover drift and bias in 

AI models. Finally, intelligent (smart) information 

integration capabilities are described.

• Chapter 6, “Relevant ML and DL Concepts,” explains 

the key ML and DL concepts used for building Data 

Fabric and Data Mesh capabilities. It starts with an 

introduction to AI, ML, and DL, their connections and 

differences, and how these technologies are being 

used to accelerate enterprise digital transformation 

initiatives. It also introduces key techniques in the AI 

lifecycle. Starting from data, it explains the methods of 

understanding data and the techniques to transform 

data into a usable shape suitable for AI model training. 

It furthermore discusses how to choose, train, and 

evaluate AI models, as well as how to deploy AI 

models to infuse AI/ML into the Data Fabric and Data 

InTroduCTIon
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Mesh. Lastly, it covers Natural Language Processing 

(NLP) and explains why it’s important to make use of 

unstructured data (especially text) in the context of a 

Data Fabric and Data Mesh for an enterprise.

• Chapter 7, “AI and ML for a Data Fabric and Data 
Mesh,” provides a deep dive into the exploitation of 

AI and ML for various topics and tasks, such as data 

discovery, profiling, and data access, to enable a “digital 

exhaust,” ML-based entity matching, automated data 

quality assessments, and semantic enrichment. This 

is an essential chapter, which highlights novel ideas to 

augment Data Fabric and Data Mesh concepts with AI 

and ML. The exploitation of AI for some of these topics 

is further explored in subsequent chapters.

• Chapter 8, “AI for Entity Resolution,” explains what 

entity resolution, also known as entity matching, is, 

why the problem has arisen, and why it’s important 

to the business. Next, the reader will learn more 

about what are the traditional approaches to solving 

this problem and how AI can reveal new possibilities 

for solving it, what will be the benefits and potential 

problems of using AI solutions, and how to choose a 

fit-for-purpose solution.

• Chapter 9, “Data Fabric and Data Mesh for the 
AI Lifecycle,” explains Data Fabric and Data Mesh 

capabilities during the entire AI lifecycle. First, 

it introduces the core ideas and concepts of AI 

engineering and how AI engineering relates to DataOps 

and ModelOps. To help readers better understand the 

essence of the Data Fabric and Data Mesh for the  
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AI lifecycle, this chapter includes two case studies – the 

first one shows how Data Fabric can help in integrating 

data from various data sources in a hybrid cloud 

enterprise environment, and the second case study 

introduces operationalizing AI and key benefits Data 

Fabric and Data Mesh could bring to the production 

system such as security, explainability, governance, 

and scalability. It specifically highlights accelerating 

the implementation of MLOps with AutoAI. It further 

describes the best practices for operationalizing AI and 

common deployment patterns for AI engineering.

Part 3, “Deploying Data Fabric and Data Mesh in Context,” 

introduces Data Fabric architecture patterns for different usage purposes, 

for instance, intelligent data integration styles and data consumption 

patterns. It discusses the meaning of automated Data Fabric and Data 

Mesh, intelligent cataloging, and augmented metadata management and 

describes the Data Fabric and Data Mesh concepts in the context of hybrid 

cloud landscapes, an enterprise data architecture, and data governance 

initiatives.

It consists of the following six chapters:

• Chapter 10, “Data Fabric Architecture Patterns,” 

provides a high-level overview of the Data Fabric 

architecture evolution and elaborates on key Data 

Fabric architecture patterns, such as a Data Fabric 

architecture serving as the underpinning for a Data 

Mesh solution, intelligent information integration 

styles, and data consumption patterns. This chapter 

describes the Data Fabric and Data Mesh evolution, 

discusses data consumption patterns, and provides a 

high-level Data Mesh architecture overview diagram.
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• Chapter 11, “Data Fabric Within an Enterprise 
Architecture,” is a continuation of Chapter 10; it 

describes how a data architecture needs to be looked 

at in conjunction with the implemented enterprise 

and application architecture in an enterprise. Many 

organizations are in the process to modernize 

their application and data landscape. Applications 

have different requirements with respect to data 

characteristics that may recommend one data 

architecture implementation over another, for example, 

data access through virtualization or data replication 

and transformation.

• Chapter 12, “Data Fabric and Data Mesh in a 
Hybrid Cloud Landscape,” introduces hybrid cloud, 

integrating IT on-premises and public cloud, and 

describes how to deploy a Data Fabric architecture and 

Data Mesh solution in hybrid cloud environments. This 

creates new challenges for accessing and integrating 

data and AI across organizations and boundaries of 

public cloud providers. It addresses the challenges and 

benefits of a Data Fabric and Data Mesh in a hybrid 

cloud landscape.

• Chapter 13, “Intelligent Cataloging and Metadata 
Management,” introduces metadata management, 

followed by the key aspects of intelligent cataloging. 

It provides a deep dive into each key aspect and 

elaborates how Data Fabric and Data Mesh capabilities 

realize automated data discovery, classification of 

data assets, assignment of data assets with business 

terms, and creation of enterprise knowledge graphs 

by building connections between data and AI assets. 
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It also highlights why data lineage and provenance 

are needed and how to implement them with a 

Data Fabric.

• Chapter 14, “Automated Data Fabric and Data 
Mesh Aspects,” focuses on intelligent automation 

aspects. The desire to create an enterprise-wide 

description of data and AI is not a new concept. It 

was considered a failure about two decades ago. This 

chapter describes the usage of intelligent automation 

to collect metadata from different data sources and 

catalog them, automatically checking data quality and 

augmenting the data as well as automating data and AI 

governance services as a foundation of a Data Fabric 

and Data Mesh.

• Chapter 15, “Data Governance in the Context of 
Data Fabric and Data Mesh,” explains why data and 

AI governance and privacy are critical to a data-driven 

strategy for enterprises. It introduces the key aspects 

of data governance – people, process, data regulations, 

data rules, data protection methods, etc. It further 

explores how Data Fabric and Data Mesh capabilities 

establish a data and AI governance foundation for an 

enterprise, make data trustworthy by automated quality 

analysis, and protect data by automatic enforcement of 

data protection regulations.

Part 4, “Current Offerings and Future Aspects,” discusses a few 

sample vendor offerings and current Data Fabric and Data Mesh research 

areas. This part finishes with a short summary and key takeaways.
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It consists of the following three chapters:

• Chapter 16, “Sample Vendor Offerings,” introduces 

how different vendors implement a Data Fabric 

architecture and Data Mesh solution with commercial 

software or SaaS (Software as a Service). It further 

delves into each vendor’s offering and explains how it 

works and what are the strengths.

• Chapter 17, “Data Fabric and Data Mesh Research 
Areas,” discusses Data Fabric and Data Mesh 

challenges as they are addressed by current research 

and academia initiatives, such as hyper-automation 

and knowledge-based consumption. It also describes 

the confluence of AI and Data Fabric and Data Mesh 

and outlines the road toward an AI-driven Data Fabric 

and Data Mesh.

• Chapter 18, “In Summary and Onward,” summarizes 

the main messages of this book and provides 

suggestions on how to get started on a Data Fabric and 

Data Mesh journey.
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Foreword

This book in one sentence: “Data Mesh is being referred to as a solution, 

which is built on top of Data Fabric as an architecture, and the key message 

brought across in this book is that infused AI is the magic sauce that is 

going to help you being successful in implementing these concepts in your 

organization.”

The structure of this book is very well organized taking you on a 

cohesive journey from a to z and covering traditional data management 

topics while linking it to buzzwords like Data Fabric, Data Mesh, AI, ML, 

DL, automation, etc. 

For instance, the important topic of identity matching will briefly take 

you through the traditional way of doing it and identifying shortcomings 

and then expand on how AI, ML, and in particular DL, can help solve the 

challenge much more efficiently and accurately. In essence, this is applied 

AI to automate data management tasks, and who don’t like tedious task to 

become automated. 

It’s filled with nice charts and diagrams to support the written text, 

and at the end of each chapter you have key take aways that serves as a 

summary as well a quick refresher at a later state. 

Another key aspect is illuminating the importance of not only 

managing data as an asset but equally important AI related artefacts. 

This becomes even more significant with the emerging data and AI 

convergence happening with real time inference in a hybrid processing 

scenario. 

My favorite part of this book is the stressing of the ed how noteworthy it 

is to have a single view across the enterprise when it comes to metadata or 

what they refer to as the Knowledge Catalogue. This is not to say that there 



xxxii

will be one single catalog reflecting all about everything, but a virtually 

connected catalog with support of Egeria Open Cohort for metadata 

exchange, which becomes the glue that can hold it all together.  

As they rightfully point out this becomes even more essential in a 

hybrid cloud scenario with a mix of public/private cloud as well an on-

premises platform like the good old Mainframe still being the backbone of 

many large enterprises. A key concern of mine has always been to ensure 

that we don’t lose control of the data governance when Db2 for z/OS are 

being unlocked for cloud-initiated modernization initiatives.

Many organizations have already invested an immense amount of time 

and effort in creating metadata to meet the requirements of GDPR, but 

from a business user perspective this is often too detailed to support them 

on their Data Mesh journey to create data products. Hence, building on 

what’s already there, but enriching it to bring it higher level of abstraction 

seems like an appealing idea to pursue. 

Adapting the guidelines and recommendations in this book is what 

would make me sleep well at night during such transition phase going 

from predominantly on-premises based to a hybrid cloud setup. 

—Bjarne Nelson, IBM Champion 

foreword
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CHAPTER 1

Evolution of Data 
Architecture
This chapter introduces the motivation for looking into data architectures. 

It shares an overview about data architecture evolution transitioning from 

traditional data warehouses to big data and data lakes and their main 

characteristics, values, and challenges. It outlines industry requirements in 

a data-driven world that ultimately led to the concept of a Data Fabric.

 Introduction
When you look back in time, data architectures were developed in 

response to pain points with existing IT solutions and new business needs, 

typically in periods of newly emerging technologies. Understanding 

this evolution helps position new data architecture trends such as Data 

Fabric and Data Mesh in context of the existing data landscape in an 

organization.1 To demonstrate the value of a new data architecture, it 

is critical to identify use cases that would benefit from the new data 

architecture trend and define projects well scoped to deliver value to the 

business in reasonable time.

1 See Reference [1] for more information on the evolution of data architectures.

© Eberhard Hechler, Maryela Weihrauch, Yan (Catherine) Wu 2023 
E. Hechler et al., Data Fabric and Data Mesh Approaches with AI,  
https://doi.org/10.1007/978-1-4842-9253-2_1

https://doi.org/10.1007/978-1-4842-9253-2_1
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The need to structure the data of an organization in a way that the data 

can be analyzed to answer business-driven questions has existed since 

the invention of databases, especially Relational Database Management 

Systems (RDBMS) with a standardized application programming interface 

(API), Structured Query Language (SQL), in the 1970s.2 In the mid-1990s, 

the data architecture of a data warehouse was primarily developed for 

reporting and data analysis of structured historical data, potentially 

combining different data stores.

In the 2010s, with wider adoption of artificial intelligence, Internet of 

Things (IoT), and edge computing, the demand for processing massive 

amounts of structured, semi-structured, and unstructured data emerged. It 

led to the data architecture of a data lake with a very compelling promise, 

storing data from disparate sources in a single place in its raw format, 

usually as files for any data consumption needed. As a further evolution, 

data lakehouse3 architectures emerged, a merge of data lake and data 

warehouse concepts, which enabled machine learning (ML) and business 

analytics on data lakes.

Recently, readily available processing power and AI exploitation for 

managing the metadata of a data architecture itself led to Data Fabric 

and Data Mesh architecture and solution concepts that facilitate end-to- 

end integration of various data pipelines and cloud environments using 

intelligent and automated systems.

This high-level architecture evolution is depicted in Figure 1-1.

2 See Reference [2] for more information on RDBMS and SQL.
3 See Reference [3] for more information on the data lakehouse architecture.
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Figure 1-1. Data Architecture Evolution Leading to Data Fabric and 
Data Mesh

Many data architecture capabilities such as data integration, data 

replication, Extract-Transform-Load (ETL) pipelines, data governance, etc. 

have existed for a long time. In the past, a specific set of those capabilities 

were dictated for all use cases, even if they did not satisfy the use case 

requirements. A Data Fabric architecture brings the promise to use the 

right capabilities for the right use cases guided by intelligent metadata.

 Data Architectures: Values and Challenges
RDBMS introduced several functions that became the foundation of later 

data architectures. The first function is the separation of a logical data 

model – the relational model – from the physical storage of the data. The 

separation created a need to introduce a metadata catalog describing the 

logical layout of the data in tables and its mapping to physical storage, 

maintaining statistics such as data size, data distribution, and other 

characteristics.

RDBMS provide functionality to maintain the physical storage of the 

data by reorganizing the data into the defined order when too many data 

changes made the physical layout and therefore data access suboptimal. It 

also ensures the availability of the data by providing backup and recovery 

capabilities exploiting available system capabilities.
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The second function is a standardized Structured Query Language 

(SQL) to access the data. Today, support of SQL exists in all generations 

of programming languages such as Assembler, COBOL, Java, and Python. 

SQL is continuously expanded to include data types such as XML and 

JSON and new functionality, most recently for interference of ML and 

deep learning (DL) models. Both key functionalities of a RDBMS became 

the foundation for establishment of enterprise data warehouse (EDW) 

architectures, which we explore in the following section.

 Enterprise Data Warehouse (EDW)
Interestingly, RDBMS were initially used to store data for reporting 

purposes using SQL and SQL-generating tools as a fast way to get results. 

In the 1970s, performance of data access in a RDBMS was not sufficient 

for transactional applications compared with storing data in datasets or 

hierarchical databases. As available compute power increased, the data 

of most transactional systems were migrated to relational databases. It 

increased productivity of application programmers significantly.

The following two main business needs led to the development of an 

EDW architecture:

• Separation of databases for transactional and 
reporting applications: Transactional systems such 

as core banking or airline ticketing applications are 

business critical and have different availability and 

response time characteristics compared with reporting 

applications. The business requested the separation 

of databases used for transactional and reporting 

applications to not impact performance or availability 

of the transactional applications.
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• Integrate data from multiple sources and restructure 
for better performance and data consumability: Data 

from transactional applications was not stored optimal 

for reporting and analytical applications. The need 

became apparent to copy the data from the source(s) 

and transform it into a format optimal for reporting and 

analytics.

The preceding needs led to an EDW4 architecture, where the data is 

uploaded from the transactional application(s) to a staging area, followed 

by sometimes complex data cleansing and data transformation steps 

before the derived data is stored in the EDW. Typically, data is stored 

several times in intermittent staging areas.

This EDW architecture is depicted in Figure 1-2.

Data consumer Data providers
ETL serverData Warehouse

Figure 1-2. Enterprise Data Warehouse Architecture

The EDW architecture delivered a solution to the business needs with 

the following characteristics:

• Merging and cleansing (make consistent) data from 

multiple transactional sources.

• Separation of data used for transactional and reporting 

applications.

4 See Reference [4] for more information on a data warehouse.
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• Maintaining data history even when the source data 

did not.

• Transforming data into a data model optimal for 

reporting performance (using star or snowflake 

schemas). The transformation pipeline feeds 

dimension tables (e.g., time, sales regions, products, 

etc.), and the fact table(s) in the middle keeps the 

relational records between the dimensions, for 

example, sales of a product in a region in a time period.

• Making the data consumable for business users.

The EDW architecture was hugely successful, and almost every 

organization implemented it. EDWs are still used today for many reporting 

needs in many if not all organizations.

Nevertheless, the EDW architecture created new challenges as the 

business wanted to have insight into more, also semi-structured and 

unstructured data to make better, data-driven business decisions:

• The ETL process also created new data quality issues in 

the EDW. The transactional applications continuously 

added data elements to their databases (schema 

changes). Those new or changed data elements needed 

to be reflected in the ETL pipeline. It is not uncommon 

that EDW implementations do not adequately reflect 

the data of the transactional applications because the 

ETL processes were not updated correctly or those 

changes were missed altogether.

• The data latency for data in an EDW is typically longer 

than 1 day, which is not acceptable for many analytics 

applications any longer. Some reporting applications 

operate on data that is older than a week.
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• New business requests for data analysis based on the 

data stored in the EDW are typically declined if the data 

is not already available in the EDW or it takes many 

months to implement the ETL processes to add new 

data elements.

• Even though many transactional applications today 

are required by law to keep historical data or could 

implement history data with little overhead using 

SQL constructs such as bitemporal functionality, ETL 

processes still spend most of the processing to calculate 

historical data, which increases the data latency and 

data quality challenges.

• Finally, an EDW is great for structured data. Integrating 

semi-structured and unstructured data is a challenge.

Those requirements in the context of newly available technologies 

delivered with the Apache Hadoop open source project using a network 

of many computers and massive inexpensive storage led to the data lake 

architecture.

 Big Data, Data Lake, and Data Lakehouse
Business users require access to their organizations’ data to explore 

the content, select and annotate, and access information using their 

terminology with an underpinning of data protection and governance, 

for example, a marketer seeking data for new campaigns, which 

requires ad hoc access to a wide variety of data sources and support for 

decision-making.

Storing and processing big data required a new data architecture. 

The massive number of new data sources generating structured, semi- 

structured (e.g., XML, JSON), and unstructured (e.g., text, audio, pictures) 

data could not be processed in an EDW.
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The Apache Hadoop open source project5 was born out of the need 

to process this massive amount of data. It delivered key technologies that 

became the foundation of many data lake implementations:

• Hadoop Distributed File System (HDFS), a distributed 

file system that provides very scalable and well- 

performing access to data stored on the file system.

• MapReduce, a massively parallel, batch-oriented 

programming model for large-scale data processing. 

Apache Spark and Apache Hive exploit in-memory 

technology to deliver even faster processing of large 

amounts of data as needed for ML algorithms.

• YARN, a resource management platform responsible 

for managing compute resources in clusters and 

Hadoop common libraries and utilities.

With the wider acceptance of public cloud solutions, today data lakes 

could be implemented using cloud storage services besides on-prem 

Hadoop implementations.

A data lake architecture usually has a single repository of data, typically 

stored in its raw format. It does not require schema definitions, rigorously 

maintained in an EDW. Instead, users build custom schemas into their 

queries that makes integration of data sources much more flexible.

Figure 1-3 shows a data lake architecture. On the left are all possible 

data sources that are copied into the data lake using different technologies 

such as streaming, data replication, and data integration. It has multiple 

data zones for different types of data processing. The landing zone stores 

the raw format of all incoming data. The analytical zone and archive stores 

transformed data used for reporting, advanced analytics, and ML. Data 

5 See Reference [5] for more information on the Apache Hadoop project with 
further links to HDFS, MapReduce, and YARN.
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values may be replicated in multiple data zones in the data lake. On the 

right side are data-consuming applications such as decision management 

systems and predictive analytics tools. The concept of information 

governance was introduced to manage access authority to the copy of the 

data that would have been strictly protected in the original data source.

Data in
motion

Data at
rest

Data in
many forms

Information
ingestion and
operational
information

Landing area,
analytics zone
and archive
� Raw data
� Structured data
� Text analytics
� Data mining
� Entity analytics
� Machine Learning

Real-time
analytics
� Video/audio
� Network/sensor
� Entity analytics
� Predictive

Exploration,
integrated warehouse,
and data mart zones
� Discovery
� Deep reflection
� Operational
� Predictive

� Stream processing
� Data integration
� Master Data

Streams

Information Governance, Security and Business Continuity

Intelligence
analysis

Decision
management

BI and predictive
analytics

Navigation and
discovery

Figure 1-3. Big Data Platform – Data Lake Architecture

Many organizations that undertook data lake projects realized that the 

store everything in one place model creates not just opportunities but also 

new challenges. The biggest challenge is not creating a data lake but taking 

advantage of the opportunity it presents.6

6 See Reference [6] for more information on data lake challenges.
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If not carefully managed, copying a massive amount of data can lead to 

the following challenges:

• Introduces the risk of using stale data for analytics due 

to the update latency into the data lake.

• Complexity to understand and resolve the version of 

truth among a growing number of data sources.

• Increasing storage and integration cost and complexity 

as data and the number of sources increase.

• Exposes the business to a lot of regulatory risks. 

Data governance is extremely difficult and costly 

as metadata of the original data sources changes 

constantly, resulting in adaptations in the data lake.

As a result, many organizations start to question the derived business 

value of a data lake compared with the original promise. The data 

lake becomes a data swamp. The challenges of the EDW and data lake 

created the requirements for new data management concepts, the data 

lakehouse, which is an open data management architecture that combines 

the flexibility, cost efficiency, and scale of data lakes with the data 

management and ACID (Atomicity, Consistency, Isolation, Durability) 

transactions of an EDW, enabling traditional Business Intelligence (BI) 

and ML on a variety of data structures. Thus, a data lakehouse combines 

characteristics and capabilities of a data lake with an EDW. This is often 

based on open source components, such as a delta lake, which is an 

optimized storage layer that provides the foundation for storing data and 

tables in a data lakehouse platform. A delta lake is open source software 

that extends Parquet data files with a file-based transaction log for ACID 

transactions and scalable metadata handling.7

7 See Reference [7] for more information on data lakehouse and delta lake 
concepts.
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Implementing a data lakehouse as a new data and AI platform 

requires a new data architecture, the Data Fabric. In Chapter 10, we 

further elaborate on the evolution of the Data Fabric architecture and 

Data Mesh solution. Today’s enterprises need an agile data architecture – 

a Data Fabric architecture – that hides the ever-increasing complexity 

of the data source landscape and enables easy data consumption by 

business users. Taking an intelligent and agile Data Fabric architecture as 

its underpinning, the Data Mesh solution approach with its promise to 

establish a data marketplace with data-as-a-product consumption patterns 

is the way to go.

In the next chapter, we discuss the relationship and coexistence of a 

Data Fabric architecture and Data Mesh solution.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 1-1.

Chapter 1  evolution of Data arChiteCture



14

Table 1-1. Key Takeaways

# Key Takeaway High-Level Description

1 Data architectures are an 

evolution.

Data architectures are typically developed based 

on business requirements exploiting state-of-the- 

art technologies.

2 relational databases and 

data access via SQl.

relational databases introduced the separation of 

data storage and logical data organization as well 

as standardized data access via SQl.

3 an enterprise data 

warehouse (eDW) 

integrates data from 

disparate sources.

an enterprise data warehouse is a central 

repository of integrated and transformed, 

structured data from disparate sources and used 

for reporting and data analysis.

4 eDWs are populated 

by complex etl or elt 

processes.

eDWs are populated by complex etl- or elt-

based processes that create data latency, data 

quality, and flexibility challenges.

5 a data lake stores 

raw structured and 

unstructured data.

a data lake is a system of repositories storing 

structured and unstructured data in its raw format 

in a central place.

6 Data lakes can become 

data swamps.

poorly managed data lakes have been called data 

swamps and deliver little value to the business.

7 Challenges of eDWs and 

data lakes lead to Data 

fabric.

Challenges implementing an eDW and/or data 

lakes created requirements for a new data 

architecture – a Data fabric.

8 Data fabric is an integrated 

layer (fabric) of data and 

connection processes.

Data fabric is an integrated layer of data sources 

and connection processes based on active 

metadata.
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CHAPTER 2

Terminology: Data 
Fabric and Data Mesh
This chapter explains the key terms that will be used throughout this book, 

the terms Data Fabric and Data Mesh, and how these two terms relate 

to each other. We introduce the term data-as-a-product or shopping-for- 

data and provide a high-level introduction into AI-infused Data Fabric 

capabilities. The chapter concludes with a description of a data product as 

a key concept of a Data Mesh.

 Introduction
The terms Data Fabric and Data Mesh are often viewed as different, 

conflicting, or at the best overlapping data architectures or frameworks, 

data management concepts, or approaches to discover, explore, govern, 

and consume data. However, these concepts are related to each other, 

where each concept emphasizes specific imperatives or objectives.

A Data Fabric1 has its focus more on the architectural underpinning, 

technical capabilities, and intelligent analysis to produce active metadata 

supporting a smarter, AI-infused system2 to orchestrate various data 

1 See Reference [1] for a high-level introduction into a Data Fabric.
2 See Chapter 7 for more details.
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integration styles, enabling trusted and reusable data in a hybrid cloud 

landscape to be consumed by humans, applications, or other downstream 

systems. Data cataloging to generate and leverage active metadata is seen 

as a vital component of any Data Fabric.

A Data Mesh3 views data primarily as organized around domain 

owners who create business-focused data products, which can be 

aggregated and consumed across distributed consumers, organizations, 

and Line of Business (LoBs) in a self-service and shopping-for-data fashion. 

Transforming data from disparate data sources to be consumed as data- 

as- a-product is an essential paradigm of any Data Mesh. The key phrases 

self-service, data marketplace, data-as-a-product, and shopping-for-data 

are described further down in this chapter.

In this chapter, we convey a perspective of a Data Fabric to serve as an 

architectural underpinning to build a Data Mesh solution, where a Data 

Fabric with corresponding technical capabilities can additionally serve 

as an architectural underpinning for other solutions as well, for example, 

a traditional DWH solution. By using the terms Data Fabric and Data 

Mesh, we furthermore refer to structured and unstructured data, ETL 

stages, as well as other AI-related artefacts, for instance, ML/DL models, 

pipelines, etc.

 Data Fabric Concept
The term Data Fabric was coined by NetApp4 in a white paper from 2016 as 

a “vision for data management… that seamlessly connects different clouds, 

whether they are private, public, or hybrid environments.” The NetApp 

description of a Data Fabric is focusing on the hybrid cloud landscape, 

highlighting key aspects like data security, governance, integration, the 

3 See Reference [2] for an introduction into a Data Mesh.
4 See Reference [3] for the NetApp Data Fabric Architecture Fundamentals.

Chapter 2  terminology: Data FabriC anD Data mesh



19

applications and services layer, etc. However, it neglects essential Data 

Fabric capabilities, for instance, the active metadata-driven approach, AI/

ML-infused tasks, and self-service delivery.

Gartner5 defines Data Fabric as a “design concept that serves as an 

integrated layer (fabric) of data and connecting processes. A data fabric 

utilizes continuous analytics over existing, discoverable, and inferenced 

metadata assets to support the design, deployment, and utilization of 

integrated and reusable data across all environments, including hybrid 

and multi-cloud platforms.” In their Data Fabric architecture, Gartner 

emphasizes key characteristics, such as embedded AI/ML, semantic 

knowledge graphs, automating repetitive tasks, active metadata (technical, 

business, operational, and social), dynamic data integration, data 

cataloging, and automated data orchestration. With these characteristics, 

Gartner’s Data Fabric architecture description is rather exhaustive and 

state of the art.

Forrester6 defines a Data Fabric to deliver a “unified, integrated, and 

intelligent end-to-end data platform to support new and emerging use 

cases. It automates all data management functions – including ingestion, 

transformation, orchestration, governance, security, preparation, quality, 

and curation – enabling insights and analytics to accelerate use cases 

quickly.” In their document, Forrester highlights built-in automation 

and intelligence across all data management functions, governance and 

compliance requirements, data cataloging, integration, AI/ML, knowledge 

graphs, and integration with Master Data Management (MDM), which is a 

rather comprehensive and complete set of Data Fabric capabilities.

5 See Reference [4] for the Gartner Data Fabric article.
6 See Reference [5] for The Forrester Wave: Enterprise Data Fabric, Q2 2022.
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 Data Fabric Framework
As you have seen in Chapter 1, the Data Fabric is the result from the data 

architecture evolution. However, many of its capabilities were in existence 

already long before the term Data Fabric was coined. For instance, data 

integration and data governance have been on the agenda of the IT 

industry for decades. So what are the new imperatives and capabilities that 

stand out?

It is foremost the AI/ML-based augmentation and automation of all 

Data Fabric areas, including AI/ML-based smart integration,7 generating 

active metadata and knowledge graphs to be captured in the knowledge 

catalog. Furthermore, ensuring trustworthy AI and broadening the scope 

of traditional data governance toward unified AI governance is a relatively 

new area that goes far beyond just focusing on data by including AI 

models and corresponding AI artefacts into the governance realm. Finally, 

automated generation, discovery, and enforcement of data rules and 

policies is increasingly underpinned with AI/ML.

These new imperatives and characteristics are depicted in Figure 2-1, 

which is a high-level illustration of a state-of-the-art Data Fabric 

framework.

7 The terms smart integration and intelligent information integration are further 
described in Chapters 5 and 10.
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1

Data Fabric deployment infrastructure

Knowledge catalog

Self-service capabilities

Knowledge graph

Smart integration

Metadata insightAI capabilities

Rules and policies

Unified lifecycle AI governance
including

Trustworthy AI 

Applications / data consumers

Hybrid-cloud / on-prem… Data sources

Figure 2-1. Data Fabric Framework

The following is a short description of the essential Data Fabric tasks 

and capabilities, which can be used to implement a Data Mesh or other 

solutions. These tasks and capabilities8 can easily be mapped to the Data 

Fabric framework as depicted in Figure 2-1:

• Catalog all your data: Including business glossary 

and design-time and runtime metadata (business, 

technical, and operational metadata)

• Enable self-service capabilities: Addressing data 

discovery, profiling, exploration, quality assessment, 

consumption of data-as-a-product, etc.

8 We explore these tasks and capabilities further in Chapter 5.
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• Provide a knowledge graph: Visualizing how data, 

people, processes, systems, etc. are interconnected, 

deriving additional actionable insight

• Provide intelligent (smart) information integration: 

Supporting IT staff and business users alike in 

their data integration and transformation, data 

virtualization, and federation tasks

• Derive insight from metadata: Orchestrating and 

automating tasks and jobs for data integration, data 

engineering, and data governance end to end

• Ensure trustworthy AI: Ensuring explainability, 

transparency, and trust of AI methods and outcomes, 

taking appropriate actions in case bias, drift, decreasing 

accuracy and precision, etc.

• Enforce local and global data rules/policies: 

Including AI/ML-based automated generation, 

adjustments, and enforcement of rules and policies

• Manage an end-to-end unified lifecycle: 

Implementing a coherent and consistent lifecycle end 

to end of all Data Fabric tasks across various platforms, 

personas, and organizations

• Enforce data and AI governance: Broadening the 

scope of traditional data governance to include AI 

artefacts, for example, AI models, pipelines, etc., 

and taking into consideration new or emerging data 

governance regulations9 and privacy laws

9 See Reference [6] for more information on the draft EU regulation on AI.
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Since we have referenced AI/ML-based augmentation and automation 

of all Data Fabric areas as a new key imperative, this is the topic we 

elaborate on next.

 AI-Infused Data Fabric
AI with its siblings ML and DL is the key to understanding what 

differentiates a Data Fabric concept or architecture from conventional data 

architectures that we have been dealing with in the past.

Gaining more insight into data, simplifying data access, enabling 

shopping-for-data, augmenting traditional data governance, generating 

active metadata, and accelerating development of products and services 

are enabled by infusing AI into the Data Fabric architecture. An AI-infused 

Data Fabric is not only leveraging AI but also likewise an architecture to 

manage and deal with AI artefacts, including AI models, pipelines, etc.

Figure 2-2 depicts the essential components that an AI-infused Data 

Fabric is composed of.

2

AI-based cataloging, including data, AI artefacts…

Trustworthy AI, including AI model bias, accuracy, precision…

AI governance
� Governance for AI
� Governance with AI

Traditional data 
governance

AI-infused entity 
matching
� Name resolution
� Similarity discovery
� …

AI-generated digital 
exhaust metadata
� Patterns, clustering…
� Recommendations
� …

AI-based semantic 
enrichment
� Linguistic analysis
� Tagging
� …

Probabilistic data 
matching…

Traditional analysis of 
data, logs…

Traditional data 
analysis

Figure 2-2. AI-Infused Data Fabric Concept
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The following is a high-level description of these components10:

 1. AI governance: The same statement that we made 

previously for an AI-infused Data Fabric applies to 

AI governance11 as well: traditional data governance 

is obviously improved by leveraging AI methods 

(governance with AI), for instance, by applying ML 

methods to analyze data governance regulations and 

privacy laws or to implement governance-related data 

rules and policies. However, it also needs to broaden 

its scope by including governance for AI artefacts 

(governance for AI), for instance, by managing and 

governing AI models and other AI artefacts.

 2. AI-based cataloging: The AI-based knowledge 

catalog constitutes another essential connecting 

component of an AI-infused Data Fabric by storing 

automatically generated metadata, leveraging 

AI methods to generate augmented knowledge, 

generating and storing knowledge graphs, storing 

the Data Fabric–based digital exhaust metadata, and 

enabling semantic enrichment.

 3. Trustworthy AI: Deploying and operationalizing 

AI and consuming and interpreting AI outcomes 

require permanent transparency and explainability. 

The aim of trustworthy AI is to detect bias, drift, and 

decreasing accuracy and precision of AI models and 

to measure other AI-related KPIs during the entire 

lifecycle. It furthermore needs to propose corrective 

actions to realign AI artefacts to business goals.

10 We discuss these components in every detail in Chapter 7.
11 See Reference [7] for more information on AI governance.
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 4. AI-generated digital exhaust metadata: All Data 

Fabric tasks generate additional data, for instance, 

LOGs, quality measures of data, AI artefacts, data 

access paths, etc. We call this data digital exhaust, 

which can be transformed into digital exhaust 

metadata that can be further analyzed to gain 

additional insight to improve corresponding Data 

Fabric tasks.

 5. AI-based semantic enrichment: Applying AI 

provides automated enrichment to contextualize 

data with semantic knowledge, for instance, 

based on knowledge graphs and other existing 

metadata in the catalog. Semantic enrichment 

thrives for simplification and optimization of data 

consumption by applications and business users 

by leveraging this semantic insight. It can further 

simplify and optimize some of the key Data Fabric 

tasks, such as searching and discovering assets in a 

particular business context.

 6. AI-infused entity matching: Heterogeneous 

and dispersed data landscapes, systems, and 

applications have prevented business users 

from matching core information (master data), 

such as persona data (e.g., customers, business 

partners, employees, citizens, etc.), products, and 

services. AI-infused entity matching complements 

existing deterministic and probabilistic matching 

techniques, yielding much more accurate matching 

results.

Let us now address the key aspects of the Data Mesh concept.
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 Data Mesh Concept
Similar to the “Data Fabric Concept” section, we begin this section with a 

brief discussion about Gartner’s and Forrester’s views.

According to Gartner,12 Data Mesh is a “solution architecture for 

the specific goal of building business-focused data products; it is a 

solution architecture that can guide design within a technology-agnostic 

framework.” In their article, Gartner highlights the essential imperatives of 

a Data Mesh, such as data-as-a-product, distributed data governance and 

authority, and presenting Data Mesh as a solution. In addition, Gartner 

also specifically describes the relationship of a Data Mesh and a Data 

Fabric, which we address in the following section.

According to Forrester,13 Data Mesh “is a sociotechnical approach 

to share, access, and manage analytical data in complex and large- 

scale environments – within or across organizations.” In their article, 

Forrester addresses the essential sociotechnical principles of a Data Mesh, 

such as “domain-oriented, data-as-a-product, self-service, federated, 

computational data governance. It puts the soft side of data and business 

outcomes first.”

In essence, a Data Mesh solution organizes data around business 

domain owners and transforms relevant data assets (data sources) to data 

products that can be consumed by distributed business users from various 

business domains or functions. These data products are created, governed, 

and used in an autonomous, decentralized, and self-service manner.  

Self- service capabilities, which we have already referenced as a Data Fabric 

capability, enable business organizations to entertain a data marketplace 

with shopping-for-data characteristics.

12 See Reference [8] for Gartner’s view of a Data Mesh.
13 See Reference [9] for Forrester’s definition of a Data Mesh.
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Figure 2-3 is a conceptual depiction of a Data Mesh solution, 

referencing its key characteristics or solution design imperatives. The 

heterogeneous and dispersed source data landscape contains the source 

data that is relevant to build a Data Mesh solution. To explain Figure 2-3, 

we need to point out one specific aspect in implementing a Data Mesh: as 

you can see in Figure 2-3, it can also include core information, depicted 

as data_source_2 (master data) that is managed by an MDM system. This 

master data may be relevant for several data products and therefore must 

be discoverable, accessible, and consumable by different product owners. 

Therefore, a business user (for instance, from the business_domain_B), 

who is typically accessing data products from its business_domain_B, may 

also require access to this master data, which is owned by data_domain_

owner_A. This need is illustrated in Figure 2-3 by the arrow from the 

middle data consumer accessing the master data as a data product, which 

is owned by data_domain_owner_A.

Data products
(business_domain_A)

Consolidated
Data_domain_A

Data_source_1

Data_domain_owner_A

Source data landscape: heterogeneous and dispersed across location

Data_domain_owner_B Data_domain_owner_C

Data_source_4Data_source_3Data_source_2
(master data)

Data_source_5 Data_source_6

Data products
(business_domain_B)

Consolidated
Data_domain_B 

Data products
(business_domain_C)

Consolidated
Data_domain_C

Business users / Data consumers / Data scientists (self-service)

Data marketplace

(shopping for data)

Data
engineers

Data
engineers

Data
engineers

Figure 2-3. Data Mesh Solution Design Imperatives
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Let us detail out the key design imperatives to build a Data Mesh 

solution as depicted in Figure 2-3. Again, when we refer to data, we mean 

data in a traditional sense, but also including AI artefacts:

• Data sources: The relevant data that is used to 

eventually build a data product can be stored in 

transactional systems, DWH systems, or a data lake or 

data lakehouse or managed by applications and other 

systems. It serves as a base for creating data products.

• Data domain owners: Source data is in custody 

of specific data domain owners, who perform 

data governance tasks and have responsibility for 

the consumability of the underlying source data. 

Data domain ownership is distributed with clear 

responsibility associated to those corresponding data 

assets (data sources).

• Data domains: Since a Data Mesh solution is inherently 

distributed across business domains, the underlying 

consolidated data domains are strictly within the realm 

of a particular business domain (line of business).

• Data products: Within a particular business domain, 

the corresponding data products are created. Again, 

this is a distributed undertaking, where specific 

data products are owned, managed, and consumed 

by data consumers that are associated with that 

business domain.

• Data marketplace (shopping-for-data): Data products 

need to be made available in a data marketplace 

environment for corresponding business users. This 

includes search, discovery, and consumption of data- 

as- a-product.
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The value of a Data Mesh solution is that it assigns the creation of data 

products to data engineers and subject matter experts upstream who are 

most familiar with the business domains and corresponding needs.

As it was illustrated earlier, business users from other business 

domains may have an interest in accessing data products from another 

business domain. This cross–business domain data product consumption 

needs to be enabled by a Data Mesh solution as well.

In the previous sections, the relationship between a Data Fabric 

architecture and a Data Mesh solution seems to be already inherently 

perceived, although we have not quite clearly described this yet. It is this 

relationship that we elaborate on in the next section.

 Relationship: Data Fabric and Data Mesh
When discussing the Data Mesh solution, we have highlighted key 

solution imperatives, such as the business-oriented data products, the 

distributed data domain ownership, self-service capabilities, etc. This was 

done without explicitly spelling out the technical capabilities required 

to implement the Data Mesh solution. Our Data Mesh solution design 

imperatives and key characteristics can be seen as a set of guidelines for 

implementing a solution. However, it is the Data Fabric architecture that 

enables the Data Mesh. In other words, the Data Fabric is the architectural 

underpinning to implement a Data Mesh solution.

As you have seen earlier in this chapter, Data Fabric is composed 

of technical capabilities, such as data profiling, automated metadata 

enrichment, business glossary, AI governance, etc., to deliver data-as- 

a-product. The Data Mesh sociotechnical approach and concept – to 

use Forrester’s term – is implemented via these Data Fabric technical 

capabilities. According to Gartner,14 a Data Fabric “can be built without 

14 See Reference [8] for Garther’s comparison of Data Fabric and Data Mesh.
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following data mesh practices. A data mesh must utilize the discovery and 

analysis principles that are intrinsic to a data fabric.”

In working with IBM customers, we have often been confronted with 

the perception that Data Fabric and Data Mesh approaches are alternative 

ones, where a conscious “either-or” decision must be made. We rather 

tend to agree with Gartner’s view, where the Data Fabric is an underlying 

architecture to build a Data Mesh solution. In addition, a Data Fabric is 

not limited as an architectural underpinning of a Data Mesh; it can also be 

purposely adjusted and designed to serve other solutions, for example, a 

state-of-the-art DWH system.

This relationship between these two terms is depicted in Figure 2-4. 

Based on the Data Mesh solution design imperatives, a set of Data Fabric 

technical capabilities are identified. The Data Mesh solution design 

imperatives, which have been deduced from the Data Mesh business 

requirements, are specifications for the Data Mesh solution.

4

Data Fabric –
Architecture
� AI/ML-based automation
� Metadata management
� AI governance
� Unified AI lifecycle management
� …

Data Mesh –
Solution
� Data marketplace
� Shopping for data
� Decentralized implementation
� Distributed AI governance
� …

Data Fabric –
Technical capabilities
� AI-based cataloging
� Trustworthy AI
� AI-infused entity matching
� Smart integration
� Self-service capabilities
� …

Data Mesh –
Solution design imperatives
� Data domain owners
� Data domains
� Data products
� Data marketplace
� Self-service requirements
� …

Data Fabric architecture as the
underpinning of a Data Mesh solution

Data Mesh imperatives require Data
Fabric technical capabilities

Required capabilities
deployed as Data
Fabric architecture

Solution design
imperatives guiding Data

Mesh solution scope

n

Figure 2-4. Data Fabric and Data Mesh Relationship
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Since there are several distinct Data Fabric use case scenarios15 or 

entry points, not all available technical capabilities are required – at least 

not initially. Once a set of technical capabilities have been identified, 

a suitable initial Data Fabric architecture can be derived – that is, the 

identified Data Fabric capabilities are deployed within a corresponding 

Data Fabric architecture, which eventually serves as the architectural 

underpinning for the required initial Data Mesh solution.

As additional Data Mesh business requirements will be identified 

over time, the corresponding Data Fabric technical capabilities can be 

concluded, which results in adjustments and extensions of the Data 

Fabric architecture and subsequently enhancements of the Data Mesh 

solution. Thus, there is an iterative adjustment taking place over time to 

accommodate additional Data Mesh business requirements that may 

surface over time.

Data-as-a-product and data product are one of the most essential 

terms that are consistently used when describing a Data Mesh solution. 

It is these terms that we need to shed more light on, describing them in 

more detail.

 Data Product
When does data become a data product? What needs to happen to raw 

data to be transformed into a consumable data product? Transforming 

raw data and building data products begins with clearly defined data 

ownership of raw data and ends with easy consumption of corresponding 

data products by data consumers, for example, business users.

Building a data product is enabled by the data domain owner; however, 

building a data product itself is primarily driven by the data product owner, 

which can be a marketing or a customer care organization, an after- sales 

15 See Chapter 3 for more details.
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team, or even an individual business user. The data product owner is 

collaborating with data engineers, data scientists, and other subject matter 

experts throughout the entire data product build process.

Figure 2-5 is a high-level depiction of what it takes to build a data 

product.16

Knowledge
graph

Data
discovery

Data
transformation

Metadata

Metadata
enrichment

Raw data Data
product

Knowledge
catalog

Data
domain
owner

Data
product
owner

Quality
assurance

Data profilingData rules & 
policies

Data domain owner responsibility Data product owner responsibility

Data Fabric

Figure 2-5. Building a Data Product

Aside from the Data Fabric and the knowledge catalog, Figure 2-5 

depicts the two major areas of responsibilities, which are related to the 

data domain owner (left side) and the data product owner (right side).

The following are the data domain owner and data product owner 

responsibilities:

• Data domain owner responsibilities: Data must be 

available and registered in the knowledge catalog, and 

the corresponding metadata should be enriched, which 

we detail out in Chapter 5. The availability, quality, 

consistency, completeness, and currency of data must 

be guaranteed via SLAs (service-level agreements). 

16 All characteristics and concepts depicted in Figure 2-6 are further detailed out in 
subsequent chapters of this book.
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Data governance – including data quality – may be 

guaranteed via enforced data rules and policies. Most 

importantly, data domain ownership is not fading 

away simply because of data consumers accessing and 

possibly even copying the data to other data stores; it 

persists regardless of where data resides and who is 

consuming the data products for whatever purpose.

• Data product owner responsibilities: Building a 

data product requires easy discoverability of data; 

performing data profiling; gaining additional insight, 

for instance, via semantic knowledge graphs; and 

executing necessary data transformation jobs. These 

tasks are facilitated via a knowledge catalog and need 

to be performed in self-service fashion. A data product 

is a consumable outcome, meaning the result of 

these processes, where raw data is transformed into a 

meaningful business context. Data product ownership 

comes with guaranteed SLAs related to the availability, 

business relevance, easy consumability, completeness, 

and accuracy of the data product. In a way, we may 

consider the term shopping-for-data as a description 

for building a data product.

The underlying Data Fabric architecture enables DataOps, ModelOps, 

and AIOps to orchestrate required business and technical adjustments of 

data products throughout their entire lifecycle.

A data product17 is based on raw data that is transformed into a 

meaningful business context and easily consumable by business users. It 

is enabled via a knowledge catalog and can be characterized by persistent 

17 See Reference [10] for more information on data products and their relationship 
to a Data Fabric.
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raw data domain and data product ownership, which comes along with 

SLAs as described previously. Producing data products requires Data 

Fabric capabilities and GUI-based applications or tools with self-service 

capabilities, facilitating the steps to produce data products and to register 

them in the knowledge catalog for business consumption.

The following are the key characteristics of a data product. We can 

view these characteristics as data product specifications that are stored 

in the knowledge catalog itself; the data product itself is stored and made 

available for consumption in the data marketplace:

 1. Data product owner: There is a clearly defined 

data product owner, who specifies their business 

objectives, features and characteristics, and 

road map with possible enhancements to be 

implemented over time.

 2. Data product description: The data product needs 

to be well described, similar to any other product, 

that is, a software program or a software product. 

This may include the purpose or business intent of 

the data product, its version, legal aspects and usage 

limitations, currency of the underlying raw data, 

cost of using the data product, etc.

 3. Semantically related data and AI assets: A data 

product consists of a set of semantically related data 

and AI assets, which can be a set of relational tables, 

but also a set of pipelines, a chain of ETL stages, a 

Jupyter notebook, etc. This semantic relationship is 

defined by the business context and usage purpose. 

The process of identifying semantically related data 

and AI assets is enabled via metadata enrichment 

capabilities of the knowledge catalog.
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 4. Access methods: The data product must include 

access methods, for example, REST APIs, SQL, 

NoSQL, etc., and where to find the data asset. 

This could, for instance, be a URI endpoint to be 

accessed by a defined REST API that is associated to 

the data product.

 5. Policies and rules: This includes a description of 

who is allowed to consume the data product for 

what purpose. It furthermore addresses access 

control, authorizations, governance aspects, etc., all 

managed by data product policies and rules defined 

in the knowledge catalog.

 6. SLAs: These are SLAs defined between the data 

product owner and the data product consumers and 

may include agreements regarding the data product 

availability, performance characteristics, functions, 

cost of data product usage, required explainability of 

AI models, trust and quality scores of the underlying 

data and AI assets, etc.

 7. Defined format: A data product needs to be 

described using a defined format, which can, for 

instance, be achieved via a JSON or XML file (or any 

other data exchange format) that includes or points 

to the relevant assets (e.g., data product description, 

data assets, Jupyter notebook, AI model), the SLA, 

access methods, etc. The data product may, for 

instance, be stored in the knowledge catalog as a 

JSON or XML file.
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 8. Cataloged: All data products need to be registered 

in the knowledge catalog, where the JSON or XML 

documents need to be stored as well. These data 

products need to be searchable and discoverable 

by potential data product consumers and 

business users.

 9. Consumption-ready: the data products need 

to be ready for consumption, meaning that for 

instance the underlying raw data and AI assets, data 

pipelines, ETL transformation jobs, etc. are available 

and accessible.

Creating a data product may also depend on raw data from multiple 

data domain owners. Furthermore, other data products may as well serve 

as additional input to build yet another data product. For instance, a data 

scientist may develop an AI model by taking either raw data from multiple 

data domain owners or several available data products as input, where the 

resulting AI model serves as input for a marketing organization to build 

a targeted marketing campaign offering as a set of data products.18 We 

may therefore establish a hierarchy of data products with corresponding 

dependencies of data products from other data products and data and 

AI assets.

We need to reemphasize that the data products themselves are 

not stored in the knowledge catalog; they are rather registered in the 

knowledge catalog via the data product specifications, which are 

considered metadata as well. Thus, the data product relates to the product 

specification like any other data or AI asset to its corresponding metadata. 

18 Please, refer to Chapter 12 where we provide a more detailed description of 
these two scenarios.
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Making the data product specification available in the knowledge catalog 

as an XML or JSON file (or any other data exchange format) makes the data 

product searchable, discoverable, and consumable by business users and 

other data product developers.

It is somewhat indicative for a Data Mesh solution to focus on data- 

as- a-product in the context of organizational needs, thus adhering to 

a distributed and federated implementation approach. This, however, 

moves knowledge catalog orchestration and metadata exchange 

between multiple knowledge catalogs center stage in any Data Mesh 

implementation.

This knowledge catalog orchestration and metadata exchange can, 

for instance, be achieved via the Open Data Platform initiative (ODPi) 

Egeria, an open source Linux Foundation project,19 which is based on 

Open Metadata and Governance (OMAG) and Open Metadata Repository 

Services (OMRS). ODPi is a nonprofit organization accelerating and 

standardizing the open ecosystem of big data technologies for the 

enterprise; OMAG is a project to create a set of open APIs, types, and 

interchange protocols to allow all metadata repositories to share 

and exchange metadata; and OMRS are services to enable metadata 

repositories to exchange metadata.

This metadata exchange is enabled via an Egeria open metadata 

repository cohort, which is a collection of servers sharing metadata using 

a peer-to-peer exchange, as depicted in Figure 2-6. Any Egeria-compliant 

knowledge catalog can join the Egeria open cohort to exchange and share 

its metadata using open metadata and governance formats and interfaces.

19 See Reference [11] for more information on ODPi Egeria.
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Figure 2-6. Knowledge Catalog Orchestration and Metadata 
Exchange

For instance, metadata exchange between IBM Watson Knowledge 

Catalog (WKC) and other Egeria-compliant repositories can be implemented 

over an Egeria cohort. IBM Watson Knowledge Catalog manages data assets 

(e.g., datasets, tables, columns, views, connections, and files as well as their 

relationships to glossary artefacts) in Common Assets Managed Services 

(CAMS) repositories. Business glossary artefacts (e.g., business terms, 

categories, data classes, policies, and governance rules) are managed in 

the business glossary repository, as depicted in Figure 2-6. CAMS has an 

embedded Egeria engine, which allows catalogs and the business glossary 

managed by IBM Watson Knowledge Catalog to be added to the OMRS cohort.

Any asset added to the knowledge catalog triggers Kafka OMRS 

messages, which are sent to the Egeria cohort. This requires the Kafka 

server to be accessible from IBM Watson Knowledge Catalog.

As we have pointed out earlier in this chapter, the Data Fabric is the 

architectural underpinning to implement a Data Mesh solution. In the 

subsequent chapters, we are therefore using the term Data Fabric when 

we are specifically referring to the architectural aspects, whereas the term 

Data Mesh is used when we are specifically emphasizing the data product 

(data-as-a-product) and data marketplace aspects.
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 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 2-1.

Table 2-1. Key Takeaways

# Key Takeaway High-Level Description

1 realize the new 

aspects of Data 

Fabric.

ai/ml-based augmentation and automation of all Data 

Fabric areas, including ai/ml-based smart integration, 

generating active metadata and knowledge graphs to 

be captured in the knowledge catalog, are the novel 

aspects of a Data Fabric.

2 enable trustworthy ai. a Data Fabric can be used to enable trustworthy ai to 

measure correct bias, drift, and accuracy and precision 

of ai models.

3 leverage the digital 

exhaust.

ai-generated digital exhaust metadata can be analyzed 

to further optimize and simplify the Data Fabric 

architecture.

4 augment entity 

matching with ai.

ai-infused entity matching extends traditional entity 

matching solutions beyond just probabilistic and 

deterministic matching.

5 Data mesh is a 

solution.

a Data mesh should be seen as a solution, which is 

underpinned by a Data Fabric architecture.

6 enable semantic 

enrichment.

ai-based semantic enrichment should be an essential 

component of the Data Fabric approach.

7 Data mesh is about 

delivering data-as-a- 

product.

the aim of a Data mesh solution is to establish a 

data marketplace where data can be searched for, 

discovered, and consumed as a product.

(continued)
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# Key Takeaway High-Level Description

8 relationship of Data 

Fabric and Data 

mesh.

Data Fabric is an underlying architecture to build a Data 

mesh solution, where Data mesh is specified through a 

number of solution design imperatives.

9 Data Fabric enables 

Dataops, mlops, and 

aiops.

realizing and enabling Dataops, mlops, and aiops to 

implement adjustments of data products requires some 

of the described Data Fabric capabilities.

10 a data product is raw 

data transformed into 

a business context.

a data product is based on semantically related raw data 

that is transformed into a meaningful business context 

and easily discoverable and consumable by business 

users.

11 Data products are 

registered in the 

knowledge catalog.

Data product specifications (Xml, Json, etc.) are the 

means by which data products are registered in the 

knowledge catalog; data products themselves are not 

stored in the knowledge catalog.

12 an egeria cohort 

enables metadata 

exchange.

Knowledge catalog orchestration and metadata 

exchange can, for instance, be achieved via the open 

Data platform initiative (oDpi) egeria, an open source 

linux Foundation project.

Table 2-1. (continued)
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CHAPTER 3

Data Fabric and Data 
Mesh Use Case 
Scenarios
This chapter walks through several use cases for implementing a Data 

Fabric and Data Mesh that also represent business-relevant entry points. 

Data governance and privacy initiatives are ongoing in almost every 

organization, enabling access to enterprise data and AI artefacts across 

platforms to the people who have a business need. Other use cases are 

driven by hybrid cloud data integration; the need for a comprehensive 

view on customers, vendors, and other parties for better business 

outcome; and development and integration of trustworthy AI into business 

processes.

 Introduction
Many organizations realized the importance of implementing a data- 

driven business to stay competitive. Therefore, a chief data officer (CDO) 

of an organization is challenged to create and implement a data strategy as 

a foundation for a data-driven business.
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Figure 3-1. Common Data Fabric/Data Mesh Use Case Scenarios

The essential components of a Data Fabric architecture and Data Mesh 

solution as described in Chapter 2 align with typical data strategy focus 

areas. Therefore, use cases centered around components of these two 

concepts create an opportunity to demonstrate the value and meaningful 

entry points for your Data Fabric and Data Mesh journey.

Figure 3-1 shows common use cases as meaningful and business- 

relevant entry points for starting to implement a Data Fabric/Data Mesh 

and progressing on a journey over time. A more in-depth treatment of 

these four entry points are provided in later chapters of this book:

• Data governance and privacy: Establish an 

environment for automated and consistent AI 

governance, which addresses data in a traditional 

sense, but also embraces AI artefacts, for example, ML 

models, which need to be governed as well.

• Hybrid cloud data integration: Create a unified view 

of the data across the hybrid cloud, which includes 

public and private cloud deployments, as well as 

traditional on-premises systems.
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• Customer 360-degree view: Provide a comprehensive 

view of customers, vendors, and other parties by 

infusing AI into the matching process to guarantee 

increased accuracy and confidence in this core 

information.

• MLOps and trustworthy AI: Implement trustworthy 

AI and MLOps to detect and address bias, drift, and 

worsening quality metrics for AI models that are 

deployed and in production and, furthermore, to 

address AI model explainability.

The priority in the data strategy defines the use case or entry point 

that is most applicable and relevant for an organization. In starting your 

Data Fabric and Data Mesh journey in the context of these entry points, 

you could select either one or even several use cases, especially since 

there is some relationship between some of these scenarios. For instance, 

trustworthy and explainable AI is conceptually related to AI governance.

To ensure success of introducing a Data Fabric as a new data 

architecture, it is critical to scope the use case well and define an 

outcome that delivers value to the business as defined in your data and 

AI strategy. It should show the differentiation of the outcome in a Data 

Fabric architecture compared with the existing data landscape in the 

organization, for example, a data lake or traditional EDW.

This may sound obvious, but many data lake projects were declared 

a failure because structured data of an EDW with a well-defined schema 

was moved into a data lake and stored as files in a Hadoop environment. 

Adopting such an approach lost the benefits of optimized processing of 

structured data in a relational database and the well-defined schema 

information, that is, as it is defined in a star or snowflake schema. The data 

consumer had to re-detect the schema information that was previously 

readily available in the EDW. It is hard to sell the benefits of a data lake 
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to the business if the processing of the same analysis takes much longer 

with the same processing capacity and the data consumer must carry the 

burden of data structure detection.

The discussed use cases provide a unique opportunity to deliver value 

to the business by utilizing a Data Fabric architecture and Data Mesh 

solution.

Data
Stores

Curation of metadata about
stores, models, definitions

Augmented, intelligent
Data Catalog

Search for, locate and store
metadata and related artifacts

Add additional insight into data
sources through automated analysis

Develop data management
models and implementations

Data
StoresData

stores

Data
stores Define governance policies, rules and

classifications and monitor compliance

Define and view data lineage (business and
technical) and perform impact analysis

Figure 3-2. Activities to Build an Augmented, Intelligent 
Data Catalog

Even when the goal of a specific use case varies, all use case 

implementations will first lead to the activities for building an augmented, 

intelligent data or knowledge catalog1 as the core foundation to implement 

these concepts as shown in Figure 3-2.

1 We prefer to use the term knowledge catalog, because it does justice to the broad 
AI-related artefacts that go far beyond just traditional data.
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The following are the key activities related to the knowledge catalog:

• Store metadata: Search for, locate, and store metadata 

and related artefacts (business, technical, and 

operational metadata) in the knowledge catalog. Even 

if it is desired to eventually have all organizational data 

in the data catalog, it needs to be built up incrementally 

and is focused on data for the selected use case in 

a defined business domain or related to a specific 

organization. An example in the healthcare industry 

could be patient information. The knowledge catalog 

should also store metadata related to AI artefacts, such 

as AI models, Jupyter notebooks, pipelines, etc.

• Define data lineage: Define and view data lineage 

(business and technical) and perform impact analysis. 

Defined by data architecture implementations such 

as an EDW and a data lake, data in an organization 

is frequently copied for consumption by different 

applications. It is important to make the data pipelines 

visible. First, regulations such as the General Data 

Protection Regulation (GDPR)2 require an organization 

to remove personal data in all copies on request. To 

act on this regulation, it needs to be known which data 

pipelines processed that data and what copies were 

created or updated by the data pipeline execution. 

Second, it also provides an indication about data 

quality and data latency. It is not a technical challenge 

to copy data from location A to location B. It is a real 

operational challenge to keep copies from locations 

A and B consistent over a longer period of time. The 

2 See Reference [1] for more information on GDPR.
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problem becomes infinitely complex with increasing 

number of copies and volume of data copied. Third, it 

makes data integration optimization and alternative 

approaches visible for data engineers. For example, is 

it necessary and advisable to copy the original data in a 

data pipeline, instead of complementing or extending 

the original data with derived data, which could 

possibly be a smarter approach?

• Define data and AI governance: Definition of data 

and AI governance policies, rules, and classifications 

is critical to break down data silos, allow for a uniform 

data consumption, and prevent misuse of data. It 

includes monitoring of compliance and enforcement of 

data and AI rules and policies on an ongoing basis, as 

well as ensuring compliance with regulations and laws.

• Add additional insight, enriching data: Add 

additional insight into data sources through automated 

analysis. Augmenting metadata with additional 

information such as data distribution, data quality, and 

business terms is critical to provide data as a service 

(DaaS) to the data and data product consumers. For 

example, the data analysis of the attribute telephone 

number in a customer record can show the telephone 

number is not consistently maintained within various 

data stores and therefore has limited value for a 

consuming application or user.

Establishing a knowledge catalog by executing the preceding activities 

is intuitive for a small number of data sources in a static environment. In 

the real world, the number of data sources and existing copies can be large, 

and metadata is constantly changing too.
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The functionality of products, designed to support the implementation 

of a Data Fabric and Data Mesh, delivers the differentiating value as listed 

in the following:

• Task automation: Intelligently automate discovery, 

classification, and cataloging to keep metadata current. 

For example, new data attributes are added to a 

customer record in support of new functionality in the 

transactional application. This metadata change needs 

to be propagated to the data catalog and consuming 

applications alerted about the change.

• Limiting data movement: Leave original data where 

it lives and implement alternative data integration 

techniques using data virtualization to reduce data 

duplication significantly. It improves usability, latency, 

and quality of the data. Many decisions to copy data 

were made at a given time with product and hardware 

capabilities that are potentially outdated today. It is 

already a challenge to keep a relatively small number 

of metadata changes current and consistent over an 

extended period of time. Keeping many terabytes 

of data copies consistent over a longer period is 

realistically impossible.

• Smart deployment of AI models: Deploy AI models 

to intelligently deliver and orchestrate data for specific 

use cases. For example, a marketing campaign service 

would better access original data sources through 

data virtualization to determine the target group for 

the campaign, whereas data preparation services as 

input for ML model development could execute data 

transformation pipelines and store the prepared data 
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as copies in an analytics zone. Intelligent information 

integration, meaning AI-infused information 

integration, supports data engineers in simplifying 

their tasks.

 Automated and Consistent Governance
Establishing an environment for automated and consistent AI governance 

is a data strategy priority in many organizations and the first use case as 

an entry point for implementing a Data Fabric architecture and Data Mesh 

solution as shown in Figure 3-3.

The term data governance3 is used for the processes and 

responsibilities that define, manage, and enforce access, privacy, 

availability, and security of the organization’s data. It typically includes a 

set of policies, rules, and data classifications and functionality to monitor 

and enforce compliance. As stated earlier, we use the term AI governance 

in a broader sense, also including AI artefacts.

3 See Reference [2] for a comprehensive treatment on data governance.

Data governance and
privacy

Data Consumers / Business Processes

Figure 3-3. Data Fabric/Data Mesh Use Case – Data Governance 
and Privacy
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Data governance is not a new concept. The need to implement 

centralized data and AI governance exists to detect data inconsistencies 

across different data sources. For example, a data attribute such as account 

number is named the same but has different meanings across data sources 

and cannot be used to combine related data. Alternatively, the same 

attribute is stored under different names across data sources, but it is not 

visible to the data consumer without additional metadata.

Every data platform provides functionality to define and manage data 

access rules and policies. This siloed implementation is a pain point for 

data consumption across data sources. For example, when a user needs 

access to data stored on different data platforms, it typically triggers 

specific processes for each platform to approve and define the requested 

data access and takes a long time to complete.

Monitoring compliance with ever-increasing data privacy and 

protection laws such as GDPR in the European Union (EU) across the 

different data sources and simply answering the question who has 

obtained what data access authority in an organization are problems in 

themselves. Therefore, many organizations started to establish a data and 

AI governance structure4 focusing on the following activities:

 1. Data and AI identification: Identify data and AI 

assets and create an inventory for an organization 

or the entire enterprise with related metadata – a 

knowledge catalog.

 2. Data management policies: Define the rules and 

policies for governing the creation, acquisition, 

privacy, integrity, security, classification, and quality 

of the data.

4 See Reference [3] for an example on the impact of implementing data 
governance.
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 3. Data assessment: Develop processes to measure the 

quality, usage, and impact of data and AI artefacts as 

well as monitor and optimize related actions.

 4. Data communication: Establish a culture of 

sourcing data through the knowledge catalog and 

maintain currency of the metadata stored in the 

knowledge catalog.

It becomes very visible that a data and AI governance structure5 can be 

established by implementing an intelligent, augmented data catalog as the 

foundation for a Data Fabric architecture to build a Data Mesh solution.

Any project execution would be very difficult without implementation 

and usage of the right product capabilities. The selected products should 

support the data sources and platforms in your organization and provide 

AI-augmented functionality to ingest and automatically enrich metadata, 

allowing business users to easily understand, collaborate, enrich, and 

access the right data, to quickly establish an environment for highly 

automated and consistent governance and automatically secure data 

across the organization.

 Include IBM zSystems Data in AI Governance
As an example, we would like to introduce you to IBM zSystems,6 also 

known as the mainframe, which runs most business-critical applications 

for many large enterprises. Seventy-one percent of the Global Fortune 

500 companies run their business and store data on IBM zSystems, either 

in the relational database Db2 for z/OS, in the structured file system 

VSAM, or in the hierarchical database IMS. Many data engineers and data 

5 Please, refer to chapter 15 on Data Governance in the Context of Data Fabric and 
Data Mesh for more details.
6 See Reference [4] for an introduction into IBM zSystems.
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consumers are not familiar with IBM zSystems and see the understanding 

of and ability to access the operational data stored on IBM zSystems as a 

major pain point.

An organization that stored data on IBM zSystems and on other 

platforms expressed their requirements for improved data consumption:

• Make the data attributes available to data consumers 

on demand.

• Support the coexistence of new and legacy data platforms.

• Provide regulatory compliance for interoperability and 

security.

• Apply consistent governance to improve data quality 

for consumers.

• Enable near-real-time access to data.

Figure 3-4 shows an architecture overview diagram (AOD) on how this 

organization can respond to those requirements by implementing data 

governance services across data stored in Db2 for z/OS, VSAM, as well as 

other data sources.

DVM for 
z/OS

Watson 
Knowledge 

Catalog

DV engine

Db2 for 
z/OS

IMS Data 
source

IBM Cloud Pak for 
Data (CP4D)

Catalog and directly access 
Db2 for z/OS data

Alternative access via CP4D 
Data Virtualization (DV) engine

DVM for z/OS needed to 
access IMS and VSAM data

Data Virtualization  to 
access other data source

Direct access 
w/o DV

VSAM

Catalog and access 
VSAM and IMS data

Figure 3-4. Architecture Overview Diagram – Data Governance 
Scenarios
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In this example, IBM Watson Knowledge Catalog on IBM Cloud Pak for 

Data provides a secure enterprise management platform that is supported 

by a data governance framework. The data governance framework ensures 

that data access and data quality are compliant with the defined business 

rules and processes:

 1. Knowledge catalog: IBM zSystems data needs to 

integrate with IBM Watson Knowledge Catalog. Data 

stored in Db2 for z/OS can be directly integrated 

into the knowledge catalog, whereas data stored in 

IMS or VSAM needs to be mapped first to virtual 

views in IBM Data Virtualization Manager for z/OS 

(DVM for z/OS). Metadata from DVM for z/OS can 

also be integrated into the knowledge catalog.

 2. Governance artefacts: Data stewards and data 

quality analysts can assign AI governance artefacts, 

for example, data and AI policies and rules, and 

analyze and improve the quality of data and AI 

assets as well as define data masking rules to protect 

sensitive data.

 3. Rules and policies: Data governance rules and 

policies are consistently applied when IBM 

zSystems data is accessed, for example, inserted, 

deleted, or updated.

This integration approach demonstrates how data stored on IBM 

zSystems can be made easily available for smarter consumption by 

stakeholders without any mainframe knowledge while maintaining 

rigorous data quality and regulatory compliance standards.
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 Unified View of Data Across a Hybrid Cloud
A hybrid cloud7 integrates public cloud services, private cloud services, 

and on-premises infrastructure and provides orchestration, management, 

and application portability across all three. As shown in Figure 3-5, its 

adoption creates the requirement of a unified view of data across a hybrid 

cloud leading to the next Data Fabric or Data Mesh use case.

Traditionally, enterprises managed their own on-premises IT 

infrastructure and computing centers and installed and maintained 

hardware and software (operating systems, middleware, and applications). 

Depending on how organizations kept up with the adoption of modern IT 

capabilities and the complexity of internal change processes, new business 

solutions were often too cumbersome, could take a long time, and were 

too costly to design and implement.

The inability to respond to new business requirements frustrates 

business units and creates an opportunity for public cloud providers. 

Public cloud providers focus on automation of the provisioning and 

metering of service resources and can offer a variety of services. Cloud 

providers offer infrastructure as a service to quickly provision compute 

7 See Reference [5] for more information on a hybrid cloud.

Hybrid cloud data
integration

Data Consumers / Business Processes

Figure 3-5. Data Fabric/Data Mesh Use Case – Hybrid Cloud Data 
Integration
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resources (e.g., compute power, storage, memory) for the deployment of 

the needed software stack as well as development and testing of a new 

application to make it available to the business unit. Other cloud providers 

offer the subscription to a solution as a service such as salesforce.com for 

customer relationship management.

The cloud-style provisioning with its benefits of elasticity, scalability, 

and ease of service delivery led to the development of virtualization, 

software management, and automation technologies that organizations 

adopted in their own computing centers, implementing a private cloud.

Private PublicHybrid
IT capabilities are provided 
as a service, over an 

intranet, within the 
enterprise and behind the 
firewall

Internal and external 
service delivery 
methods are 
integrated

IT activities / 
functions are 
provided as a 
service, over 
the Internet

Third-party
operated

Third-party hosted 
and operated

Enterprise 
data center 

Enterprise 
data center 

Private cloud Hosted private 
cloud

Managed 
private cloud

Enterprise 

Member cloud 
services

A

Enterprise 
B

Public cloud 
services

A

Users
B

Internal hosted 
and operated 

Enterprise 
data center 

Traditional, on-
premises 

infrastructure

Figure 3-6. Deployment Options for Cloud Computing

Figure 3-6 shows the different deployment options for cloud 

computing. Many organizations choose an application modernization 

strategy in support of their business needs. For example, an organization 

could choose to sunset their own custom CRM application and subscribe 

to a cloud-native service provider. They could decide to move their custom 

finance application or applications related to gaining analytical insights8 to 

a public cloud provider.

8 See Reference [6] for more information on gaining analytical insights using 
the cloud.
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Many IT organizations also chose the approach to implement the 

technology for deployment and metering automation in their IT data 

centers creating a private cloud. Another common choice is application 

modernization, adoption of a modern application architecture such as 

the microservices architecture in the on-premises infrastructure, which 

could be driven by regulatory compliance requirements for core business 

applications.

Figure 3-7 shows the architectural overview of the preceding example, 

where the data previously stored on-prem (left side of Figure 3-7) in few 

data sources are now spread across multiple public clouds and multiple 

on-premises platforms in all possible formats (right side of Figure 3-7). 

Creating a unified view of the organization’s data across the hybrid cloud is 

now even more complex than on-premises alone.

Databases

CRM app

Cloud-native
CRM app

Traditional on-premises

App_2 App_3

Cloud
App_2

Hybrid cloud

Database

On-premises
App_3

Data store

Data store

Data catalog / data virtualization

Figure 3-7. Architectural Overview Diagram – Hybrid Cloud Data 
Integration

The data lake architecture may not be a good answer to this 

data access requirement as copying massive amounts of data across 

different cloud providers into a single data store daily may encounter 
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operational difficulties (e.g., network latency and bandwidth issues, 

problem determination across many components) and cost may become 

prohibitive.

Implementing a Data Fabric9 across the different data sources with 

focus on augmented data integration flows making the best use of ETL, 

data virtualization, and real-time capture for optimized access to those 

many diverse data sources seems to be a better architecture addressing 

today’s requirements for increased agility and flexibility.

Such a project would be approached with the previously outlined 

steps, again in a well-defined scope, such as a data domain:

 1. Data identification: Identify domain-related data 

assets across hybrid cloud data sources, where it is 

critical for the success regarding implementation 

across a hybrid cloud environment with all data 

source owners carrying responsibility for data as a 

service to the data consumer and therefore having 

a strong interest to integrate the metadata of the 

data source in the domain knowledge catalog. 

Additionally, they need to provide an applicable 

business glossary.

 2. Data management policies: The data source 

owners need to define the rules and processes 

for governing the creation, acquisition, privacy, 

integrity, security, classification, quality, and 

consumption of that domain data and AI artefacts.

 3. Data assessment: Develop processes to measure 

the quality, usage, and impact of data and AI assets, 

as well as monitor and optimize related actions.

9 We elaborate further on the role of a Data Fabric in a hybrid cloud landscape in 
Chapter 12.
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 4. Data as a service (DaaS): It becomes imperative 

for the organization to provide a marketplace for 

the data consumer and source the data through 

the knowledge catalog. The automation of data 

integration pipelines and recommendation for data 

and AI asset integration technologies such as data 

virtualization needs to be part of this use.

Adopting a Data Fabric for hybrid cloud data integration allows to 

create a view across data stores enabling consistency between operational 

applications. It is a great opportunity to consolidate and simplify IT 

infrastructure to run anywhere (on-premises or in any cloud) and 

automate data operations. The key differentiator is the implementation 

of intelligent (smart) information integration with augmented data 

integration flows making the best use of various data provisioning 

methods, such as ETL, data virtualization, replication, and streaming 

technologies to optimize access to many diverse data sources.

The Data Fabric provides capabilities to build quality analysis and 

remediation natively into data pipelines without costly downstream 

processing. Building a Data Mesh solution within a hybrid cloud 

environment relies on capabilities of such a Data Fabric architecture.

It is critical for data consumption to support a unified, end-to-end 

AIDataOps lifecycle10 through common governance rules, policies, and 

procedures.

10 See Chapter 9 for more details.
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 Provide a Comprehensive View 
of Customers, Vendors, and Other Parties
There is a common agreement in the business world that understanding 

your customer is critical for all aspects of the business. Figure 3-8 illustrates 

Customer 360, the comprehensive view of customer, vendor or other party 

data as the third use case for a Data Fabric or Data Mesh project.

It is an essential input to the business strategy, which products or 

services to invest in for driving innovation and to grow sales successfully 

as well as provide outstanding customer service. According to a McKinsey 

survey11 in 2019, only about a fourth of the survey participants described 

their companies using customer insight consistently within their 

organizations.

This use case shows how a Data Fabric architecture provides the 

foundation to tackle the problem of inconsistencies in customer or other 

party profiles, establishing a single, trusted, 360-degree view of a customer, 

thus enabling a Data Mesh solution approach that requires a 360-degree 

view of customer data for building corresponding data products and 

making them available via a trusted data marketplace.

11 See Reference [7] for the McKinsey survey.

Customer 360

Data Consumers / Business Processes

Figure 3-8. Data Fabric/Data Mesh Use Case – Customer 360
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Historically, every application in an organization maintained their own 

customer, vendor, or other party relationship. In the insurance industry, for 

example, it was common to have different applications to manage life, car, 

and home insurances. If a customer owned a car, life, and home insurance 

policy with that insurance company and changed the telephone number, 

the telephone number would need to be changed three times.

With the trend of online customer engagement in omni-channel 

environments, organizations focused on MDM, centralizing the customer 

data and other core information, integrating it with existing applications. 

Still, it is difficult to answer questions such as the following:

• Which of my customers are also my vendors to 

negotiate better contract terms, and what is the 

likelihood for those customers to accept another 

contract?

• Is there a relationship between a customer and a 

service provider that could expose a potential fraud 

pattern, and what is the likelihood of fraud?

• If multiple entries in the customer database are similar, 

are they representing the same person or party to be 

included in a marketing campaign?

Centralizing the customer data into an MDM solution and integrating 

existing applications may have worked well if all applications run  on- 

premises, preferably on a single platform. Nevertheless, integrating a new 

data source into an existing MDM solution is a rather complex endeavor 

and increases time and cost of adoption of new business solutions.

It becomes even more complex and demanding when the organization 

adopts a hybrid cloud strategy.

Chapter 3  Data FabriC anD Data Mesh Use Case sCenarios



62

Figure 3-9 shows how a Data Fabric architecture12 can help improve 

customer insight.
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Figure 3-9. Architecture Overview Diagram – Increase Trust in 
Master Data for Business Consumers

The customer data is chosen as the domain, and the project would include 

the actions for implementing a Data Fabric with focus on the following:

• Data identification: Customer, vendor, or other party data 

is discovered and identified across data sources, which 

may be distributed within a hybrid cloud landscape.

• AI-infused entity matching: Create high-quality 

customer, vendor, or other party profiles by applying 

AI-infused entity matching. AI-infused entity matching 

complements existing deterministic and probabilistic 

matching techniques, yielding much more accurate 

matching results.

• Enriched customer profile: Augment customer 

metadata with additional information such as data 

distribution, data quality, business terms as well 

as semi- and unstructured data from customer 

engagement records, etc.

12 We elaborate more on this topic in Chapter 8.
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• Data management policies and rules: The data source 

owners need to define the rules, policies, and processes 

for governing the creation, acquisition, privacy, 

integrity, security, classification, and quality of the 

customer data. The enforcement of regulations needs 

to be automated.

• Data as a service (DaaS): The data latency and data 

quality are especially important for provisioning 

customer and other party data. AI algorithms should be 

used to intelligently provide recommendations for data 

delivery and orchestration for specific use cases. The 

usage of data virtualization to access the operational 

data source may be the preferred data integration 

technique for systems of engagements. It avoids data 

inconsistencies for the data consumers and simplifies 

integration of new data sources.

The Data Fabric and Data Mesh capabilities centered around an 

intelligent augmented knowledge catalog support the creation of a 

comprehensive customer, vendor, or other party profile and therefore 

increase trust in master data for data consumers. Better customer profiles 

are created when entities across different data sources are resolved by 

applying AI-infused entity matching13 vs. spending time on hunting quality 

data that is well understood.

13 In Chapter 8, we provide some examples.
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 Unlock the Trustworthy AI Concept
AI continues to penetrate all aspects of business operations and enables 

new business use cases such as improving the profitability of the business, 

augmenting human capabilities and experience. Figure 3-10 illustrates the 

forth and final use case for a Data Fabric or Data Mesh project.

According to an IBM Institute for Business Value (IBV) survey of 

C-level executives,14 85% of advanced adopters are reducing operating 

costs with AI, and 99% of the participants report a reduction in cost per 

contact from using virtual agent technology. While AI has a lot of promise, 

many people question the trustworthiness15 of applying AI. Three out of 

four executives view AI ethics as a source of competitive differentiation. 

Indeed, many organizations included AI ethics into their business 

guidelines; they see challenges in applying AI ethics practices and actions 

in their business and IT processes.

Requirements for trustworthy and explainable AI suggest 

the implementation of MLOps, bridging the development and 

operationalization domains, meaning that the Data Fabric and Data Mesh 

needs to orchestrate the development of AI models on one platform, for 

example, on an x86 cluster on-premises or in the public cloud, and the 

deployment and operationalization for scoring and inferencing on another 

platform, for example, on IBM zSystems.

14 See Reference [8] for the IBM IBV survey.
15 See Reference [9] for more information on trustworthy AI.
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MLOps &
Trustworthy AI

Data Consumers / Business Processes

Figure 3-10. Data Fabric/Data Mesh Use Case – MLOps and 
trustworthy AI

Specifically, for MLOps and trustworthy AI, this includes data access 

and data integration within the transactional landscape as well.

Before we explain trustworthy AI, let us provide a simple example of 

MLOps.16 The meaning of MLOps is to focus on the automation of tasks 

specific to ML, such as feature engineering, training and validation, 

version control, and finally deployment and operationalization.

Figure 3-11 is a high-level architecture overview diagram that depicts 

an AI development environment on the right side, which is based on IBM 

Cloud Pak for Data with IBM Watson Studio, running on an x86 cluster 

on-premises or in a public cloud, and an operational environment on the 

left side, which is based on IBM Watson Machine Learning for z/OS with 

CICS as a transactional manager, running on IBM zSystems. AI models that 

have been developed with IBM Watson Studio need to be exported from 

the distributed side and imported and put into production on the IBM 

zSystems side, where the scoring and inferencing takes place for each CICS 

transaction.

Once AI models have been deployed and moved into production, 

outcomes of the AI models need to be monitored and measured on a 

regular basis, which could mean daily, weekly, or at longer intervals. 

16 See more on MLOps in Chapter 9.
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This is to gain insight and confidence regarding the continuing business 

relevance of the AI models.

For instance, data scientists and business users have an interest – and 

are even motivated by upcoming regulations on trustworthy AI – to detect 

bias and drift related to drop in data accuracy and precision; they need to 

furthermore understand shift in fairness or whether quality metrics are 

deteriorating during the operationalization of the AI models. In addition, 

business users increasingly require explainability and insight into how AI 

model outcomes are derived, for instance, in terms of influencing features; 

they need to gain trust and confidence. Addressing these challenges is 

summed up with the term trustworthy AI.17

The following is a short list of trustworthy AI capabilities:

 1. Bias: Detecting and correcting the fairness (bias) of 

AI models throughout the entire lifecycle

 2. Drift: Detecting and correcting drift (drop in 

accuracy and data consistency)

17 Please, see the section on trustworthy AI in Chapter 5 for more details.

Build, train, validate, test ML 
models with Watson Studio 
on Cloud Pak for Data

CICS 
Scoring
Request

Export ML modelsImport and deploy ML models
Operationalize ML via Watson 
ML for z/OS

Scoring request via CICS 
transactions, Java apps…

IBM Watson 
ML for z/OS

Db2 for z/OS

IBM Cloud Pak 
for Data

x86 on-premises
or public cloud

Data Stores

IBM Watson 
Studio

IBM zSystems

Figure 3-11. Architecture Overview Diagram – ML 
Operationalization
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 3. Explainability: Explaining AI models (transparency 

of AI model outcome)

 4. Quality metrics: Measuring AI model quality 

metrics, including when AI models are 

operationalized

Implementing trustworthy and explainable AI18 use cases (or entry 

points) on a Data Fabric and Data Mesh journey requires distinct 

functions and features in vendor products. More than that, for instance, 

if bias or drift has been detected or certain AI model quality metrics are 

deteriorating while the AI model is in production, corrective actions need 

to be launched autonomously – at least as far as possible – to address 

these concerns. This may include triggering a retraining, revalidation, and 

retesting process for the AI model, including collecting a newer version of 

the data and performing corresponding data preparation tasks.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 3-1.

18 See Reference [10] for more information on trustworthy AI and ethics in AI.
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Table 3-1. Key Takeaways

# Key Takeaway High-Level Description

1 Create and implement a 

data strategy.

Creation and implementation of a data strategy for the 

organization guides the adoption of the Data Fabric 

architecture.

2 building a data catalog 

is the foundation for 

every use case.

all use case implementations will first lead to the 

activities for building an augmented, intelligent data 

catalog as the foundation of a Data Fabric.

3 Data Fabric architecture 

for data governance.

Data Fabric architecture can be used to implement an 

environment for automated and consistent governance.

4 Data Fabric for hybrid 

cloud strategy.

the requirement of a unified view of the data stored 

across the hybrid cloud (on-prem and in the cloud) can 

be solved through a Data Fabric architecture.

5 Data Fabric for 

360-degree customer 

view.

the requirement of a comprehensive view of 

customers and vendors can be solved through a Data 

Fabric architecture.

6 Data Fabric for 

trustworthy ai.

Data Fabric architecture provides the permanent 

transparency and explainability of data required for 

trustworthy ai.

7 trustworthy ai is driven 

by regulations.

trustworthy and explainable ai and ethics in ai are 

driven by forthcoming regulations in the United states 

and the eU.

8 Define a prioritized use 

case.

Define a well-scoped use case that delivers value 

to the business as defined in the data strategy. the 

discussed use cases are commonly prioritized in 

organizations.
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CHAPTER 4

Data Fabric and Data 
Mesh Business 
Benefits
This chapter dives into business drivers and pain points that we hear in 

our conversations with enterprises. The business benefits of creating a 

Data Fabric architecture and also implementing a Data Mesh solution are 

discussed from the perspective of the technical, primarily data engineering 

team as well as the business teams consuming the data. We discuss a 

needed cultural shift related to managing data in an organization that 

looks at holistic data ownership of data source owners, data engineers, and 

data consumers.

 Introduction
After defining a Data Fabric, also as an underlying data architecture for a 

Data Mesh implementation, in Chapter 2, let us revisit the key business 

drivers that justify significant investment into implementing such a new 

data architecture in the organization.

The overarching motivation or driver is simple: get more value out of 

the organization’s data to keep up with the industry or, better, achieve a 

competitive advantage.
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One example is the worldwide, disruptive nature of the pandemic1 that 

created never seen business challenges in all areas. Identifying and solving 

supply chain problems quickly and providing all business functions online, 

without need for personal interaction, are just few resulting requirements 

that caused organizations to revisit their current IT landscape and define 

new IT priorities and accelerate related IT modernization projects.

Another example is the globally acknowledged climate change2 that 

causes more frequent, natural disasters. Insurance companies need the 

ability for agile and complex analysis of enterprise and publicly available 

data to estimate a policy risk accurately to ensure the company can fulfil its 

obligations and still create profit. Competitively priced insurance policies 

have a direct effect on the market share of an insurance company.

Such business needs drive application landscape changes, such as 

applications may move to a cloud service or applications adopt a new 

application architecture that drives a new data architecture; it leads to 

new requirements for data management and data consumption in an 

organization, which has profound ramifications for a sustainable and 

disruption-proof implementation of both concepts.

 Business Requirements and Pain Points 
for Data Management and Consumption
The business drivers need to be mapped to key drivers for a data 

architecture. To better understand the technical and business value of a Data 

Fabric architecture and a Data Mesh solution, let us again travel back in time 

and summarize the key drivers for implementing data architectures.

1 See References [1] and [2] for more information on the business impact of 
COVID-19.
2 See Reference [3] for more information on the impact of climate change on 
insurers.
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Figure 4-1 lists the commonly voiced pain points in an organization for 

a given data architecture.

mid 1970
Relational DB

mid 1990
Data Mgmt
for DWH

2010
Big Data /
Data Lake

2019+
Data Fabric /
Data Mesh

Need to understand 
structure of the data

Need data of multiple 
data sources in one place

Need to keep up with big 
data demands

Need to locate relevant 
data faster

Need to apply logic to the 
data via standard API

Need to run analytics 
without impacting the 
operational system

Need to support semi-
and un-structured data

Need consumable data

Need to accelerate 
business reporting

Need to easily include 
additional  data

Need consistent data and 
AI governance

SQL AI

Figure 4-1. Key Drivers for Data Architecture Evolution

The key drivers for both concepts are also expressed in statements and 

questions that may sound familiar:

• Multiple locations: The same data is stored in multiple 

locations, often in a different format and accessible 

via different methods, for example, SQL, NoSQL, or 

REST API.

• Data and AI asset owner: I have a question about some 

data and AI assets, but I don’t know who owns these 

assets and whom to reach out to. Examples are: How do 

I get access to the data and AI assets in the context of a 

concrete business question? To whom should I forward 

requests regarding authentication and authorization?

• Knowledge catalog: I need a comprehensive overview 

of data and AI assets, which are relevant and available 

to me, which should also include an overview of 

available data products including their specifications.
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• Data quality: Can I be confident regarding data quality  

 – the effort to remediate data issues is high in terms of 

manpower, time, and money?

• Currency and consistency: I need more current and 

consistent data and AI assets: Who is responsible for 

this? Is there an owner for specific data and AI assets?

• Impact of changes: What is the downstream impact to 

my data if changes occur? Are there tools that I can rely 

on providing accurate data quality measures?

The statements highlight challenges in knowledge about impact of 

data-producing applications, insight into data pipelines or data lineage, 

and knowledge about data for data consumers as well as data availability 

and related automation and governance processes.

Those challenges3 directly impact the ability to deliver data at the 

speed requested by the business with the available skill. Even with more 

data engineers, the demand for data and data products consistently 

outgrows the ability to deliver with existing data architecture capabilities.

The benefits of both concepts can be directly derived from solving 

the key challenges that exist today after organizations implemented the 

previous data architectures, especially traditional EDW and even data 

lakehouse architectures. It is important to point out that a Data Fabric 

architecture and Data Mesh solution cannot deliver on the full value 

without considering cultural and organizational changes as well; a more 

holistic approach is necessary.

Figure 4-2 categorizes Figure 1-3 of Chapter 1 by responsible roles. On 

the left are the owners of applications that produce data. In the middle are 

the data engineers who make this data available to the data consumer in 

the format best suitable to the consuming use case. Until now, there is a 

3 See Reference [4] for more information on data-related issues and opportunities.
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clear division in responsibility and limited collaboration across roles that 

does not help streamline the data pipeline integration.

Decision 
Management

BI and Predictive 
Analytics

Navigation 
and Discovery

Intelligence 
analysis 

Data in
motion

Data at
rest

Data in
many forms

Information 
ingestion and 
operational 
information 

Lifecycle of 
data in landing 
area, analytics 

zone and 
archive

Transform and 
aggregate for 
exploration,

integrated DWH, 
and mart zones

Data source owner Data consumerData engineer

Figure 4-2. Changing Scope of a Data Pipeline

Let’s look at an example to illustrate. Core applications constantly 

change data. In the past those transactional applications were so 

optimized for response time and scalability that they did not keep 

history of the data changes. With today’s processing power, regulatory 

requirements, and database capabilities, it is much more efficient to just 

keep history when data is changed in the core application. Still, most 

data changes are recreated as part of the acquire-transform-manage data 

pipeline, making data pipelines more complex and typically causing bigger 

than 50% of the pipeline processing.

The goal of both concepts alike is to lower the needed skill level to 

discover, access, prepare, and consume data through easy access to 

metadata in a business context and intelligently automate the main tasks 

of a data engineer. By breaking down the silos of responsibilities of a data 

source owner, data engineer, and data consumer as well as removing 

the dependency on the data engineer for data consumption, business 

priorities can be implemented without the data engineer support capacity 

as a bottleneck.
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 Benefits of a Data Fabric and Data Mesh 
for Technical Teams Managing Data
Chapter 3 described activities to implement the foundation and entry 

points for a Data Fabric architecture and Data Mesh solution. The 

following are several benefits for technical teams, for example, data 

engineers, resulting from implementation and changes in responsibilities, 

responding to the key drivers4:

• Faster and simpler data delivery process: Previously, 

the data engineer needed to investigate applicable data 

sources manually; developed data pipelines, for example, 

coded ETL jobs; and informed the data consumer how 

to consume the derived (transformed and aggregated) 

data. Depending on the business priority, this effort took 

weeks to months. By creating a knowledge catalog and 

using annotation and analytics capabilities, applicable 

data sources can be identified easier, and tools can be 

used to automate data integration for faster data delivery. 

Breaking down silos between the data source owner and 

data engineer, the data engineer moved from being the 

perceived owner of the data for the data consumer to 

being the enabler for the data source owner to get the 

data faster to the consumer. This way, the data source 

owner is motivated to look beyond the functional 

and non-functional requirements of the transactional 

application and include requirements for better 

integration of the data source into the Data Fabric and 

Data Mesh such as providing the metadata and business 

glossary to the knowledge catalog.

4 See References [5] and [6] for benefits and value propositions of a Data Fabric 
approach.
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• Reduction in efforts for data access management: 

Introduction of global data governance rules, policies, 

and processes across data and AI assets that are 

managed via the knowledge catalog and automation 

by global policy enforcement significantly reduce the 

effort and time to give access to the data consumer. 

They also allow the LoB to become part of data product 

design, implementation, and ownership.

• Decreased effort to maintain data quality standards: 

The first milestone of implementing a Data Fabric and 

Data Mesh is cataloging the existing data sources and 

existing data pipelines. A key capability of a knowledge 

catalog is the quality assessment of the data source. 

The data quality is expressed by data completeness and 

data correctness and currency of data. For example, 

a telephone number is part of a customer record. 

If the telephone number is only maintained in 60% 

of the records, an analysis by area code would not 

correctly represent the true customer distribution. 

Another example is that data in a database needed to 

be expanded and therefore was moved into another 

column. The ETL process was not correctly updated 

and still read data from the old column that might 

not have been removed. Such a problem could make 

the derived data unusable. Data consumers may not 

have been aware of such a data quality problem.5 

After assessment of the data quality of the original 

data source, including data lineage makes the data 

5 Please, refer to Chapter 8, where we elaborate on applying AI methods to address 
these and related issues.

Chapter 4  Data FabriC anD Data Mesh business beneFits



78

flow consumable by tools. What is otherwise buried in 

thousands of transformation jobs becomes visible to 

the data engineer and creates an opportunity to reduce 

the number of copies. Without question, technology 

is available today to copy large amounts of data from a 

source to a target. In practice, it is a huge operational 

challenge to keep copies of data consistent over a 

longer period. Therefore, reducing copies of data 

always increases the quality and therefore the trust 

in data.

• Reduced infrastructure and storage cost: The 

reduction in data copies and consolidation of data 

management tools and the shift in responsibility of 

primarily the data engineer directly lead to reduced 

infrastructure and storage cost, which is nevertheless 

an essential goal for the CDO and CIO and their 

corresponding organizations.

Figure 4-3 depicts the four business outcomes for technical teams as 

it relates to specific value drivers and corresponding measurements or 

KPIs. This list of value drivers and KPIs is certainly incomplete and serves 

more as an illustration. Nevertheless, it represents an entry point or a 

basic template in measuring IT-related business outcomes derived from 

technical teams implementing a Data Fabric architecture or a Data Mesh 

solution.
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Faster and simpler data
delivery process

Business outcome / value Measurements / KPIsValue drivers

Reduction in efforts for data
access management

Decreased effort to maintain
data quality standards

Faster value to business

Clarity in data ownership

Better data product design

Simplified data access

Fewer SMEs assigned

Reduction of data copies

Time to data product

Time to market

Complete data ownership list

Fewer errors

Reduced test effort

Skill reduction

Reduced spending ($, €,

Reduced maintenance effort

)

Rassignment of SMEs

Reduced infrastructure and
storage cost

Reduced CPU cost

Less Cloud storage

Reduced spending ($, €,

Fewer storage devices

)

Figure 4-3. Value Proposition for Technical Teams

Of course, this method needs to be further refined and completed. We 

encourage you to use this template for your initiatives, as it enables you 

to develop a comprehensive and measurable value proposition, which is 

essential to receive required funding.

 Benefits of a Data Fabric and Data Mesh 
for Business Teams Consuming Data
The technical benefits of a Data Fabric and Data Mesh as listed previously 

can be directly mapped into benefits for business teams.6 These business 

outcomes relate to implementing both concepts:

6 See Reference [7] for business benefits of a Data Fabric.
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• Self-service data shopping: Self-service is implemented 

in many areas. Hotel reservations are done through 

portals instead of calling the hotel. Product checkout in 

supermarkets is done through self-service pay stations. 

Therefore, the expectation of a business team member 

to shop for the organization’s data and AI assets in a 

company marketplace portal does not sound so far-

fetched. A Data Fabric with its capabilities provides the 

plumbing for implementing such a data and AI asset 

marketplace, which can provide a frustration-free full 

self-service data shopping experience for business users. 

Automatic enforcement of data and AI governance rules, 

policies, and processes ensures that business owners 

only have access to data (clear or masked) that they are 

entitled to see and process.

• Compliance and security: Automatic enforcement 

of data governance rules and processes is not just 

the prerequisite for a data marketplace. First, data 

governance rules, policies, and processes need 

to be consistently defined within an organization 

to automatically enforce them. This is a huge 

improvement compared with today where compliance 

definitions and tools vary by business domain, 

applications, or even responsible people and every 

platform and system has its proprietary way to define 

and ensure data security. So despite making the data 

and AI available for full business analytics utilization, 

the data compliance and security is actually increased.

• Faster and more accurate insight: By lowering the 

skill level for data business consumers and simplifying 

data access through a self-service marketplace, the 
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data consumer gains faster and more business-relevant 

insight. Additionally, data quality, completeness, and 

timeliness are significantly improved by applying 

intelligent and automated data management as well as 

documented lineage for data and AI assets, leading also 

to a more accurate and business-relevant insight.

• Spent time on analyzing data: Data consumers, 

especially data scientists today, spend most of their 

time finding and preparing data instead of focusing on 

analyzing the data or building AI models. This ratio of 

data exploration and preparation tasks to the actual time 

needed to develop, for instance, AI models (including 

training, validation, test, etc.) is typically in the range 

of 80/20. This faster, self-service access to relevant data 

and AI assets allows data consumers, especially data 

scientists, to focus their time on analyzing the data, also 

contributing to faster insight into business questions.

In summary, a Data Mesh7 data marketplace based on a Data Fabric 

architecture allows the data consumer to discover and access high- quality 

data faster in self-service mode (enabling a data marketplace with data- as-a-

product), removing potentially long delays waiting on the data engineer8 to 

prepare data and to build ETL stages or pipelines for business consumption.

As a result, relevant and accurate insight into business challenges is 

gained faster and can be acted on with increased agility.

Figure 4-4 depicts the four business outcomes for business teams as 

it relates to specific value drivers and corresponding measurements or 

KPIs. Again, like the list of value drivers and KPIs for the technical teams 

7 See Reference [8] for more benefits of a Data Mesh.
8 See Reference [9] for more information regarding challenges addressed by a 
Data Mesh.
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managing data and AI assets, this list of value drivers and KPIs for the 

business teams consuming data and AI assets is incomplete as well.

Self-service data shopping
(data-as-a-product)

Business outcome / value Measurements / KPIsValue drivers

Compliance to regulations
and security

Faster value to business

Simplified data consumption

Rules/policies implemented

Consistent security goals

Time to data product

Faster and more accurate
insight

Increased accuracy

Additional insight

Spent time on analyzing
data

Reduced data exploration

Time to market

Skill reduction

Reduced spending ($, €, )

Less regulation violations

Improved reputation

Reduced spending ($, €, )

Less security breaches

Resource savings

Skills reduction

Time savings

Time to market

More relevant products

Reduced data transformation

Figure 4-4. Value Proposition for Business Teams

Nevertheless, this approach also represents a meaningful entry 

point in measuring the value proposition derived from business teams 

implementing any of the two concepts.

The two lists of value propositions9 derived from technical and 

business teams can and should be refined and extended according to 

chosen entry points and specific use case scenarios. For instance, the 

KPIs could be related and further detailed out to initiatives and actions, 

features, dependencies, and acceptance criteria based on your specific 

project requirements.

9 See Reference [10] for more information on building a business value proposition.
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 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 4-1.

Table 4-1. Key Takeaways

# Key Takeaway High-Level Description

1 Motivation to get 

more value out of the 

organization’s data.

the overarching motivation or driver is simple: get more 

value out of the organization’s data to keep up with the 

industry or even better achieve a competitive advantage.

2 Key drivers for a Data 

Fabric architecture and 

Data Mesh solution.

the key drivers for a Data Fabric or Data Mesh are the need 

to locate data faster, to simplify access and consumption of 

data, and to apply consistent data and ai governance.

3 need for more data 

grows faster than data 

delivery.

the demand to gain actionable insight from data 

in a more agile way and to produce data products 

consistently outgrows the ability to deliver with existing 

data architecture capabilities.

4 responsibility of the 

data engineer changes.

the data engineer moves from being the perceived 

owner of the data to being the enabler for the data 

source owners.

5 Data Fabric and Data 

Mesh capabilities 

correspond to key 

drivers.

the Data Fabric and Data Mesh capabilities deliver 

noticeable value by directly addressing the key business 

and it drivers, specifically addressing tasks to be performed 

with increased automation and in a self- service fashion.

6 Faster and more 

accurate insight.

Data Fabric and Data Mesh capabilities enable a 

business analyst to gain accurate insight into business 

challenges faster.

7 a business outcome 

should be refined on a 

project-specific level.

business outcomes that are derived from technical and 

business teams should be depicted in terms of value 

drivers and measurements (Kpis).
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CHAPTER 5

Key Data Fabric 
and Data Mesh 
Capabilities
A state-of-the-art Data Fabric architecture and Data Mesh solution is 

unquestionably linked to the knowledge catalog1 as one of its prime 

components. What differentiates a modern knowledge catalog from 

traditional ones are AI-infused capabilities to automate tasks and to 

provide self-service capabilities. AI is without dispute an inevitable 

domain that characterizes a modern Data Fabric and Data Mesh. Infusing 

AI generates additional added value specifically for business users, such as 

delivering trustworthy AI.

Dealing with diverse and heterogeneous source data, which is typically 

distributed across various organizations and systems, requires intelligent 

information integration concepts that go far above and beyond traditional 

data federation or virtualization techniques.

1 See References [1] and [2] for more information on knowledge catalogs and 
metadata management solutions available by different vendors.
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Intelligent information integration needs to include AI artefacts 

(for instance, AI models, Jupyter notebooks, ETL stages and pipelines, 

dashboards, physical and logical data models), automating the integration 

of these artefacts for timely insights and business decisions.

 Introduction
This chapter introduces key capabilities for both concepts, such as a 

knowledge catalog with active metadata, data curation, rules and policy 

management, semantic knowledge graphs (semantic networks), and self- 

service capabilities. A subsection elaborates on trustworthy AI, which has 

been described in Chapter 3 as one of the four key use case scenarios or 

entry points. It also includes activation of the digital exhaust, where we 

elaborate on pattern recognition and correlation discovery from the digital 

exhaust to augment and operationalize this insight into the Data Fabric 

and Data Mesh.

Finally, we elaborate very briefly on intelligent information integration 

concepts as an integral part for both concepts. Although we address 

intelligent information integration approaches, the focus of this chapter is 

nevertheless on the knowledge catalog and trustworthy AI topics.

 Knowledge Catalog
As we have already seen in Chapter 2, the knowledge catalog is one of 

the most essential components for a Data Fabric architecture and Data 

Mesh solution and is inevitably associated with enabling execution 

of relevant tasks, such as cataloging all your assets, generating active 

metadata, performing data curation tasks, implementing self-service 

capabilities, providing a knowledge graph (semantic networks), enforcing 
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local and global data rules and policies, and enforcing unified data and 

AI governance. To investigate additional facets, we feature the knowledge 

catalog in several additional chapters, for example, Chapters 13, 14, and 15.

Let’s start with a description of what we mean by metadata and by 

generating active metadata.

 Active Metadata
The treatment of this topic requires us to briefly revisit what we mean 

by metadata. Metadata is simply data that describes data; it is typically 

categorized into business metadata, technical metadata, and operational 

metadata:

 1. Business metadata: Provides business-relevant 

context to data and AI artefacts. It describes 

business aspects, provides meaning to the data and 

AI assets, and is primarily added and consumed 

by business users. Business metadata enables LoB 

users to use an organization- or enterprise-wide 

consistent language, for instance, by maintaining 

industry- or domain-specific business glossaries. 

Business metadata helps bridge the chasm between 

IT and business teams. Examples of business 

metadata are annotations to business reports 

or AI model outcomes, business glossaries, and 

information about federal and international laws 

or regulations relevant to business operations and 

how to manage data and AI assets, ownership of AI 

assets, security and privacy levels, etc.
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 2. Technical metadata: Is primarily concerned about 

the organization of data and AI artefacts; it describes 

its structure and physical attributes, location of AI 

assets, quality metrics, connections available, access 

methods, etc. Examples of technical metadata 

are database table and column names, indexes, 

data types, names and attributes of AI models 

(i.e., ML/DL algorithms used), Jupyter notebooks 

(i.e., languages used), logical and physical data 

models, XML schema definitions, stored procedure 

definitions, BI artefacts, etc. Technical metadata 

enables data professionals to give adequate 

attention to how to manage, access, transform, and 

consume data and AI assets.

 3. Operational metadata: Often called process 

metadata, is concerned about the creation and 

transformation of AI assets, including when they were 

updated or deleted by whom and why; it describes 

events and processes that affect AI assets. Examples of 

operational metadata are ETL stages, Insert/Update/

Delete (I/U/D) logs, pipelines, job execution logs 

including runtime parameters, SQL query execution 

logs (i.e., access path information), AI asset usage 

logs, etc. In combination with business and technical 

metadata, process metadata can, for instance, be used 

to visualize data lineage or data provenance.

Before moving ahead toward active metadata, we provide another 

angle to metadata, which became popular in recent years – social 

metadata. This is often mistaken for user-generated content. However, 

social metadata is data about social data and its originator, for instance, 

annotations, descriptions, trust scores, relevance, completeness, etc.
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Let us now set ourselves the task to explain what we mean by active 

metadata and why it matters. According to Gartner,2 “active metadata 

management is an emerging set of capabilities across multiple data 

management markets resulting from continuous metadata management 

innovation.” In our view, active metadata is AI/ML-augmented metadata, 

meaning it is generated by applying AI/ML techniques to metadata to gain 

additional actionable insight, which can be used to further automate Data 

Fabric or Data Mesh tasks. In other words, active metadata is presumably 

derived from traditional metadata (business, technical, and operational) 

via AI/ML capabilities to enable automated consumption by Data Mesh–

relevant applications and systems. In addition, users may be allowed to 

intercept the execution of automated tasks to validate, adjust, or even 

reject those automated tasks; recommendations and suggestions may 

have to be evaluated prior to implementing them. AI/ML techniques are 

particularly well suited to further augment automation and simplification 

of essential tasks.

2 See Reference [3] for Gartner’s market guide for active metadata management.
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Figure 5-1. Active Metadata

Figure 5-1 depicts the key components to generate and consume active 

metadata; it features prominently the knowledge catalog with its business 

metadata, technical metadata, and operational metadata in the middle, 

which often is referred to as passive metadata, and the active metadata 

generation engine with its AI/ML capabilities on the right side.

The active metadata generation engine applies the AI/ML capabilities, 

such as pattern and correlation discovery, clustering and prediction, 

and anomaly detection, holistically to the entirety of passive metadata 

(business, technical, and operational) to derive to actionable insight and 

recommendations for improvements or simplifications of relevant tasks. 

The primary objective of active metadata is geared toward automated 

inferencing into Data Mesh applications, systems, or components. 

Nevertheless, business analysts, data stewards, data governance personnel, 

and data scientists may benefit from active metadata as well by gaining 
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additional insight, for instance, by receiving alerts related to shifting 

business outcomes, violations to regulatory compliance, degrading data 

quality metrics, or recommendations to expedite data exploration tasks.

Semantic enrichment and activating the digital exhaust from Data 

Fabric or Data Mesh processes, which we further explore in Chapter 7, are 

additional examples related to generating active metadata.

 Data Curation
We refer to data curation as a set of processes to add data and AI assets to a 

knowledge catalog, enriching them by assigning classifications, data classes, 

and business terms, automatically generating and assigning asset rules and 

policies, providing a self-service way to discover and share enterprise assets, 

and analyzing, ensuring, and improving quality of the assets. Data stewards 

and data engineers curate data and AI assets by intelligent cataloging and 

automated metadata management, including importing and enriching 

metadata, preparing the assets, enriching the assets by assigning governance 

artefacts, and publishing the assets into a knowledge catalog.

Intelligent cataloging and automated metadata management are 

further examined in Chapters 13 and 14. In this section, we provide a high- 

level overview of the key data curation tasks.

The following is a brief description of key data curation tasks:

 1. Create metadata: Automatically generate metadata 

of relevant data and AI assets, for example, source 

data tables, and capture the metadata in the 

knowledge catalog.

 2. Assign business terms: Discover business terms 

based on available business glossaries or propose 

new business terms, for instance, based on 

available taxonomies, and assign these terms to 

corresponding assets.
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 3. Analyze asset quality: Perform profiling of data and 

AI assets, conduct quality assessments, and propose 

recommendations for quality improvements to be 

accepted or rejected by the data steward.

 4. Refine assets: Prepare, transform, and improve 

quality of data and AI assets, for instance, based 

on data rules and policies, including automatically 

generated recommendations to be accepted or 

rejected by the data steward.

 5. Enriching metadata: Assign data classes, perform 

semantic enrichment (e.g., generate semantic 

knowledge graphs) and data classification, add tags 

and annotations, etc.

 6. Assigning governance artefacts: For instance, 

automatically generate rules and policies according 

to governance and regulation imperatives.

Most of these data curation tasks, for example, semantic enrichment 

and automatically generating and assigning asset rules and policies, may 

very well require applying AI/ML techniques. We refer to AI/ML-infused 

data curation as advanced or intelligent data curation.3

Let us now proceed to the exciting topic of semantic knowledge graphs.

 Semantic Knowledge Graphs
A knowledge graph – often referred to as a semantic network – is a directed 

labeled graph, which comprises three main components: nodes, edges, 

and labels.

3 See Reference [4] for more information on data curation.
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Figure 5-2 is a simple knowledge graph depicting the relationship 

of a customer A to a vendor B: A is a customer of B. Depending on the 

application area, A is referred to as subject, B is referred to as object, and 

the label is referred to as predicate. A directed graph where the nodes are 

classes and subclasses of objects of a particular domain (e.g., car, engine, 

cylinder, camshaft, etc.), and the edges describe the subclass relationship, 

is called a taxonomy. The conceptual compatibility of knowledge graphs 

to active metadata seems to be obvious: knowledge graphs represent 

enriched metadata that is derived by analyzing passive metadata and by 

applying AI/ML capabilities to gain additional non-obvious insight. For 

instance, knowledge graphs should be created by visualizing ownership- 

asset relationships and enriching the knowledge graph with detected 

anomalies in those relationships or non-obvious correlations between 

some data and AI assets.

Node
A

Node
B

Label: ‘is customer of’
Edge

Figure 5-2. Knowledge Graph

We may call those AI/ML-enriched knowledge graphs as semantic 

knowledge graphs.4 They are stored in graph databases (GDBs) as a logical 

component of a knowledge catalog. Examples of GDBs are Amazon 

Neptune,5 Neo4j,6 and IBM Graph,7 among others. Figure 5-3 is an 

example of a semantic knowledge graph that visualizes an AI model in 

4 See Reference [5] for more information on semantic knowledge graphs in the 
context of a Data Fabric.
5 See Reference [6] for more information on Amazon Neptune.
6 See Reference [7] for more information on Neo4j.
7 See Reference [8] for more information on IBM Graph.
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context. It characterizes the AI model in terms of its type and subtype, for 

example, the AI model can be of type machine learning with an associated 

subtype of a binary classification model, as it is very common for fraud 

prevention models.

As you can easily imagine, the knowledge graph could also visualize 

additional characteristics of the AI model, such as when the model was 

trained and deployed, when and how often it was retrained, and related AI 

artefacts, for example, Jupyter notebooks, pipelines, required features, etc.

The knowledge graph also depicts the personas, which have developed 

the AI model and its current ownership, including their corresponding 

roles and organizations they belong to. In our example John, who is 

a data scientist in the development organization, has developed the 

model, and Joan, who is a business owner in the fraud department, has 

business responsibility for the AI model. Additional personas with their 

corresponding roles and organizations could be included as well, for 

example, linking the model to the AI governance and IT operational 

organizations.

A knowledge graph needs to give adequate attention to key quality 

metrics that need to be regularly measured during the operationalization 

phase of the AI model. This is exemplarily depicted on the left side of 

Figure 5-3, where you see the area under the ROC (Receiver Operating 

Characteristic) and PR (Precision-Recall) curves8 and F1 measure, 

among others.

8 We further examine these and other quality metrics, for example, the F1 measure, 
in the section on trustworthy AI later in this chapter.
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Figure 5-3. Semantic Knowledge Graph Example

Additional metrics and insight into the model could be visualized by 

the knowledge graph, such as bias and drift, including the corresponding 

times when those metrics were measured. Additional insight could 

be related to the explainability of the AI model, for example, based on 

automated discovery of features influencing scoring. Analyzing passive 

metadata available in the knowledge catalog – in combination with AI/ML 

techniques – enables enrichment of a knowledge graph of AI models.

Metadata of potentially unprecedented diversity in terms of pervasive 

business glossaries, structured and unstructured data, and particularly 

operational metadata, entangled with external data, such as industry- or 

domain-specific taxonomies and ontologies, makes AI/ML particularly 

well suited to enrich the knowledge graph with semantic knowledge. 

In our semantic knowledge graph as depicted in Figure 5-3, we have 

indicated just a few examples of automated semantic enrichments. The AI 
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model could, for instance, be related to a specific taxonomy or ontology, 

including suggestions to adjust and refine the feature set by embracing 

specific terms.

Furthermore, the AI model could be tagged; annotations could be 

added to make it more explainable to business users. Finally, insight into 

the scoring and inferencing patterns could shed light on the business 

relevance of the AI model, indicating, for instance, the number of 

prevented fraudulent transactions (true positive rate, TPR) and names 

of the calling applications or components, including corresponding 

statistics that may even rank the AI model regarding its business relevance 

to other AI models. As we have described in the “Data Product” section 

of Chapter 2, a data product consists of a set of semantically related data 

and AI assets. Therefore, this automated semantic enrichment capability 

is essential to create a semantic knowledge graph, which can be used to 

build data products.

In Chapter 7, we further examine the semantic enrichment process 

that provides intelligent and automated enrichment to contextualize 

assets with semantic knowledge mainly by using external data sources, 

for instance, external knowledge graphs. Semantic enrichment in tandem 

with knowledge graphs and other input, for example, domain- or industry- 

specific taxonomies or ontologies, constitutes a key capability of an 

intelligent approach.

Although taxonomies, ontologies, and knowledge graphs are often 

used synonymously and these are related concepts, there are differences: 

Taxonomies can be viewed as a subset of knowledge graphs, providing 

structure to objects that belong to a particular domain, where the nodes 

are classes and subclasses of these objects. Ontologies are concerned 

about formal naming conventions, including definition of types, 

properties, and correlation of entities, where the entities are depicted as 

nodes and the relationships as edges.

Let us move on to discuss self-service capabilities.
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 Self-Service Capabilities
As we have seen in Chapter 2, a state-of-the-art Data Fabric architecture 

and Data Mesh solution is inevitably affected by its self-service 

capabilities. However, we need to shed more light on what is really meant 

by self-service. Self-service is the digitalization of processes and tasks 

that would otherwise require intervention and support by personas with 

other, non-business-related roles and responsibilities. In simple words, 

self-service capabilities of a Data Mesh solution enable a business user 

to perform business tasks, for example, generating a report, discovering 

and accessing data, understanding the quality and trustworthiness of AI 

assets, etc. without support and dependencies from IT or other business 

units. Since today’s dependency of business users from IT organizations 

represents a challenge in producing data products in a more agile fashion, 

self-service capabilities are vital for a Data Mesh solution.

The following Table 5-1 describes the most essential self-service 

capabilities for both concepts.

Table 5-1. Essential Self-Service Capabilities of a Data Fabric and 

Data Mesh

# Capabilities High-Level Description

1 access to ai assets 

without additional 

credentials

the knowledge catalog includes metadata of ai assets, 

which are accessible by users (based on their role 

and responsibility), for example, business users, data 

scientists, ai governance personnel, data engineers, 

etc., without the need to request additional credentials.

2 information 

regarding access 

methods

all metadata in the knowledge catalog should include 

information regarding the access methods of the 

corresponding ai assets, for example, sQl, nosQl, 

rest apis, Java sDK, .net sDK, etc.

(continued)
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Table 5-1. (continued)

# Capabilities High-Level Description

3 information about 

related ai assets

the knowledge catalog should include information of 

related ai assets, providing a holistic and business-

relevant picture of particular ai assets, including 

information of governance artefacts, Jupyter 

notebooks, etc.

4 Generating active 

metadata

ai/Ml-augmented metadata, for instance, triggering 

automated resource allocations, tagging and 

annotations, and automated allocation of resources for 

peak ai asset consumption intervals.

5 semantic search 

capabilities

ai/Ml-based search to discover, for instance, 

non-obvious correlation among ai assets or 

recommendations concerning additional ai assets that 

are relevant for a particular business purpose.

6 GUi-based data 

exploration and 

preparation

easy-to-use, GUi-based data exploration and 

preparation tools that can be used by non-it personas, 

such as business users, business analysts, data 

governance officers, etc., in a self-explanatory way.

7 performing data 

curation tasks

some of the data curation tasks, which we have 

listed earlier in this chapter, need to be performed by 

business users without intervention or assistance by 

subject matter experts or it personnel, for example, 

data quality assessments and data refinement tasks.

Some of these capabilities go far above and beyond what a knowledge 

catalog can provide. For instance, a GUI-based data exploration and 

preparation tool may leverage the data in the knowledge catalog. 

Nevertheless, it requires a separate set of tools that are part of the Data 

Fabric architecture.

Chapter 5  Key Data FabriC anD Data Mesh Capabilities



103

As you can easily see from this table, self-service capabilities enable 

business organizations to entertain a data marketplace with data-as-a- 

product and shopping-for-data experience.

 Trustworthy AI
This section examines one of the four key pillars or use cases of a 

Data Fabric or Data Mesh, which we have introduced in Chapter 3, 

namely, trustworthy AI. Once AI models are prepared and deployed 

for scoring, outcomes of the AI models need to be regularly monitored 

and measured to gain insight and confidence regarding the continuing 

business relevance. Data scientists and business users alike need 

to understand shifts in fairness or bias, drift concerning drop in 

accuracy or data consistency, and deteriorating quality metrics during 

the operationalization of the AI models. In addition, business users 

increasingly require explainability and insight into how AI model 

outcomes are derived, for instance, in terms of influencing features; they 

need to gain trust and confidence. Tackling these challenges is subsumed 

under the term trustworthy AI.

Trustworthy AI, however, is not only a clever acronym: in recent 

years, it became a prominent theme embraced by regulatory bodies 

and government agencies,9 also entangling trust in AI with ethics, 

transparency, and explainability of AI. Given these regulatory guidelines 

and imperatives, enterprises must increasingly contend with these 

challenges. In this section, however, we provide concrete examples 

regarding the technical aspects of trustworthy AI, leaving aside the ethical, 

lawful, and societal aspects.10

9 See References [9] and [10] for details on guidelines of the European Commission 
and the US Department of State regarding trustworthy AI.
10 See Reference [11] for more information on trustworthy AI, including social aspects.
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 Introduction
A thorough treatment of trustworthy AI could certainly fill an entire book 

by itself; we therefore must consciously sample out the vital issues that are 

most instrumental for both concepts.

The following are the key issues – or rather challenges – that we 

consider as essential in the context of a Data Fabric and Data Mesh:

 1. Model fairness11 (bias): Deals with measuring and 

managing desirable or undesirable preferences 

for certain values of chosen features determining 

the outcome of an AI model. This is especially 

important if these features are gender, age, religion, 

race, nationality, etc.

 2. Drift detection: Measures two kinds of drift, (a) 

the ML model drift, which measures the drop 

in accuracy and drop in data consistency by 

comparing accuracy during runtime with the 

accuracy during training, and (b) data drift, which 

is comparing key characteristics of the dataset, for 

example, value distributions of key features for the 

ML model used for training with the dataset during 

runtime.

 3. Explainability: Provides insight and transparency 

of AI model outcomes to business users with no or 

limited data science skills and allowing for what-if 

scenarios.

11 We are using the terms fairness and bias interchangeably. However, fairness has 
a more social connotation, whereas bias is used more in a mathematical context.
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 4. Model quality metrics: Metrics such as precision, 

areas under the ROC and PR curves, true positive 

rate (TPR), true negative rate (TNR), etc. need to be 

collected. Measuring these model quality metrics 

during the entire lifecycle and allowing corrective 

actions to be taken is an essential feature for both 

concepts.

We examine these four challenges of trustworthy AI in the subsequent 

subsections. Let us begin with model fairness (bias).

 Model Fairness
As stated previously, bias is concerned about preferences regarding 

favorable AI model outcomes for specific feature values. For instance, 

a binary classification model that predicts acceptance for a marketing 

campaign may include gender (e.g., female and male) as a feature input. 

In preparation for deployment and operationalization of this ML model, 

initial bias needs to be measured to understand, for instance, favorable 

outcomes regarding females in relationship to males.

Once the ML model is in production, changes in bias need to be 

monitored at regular intervals to enable data scientists to act once bias falls 

below a defined threshold.

In this subsection, we examine an example of how bias can be 

measured and monitored,12 by using the above-mentioned ML model with 

gender (female and male) as a feature, where we intend to monitor bias for 

females.

12 See References [12] for more details on IBM Watson OpenScale, which this 
example is based on.
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Figure 5-4. Fairness/Bias Score for Gender

Initial bias is described by calculating three metrics – perfect equality, 

favorable outcome, and fairness score:

• Perfect equality: An initial, balanced dataset is used, 

where records with females as favorable outcomes 

(female records) are added to the male records by 

just changing the gender value from female to male. 

This new perturbed dataset is used to measure the 

percentage of favorable outcomes. This metric is called 

perfect equality and can be seen in Figure 5-4 as 77%.

• Favorable outcome: Adding records with males as 

favorable outcomes to the female records by just 

changing the gender value from male to female gives 

a new perturbed dataset, which is used to measure 

the percentage of favorable outcomes. This metric 

is called a favorable outcome and can be seen in 

Figure 5-4 as 66%.
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• Fairness score: Dividing the favorable outcome by the 

perfect equality yields the fairness score for gender, 

which is 86% (66/77).

The creation of the perturbed datasets as described previously to 

calculate the favorable outcome for the male records, which are used as 

references to calculate perfect equality, and the monitored female records, 

which are used to calculate favorable outcome, entangles female and male 

records in both directions and subsequently generates more balanced 

perturbed datasets.

Thu, Jun 16, 2022, 09:18 AM EST

Jun 16, 3:00 PM Jun 17, 3:00 PMJun 15, 3:00 PMJun 14, 3:00 PMJun 13, 3:00 PM Last Evaluation

Next Evaluation

Thu, June 16, 2022, 09:18 AM EST

Gender

Fairness Score for Gender

3:10 AM EST 

4:10 AM EST 

Figure 5-5. Evaluations of Fairness/Bias for Gender

The hatched area is indicating the initial bias for females, which is 

measured against a defined threshold; it is the difference between the 

threshold – in our example set at 75% – and the favorable outcome (66%), 

which is 9%. This initial bias should not necessarily be seen in a negative 

way: depending on the underlying business model, bias regarding a certain 

feature value – females in our example – could very well represent truthful 

behavior. Data scientists need to carefully examine and possibly adjust 

the ML model till the outcome is satisfactory regarding the underlying 

business model.
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Once the initial fairness score and bias have been measured based on 

the balanced and perturbed datasets, changes of those metrics should be 

monitored once the ML model has been deployed into production. This is 

depicted in an exemplary way in Figure 5-5, where the favorable outcome 

for females is measured on an hourly basis. Monitoring results can be 

shown as dashboards and by generating alerts if the bias is greater than a 

defined value.

Evaluations of fairness should be enhanced by considering 

correlations of the monitored feature value (e.g., females in gender) with 

other features, such as salary levels, age, etc. Furthermore, AI-infused 

measurements of fairness should predict when a creeping deterioration 

of fairness may reach a certain level, alerting business users and data 

scientists well in advance. Furthermore, actionable recommendations 

should be provided to data scientists on possible adjustments, for example, 

changing weights of features, choosing a different ML algorithm, or 

adjusting hyperparameters. Finally, in an automated AI-infused Data 

Fabric or Data Mesh, self-correction capabilities of a trustworthy AI module 

should rebuild a di-biased model automatically, either relieving data 

scientists from taking actions themselves or enabling them to validate and 

approve these automated corrections.

Let us now elaborate on drift detection.

 Drift Detection
An AI model needs to accurately reflect the underlying business reality 

(e.g., customer behavior, fraud scenarios, etc.) and the data available 

for scoring and inferencing (e.g., customer profile data, transactional 

banking data, insurance claims data, etc.). But this can change over time, 

resulting in a drop of some or all AI model quality metrics – as depicted in 

Figure 5-6.
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Both changes of the business reality and data consistency issues 

may lead to decreasing AI model quality metrics. Figure 5-6 depicts the 

declining area under the ROC curve, as an example13 of a particular quality 

metric, and the drop in data consistency.

Using a few examples, we briefly examine what we really mean by 

changes of business reality and drop in data consistency:

• Changes of business reality: Behavior or preferences 

of customers purchasing goods, signing up for loans 

and insurance contracts, leveraging services or delivery 

channels, using the Internet or social media, etc. may 

change over time and subsequently do not represent 

the customer behavior or preferences anymore during 

the AI model training time.

• Drop in data consistency: Production data available 

for scoring and inferencing may deviate from  pre- 

production data used for AI model training, validation, 

and test. An increase in records in the production data 

that are like those that the AI model did not evaluate 

correctly in the pre-production data, changes in 

frequency distributions or different ranges of numeric 

values of some features, data patterns, and rare 

combinations of feature values are some examples.

13 We elaborate on additional AI model quality metrics further in this chapter in 
the following.
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Figure 5-6. Drift Detection

As mentioned previously, these changes in business reality and the 

drop in data consistency can lead to a drop in AI model quality metrics. 

The declining area under the ROC curve and the drop in data consistency 

over time are depicted in Figure 5-6. Other quality metrics could be 

displayed as well, for example, accuracy, precision, area under the PR 

curve, etc.

A state-of-the-art Data Fabric or Data Mesh needs to complement 

drift detection with alerts and predictive and automated self-corrective 

capabilities – like what we have described under the preceding model 

fairness.

Let us move on to model explainability.
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 Model Explainability
As we mentioned previously, model explainability provides insight and 

transparency of AI model outcomes to business users with no or limited 

data science skills and allows for what-if scenarios. This is rated very highly 

in importance when it comes to trust, transparency, and interpretability of 

AI models. Depending on the type of an AI model, evaluation results can 

include different types of analysis, which are typically based on popular 

open source frameworks, such as LIME (Local Interpretable Model- 

Agnostic Explanations) and SHAP, or the ability to test what-if scenarios on 

the data. LIME is a Python library to analyze the input and output values 

of an AI model to create human-understandable interpretations of the 

model. LIME reveals which model features are most important for a set 

of specific data points. There are typically several thousand perturbations 

done for a particular set of model features that are relatively close to the 

data points of the model features. In an ideal setting, the features with high 

importance in LIME are the model features that are most important for 

those specific data points.

LoanDuration Gender EmploymentDuration Age CurrentResidenceDuration OwnsProperty LoanAmount OthersOnLoan

Other features

FEATURE

How this prediction was determined

The GermanCreditReiskModel model has 62,19% confidence that the outcome of this transaction would be Risk. The top three features influencing the model’s predicted 
outcome are LoanDuration, Gender, and EmploymentDuration. The feature OthersOnLoan is influencing the model towards a predicted outcome of No Risk.

R
EL

AT
IV

E 
W

EI
G

H
T 13,3% 13,2% 11,9% 10,5% 10,3% 10,2%

8,8%

-11,1%

Figure 5-7. Explainability for a Specific Transaction
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SHapley Additive exPlanations (SHAP) is a Python library with a 

method that explains the output of any ML model. It connects optimal 

credit allocation with local explanations by using Shapley values and 

their related extensions. SHAP assigns each feature of an ML model an 

importance value for a particular prediction, which is called a Shapley 

value. The Shapley value is the average marginal contribution of a feature 

value across all possible groups of features. The SHAP values of the input 

features are the sums of the difference between baseline or expected ML 

model output and the current ML model output for the prediction that 

is being explained. The baseline ML model output can be based on the 

summary of the training data or any subset of data that explanations must 

be generated for.14

We illustrate explainability with a simple example by using a credit risk 

model, as depicted in Figure 5-7. The outcome of this ML model produces 

a risk score for a loan approval process, which uses several features as 

input to the model, such as LoanDuration, Gender, EmploymentDuration, 

Age, CurrentResidenceDuration, OwnsProperty, LoanAmount, and 

OthersOnLoan, which you can see on the horizontal feature axis.

As you can see in the upper-left corner of Figure 5-7, the ML model 

predicts risk for a loan approval for a particular customer or transaction 

with a confidence level of 62.19%. The graphic shows the most important 

features influencing the risk score. The top three features influencing 

the model’s predicted outcome are LoanDuration (13.3%), Gender 

(13.2%), and EmploymentDuration (11.9%). The feature OthersOnLoan is 

influencing the model toward a predicted outcome of No Risk.

Explainability should also allow for GUI-based what-if scenarios to 

enable business users or data scientists to better understand the impact of 

adjusted feature values on the predicted outcome. This includes scenarios 

14 Refer to Reference [13] for a comparison of the LIME and SHAP methods.
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where existing features are neglected or additional features are added. 

Any adjustment done in such a what-if scenario should indeed generate 

the same information as included in Figure 5-7: confidence level (risk 

score) and ranking of most influential features. Given the variety of models 

(e.g., regression, classification, clustering, DL models), this is easier said 

than done. Our preceding example is based on a relatively simple binary 

classification model.

Since we have already referenced AI model quality metrics, we briefly 

describe some of the key ones in the forthcoming subsection.

 Model Quality Metrics
As we have seen in this section, measuring quality metrics plays a 

fundamental role to enable trustworthy AI, specifically for drift detection 

and explainability; they should be measurable on a regular basis once the 

AI model has been deployed into production. Relevant quality metrics 

depend on the type of the AI model. The following is a list of quality 

metrics for binary classification problems:

• True positive rate (TPR), also called sensitivity, recall 

(R), or hit rate: TPR = TP/(TP + FN)

• False positive rate (FPR), also called fall-out: 

FPR = FP/(FP + TN)

• True negative rate (TNR), also called specificity or 

selectivity: TNR = TN/(TN + FP)

• False negative rate (FNR), also called miss rate: 

FNR = FN/(FN + TP)

• Accuracy (ACC): ACC = (TP + TN)/(TP + TN + FP + FN)

• Precision (P): P = TP/(TP + FP)
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• Area under the ROC curve: Is created by plotting the 

true positive rate (TPR) vs. the false positive rate (FPR) 

at various threshold settings.

• Area under the PR curve: Is created by plotting the 

precision (P) vs. the recall (R) or true positive rate 

(TPR), where the balance of the curve is determined 

by business decisions. The ROC and PR curves are 

interrelated and should be evaluated in combination 

based on business imperatives.

• F1 measure, also called harmonic mean of precision 

and sensitivity: F1 measure = 2TP/(2TP + FP + FN)

• Logarithmic loss measures the performance of a 

classification model whose output is a probability value 

between 0 and 1, where the logarithmic loss increases 

as the predicted probability diverges from the actual 

classification:

Logarithmic loss =  − (ylog(p) + (1 − y)loglog (1 − p) ),

where y is the predicted probability of the true label p.

Most of these metrics can easily be comprehended from the 

confusion matrix. A concrete example of a confusion matrix is depicted 

in Figure 5-8, where you can see the predicted vs. the actual outcomes. 

Figure 5-8 displays the values TN, FN, FP, and TP, which are taken as input 

to calculate the quality metrics, which you can see in the top part of the 

figure, for example, accuracy, recall, precision, etc. You can also see the 

areas under the ROC and PR curves, which are derived by measuring the 

TPR and FPR at different threshold settings.15 

15 See References [14] and [15] for good introductions of ML, where the concepts of 
the confusion matrix, areas under the ROC and PR curves, etc. are explained.
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Figure 5-8. Confusion Matrix for Binary Classification Problems

There are additional quality measures for regression problems and 

quality metrics for multiclass classification problems. The following are 

some quality metrics for regression problems: R squared, proportion 

explained variance, root mean squared error (RMSE), mean absolute error, 

and mean squared error.

Finally, we are listing some quality metrics for multiclass classification 

problems: accuracy, weighted true positive rate (wTPR), weighted false 

positive rate (wFPR), weighted recall, weighted precision, weighted F1 

measure, and logarithmic loss.

 Intelligent Information Integration
For decades, information integration has been a well-known IT domain, 

which includes but is not limited to ubiquitous challenges that stem from 

the diversity as well as the disparity of information and data sources. 

What has changed in recent years, however, is an ever-increasing need to 

intelligently accommodate different integration methods in an automated 

fashion, for example, traditional ETL and replication, real-time streaming 

of data, messaging, data virtualization and federation, microservices, 

etc., in a wide variety of architectural settings, including hybrid cloud 

environments.

Chapter 5  Key Data FabriC anD Data Mesh Capabilities



116

Furthermore, information integration must incorporate a rich variety 

of artefacts, other than just structured and unstructured data, for example, 

AI models, pipelines, ETL stages, and even application logic. Data Mesh 

solutions, with their key imperatives to establish a data marketplace for 

business users with self-service shopping-for-data (data-as-a-product), 

are only adding further demand for automated and intelligent information 

integration techniques.

A modern Data Fabric architecture or Data Mesh solution needs to 

tackle these challenges. AI is particularly well suited for this purpose. 

We use the term intelligent information integration as an AI-infused 

information integration layer, which constitutes a vital capability for both 

concepts to automate information integration tasks as far as possible.

Table 5-2 lists essential intelligent information integration capabilities 

that are needed for any modern approach.

Table 5-2. Intelligent Information Integration Capabilities

# Capabilities High-Level Description

1 automated workload 

distribution

ai-enabled automated workload distribution should 

be implemented, considering underlying system 

availability and capabilities, resource consumption, 

slas, and performance requirements.

2 self-service 

information 

integration

business users and data engineers need to perform 

information integration tasks (including data 

exploration, data preparation and transformation 

in a self-service manner) with transparency from 

the complexity and diversity of source systems and 

corresponding artefacts.

(continued)
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Table 5-2. (continued)

# Capabilities High-Level Description

3 active metadata 

exploitation

business users should transparently leverage 

active metadata to gain pervasive and relevant 

insight regarding the underlying assets, search and 

discovery, access methods, policies, etc.

4 semantic 

knowledge graph 

exploitation

business users need to exploit semantic knowledge 

graphs to understand relevance of taxonomies 

and ontologies, get further insights from tags and 

annotations, and get relevant recommendations 

for asset consumption and inferencing into 

applications.

5 learnable 

information 

integration

intelligent information integration needs to be 

learnable, meaning that ai methods should be 

applied to adjust, improve, simplify, and optimize 

integration flows and tasks over time.

6 automated 

corrections of 

integration flows

ai should be applied to faulty or bad-performing 

information integration flows, jobs, and tasks, 

generating recommendations for it personnel and 

automatically implementing meaningful corrections.

7 leveraging the 

digital exhaust16

information integration should be improved over 

time by automatically activating the digital exhaust, 

for instance, to optimize resource allocation for end-

of-month or end-of quarter integration tasks.

16 See Chapter 7 for more information on activating the digital exhaust.
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 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 5-3.

Table 5-3. Key Takeaways

# Key Takeaway High-Level Description

1 active metadata is a key 

characteristic of Data 

Fabric and Data Mesh.

active metadata is ai/Ml-augmented metadata, 

generated by applying ai/Ml techniques to 

metadata to gain additional actionable insight 

from metadata, which can be used to further 

automate Data Fabric and Data Mesh tasks.

2 ai/Ml techniques need 

to be applied to data 

curation tasks.

ai/Ml-infused data curation is referred to as 

advanced or intelligent data curation; it enables 

automated data curation with intelligent 

cataloging.

3 semantic knowledge 

graphs should be an 

integral part of a Data 

Fabric.

ai/Ml-enriched knowledge graphs are called 

semantic knowledge graphs or semantic 

networks, depicting non-obvious relationships 

of objects and assets, providing further 

actionable insight to data consumers and 

business users.

4 self-service is a vital Data 

Fabric and Data Mesh 

characteristic.

self-service capabilities of a Data Mesh 

solution enable a business user to perform 

business tasks without support and 

dependencies from it or other business units.

5 trustworthy ai means to 

measure and ensure ai 

model fairness.

Fairness or bias deals with measuring and 

managing desirable or undesirable preferences 

for certain values of chosen features 

determining the outcome of an ai model.

(continued)
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Table 5-3. (continued)

# Key Takeaway High-Level Description

6 trustworthy ai means to 

detect drift.

Drift measures the drop in accuracy and drop 

in data consistency by comparing accuracy 

during runtime with the accuracy during 

training and by comparing key characteristics 

of the dataset used for training with the dataset 

during runtime.

7 trustworthy ai means to 

provide explainability.

explainability provides insight and transparency 

of ai model outcomes to business users with 

no or limited data science skills and allows for 

what-if scenarios.

8 Model quality metrics 

serve as input to enable 

trustworthy ai.

there are several ai model quality metrics that 

are automatically calculated; they can also be 

visualized to provide further insight to data 

scientists to optimize model outcomes.

9 ai/Ml introduces 

automation and 

intelligence to information 

integration tasks.

the term intelligent information integration 

relates to an ai-infused information integration 

layer, which constitutes a vital capability of 

a modern Data Fabric architecture and Data 

Mesh solution.
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CHAPTER 6

Relevant ML  
and DL Concepts
At the heart of a Data Fabric and Data Mesh is the use of artificial 

intelligence (AI) and machine learning (ML) technologies to automate 

complex data tasks to the greatest extent possible. Therefore, 

understanding the concepts of AI and ML is the foundation for 

implementing both concepts in an enterprise. If you are already an AI/

ML practitioner, you might skip this chapter. If you are not sure, please 

take a quick assessment by answering the following questions, and please 

continue with this chapter should you need more clarity:

• Do you know the correlation of AI, ML, and DL?

• Do you know what types of problems AI and ML 

can solve?

• Do you know relevant business scenarios for AI?

• Do you know the lifecycle of AI models, and do you 

know the specific tasks in each stage of the AI lifecycle?
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 Introduction to AI, ML, and DL
Broadly speaking, AI is a system that can simulate human perception, 

learning, reasoning, and interaction. It covers a wide range of fields, 

including autonomous driving, robot control, computer vision, Natural 

Language Understanding (NLU), and more. The current AI technology 

for commercial use is still relatively narrow, where AI models require 

large amounts of data to be trained for a single task and a single domain 

and AI models for new domains require new data to be acquired. In 

the meantime, a great deal of research is being done to broaden the 

scope of AI. For example, meta-learning and N-shots learning1 focus 

on training models using small amounts of samples. Transfer learning2 

reuses AI models from one domain in other domains to handle multi- 

tasks and multi-domains. Federated learning3 enables multiple parties to 

collaboratively learn a shared model without sharing the data.

ML is one way to implement AI systems. ML uses algorithms to parse 

data, learn from it, and then make decisions or make predictions about 

real-world events. Unlike traditional software programs that are hard- 

coded to solve a specific task, ML uses large amounts of data to train 

algorithms to learn how to accomplish a task from data. Rule-based 

systems are an example of a non-ML system. In rule-based systems, it is up 

to humans to clearly define the parameters of branching conditions, such 

as the if-statements present in the implementation code. ML has a strong 

assumption that the history of what has happened has an inherent pattern 

and thereby that the same results under similar conditions will occur in 

the future. The process of training is to find a function f(x) that optimally 

describes the pattern of existing samples and then use this function to 

make predictions for new samples.

1 See Reference [1] for more details on N-shots learning.
2 See Reference [2] for more details on transfer learning.
3 See Reference [3] for more details on federated learning.
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There are three types of ML: supervised learning, unsupervised 

learning, and reinforcement learning.

Supervised Learning derives the prediction function from the labeled 

training data. It's like taking the exam (inference) after studying past 

exams’ questions (data) and answers (labels).

Van Gogh

Monet

Picasso

Figure 6-1. Training Datasets for Supervised Learning

For example, given several previous artworks by Van Gogh, Picasso, 

and Monet (as depicted in Figure 6-1), who has painted the one in 

Figure 6-2?
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Figure 6-2. Testing Data for Supervised Learning

Unsupervised Learning infers conclusions from unlabeled training 

data. Although the training data is not labeled, the machine learns to find 

common features, a structure or pattern in the input data, or if there are 

some associations between the features. The most typical unsupervised 

learning is clustering, which groups similar data from many data samples. 

For example, a system for grouping customers based on purchase 

behaviors is unsupervised learning. By grouping customers according 

to the characteristics of their purchase history, different marketing 

campaigns can be implemented for each group.

For example, although no labels are defined for the pictures in 

Figure 6-3, ML models can distinguish one category from the other category.
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Figure 6-3. An Illustration of Unsupervised Learning

In the real world, there are many situations where only some data is 

labeled because of the high cost of manual labeling. One way to resolve 

this problem is to use a small number of labeled data to train a model and 

use this model to label yet unlabeled data and then create a new dataset 

to improve the model. This type of learning is known as semi-supervised 

learning4 and is now a popular area of research.

Reinforcement learning is concerned with how a software agent can 

take actions in an environment to maximize some cumulative return. 

Unlike supervised learning and unsupervised learning, reinforcement 

learning doesn’t require a large amount of input data. It has a beginning 

state and enters a new state when an action is made. The system will give 

signals – positive for desired results and negative for failure. The whole 

4 See Reference [4] for more details on semi-supervised learning.
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training process is constantly exploring the possible actions through many 

trials and errors in a changing environment until then finding the best 

path to get maximum outcome based on predefined criteria. Common 

applications include chess play, robotics control, and autonomous driving.

Deep learning (DL) is “a subset of ML, which is essentially a neural 

network with three or more layers.”5 The strength of DL is automatic 

feature extraction. Instead of hand-picking features from datasets, DL can 

discover and learn good feature representation. For example, an image can 

be represented in a variety of ways, such as a vector of intensity values per 

pixel or more abstractly as a series of edges, regions of a particular shape 

at a different layer of DL architecture. DL has a wide range of applications, 

such as image recognition, video analytics, object detection, machine 

translation, etc. However, DL requires large amounts of labeled data 

and extremely powerful computation resources, like high-performance 

Graphical Processing Units (GPUs), to find the right architecture and best 

set of parameters for the entire architecture. It usually takes millions of 

images and thousands of hours of video for training.

 ML and DL Industry Use Cases
To discover AI use cases for each industry, understanding what types of 

problems ML and DL are good at solving is a must. The following five types 

of problems are often seen resolved by ML and DL:

 1. Classification problem: The first type is the 

classification problem, whether the sample is type 

A or type B. For example, is this patient highly likely 

to have diabetes? Or is this client at risk of churn? 

These are typically binary classification problems. 

Supervised learning algorithms are widely used for 

classification problems.

5 See Reference [5] for IBM’s definition of DL.
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 2. Regression problem: The second type is the 

regression problem, for example, predicting house 

prices, stock prices, and commodity prices based on 

historical data and relevant external events.

 3. Anomaly detection: The third type of problem 

is anomaly detection. A very common anomaly 

detection scenario in IT operations is whether the 

current CPU, memory, and storage consumption 

are as expected based on workload patterns. 

For instance, will this cause any performance 

degradation or even outage?

 4. Clustering problem: The fourth type is the 

clustering problem, where unsupervised learning 

algorithms excel. A typical case is that a company 

looks to improve business performance by using 

customer segmentation for precision marketing.

 5. The next best action problem: Finally, the next best 

action problem. Reinforcement learning algorithms 

are used to solve this type of problem. In addition to 

robot control and autonomous driving, transactions 

in the financial service industry, treatments in 

healthcare, and online recommendations in 

ecommerce are popular reinforcement learning 

use cases.

After understanding the problems that AI can solve, let's look at 

industry-related AI use cases and AI applications:

Manufacturing: Predictive maintenance is a method of preventing 

the failure of expensive manufacturing equipment by analyzing data 

throughout the production process. A variety of data includes vibrations, 

temperature, ultrasonics, and acoustics through sensors built into the 
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equipment. These data help create ML models to identify abnormal 

behaviors in advance to ensure that necessary maintenance actions are 

taken to minimize production downtime. Inspecting goods and products 

can be quite a cumbersome task for any large manufacturing company. 

Computer vision can provide the analysis of real-time information 

obtained from captured images to perform complex inspection tasks. It 

can help verify the correct number of items in the warehouse, monitor the 

staff's operations for compliance with safety regulations, and check for the 

presence of defective products.

Financial service: AI has a wide range of application scenarios in 

the financial industry, including anti-money laundering, capital position 

forecasting, smart loan approval, credit card fraud detection, intelligent 

investment, etc. The financial industry adopted information technology 

many years ago, so it has accumulated a large amount of data, laying a 

good foundation for ML. However, the financial industry is also a highly 

regulated industry, and if the models are not well interpreted, they cannot 

be used in production systems due to compliance. Thus, the scenarios of 

DL are limited in this respect.

Telecommunications: Telecommunications is another industry with 

a wealth of accumulated data. AI is used for intelligent planning of mobile 

sites, fast turnup of base station services, intelligent path planning, and 

automatic deployment of optical transmission networks. It can forecast 

the network based on network history data, manage network resources 

dynamically and adaptively, and adjust parameters. As operations in the 

telecom industry are supported by large network equipment, predictive 

maintenance of equipment is a very important AI scenario. Models 

are built for network health analysis and prediction and network self- 

healing, reducing the workload of operation and maintenance personnel, 

improving the efficiency of operation and maintenance fault handling, and 

continuously promoting fundamental changes in network operation and 

maintenance modes.
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Automobile: There is no doubt that the most critical application 

of AI in the automotive industry is autonomous driving. In addition to 

this, there are many other AI application scenarios in the automotive 

industry. For example, supply chain management in the automotive 

manufacturing industry is complex, and it is very valuable to use AI 

to optimize the supply chain. At the same time, quality inspection of 

the automobile production line, abnormality detection during driving, 

and interactive experience in the car are all perfect scenarios for AI 

applications. In addition, the repair procedures for cars are complex. 

Using chatbots can help staff find the information they need most to 

complete their work in a timely manner.

After understanding what business problems AI can solve, let’s move 

on to some concepts in various stages of AI.

 Data Exploration and Preparation
The first stage in ML is data exploration and data preparation.6 At this 

stage, an initial exploratory analysis of the data needs to be done to 

understand the distribution of the data and the state of the data quality. 

Descriptive statistics7 is a technique to describe the characteristics of a 

dataset. It provides measures to summarize the central value of a dataset 

(e.g., mean, median, and mode measures) and the dispersion of data 

within the dataset (e.g., min, max, and variance measures). The histogram 

is another powerful exploratory tool for data understanding. It shows the 

distribution of continuous data, allowing easy detection of outliers.

In addition to understanding the distribution of data, the quality of 

data needs to be inspected too. The reality is that data can be subject to 

a variety of errors depending on the source and the way it is generated. 

6 See Reference [6] for more information on data preparation.
7 See Reference [7] for more information on descriptive statistics.
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For example, when entered manually, there may be missing values, 

duplicate values, incomplete values, and outliers. Or there may be 

inconsistencies in the format and caliber of the data when it is extracted 

from various application systems. These data quality issues can lead 

to irrelevant or even incorrect analysis results. Therefore, the next 

important data preparation task is data cleansing, which is a process of 

detecting and correcting erroneous data in a dataset.

Data quality can be improved by using data transformation. The 

following transformation methods are commonly used:

• Missing values: Fill missing values with default values, 

for example, using the average of the data values in this 

column or with the values of adjacent data.

• Various data formats: Turn the data with various date 

formats into a uniform format, for example, extending 

all the phone numbers with country codes.

• Categorical values: Encode categorical values to 

numerical values, for example, by determining the 

numerical range of all features and adjusting them to a 

uniform scale (normalization).

• Outliers and duplicate values: Remove outliers and 

duplicates from further inclusion.

Once you have clean and tidy data, the next step is feature 

engineering, which aims to get better training data for optimal models. 

Feature engineering includes sub-problems: feature selection, feature 

construction, and feature extraction.

Feature selection is the technique of selecting the subset of input 

features that are most relevant to the target variable and discarding the 

features that are less relevant. For example, if the correlation between 
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features is strong, it means that these features are redundant. Selecting 

redundant features or irrelevant features only increases the training time 

and does not improve the performance of models.8

Feature construction is the process of constructing new features from 

original features. Creating new features requires data scientists’ deep 

insight and analytics skills to identify meaningful transformation from 

existing features, for example, combining attributes such as date-time- 

location, decomposing or slicing the original features such as from one 

feature that has three values [green, yellow, unknown] to three Boolean 

features – is_green, is_yellow, and is_unknown – or adding arithmetic 

operations such as x3 + y as a new feature.

Feature extraction is the process of reducing the dimensionality of the 

dataset by applying various dimensionality reduction algorithms, such as 

Principal Component Analysis (PCA), Independent Component Analysis 

(ICA), and Linear Discriminant Analysis (LDA). The purpose of feature 

extraction is to minimize the dimensionality of the data while ensuring 

that the important information of the target is retained.

 Model Selection, Training, and Evaluation
Choosing the right AI/ML algorithms to train your model is a creative 

process of mapping your business problem to an AI/ML toolset. Depending 

on the nature of the data you collect and prepare, you can determine which 

algorithms can solve the problem. Model selection, training, and evaluation 

are iterative processes in the AI lifecycle, in which data scientists do various 

experiments by exploring different models using different features.

The following Table 6-1 summarizes key questions that should be 

considered in AI model selection, training, and evaluation regarding 

business, data, and environment.9

8 See Reference [8] for more information on feature selection.
9 See Reference [9] for a comprehensive review on choosing the right ML algorithm.
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Table 6-1. Key questions to be answered when choosing and 

evaluating an AI model

Model Selection/Training Model Evaluation

Business −  Is it an exploration or 

prediction?

−  do you need to detect 

anomalies or outliers?

−  do you want a 

recommendation?

−  are there any domain-specific 

metrics to justify the model?

−  What is the expected output of 

the business problem?

−  are there any quality and 

acceptance measures?

data −  Is there a target to predict?

−  Is the prediction numeric or 

categorical?

−  does the data need to be 

grouped or scaled?

−  What is the range of values for 

features and target in the data?

−  do you need dimensionality 

reduction or manifold learning?

−  how to address missing data 

values?

−  do you have labeled data?

−  do you need to process 

unstructured data (i.e., text)?

−  What are potential 

hyperparameters? 

−  What is the type of model 

(classification, regression, 

clustering, etc.)?

−  What’s expected estimation 

error and approximation error?

−  What’s expected confusion 

matrix and precision, recall, 

and F1 measure?

−  What’s expected accuracy and 

error rate?

− What’s expected roC and aUC?

− What’s expected cost curve?

−  What’s expected shapley additive 

explanations (shap) values’

−  What’s expected performance 

on the test/holdout dataset?

−  When conducting hpo, and how 

do you design hypothesis tests?

(continued)
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Table 6-1. (continued)

Model Selection/Training Model Evaluation

environment −  What Ml frameworks do you 

have access to (proprietary or 

open source)?

−  What computing resources do 

you have?

−  Where is the data? how large is it?

−  Which platform will the model be 

deployed to?

− Frequency of model retraining.

−  Is this a distributed training or 

deployment pattern?

−  do you need to explain the 

model?

−  do you need to explain the 

output of the model?

−  Is it online or batch prediction 

(different way of collecting 

evidence for evaluation)?

− What is the size of the model?

−  Is it possible to repeat the 

training process and gain the 

same model?

In the model selection and model training phases, the questions to 

be thought about are similar, and therefore they have been combined 

into one column in the preceding table. However, the focus of the same 

question at these two stages is different. For example, for the question Is 

the prediction numeric or categorical?, model selection aims to find the 

characteristics of different data types, while model training is to identify 

applicable algorithms in conjunction with the data types.

The evaluation method depends on the nature of the problems. 

Classification models favor accuracy, precision, recall, F1 measure, Receiver 

Operating Characteristic (ROC), and area under the ROC curve, whereas 

regression models prefer mean absolute error (MAE), mean squared error 

(MSE), root mean squared error (RMSE), etc. Model evaluation is critical 

because AI models have the potential to make incorrect predictions.

A model that has a zero error rate on the training dataset doesn’t mean 

it will perform well for unforeseen data in the future. A model can be tuned 

to master every detail of the training dataset, but it may fail to generalize 

prediction of new samples. This is called as overfitting. Model evaluation 

(a.k.a. offline testing) aims to overcome overfitting in the training process.
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As a rule of thumb for practitioners, follow these three steps to set up 

the model selection and evaluation process:

• Design a sampling strategy to separate data into 

mutually exclusive datasets for training and testing.

• Choose best-fit evaluation metrics to gauge 

performance of models.

• Conduct tests using different datasets to make 

comparisons against trained models and make the 

selection.

 Model Deployment
Model deployment is the final stage of delivering the model. It is the 

process of infusing the model into the production system (either in real 

time or through a batch interface). The previous chapter explains that 

a Data Fabric and Data Mesh is designed to address the challenges of 

accessing data in a distributed hybrid environment. Model scoring needs 

real-world data to make a prediction, and thereby model deployment 

also faces the challenge of accessing distributed data. Therefore, the 

model deployment pattern does not solely rely on how to integrate with 

applications, but the residency and the size of input data required by 

models, latency requirements, and so on. This section introduces some 

key decision factors for deploying AI/ML models.

One aspect to consider is the AI/ML model format. There are many 

language-agnostic and vendor-specific serialization formats that exist 

in the industry. AI deployments10 can be characterized by using various 

programming languages and AI model standards. There are quite a few 

popular AI-related programming languages, such as Python (the most 

10 See Reference [10] for more information on deploying AI, especially in regard to 
developing scorecards and performing comprehensive self-assessments.
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prominent one), Scala, R, Julia, and additional languages for notebooks, 

such as Ruby, Perl, F#, and C#. The choice of different programming 

languages allows for the implementation of different AI/ML frameworks 

and the corresponding model formats. In the open source world, several 

AI model–related standards11 exist, where the Predictive Model Markup 

Language (PMML), Open Neural Network eXchange (ONNX), and Portable 

Format for Analytics (PFA) are prominent examples. Although Spark is not 

a standard, it is still popular among data scientists and provides a de facto 

standardization, especially for Spark ML model exchange and portability.

The following Table 6-2 highlights features of popular language-

agnostic formats for the AI/ML model, namely, PMML, PFA, and ONNX.

Table 6-2. The language-agnostic formats of AI Model

Format Human-Readable Runtime Support

pMMl Yes (XMl) python, r, C++, Java, or scala

pFa Yes (Json with the avro 

schema for data types)

pFa-enabled runtime

onnX no tensorFlow, pytorch, CntK, CoreMl, 

paddlepaddle, onnX-enabled runtimes

The choice of AI languages and standards depends on individual 

data scientists' use cases, skills, and preferences. Some AI models can 

be converted or integrated using specific standards. Python Scikit- 

learn models, for example, can be put into production using PMML or 

ONNX. However, in other cases, the owner of the AI model does not want 

to expose the model and therefore needs to consider how to package the 

model. For maximum compatibility, the model should be exported to a 

language-independent format.

11 See Reference [11] for more information on PMML, ONNX, and PFA.
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To protect the model (i.e., hide the implementation details of the 

model), it can be deployed in a proprietary format with a scoring engine 

that can be used to parse the model and perform inference on it.

The next decision is about serving the model. There are a few patterns 

to choose from.12 To determine a suitable pattern, you’ll need to consider 

the following factors: the size and the location of data, the size of the 

model, the latency of request, the cost of serving, etc.

As shown in Figure 6-4, a RESTful API is suitable for real-time requests 

on a small amount of data, usually one record per request. The cost 

of serving a RESTful API is high since you need dedicated computing 

resources to make the service highly available. Streaming API should be 

used when a huge amount of data needs to be processed and the result 

is expected in near real time. Streaming API is asynchronous by design. 

Consider a messaging system with a queue to handle such requests.

RESTful Streaming

On-demand Batch job

Size of Data

Latency of requests

Figure 6-4. Model Deployment Patterns

12 See Reference [10] for the IBM Data Science Best Practices on deployment 
architecture.
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If you need to process a large amount of data but do not need the result 

right away, deploy the model into a batch job, which can be scheduled to 

run on predefined triggers (a specific time or an event) and yield output 

to external storage, for example, a database table. If the request is not 

sensitive to either latency or size of data, you can deploy the model on 

demand. This is sometimes referred to as serverless, which is more cost- 

effective since the computing resources are only required when there are 

incoming workloads.

 Natural Language Processing (NLP)
Natural languages such as Chinese, English, and Japanese are flexible 

and versatile, but they cannot be well understood by computers. Natural 

Language Processing (NLP) was born to achieve communication 

between humans and computers using natural language. NLP is a field 

that integrates linguistics, computer science, mathematics, and other 

disciplines to study not only linguistics but also how to make computers 

process these languages. It is divided into two main directions: Natural 

Language Understanding (NLU), which is listening and reading, and 

Natural Language Generation (NLG), which is speaking and writing.

By the 1980s and 1990s, statistical ML algorithms were introduced 

into NLP, and rule-based approaches were gradually replaced by 

statistical-based approaches. During this phase, NLP made substantial 

breakthroughs and moved toward practical stages. From around 2008, 

as DL neural networks achieved remarkable results in image processing 

and speech recognition, DL was also applied to NLP: from the very first 

word embedding and word2vec to neural network models such as RNN, 

GRU, LSTM, and, more recently, attention mechanism, pre-trained 

language models, etc. With the addition of DL, there is significant progress 

made in NLP.
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In natural language, words are the most basic units. For a computer 

to understand and process natural language, we first must encode words. 

Although it is easy to construct word vectors using one-hot encoding,13 

it does not represent the semantics of the words very well. Word2vec 

represents words as a fixed-length vector and learns the semantic 

information of words by context. It contains two models – one is predicting 

the context by a central word, and the other one is predicting a central 

word by the context.

At the same time as word vectors were proposed, the DL RNN 

framework was applied to NLP with great success in combination 

with word vectors. RNN is not perfect. It has problems like difficulty to 

parallelize and establish long-distance and hierarchical dependencies. 

The recent attention mechanism can help resolve these issues. The core 

idea is to filter out a small amount of important information from a large 

amount of information and focus on this information. It focuses less on 

other external data and instead focuses only on the input data itself and is 

better at capturing the relevance of the data internally.

While the application of DL gave NLP its first leap, the advent of 

pre-training models has given NLP its second leap. Pre-training learns a 

powerful language model from large-scale corpus data by self-supervised 

learning (without annotation), which is then migrated to specific tasks by 

fine-tuning to eventually achieve significant results.

After introducing the popular research advances in the field of NLP, 

let’s look at the business value of NLP, where still 80% of organizations 

are waking up to the fact that 80% of their content is unstructured.14 The 

unstructured data includes surveillance video and images, customer 

support recordings, various reports, social media posts, historical 

documentation, operating manuals, and more. NLP can help companies 

uncover knowledge from text-related unstructured data.

13 See Reference [12] for more details on one-hot encoding.
14 See Reference [13] for more information on Woodside’s story.
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For example, Woodside Energy15 harnesses the power of NLP 

technology powered by IBM Watson to extract meaningful insights from 

30 years of complex engineering data and help workers quickly find 

information and synthesize it into informed business decisions.16

There are many other use cases for NLP:

• Virtual agents and chatbots: A question expressed in 

natural language is analyzed to some extent (e.g., entity 

links, relational formulas, forming logical expressions, 

etc.). After the analysis is completed, possible 

candidate answers are found in the knowledge base, 

and the best answer is found by sorting. For example, 

auto-response customer service is widely used to 

improve and optimize customer relationship in the 

ecommerce industry to filter out a number of repetitive 

questions by replying to many basic and repetitive 

questions, thus enabling human customer service to 

serve customers better.

• Machine translation: The most well-known NLP 

scenario is obtaining text in a source language and 

automatically translating the input source language text 

into a target language text. Today, this scenario already 

works very well.

• Audio transcript: Convert an audio file into a text 

file that can support the audience gaining a better 

understanding of the content in the audio and make 

the audio content searchable for future reference.

15 See Reference [14] for more information on Woodside Energy leveraging 
IBM Watson.
16 See Reference [15] for more information on NLP use cases.
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• Sentiment analysis: Analyzing the sentiment of massive 

customer support calls and social media comments to 

achieve a timely response to public opinion.

• Text summarization: Extract key information from 

a huge amount of text to save people time and 

effort reading the entire document, finding relevant 

information easily and quickly.

• Grammar check and correction: Automatically 

correct grammar or spelling mistakes to improve the 

quality and correctness of the writing.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 6-3.

Table 6-3. Key Takeaways

# Key Takeaway High-Level Description

1 there are three types of 

Ml.

supervised learning derives the prediction 

function from the labeled training data, while 

unsupervised learning finds hidden patterns with 

unlabeled training data. reinforcement learning 

doesn’t require a large amount of training data 

but does trial and error to get maximum outcome 

based on predefined criteria.

2 there are some types of 

problems that Ml and dl 

are good at solving.

Ml and dl can solve the problems like 

classification (a or B), regression (how much), 

anomaly detection, clustering, and best next 

action.

(continued)

Chapter 6  relevant Ml and dl ConCepts 



143

Table 6-3. (continued)

# Key Takeaway High-Level Description

3 Ml/aI addresses a broad 

set of industry use cases.

predictive maintenance in manufacture, fraud 

detection in finance, network planning in telecom, 

in-car interactive experience in automobile, etc.

4 Feature engineering 

includes several 

subfields.

Feature engineering includes sub-problems, 

which are feature selection, feature construction, 

and feature extraction.

5 the model evaluation 

method depends on the 

nature of the business 

problems.

Classification models favor accuracy, precision, 

recall, F1 measure, roC, and area under the roC 

curve, whereas regression models prefer mean 

absolute error (Mae), mean squared error (Mse), 

and root mean squared error (rMse).

6 It’s a multi-factor 

decision to choose 

a model deployment 

pattern.

Model deployment patterns do not solely rely on 

the integration with applications but the residency 

and size of input data required by models, latency 

requirements, etc.

7 nlp is divided into two 

main directions.

natural language Understanding (nlU), which 

is listening and reading, and natural language 

Generation (nlG), which is speaking and writing.

8 there are many other 

use cases for nlp.

virtual agents and chatbots, machine translation, 

audio transcript, sentiment analysis, text 

summarization, grammar check and  

correction, etc.
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CHAPTER 7

AI and ML for a Data 
Fabric and Data Mesh
This chapter provides a deep dive into the exploitation of AI and ML 

for various Data Fabric and Data Mash topics and tasks, such as data 

discovery, data access, and data profiling, analyzing the “digital exhaust” 

of Data Fabric and Data Mesh process steps, ML-based entity matching, 

automated data quality assessments, and semantic enrichment of the 

underlying data.

This is an essential chapter, which highlights some novel ideas to 

augment both concepts with AI and ML.

 Introduction
Today’s data-rich enterprises are frequently confronted with the challenge 

to manage a heterogenous and highly distributed data landscape, where 

business data resides in diverse data stores, leading to the segmentation 

of data across various organizations. Discovering, understanding, 

and gaining trust in data and accessing relevant business data for 

downstream consuming purposes constitutes a huge challenge for 

business organizations. The limitation of human cognitive capabilities to 

understand data in context and gain semantic knowledge has not  

only created a bottleneck for data exploration tasks but has also led to  
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ever-increasing difficulties to gain relevant and actionable business 

insight. Thus, a human-centric manual Data Fabric or Data Mesh 

approach is lacking the means to democratize access to data in a self-

service fashion and to enable data-as-a-product (shopping-for-data) as a 

key Data Mesh principle.

The implications of AI and ML (AI/ML) to simplify and optimize a Data 

Mesh solution cannot be overestimated. Especially ML as the prevalent 

AI technology facilitates simplified discovery, access, and profiling of 

data that is stored in a variety of data stores, for example, RDBMS, NoSQL 

databases, or key value stores that are distributed enterprise-wide. 

The exploitation of AI/ML in Data Fabric1 scenarios has incentivized 

exploration and consumption of data for business organizations that have 

otherwise struggled even finding relevant data for their business purpose.

Apart from exploring the usage of AI/ML to improve and simplify 

a Data Fabric architecture or Data Mesh solution, most data-centric 

enterprises are looking for current capabilities used for their existing AI 

initiatives. In this chapter, however, we elaborate on AI/ML to be used for 

both concepts.

 General Overview
The following is a short, introductory description of some key Data Fabric 

and Data Mesh areas that can derive benefits from ML/DL. These areas are 

further discussed in the following corresponding sections. Since our focus 

is exclusively on the ML/DL aspects, we are assuming the reader to have a 

basic knowledge about these concepts in general. For instance, we don’t 

elaborate in-depth about data governance or data quality:

1 See Reference [1] for an introduction into an AI Data Fabric.
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 1. Cataloging: One of the most essential components 

for concepts is a knowledge or governance catalog. 

It contains business, technical, and operational 

metadata. Although governance catalogs and 

cataloging in general have existed already for 

quite some time, the ever-increasing diversity and 

complexity of the IT and business landscape and 

emerging regulations induce the need for AI-

infused cataloging.2 For instance, AI is leveraged 

to automatically extract and propose new business 

terms for new regulations as candidates into a 

knowledge catalog. Registering and cataloging 

new data sources is based on automated metadata 

discovery, AI-based data rule discovery, automated 

detection of sensitive data, AI-based classification, 

and automated assignment of business terms.

 2. Data discovery: The process of searching, 

understanding, and evaluating data is usually 

encapsulated as data discovery, which is enabled 

via automated data cataloging. Apart from data 

discovery, which should also include the discovery 

of data transformation stages or AI artefacts, such 

as ML/DL models, data engineering pipelines, etc., 

AI/ML itself should be used for data discovery tasks. 

ML-augmented data discovery and visualization 

includes semantic search, data affinity and non-

obvious relationship discovery, identification 

of relevant data objects and AI artefacts for 

corresponding business tasks, and automated 

discovery to monitor data quality.

2 See Reference [2] for more details on AI-infused data governance.
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 3. Data profiling: The process of examining, 

analyzing, and checking the content of all data 

attributes of relevant data sources to get a first path 

in understanding data quality is referred to as data 

profiling. The outcome of data profiling tasks is 

metadata that is captured in a knowledge catalog. 

This data relates to quality, structure, content, and 

relationship of the underlying data sources. For 

structured and relational data, profiling includes 

determination of data types, column and domain 

analysis, primary key analysis of corresponding 

tables, and cross-domain and foreign key analysis. 

Especially for non-structured and non-relational 

data, profiling is overlapping with activity or user 

behavior, customer classification, etc. ML can be 

used to accelerate and automate data profiling tasks; 

even DL techniques can be deployed to calculate 

quality measures, for instance, of text data.

 4. Data access: There are several AI-infused data 

access and data integration areas that further 

simplify and optimize data access with minimal 

data movement and high automation, such as self-

service data access, ML-based query optimization, 

and ML-infused data abstraction layers where, 

for instance, data federation and virtualization is 

augmented with intelligent caching to allow for 

centralized access to data stored in disparate data 

sources including multiple clouds, semantic SQL, 

and confidence-based SQL statements.
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 5. Automated data quality assessment: Data can 

only be used by business organizations if its quality 

within a business context and the source it originates 

from are trusted and its content and structure is well 

understood. AI-infused data quality assessments3 

enable automation, including calculations of data 

quality scores, detection of data anomalies and 

data drift, and to auto-analyze data quality issues 

with the goal to suggest remediation strategies for 

improved business consumption. Delivering reliable 

and trusted data in a timely fashion for business 

consumption is a continuous process.

 6. Entity matching4: Establishing a single, trusted 

version of the truth (360-degree view) of core business 

entities, in particular persona data, for example, 

customers, citizens, employees, and business 

partners, is required to deliver business insight. Since 

these persona records are typically distributed across 

multiple systems and applications across multiple 

clouds with different identifiers, ML-infused entity 

matching techniques can help resolve these entities, 

complementing traditional MDM solutions.

 7. Digital exhaust: Any Data Fabric architecture or 

Data Mesh solution that is not only comprised of 

data discovery, profiling, and access but also of data 

exploration and transformation tasks, development 

and operationalization of ML/DL models, and 

orchestration and management of data and AI 

3 See Reference [3] for a high-level overview on data quality and the connection to ML.
4 We further elaborate on AI-infused entity matching or resolution in Chapter 8.
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artefacts generates a digital exhaust, which can 

be leveraged to create additional metadata, which 

we call digital exhaust metadata. This is related 

to data lineage and data provenance events, data 

transformation stages, data knowledge graphs, data 

quality assessments, and shifts in key data quality 

measures. AI/ML can be applied to this metadata 

to gain additional relevant and actionable insight 

and to further optimize corresponding scenarios. 

For instance, shifts in data quality measures can 

be correlated to drift and degrading accuracy and 

precision of ML models during their entire lifetime.

 8. Semantic enrichment: Whereas the digital exhaust 

is geared toward enhancing and further optimizing 

relevant scenarios themselves, semantic enrichment 

thrives for simplification and optimization of data 

consumption by applications and business users. 

Applying AI provides automated enrichment to 

contextualize data with semantic knowledge, for 

instance, based on knowledge graphs and other existing 

metadata in the catalog. Enriching the Data Fabric 

or Data Mesh with semantic knowledge can shield 

data and business users from the complexity of IT, for 

example, the heterogeneous source data landscape, 

different data access methods (SQL vs. NoSQL), and 

various data formats (relational, XML, JSON, text, etc.).

 9. Governing: Data and information governance 

has existed for decades. Since this book does not 

provide a review of data governance5 in general, 

5 Please, see Chapter 15 for more details.
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we treat the AI-related aspects of governance in the 

sections on cataloging, data quality assessment, 

entity matching, etc.

Figure 7-1 is a high-level illustration of the relationship or coherence of 

these key Data Fabric and Data Mesh areas, which we have elaborated on 

earlier.

ProfileDiscover Assess
data quality BuildAccess

Cataloging Entity matching Digital exhaust Semantic 
enrichment Governing

Knowledge Catalog – Metadata

Search
Understand

Explore
Analyze
Model

Scoring
Inferencing
Operationalization

Consume

Quality score
Examine
Enrich

Optimization
Caching

Improving the Data Fabric and Data Mesh scenarios

Simplify data 
consumption

Simplify data 
access

Figure 7-1. Relationship of Key Data Fabric or Data Mesh Areas

The knowledge or governance catalog, depicted as the middle layer, 

contains the required business, technical, and operational metadata. 

The layer above it represents the data consumer or business user, who 

discovers and profiles data, assesses data quality, and finally accesses the 

data to build business-related artefacts that can then be used to consume 

data in a business-relevant context. The layer below it represents key 

Data Fabric or Data Mesh tasks that are performed by data stewards, 

data or information governance professionals, or data engineers. These 

consist of registering or cataloging new data sources or other entities into 

the knowledge catalog, performing entity matching tasks (in addition to 
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a broader set of data quality measures), activating the digital exhaust, 

performing semantic enrichments, and conducting a broad range of data 

governance tasks.

Some of these tasks may be performed by different personas, 

depending on the usage scenario, for example, data consumption vs. 

data source registration. For instance, assessing data quality may be done 

by data consumers, business users, data stewards, or data governance 

professionals alike.

The outcome of the digital exhaust further improves scenarios for both 

concepts, whereas the outcome of the semantic enrichment can further 

simplify and optimize data consumption and data access.

The next section provides more details about these AI-infused topics.6 

While doing so, our focus is specifically on the AI/ML aspects.

Let us begin with cataloging.

 Cataloging
The knowledge or governance catalog is an essential component in a Data 

Fabric architecture and Data Mesh solution. By using the term cataloging, 

we refer to data-centric tasks, which all generate business, technical, or 

operational metadata that is stored in the knowledge catalog. These tasks 

are not limited to data itself, but refer to IT- or AI-related artefacts, such as 

ETL7 stages and process flows, ML/DL models, data pipelines, etc.

The following are a few examples:

• Registering a new data source, ETL stage, or AI artefact, 

for example, an ML/DL model

• Proposing and classifying new business terms for new 

regulations or laws

6 Additional AI-infused areas are discussed in Chapter 17.
7 ETL stands for Extract-Transform-Load.
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• Discovering and creating new asset rules or policies, for 

example, related to data, ML/DL models, etc.

• Detecting sensitive data

• Profiling data

• Assessing data quality

• Assessing ML/DL model accuracy, precision, and other 

quality-related KPIs

• Generating and assigning new business terms

In addition to the preceding tasks, the operational environment may 

generate additional metadata, for instance, by continuously measuring 

data quality KPIs, for example, a data quality score, understanding drift 

and bias in ML/DL models, capturing data lineage or data provenance 

events, etc. Activating the digital exhaust and performing semantic 

enrichment8 generate metadata as well. Some of these tasks are performed 

in a certain sequence within the context of a cataloging process. For 

instance, registering a new data source may very well include the tasks to 

detect sensitive data and to generate and assign new business terms.

Figure 7-2 is an illustration of the registering a new asset process. We 

describe this process regarding a data source, IT asset (ETL stage), and AI 

artefact (ML model), whereby the focus is on the AI-infused augmentation. 

Let us discuss Figure 7-2 in more detail. The metadata of a new data source 

needs to be discovered automatically. This includes ownership, access 

methods (SQL, NoSQL, REST API, etc.), structured or unstructured data, 

read and/or write access, authentication requirements, and so forth.

8 We elaborate on the digital exhaust and semantic enrichment in dedicated 
sections further in the following.
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Figure 7-2. Registering a New Asset

The metadata of a new ETL stage includes ownership, execution 

pattern, source data required, downstream consuming systems, 

applications, languages used (e.g., SQL, Java, C++, etc.) or additional ETL 

stages that depend on the outcome of the ETL stage, and so forth. The 

metadata of a new ML model includes ownership, status of the ML model 

(e.g., trained, validated, tested, deployed, etc.), business purpose, required 

data sources, features required from those data sources, data pipeline 

required, and so forth.

A data steward needs to validate the cataloging steps and may even 

have to manually complete missing metadata.

Auto-assessment of the new data source quality includes AI- 

based generation of a quality score and detection of data anomalies, 

missing attributes, or data drift that is especially important for AI model 

development and adjustments. Detecting data drift may be a repetitive 

process.
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The auto-assessment of the ETL stage includes ML-based quality 

evaluation of the ETL stage output dataset in terms of completeness and 

trustworthiness and drift detection in the ETL performance, the latter 

one being a repetitive process.9 The auto-assessment of an ML model 

quality is itself based on ML methods to measure, for instance, the ML 

model accuracy, precision, and areas under the ROC and PR curves10 and 

detection of model fairness (bias) and drift, the latter one being a repetitive 

process as well.

Auto-detecting sensitive data is based on AI-infused methods 

to discover, for instance, PII11 or confidential data. A data steward 

may perform a final validation to either confirm or decline the 

recommendation from the AI model. For an ETL stage, AI-based detection 

of sensitive data that is processed in the ETL stage has to be performed. 

Likewise, for a new ML model, AI-based methods need to be applied to 

auto-detect sensitive features used in the ML model.

Auto-detecting new asset rules is an essential step in the registration 

process. For a new data source, this includes AI-based, automated pattern 

discovery for new data rules and policies or assignment of existing data 

rules or policies. For an ETL stage, this includes AI-based pattern discovery 

for the ETL stage execution or correlation discovery of a particular ETL 

stage with additional ETL stages, which results in corresponding rules or 

policies. A new ML model needs to be understood in terms of its scoring 

and inferencing needs. AI-based metadata analysis to determine a scoring 

or inferencing pattern generates either new or assigns existing ML model 

scoring- and inferencing-related rules or policies.

Auto-assignment of business terms related to a new data source 

includes ML/DL-based assignment of existing business terms that are 

already included in the knowledge catalog; it may also generate new 

9 See Reference [4] for more information on measuring quality of ETL processes.
10 See Chapter 6 for more details on the ROC and PR curves.
11 PII stands for Personally Identifiable Information.
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business terms that are, for instance, derived from new regulations or laws. 

A new ETL stage may generate new KPIs, which aren’t reflected yet in the 

knowledge catalog. ML/DL-based business term assignment for such a 

new ETL stage relates to those new KPIs.

Finally, an ML model generates outcomes, for example, a trust or 

confidence score and so on, which may be captured with a new business 

term or assigned to an existing one.

Let us move on to examine what is meant by AI-infused understanding 

of AI assets.

 AI-Infused Understanding of Assets
In the previous section, we have broadened the scope above and beyond 

just dealing with data, incorporating ETL stages and ML models into our 

discussion.

Moving on, we continue to focus on data and ML models. This lives 

up to the expectations that today’s enterprises are dealing with an ever- 

increasing number of diverse assets. When we use the term asset in this 

section, we refer to data and AI models, where we limit our scope to AI- 

infused understanding.

Figure 7-3 depicts the set of AI capabilities that are applied to the four 

process steps: discovering, profiling, assessing quality, and accessing assets. 

Some of the AI capabilities may be applied to several process steps, such as 

the quality assessment that is part of the profiling and quality assessment 

processes. The profiling process is limited to a quality score, whereas 

the quality assessment process determines quality KPIs at a much more 

detailed level, including recommendation to improve the quality of assets.
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Figure 7-3. Overview of AI-Infused Understanding of Assets

We discuss these AI capabilities in the forthcoming four subsections. 

Let us begin with asset discovery.

 Asset Discovery
Once a new asset – again, we stay focused on data sources and ML 

models and focus on the AI-infused capabilities – is registered in the 

knowledge catalog, we can assume the availability of necessary metadata 

in the catalog. This enables the business user and other data and AI asset 

consumers to conduct semantic and intelligent searches, to understand 

the business relevance, and to discover relationships of assets.

Semantic search12 describes the business user’s or search engine’s 

intent to generate the most accurate search results possible by considering 

the search intent, query context, and relationship between relevant assets 

or entities. These entities can be structured data (e.g., relational data, XML 

12 See Reference [5] for more information on semantic search.
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or JSON files, hierarchical data, CSV files) or non-structured data (e.g., 

textual data, image files, video and audio files). Thus, semantic search 

needs to address both types of data.

AI-based intelligent search13 helps surface information and answers 

that are specific to a business intent. Even if relevant assets have been 

identified via the available metadata in the knowledge catalog, semantic 

and intelligent searches over these assets (e.g., data, ML models, etc.) need 

to be performed to gain further insight and to validate the relevance for a 

particular business intent.

Discovering assets and their relationship needs to be performed 

considering the corresponding business relevance or business objective. 

This requires search tools to be equipped with understanding human 

language and the capability to learn and become more targeted via ML/

DL. This scope of understanding assets reaches clearly above and beyond 

the discovery and profiling phases, where structured and unstructured 

data, ML models, and other assets need to be further explored and 

understood in a business context.

Let’s move on to this profiling phase.

 Asset Profiling
Once assets have been discovered, they need to be further understood in 

terms of their dependencies from other assets. For ML models, this means 

to understand the required features for scoring and inferencing, including 

systems and data sources those features are generated with and stored at, 

respectively. ML/DL techniques can be used to understand the affinity of 

an asset to other assets that are reflected in the knowledge catalog. Asset 

profiling – including affinity discovery – is not limited to analyzing the 

metadata in the knowledge catalog; discovered assets need to be analyzed 

13 See Reference [6] for more information on intelligent search.
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by looking at the assets directly. For instance, data assets need to be 

scanned to understand their content and structure, data type, primary and 

foreign key relationship, and also affinity to other assets.

Quality scores may have to be calculated using ML models and 

statistical samplings on a well-defined subset of the data, predicting the 

quality of the entire asset. In some situations, profiling on a subset of 

the data may not be sufficient; it thus may have to be done on the entire 

dataset. Data drift detection is a repetitive process that is particularly 

important considering the underlying data for ML models.

Calculating quality scores is the first step of a more pervasive asset 

quality assessment, which we discuss next.

 Automatic Asset Quality Assessment
Understanding anomalies especially in data sources is a key area within 

the automated asset quality assessment. This requires the determination 

of a data baseline to really understand deviations from that baseline. AI/

ML techniques can be used to determine the baseline of almost all relevant 

data components. Corresponding products need to come with prepared 

model templates and GUIs to facilitate these quality assessments and – 

most importantly – to minimize skill requirements for business users to 

determine baselines and discover anomalies. Sophisticated tools should 

also react to discovered anomalies by comparing them to known issues 

and subsequently proposing remediation strategies. This does not only 

apply to data anomalies, but to issues with other assets as well.

For instance, discovering degrading ML model quality measures, for 

example, model bias or drift, reduced ML model accuracy or precision, 

reduction of the area under the ROC and/or PR curve, etc., should be 

conveyed with recommendations or autonomously performed correction, 

such as retraining of an ML model or adjustments of hyperparameters. 

Quality assessment of any asset is a repetitive, ongoing process, not only 

executed when trying to understand an asset after its initial discovery.
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Once assets are understood, they can finally be accessed or reaccessed. 

How AI can support this is the topic of our next subsection.

 Asset Access
An ML-infused data abstraction layer should support the business user or 

asset consumer to discover the best access method. For instance, several 

data sources may have to be accessed considering a specific business 

purpose. The business intent may be indicated by leveraging the business 

glossary, specifying specific business terms and KPIs of interest.

Using ML methods under the cover could suggest corresponding 

methods to access the required data sources via data virtualization with 

federation and intelligent caching to provide a centralized access, which 

hides the complexity and diversity of the underlying set of data sources 

from the asset consumer. This simplifies and optimizes data access for the 

data consumer and reduces the appearance of data silos by providing an 

ML-underpinned convergence of data stores. Such an ML-infused data 

abstraction layer increases self-service data access needs and minimizes 

data movement.

Improving SQL query performance and optimizing resource 

consumption is another key dimension of data access. ML-infused 

query optimization in RDBMS14 can support an optimizer to learn from 

past experience in comparing chosen access paths and corresponding 

elapsed times of a particular SQL query to refine the access path with each 

execution – resulting in reduced query elapsed times, further optimizing 

resource consumption, and making critical insight available to the 

business in a much shorter time.

IBM Db2 AI for z/OS15 is an example, where AI/ML is used to optimize 

operational SQL query performance.

14 RDBMS stands for Relational Database Management Systems.
15 See Reference [8] for more information about IBM Db2 AI for z/OS.
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Let us now discuss a few enhancements that are broadening the scope 

of standard SQL to enable additional use cases:

 1. AutoSQL: The diversity of data stores and methods, 

such as data lakes, data lakehouses, relational 

data stores, DWH, potentially several knowledge 

catalogs, and streaming data, requires AI-based SQL 

capabilities to hide the business user from using 

multiple query engines and moving or replicating 

data. AutoSQL16 is a technology that automates the 

access, integration, and management of data for AI – 

regardless of where it resides and how it is stored – 

without having to move assets. In conjunction 

with data virtualization and intelligent caching 

capabilities, AutoSQL empowers business users to 

easily query data across hybrid cloud and multi-

vendor environments.

 2. Confidence-based query matching: Another 

means to improve data access is ML-infused 

confidence-based query matching, which improves 

query results and accuracy, even when the data 

resides outside of initial search parameters. This 

feature dramatically expands the range of possible 

data tasks that can be done without involving a data 

scientist.

 3. Semantic SQL: Enhancing traditional SQL with 

semantic query capabilities allows easier access 

to data, without the need for costly ETL or getting 

data scientists engaged. It also enables additional 

16 See Reference [7] for more information on AutoSQL.
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use cases that were not possible with the standard 

SQL. For instance, Db2 for z/OS with SQL Data 

Insights (SDI)17 leverages DL methods and extends 

the standard SQL to enhance the traditional data 

processing in a relational database. It extrapolates 

unsupervised learning to train neural network 

models for discovering, matching, and grouping 

records with similarities, dissimilarities, and clusters 

in Db2 for z/OS data. For example, by learning 

from a large amount of training data, SDI can infer 

hidden relationships across two different records 

that are traditionally not considered an exact match.

 AI/ML for Entity Matching
One of the key challenges in any Data Fabric architecture and Data Mesh 

solution is entity resolution and matching for core information (master 

data). Since data is stored in different systems and applications, core 

entities, for example, customers, business partners, citizens, employees, 

products, services, etc., are usually represented quite differently, making it 

hard to match these entities to derive a trusted, complete, single version of 

the truth (golden record). This has been a known issue for decades.

AI/ML has found its way to tackle this challenge, complementing 

existing deterministic and probabilistic matching techniques, yielding 

much more accurate matching results. Since we discuss entity matching18 

in much more detail in Chapter 8, this section provides just a conceptual 

view of the AI/ML-infused state-of-the-art entity matching concepts.

17 See Reference [9] for more information on SQL Data Insights.
18 We use the terms entity matching and entity resolution synonymously. 
The following terms are used as well: data matching, string matching, object 
identification, etc.
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Figure 7-4 depicts the AI/ML-based matching engine in the middle 

box with its key AI/ML capabilities, such as nickname resolution, pattern 

discovery, similarity discovery, distance measuring, ML-based prediction, 

and a standardizer function. Various inconsistent but similar records 

(depicted on the left side) serve as input to the matching engine, which can 

be adjusted and tuned by setting various parameters (depicted on the right 

side), such as matching attributes, threshold sensitivity, match strength 

setting, and tuning of the underlying ML algorithms.

Record_1

Record_2

Record_n

…

AI/ML-based matching engine

Matching attributes

Threshold sensitivity

ML algorithm tuning

Match strength setting

Matching results

Business users / Data stewards / Applications

Present matching resultsAdjust matching results

d h

Pattern discoveryName resolution

Distance measuringSimilarity discovery

Standardizer functionML-based prediction

Figure 7-4. AI-Infused Entity Matching

The following is a list of the four parameters, which can be adjusted to 

influence the matching result.

 1. Matching attributes: Need to be defined based 

on the record content. These attributes can, for 

instance, be names, addresses, nicknames, phone 

numbers, city names, etc.; they are used as input for 

the comparison to match incoming records to create 

master data entities.

Chapter 7  aI and ML for a data fabrIC and data Mesh



166

 2. Threshold sensitivity: Needs to be defined as lower 

and upper boundaries for non-matches of records, 

enabling fine-tuning of the matching engine.

 3. Match strength settings: Can be used to set 

the similarity strength, for instance, with values 

between 0 and 10, and to see an estimate of how 

changes to attributes and threshold sensitivities 

affect the matching algorithm.

 4. ML algorithm tuning: Influences the ML algorithms 

of the matching engine by setting distance 

measuring, standardization of entities, etc.

Matching results are presented to the business users, data stewards, or 

requesting applications. If needed, further adjustments can be triggered by 

these personas or applications by further tuning the matching engine via 

the preceding parameters and sending corresponding records back to the 

matching engine.

The following list describes the key AI/ML-based capabilities of the 

matching engine:

 1. Name resolution: Names may be fully spelled 

out, abbreviated, or provided as nicknames. Name 

resolution may use graph representations to indicate 

relationship with other entities, such as persona, 

city, employer, or attributes, like profession, age, 

etc. This allows Graph Neural Networks (GNNs) to 

resolve names or nicknames. GNNs can also be used 

to discover additional insight that may, for instance, 

be relevant to prevent fraud.

 2. Pattern discovery: A large number of records and 

attributes can either be automatically clustered 

according to discovered patterns or along a well-
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chosen subset of attributes or attribute types. This 

simplifies and accelerates the discovery of similar 

entities.

 3. Similarity discovery: The similarity discovery 

algorithms should be adjustable by the business 

user via match strength settings or weights. Different 

similarity algorithms may be used based on distance 

calculations, semantic similarity relations, GNNs, etc.

 4. Distance measuring: Calculating the distance 

is related to similarity discovery, which can be 

facilitated via adjustable weights as well.

 5. Standardizer function: Standardizers are used by 

the matching algorithm to convert the values of 

different attributes to a standardized representation 

that can be processed by the AI/ML-based matching 

engine. Multiple standardizers should be used by 

the matching algorithm depending on the specific 

attribute types found in the records.

 6. ML-based prediction: Since there may be 

potentially millions of entities to be resolved, ML 

algorithms can be used on a much smaller subset 

of the data, for instance, 5–10%, to predict matching 

entities on the entire dataset or to support data 

stewards in further fine-tuning the matching engine 

parameters. This improves performance and 

reduces resource consumption.

Depending on the data type, other AI/ML methods and algorithms 

may be used for matching purposes. For instance, comparing and 

determining the similarity of two texts or determining whether two texts 

portray a similar opinion about a certain subject may be done by applying 

DL algorithms. This topic, however, is beyond the scope of this book.
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 AI/ML to Activate the Digital Exhaust
As you have seen in Chapters 3 and 5, a Data Fabric architecture or Data 

Mesh solution is comprised of a vast number of components that can be 

used to implement a variety of scenarios. Most associated tasks, regardless 

of whether they are performed by data stewards, business users, data 

engineers, data scientists, or other IT- and business-related personas, 

generate additional metadata in the knowledge catalog.

During the operations of systems, applications, and tools, additional 

data is generated. This digital footprint is related to the execution of ETL 

jobs and SQL queries, the scoring and inferencing of ML/DL models, 

changes to quality KPIs of data, ML/DL models, and other assets. 

Additional useful information can be found in systems and application 

LOGs, via insights from data lineage or data provenance events, data 

quality assessments, or data knowledge graphs.

This digital footprint may also be related to registering a new asset in 

the knowledge catalog, gaining additional insight about the data and AI 

assets, executing a data quality improvement or data matching process, 

exploring and transforming assets, and consuming or using an asset for a 

particular business purpose. The digital exhaust can be leveraged to create 

additional metadata, where AI/ML can be applied to this newly generated 

metadata to gain additional insight and to further optimize processes for 

both concepts.

The following are just a few examples of additional insight derived 

from the digital exhaust:

• Shifts in data quality KPIs can be correlated to drift and 

degrading accuracy and precision of some ML models 

during their lifetime.

• New data sources or other assets may have been 

registered in the knowledge catalog that could 

potentially be used to increase the relevance of BI 

reports or improve the accuracy of ML models.
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• Correlation of LOG data to SQL query elapsed time 

behavior could yield additional insight regarding 

constraints in consumption of resources, for example, 

memory, CPU, I/O, etc.

Figure 7-5 depicts the knowledge catalog in the center, which contains 

the metadata related to registering, cataloging, understanding, etc., which 

we have already discussed in the previous sections. It also contains new 

types of metadata, which is derived from the digital exhaust data, which we 

call digital exhaust metadata.

Digital Exhaust metadata
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Figure 7-5. Digital Exhaust Metadata

This new type of metadata is generated by the digital exhaust data, 

which is composed of LOGs, executions of ETL stages and SQL queries, 

etc. This metadata needs to be generated based on the digital exhaust.  
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This can be done in a straightforward manner by simply storing, for 

instance, LOG data, data lineage events, SQL query elapsed times and 

resource consumption, SQL access path information, etc. in the knowledge 

catalog.

To some degree, existing metadata is updated as well. This 

combination of digital exhaust metadata and updated metadata needs 

to be analyzed via AI/ML capabilities to derive additional insight with 

recommendations to improve, simplify, and optimize corresponding Data 

Fabric or Data Mesh scenarios. AI/ML techniques are primarily used to 

discover patterns and non-obvious correlations or perform clustering and 

predictions.

For instance, ML methods can be used to predict data quality that is 

likely to degrade below a defined threshold or to predict improved SQL 

performance based on resource adjustments, for example, adjusting 

the size of buffer pools. The Data Fabric and Data Mesh solution should 

autonomously implement adjustments or provide recommendations that 

should be implemented.

Activating the digital exhaust may also yield additional business insight 

simply by correlating non-obvious data points. Of course, this depends on 

the scope and content of the digital exhaust data captured. For instance, if 

ML model scoring or inferencing events related to marketing campaigns 

are captured, this data could be correlated with data quality initiatives 

or availability of new data sources, possibly suggesting or autonomously 

implementing adjustments that can improve the accuracy of the marketing 

campaign.

Let us now elaborate on the final topic, which is related to using AI/ML 

for semantic enrichment.
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 AI/ML for Semantic Enrichment
Semantic enrichment19 is the process of adding meaning to data, which is 

represented as additional metadata in the knowledge catalog. The intent 

of semantic enrichment is to simplify and optimize some of the key Data 

Fabric and Data Mesh tasks, such as search and discovery of assets, access, 

and consumption of assets by applications and business users to build 

corresponding data products. Again, when we use the term assets, we refer 

to data, ML/DL models, and other AI artefacts. Applying AI to the semantic 

enrichment process provides intelligent and automated enrichment to 

contextualize assets with semantic knowledge mainly by using external 

data sources, for instance, based on knowledge graphs, domain- or 

industry-specific taxonomies or ontologies, business and IT glossaries, and 

other existing metadata in the knowledge catalog.

Enriching the Data Fabric and Data Mesh with semantic knowledge 

makes it easier for data and business users to search, discover, access, 

and consume assets and can shield especially business users from the 

complexity of IT, the heterogeneous source data landscape, different data 

access methods (SQL vs. NoSQL), and various data formats (relational, 

XML, JSON, text, etc.).

Semantic enrichment is often used in the context of tagging, indexing, 

classification, markup, annotation, etc. The challenge of semantic 

enrichment is to provide automation as much as possible, primarily via 

infusing AI/ML into the semantic enrichment process.

Figure 7-6 is a high-level depiction of the AI/ML-infused semantic 

enrichment engine, which is comprised of AI/ML capabilities, such 

as clustering, pattern discovery, correlation or relationship discovery, 

concept matching, etc., plus additional semantic enrichment capabilities, 

such as linguistic analysis, text analysis, tagging, indexing, etc. As it 

is depicted on the left side of Figure 7-6, the assets to be semantically 

19 See Reference [10] for more information on semantic enrichment.

Chapter 7  aI and ML for a data fabrIC and data Mesh



172

enriched could be data (structured or unstructured), ML/DL models or 

other AI-related artefacts, text, XML or JSON documents, data science–

related pipelines, ETL stages, digital exhaust metadata, etc.

Semantic enrichment engine
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Correlations
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Linguistic analysis

Concept matching

Text analysis

Knowledge
graphs

Domain-specific
ontologies

Metadata
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Pipelines
ETL stages
Digital exhaust metadata
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Search
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Consume

Access
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Figure 7-6. Semantic Enrichment

The semantic enrichment engine is using additional external data 

sources, such as knowledge graphs, domain- or industry-specific 

taxonomies or ontologies, and business and IT glossaries, to generate the 

semantic metadata or knowledge. Existing metadata that is already stored 

in the knowledge catalog may be used as additional input as well.

Once the semantic metadata is generated, it can then be used by 

business users to simplify and optimize Data Fabric and Data Mesh–

related tasks, such as search, discovery, access, and consumption of assets, 

and – most importantly – to build data products in self-service fashion. 

In addition, the semantic insight should be explainable, actionable, and 

visualized20 via a GUI.

20 See Reference [11] for more information on visualizing semantic enrichment.
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 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 7-1.

Table 7-1. Key Takeaways

# Key Takeaway High-Level Description

1 aI/ML methods are 

essential to augment 

the data fabric and 

data Mesh.

aI/ML-infused data fabric and data Mesh democratizes 

access to data in a self-service fashion and enables data-
as-a-product (shopping-for-data) as a key data Mesh 

principle.

2 registering a new  

asset should 

automatically  

generate metadata.

registering a new data or aI asset into the knowledge 

catalog should be done in correlation with auto- assessing 

asset quality, auto-detecting sensitive data, auto-discovering 

new asset rules, and auto-assigning business terms.

3 enhancing standard  

sQL with aI.

there are essential enhancements to standard sQL, such 

as autosQL, confidence-based query matching, and 

semantic sQL.

4 aI/ML should be used 

for entity matching.

aI/ML has found its way to tackle the entity matching 

challenge for core information (master data), complementing 

existing deterministic and probabilistic matching techniques, 

yielding much more accurate matching results.

5 aI/ML can be used  

to activate the  

digital exhaust.

the digital exhaust can be leveraged to create additional 

metadata (digital exhaust metadata), where aI/ML can be 

applied to this metadata to gain additional insight and to 

further optimize data fabric and data Mesh scenarios.

9 the semantic 

enrichment engine 

should be enhanced 

with aI/ML.

the goal of semantic enrichment is to simplify and 

optimize some of the key data fabric and data Mesh 

tasks, such as search and discovery of assets, access, and 

consumption of assets by applications and business users.

Chapter 7  aI and ML for a data fabrIC and data Mesh



174

 References

 [1] Sengupta, S., The Role of AI and ML in Building a 

Logical Data Fabric, 2021, www.rtinsights.com/

the-role-of-ai-and-ml-in-building-a-logical-

data-fabric/ (accessed June 23, 2022).

 [2] Hechler, E., Oberhofer, M., Schaeck, T., Deploying 

AI in the Enterprise, Apress, 2020, ISBN-13: 

978-1484262054.

 [3] Talend, Data Quality and Machine Learning: What’s 

the Connection? 2022, www.talend.com/resources/

machine-learning-data-quality/ (accessed June 

21, 2022).

 [4] Theodorou, V., Abelló, A., Lehmer, W., Thiele, M., 

Quality Measures for ETL Processes: From goals to 

implementation, 2016, https://upcommons.upc.

edu/bitstream/handle/2117/100626/16.CCPE.pdf 

(accessed June 23, 2022).

 [5] IBM, IBM Watson Explorer, 2022, www.ibm.com/

docs/en/watson-explorer/12.0.x (accessed June 

24, 2022).

 [6] IBM, Intelligent Search, 2021, www.ibm.com/cloud/

learn/intelligent-search (accessed June 

24, 2022).

 [7] IBM, 5 Things You Need to Know About IBM’s Next 

Generation Cloud Pak for Data and New Data 

Fabric, 2021, https://newsroom.ibm.com/5-

Things-to-Know-about-Cloud-Pak-for-Data-and-

New-Data-Fabric (accessed June 25, 2022).

Chapter 7  aI and ML for a data fabrIC and data Mesh

http://www.rtinsights.com/the-role-of-ai-and-ml-in-building-a-logical-data-fabric/
http://www.rtinsights.com/the-role-of-ai-and-ml-in-building-a-logical-data-fabric/
http://www.rtinsights.com/the-role-of-ai-and-ml-in-building-a-logical-data-fabric/
http://www.talend.com/resources/machine-learning-data-quality/
http://www.talend.com/resources/machine-learning-data-quality/
https://upcommons.upc.edu/bitstream/handle/2117/100626/16.CCPE.pdf
https://upcommons.upc.edu/bitstream/handle/2117/100626/16.CCPE.pdf
http://www.ibm.com/docs/en/watson-explorer/12.0.x
http://www.ibm.com/docs/en/watson-explorer/12.0.x
http://www.ibm.com/cloud/learn/intelligent-search
http://www.ibm.com/cloud/learn/intelligent-search
https://newsroom.ibm.com/5-Things-to-Know-about-Cloud-Pak-for-Data-and-New-Data-Fabric
https://newsroom.ibm.com/5-Things-to-Know-about-Cloud-Pak-for-Data-and-New-Data-Fabric
https://newsroom.ibm.com/5-Things-to-Know-about-Cloud-Pak-for-Data-and-New-Data-Fabric


175

 [8] IBM, IBM Db2 AI for z/OS, 2022, www.ibm.com/

products/db2-ai-for-zos (accessed June 25, 2022).

 [9] IBM, IBM Db2 13 for z/OS and More, IBM 

Redbooks, 2022.

 [10] Clarke, M., Harley, P., How Smart Is Your Content? 

Using Semantic Enrichment to Improve Your User 

Experience and Your Bottom Line, 2014, www.

councilscienceeditors.org/wp-content/

uploads/v37n2p40-44.pdf (accessed June 29, 2022).

 [11] Schlegel, A., Heese, R., Hinze, A., Visualisation of 

Semantic Enrichment, 2012, https://cs.emis.

de/LNI/Proceedings/Proceedings208/1047.pdf 

(accessed June 29, 2022).

Chapter 7  aI and ML for a data fabrIC and data Mesh

http://www.ibm.com/products/db2-ai-for-zos
http://www.ibm.com/products/db2-ai-for-zos
http://www.councilscienceeditors.org/wp-content/uploads/v37n2p40-44.pdf
http://www.councilscienceeditors.org/wp-content/uploads/v37n2p40-44.pdf
http://www.councilscienceeditors.org/wp-content/uploads/v37n2p40-44.pdf
https://cs.emis.de/LNI/Proceedings/Proceedings208/1047.pdf
https://cs.emis.de/LNI/Proceedings/Proceedings208/1047.pdf


177

CHAPTER 8

AI for Entity 
Resolution
It is widely accepted that an organization’s success is increasingly 

dependent on its ability to derive value from the data it has. However, 

many organizations are still stuck on the first step – understanding the 

data – especially as the volume and complexity of data continue to grow. 

Think about a simple question: How many customers does your enterprise 

have? For many businesses, providing an accurate answer to this question 

remains difficult.

The reason is quite simple: large organizations often have multiple 

departments, product lines, and sales channels that collect a wide variety 

of customer information. A customer may be registered with a different 

email address and be identified as a different user in multiple systems. 

Not to mention the new companies that come in through acquisitions. 

The format in which customer information is stored varies widely. 

Therefore, identifying the same customer across multiple systems is key for 

laying the trust foundation for analytics and AI for the enterprise and for 

implementing a sustainable Data Fabric architecture and corresponding 

Data Mesh solution.

This chapter is a deep dive into the third use case scenario (customer 

360), which we have elaborated on in Chapter 3. It outlines novel  AI- 

infused capabilities for entity matching, which can significantly improve 

trust in consuming core information.
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 Introduction
The data used to describe the core business entities of an enterprise is 

referred to as master data, managed via MDM systems. Enterprise master 

data has high business value, can be reused across business units within 

an enterprise, and is often distributed across multiple heterogeneous 

application systems.

There are many types of enterprise master data. The most common are 

suppliers and customers. In addition, industries may have specific types of 

master data.1 Ecommerce companies must have a holistic view of channels 

and distributors for cross-selling and upselling. Healthcare requires 

a 360-degree view of patients for personalized treatment, healthcare 

services, and insurance plans. Manufacturers care about materials, parts, 

and prices, which are critical to their procurement.

For different business departments within an enterprise, their master 

data is also different. Customer information is undoubtedly critical for 

sales and marketing departments. Product information including product 

releases and categories is a core asset for R&D departments. The employee 

information, organizational structure, as well as departmental hierarchies 

are of primary concerns to the human resource department.

Having complete and accurate sets of master data helps enterprises 

streamline the process, improve customer experience, and optimize 

resources. However, in the real world, the same data can be represented 

in different formats by various systems because of spelling, abbreviations, 

languages, format, etc. Let’s look at the example in Figure 8-1. In this 

example, name, address, and phone number are identity attributes. 

However, in the Employee table, name and address are composite 

attributes, while in the Order table, they are atomic attributes. But it’s easy 

to map the composite attributes in the first table to the second table.

1 See Reference [1] for more information on industry use cases.
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First Name Middle 
Name

Last 
Name

Primary Phone Address 
Line 1

Address 
Line 2

City Zip code State Country

MS. Jennifer R Gates 01-55-555-1234 123 1st Street Oakland 94500 CA US

Mr. Philip Jones +44(0) 1222 525555 2 Kennet Rd Surrey CR3 6Y K

Employee Table

Order Table

Name Shipping Address Country Mobile Phone T-Shirt Size

Jennifer Gate 123 1st Street, Oakland, 94500 USA 555-555-1234 M

Dr Philip Jones 2 Kennet Rd, Surrey, CR3 6YA United Kingdom 1222 52555 L

A U

Figure 8-1. Different Records for the Same Person

The formats of the preceding relevant attributes are slightly different. 

The mobile phone in the Order table doesn’t have the country code. 

The data value in the column Country is also presented differently. 

Nevertheless, Jennifer Gates and Philip Jones in both systems are most 

likely referring to the same customers, respectively, because of the 

similarity of corresponding attributes.

Going back to the question at the beginning of this chapter, how 

many customers does the business really have? If duplicate records are not 

removed from the same system or merged across different systems, the 

business may have far more customers than it actually has, which can lead 

to bad decisions or even serious business ramifications.

Let us begin with an introduction into entity matching.

 Introducing Entity Matching
Entity matching2 is referring to the process of recognizing the same entity 

(people, products, suppliers, etc.) in the real world across datasets from 

the same or disparate data sources. Matching within the same data source 

is mainly for the purpose of identifying duplicate entity records, where the 

similarity of the same attributes is calculated directly. Matching between 

2 See Reference [2] for more details on the definition of entity matching.
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data sources is done to establish linkages between entities from different 

data sources and thus creates a comprehensive view of the entities. The 

calculation of similarity is a bit more complex. The similarity of attributes 

is first calculated, followed by the similarity computation of the values of 

similar attributes.

For example, the Insurance database as depicted in Figure 8-2 has a 

Customer table with the attribute Name. The values corresponding to the 

attribute Name are Bob Lyle and Robert Lyle. They might refer to the same 

person. The Retail database also has a Customer table with two attributes, 

Last Name and First Name. First, match the First Name and Last Name and 

Name in both tables. Then compare the record values of these attributes to 

see if the records are similar.

Self-service capabilities

Insurance

Name Address Contact

Bob, Lyle 123, Main St, Los 
Angeles, CA

+1 345-XXXX-4321

Robert, Lye 123, Main Street, Los 
Angeles, CA

345-XXXX-4321

Jessica, Brown 555, First Streer, New
York, NY

+1 555-XXX-1111

Edwaed, Lee 111, North, Blvd, New
York, NY

+47 232-XXX-3322

Jessy, Brown 222, Market Street, San
Francisco, CA

+1 322-XXX-1234

Retail

First Name Last Name Email

Robert Lyle robert@mycompany.com

Jessica Brown jessica@mycompany.com

Edward Lee Edward@mycompany.com

Jessy Brown jessy@mycompany.com

Figure 8-2. The Illustration of Entity Matching

What is somewhat ironic, however, is that entity matching itself has 

many variations of what it is called – entity resolution,3 record linkage, 

duplication, etc.

3 See References [5], [6], and [7] for more on entity resolution.
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Why does entity matching matter? With the explosive growth of data 

volume, enterprises are facing an increasingly severe data silo problem. 

The causes of data silos are both internal and external. First, when IT 

applications go live, they do not consider a unified data architecture, and 

the data models in the applications can vary, for example, the design of the 

customer table for the credit card system may be different from the deposit 

and loan systems. In addition, if data are outsourced, such as potential 

customer data for marketing activities, the definition of the prospect entity 

is likely to be different from the self-built systems. Lacking an effective 

way to identify the relationship between these records and to merge the 

records for the same entity, the value of this data will diminish greatly. 

The problem not only arises from the business side but also from the 

end user, where some information may be entered incorrectly or where a 

change of name, a change of cell phone number, or a move causes changes 

in personal information, resulting in inconsistent records from period 

to period.

Entity matching is the foundational technology that provides a single 

truth. Companies can use entity matching to see the whole picture: on the 

one hand, to customize the experience for customers and increase sales 

and, on the other hand, to continuously assess risk and identify suspicious 

behaviors in a timely manner.

 Traditional Entity Resolution Approaches
Entity matching is generally considered to be a process consisting of 

multiple steps. Although the specific steps vary, they all include the steps 

depicted in Figure 8-3.
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Data pre-processing Blocking

Similarity 
computation

Matching decision & 
merging

Collect data 
from data 
source A

Collect data 
from data 
source B

Remove duplicate data 
within the same data 
source

Clean up data with 
missing values and 
incorrect value

For incompatible 
schemas, matching
schemas to create a 
consistent format for 
downstream 
comparison

Divide and conquer 

Divide the entire 
entity matching space 
into blocks with a 
much smaller size to 
reduce the 
computation 
complexity 

Pruning away 
obvious non-match 
comparison 

For records in the 
same blocks, 
compute the 
similarity of any of 
two records from 
Data Source A and 
Data Source B by 
the similarity function

If the similarity score 
exceeds the 
threshold, the 
candidate pair is 
classified 
as ”matched” or 
“non-matched”. 
The matched pairs 
are consolidated to 
the single 
representative of the 
object 

Figure 8-3. The Reference Model of Traditional Entity Matching

The first step is data preprocessing. The goal in this stage is to 

transform data into a consistent structured format with the same 

caliber, such as units, types, and abbreviations. Data preprocessing also 

includes schema matching. The aim is to identify attributes between data 

sources that should be compared with each other, essentially identifying 

semantically relevant attributes. For example, the Address column in 

one table should be linked to one or many columns (Address Line 1, 

Address Line 2, Street Name, City Name). The traditional way is to build 

a global dictionary that consists of all possible ways of a single attribute 

representation. In this case, the entry in the dictionary is (Key: Address, 

Value: Address Line 1, Address Line 2, Street Name, City Name).4

The second step is blocking,5 as shown in Figure 8-4. This phase is 

particularly important in the context of big data.

4 See Reference [3] for more details on schema matching.
5 See Reference [4] for more on blocking techniques.
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Figure 8-4. The Illustration of Blocking

The computational complexity of entity matching is related to the 

amount of the data sample. For example, if there are 10,000 customer 

records in a table from data source A and 100,000 customer records in a 

table from data source B, then a billion pairwise comparisons (100,000 

× 10,000) will be performed, which is very time-consuming. The idea of 

blocking is to reduce the complexity of the computation by dividing the 

data from disparate data sources into much smaller blocks and comparing 

only the data records within the blocks. This significantly reduces the 

complexity of the computation from a quadratic amount of total data to 

a quadratic number of blocks. The key steps in blocking as illustrated in 

Figure 8-4 are extracting tokens (combinations of attributes) from records 

and mapping the records to one or more blocks. There are many blocking 

algorithms.6 The two main categories are hash-based and sort-based. As 

the name suggests, hash-based blocking is mapped to blocks by tokens, 

while sort-based is sorting the tokens and taking a fixed-size window 

as blocks.

The next step is similarity computation. The similarity between two 

records is calculated by aggregating the similarity value of corresponding 

attributes on the assumption that attributes are independent. The core 

elements of this stage are the similarity function and attribute selection.

6 See Reference [4] for a blocking algorithms survey.
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The classic method is rule-based. For example, if two records have 

similar names and similar addresses, they refer to the same entity. In this 

example, the selected attributes are name and address. Similarity is a 

probabilistic matching and is usually defined by a similarity function, such 

as the Jaccard similarity or index,7 which measures the similarity of two 

datasets by the percentage of the total number of common values and the 

total number of distinct values in two datasets, as illustrated in Figure 8-5.

Figure 8-5. An Illustration of the Jaccard Similarity Between 
Two Sets

The rule-based method is straightforward and easy to implement. 

However, it usually requires deep domain knowledge to be constructed 

manually, and it’s hard to adjust. In addition, it is not scalable. Once 

the problem space increases, rule-based systems quickly become 

unmanageable.

The final stage is matching decisions and merging, as depicted in 

Figure 8-6. The matching decision is made by comparing the similarity 

value with the attribute-level threshold, and the record-level threshold 

determines whether the two records match. Once two records are 

identified as the same entity, these two records are consolidated into a 

single representative of the object.

7 See Reference [8] for more on Jaccard indexes.
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Figure 8-6. An Example of Merging

 Use of AI to Resolve Entity Challenges
Many problems in the entity matching process can be solved by ML 

methods. Chapter 6 explains the difference between non-learning 

programming and ML. Instead of manually selecting the attributes/tokens 

and constructing the rules manually for entity resolution, the ML method 

learns an optimal solution for matching results from training datasets. 

Let us examine for each entity matching stage which ML method can be 

applied.

• Data preprocessing: Schema matching is to find 

similar attributes between source schema A and target 

schema B. The problem can be translated to a classical 

clustering problem given the features of attributes 

in source A and target B. The features of attributes 

are extracted by metadata of the schema (column 

name, the type of data, unique constraints) and the 

statistics of data in the field (max, min, average for 

numeric data, etc.). With extracted features for each 

attribute, K-means and SOM (Self-Organizing Map) put 

attributes with similar features to clusters.
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• Blocking: The essence of blocking is to put data 

records that are likely to refer to the same entity in 

one data block and discard dissimilar and irrelevant 

data as much as possible. With the training datasets 

having labels where matching pairs and non-matching 

pairs are marked, supervised learning helps select the 

attributes/tokens and the transformation functions 

that map matching pairs to the same block and non- 

matching pairs to disjunctive blocks.

• Even if the labeled data is not available either because 

no prior knowledge is available or labeling is too 

expensive, unsupervised learning can come into play, 

using clustering algorithms to facilitate subsequent 

supervised learning. There are several clustering 

algorithms that help to obtain approximate labels.

• Similarity computation: The learning goal is finding 

the best similarity computation method for known 

matched and unmatched data in the training set. 

SVM (Support Vector Machine) and decision tree are 

classification algorithms that are often used in practices 

to find the best similarity computation method.

• Matching decision: Learning the right thresholds for 

matching decisions is a supervised learning problem. 

Using different thresholds influences the matching 

decision.
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With the rise of DL, a neural network has a wide range of uses in 

the entity matching process.8 Originally it is merely a classifier for a 

determination of whether the records are matching or not. Now it is 

expanding the role to address the challenges of every step in the process. 

Feature extraction, schema matching, blocking, and similarity measures 

are especially interesting in this regard since DL methods increasingly 

reduce the need for tedious handcrafting efforts. The basic DL methods in 

this space are Recurrent Neural Networks (RNNs).9

Active learning is also applicable for entity matching to overcome 

the challenges of lack of annotated data. The idea behind is that the 

active learner selects a small set of the most informative records from 

the unlabeled datasets for the expert to label and then learns an effective 

classifier from labeled data. The goal is to achieve high classifier 

performance with relatively low labeling costs.

Figure 8-7 is an illustration of the reference model for an AI-based 

entity matching process.

Source

Target

Training Data

Cluster similar 
attributes and setup 

linkage between 
attributes

Pre-processing 
schema matching

Blocking Similarity 
computation

Classify records 
and put matching 
pairs to the same 

blocks

Select similarity 
computation 
method and 

threshold

Figure 8-7. Illustration of an AI-Based Entity Matching Process

8 See Reference [9] for more on applying neural networks for entity matching.
9 See Reference [10] for more information on Recurrent Neural Networks.
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 The Benefits and Cost 
of an AI-Based Solution
There are several limitations to the traditional entity matching approach. 

Firstly, rule-based matching approaches completely rely on the knowledge 

of domain experts. However, this method is not very accurate and is 

somewhat subjective. For example, consider the rule: if two records have a 

similar address value, then they are matched.

Imagine the situation because if you are currently renting a place 

where a previous tenant had credit risks, then your credit will also be 

impacted assuming you are the same person, which is obviously unfair. 

Also, the cost of constructing rule-based is high and requires the heavy 

lifting of coding all the knowledge into rules for enumeration.

Similarly, the traditional approaches require manual efforts to select 

attributes for schema matching and blocking. This is not just labor- 

intensive but also error-prone. The selection of the appropriate blocking 

strategy and the ad hoc adjustments make this task nontrivial. If the 

manual selection strategy is not optimal, very likely similar records are 

assigned to different blocks, which leads to a high rate of missing pairing, 

or too many unrelated records are assigned to the same block, resulting in 

a waste of computational resources.

AI-based solutions go a long way to solving these challenges. Firstly, AI 

learns based on historical data, breaking through the limitations of expert 

experience and also unearthing potentially hidden patterns from the 

data to achieve optimal solutions. At the same time, the use of ML or DL 

can automate time-consuming and laborious tasks to the greatest extent 

possible and will also reduce human error.

However, all advantages come at a cost. In general, the execution 

time of AI-based solutions is significantly worse than that of non-learning 

methods and not scalable for large datasets. This is especially true for DL, 

which requires specific hardware acceleration. Also, the effectiveness of 
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ML approaches is known to depend on the provision of training data. It 

takes a lot of time to receive and clean the data, not to mention the need 

to correctly label the data for a high-quality model. This all adds to the 

difficulty of building an AI solution.

The distribution of data and the positive and negative instances have a 

great impact on the accuracy and fairness of models. Last but not the least, 

the use of DL also faces the problem of interpretability. While there are 

many benefits to AI-based solutions, there are also costs associated with 

them that need to be weighed carefully.

 Considerations for MDM Solutions
As mentioned earlier, entity resolution is the core of MDM. Having 

understood how entity resolution works, let’s return to the MDM solution. 

Without a doubt, one of the most important considerations in choosing a 

master data solution is the accuracy, efficiency, and automation level of 

entity resolution. Ideally, the solution should provide rich built-in models 

for attribute mapping and record mapping and automate the entire 

matching process as much as possible when data is ingested.

See one example in Figure 8-8. When the Auto Insurance Customers_

shaped table is ingested, the columns are automatically mapped to built-in 

data models.
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Figure 8-8. Auto-mapping

Moreover, a generic model may not be applicable because of 

the different domains in which companies operate. This requires an 

MDM solution to provide capabilities to allow users to bring their own 

customized models and have the flexibility to map the attribute of the 

model to data columns, as depicted in Figure 8-9.
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In addition to the core functions, the upstream of the MDM system 

should be tightly integrated with the enterprise data architecture, allowing 

streamlined access to different types of data sources, to either ETL, 

virtualize, or replicate.

In the meantime, it needs to be tightly integrated with the enterprise 

asset catalog. Master data, as an important asset, is published in the 

enterprise asset catalog for various departments within the enterprise to 

query and consume.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 8-1.

Table 8-1. Key Takeaways

# Key Takeaway High-Level Description

1 there are many types of 

enterprise master data.

the most common master data are suppliers and 

customers. there are also industry-specific master 

data – channels and distributors for ecommerce, 

patients for healthcare, materials and parts for 

manufacture.

2 entity matching is 

referring to the process 

of recognizing the same 

entity.

Matching within the same data source is mainly 

for the case of duplicate entity records in the data 

source. Matching between data sources is for better 

correlating entities between different data sources 

for a more comprehensive view of the entity.

3 entity matching itself  

has many variations.

It is called entity resolution, record linkage, 

duplication, etc.

(continued)
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# Key Takeaway High-Level Description

4 entity matching is a 

process consisting of 

multiple steps.

It consists of preprocessing to clean data and 

match schemas, blocking to reduce the comparison 

complexity, and similarity computation and merging 

for outcome.

5 Many problems in the 

entity matching process 

can be solved by Ml 

methods.

essentially entity matching is a classification 

problem for labeled data and a clustering problem 

for unlabeled data. sVM, K-means, and decision tree 

are common algorithms.

6 entity matching is a key 

capability for Data fabric 

and Data Mesh.

a Data fabric architecture and Data Mesh solution 

needs to include an entity matching capability for core 

information to guarantee trust in core information, 

that is, customer, partner, supplier, citizen, etc.

7 a MDM solution is more 

than an entity matching 

engine.

the capabilities of allowing users to bring their own 

models and have the flexibility to map the attributes 

of the model to data columns are also important.

Table 8-1. (continued)
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CHAPTER 9

Data Fabric and Data 
Mesh for the AI 
Lifecycle
With the development of AI in technology and business, AI is no longer 

an experiment limited to a select few data scientists. It will penetrate 

all aspects of enterprise business operations and continue to innovate 

and optimize for new business scenarios. Now the focus shifts from the 

competition of AI algorithms to how to combine the strength of expert 

teams and AI technology for the actual needs of the enterprise and 

industry to generate business value.

To put data and AI into production means enterprises not only need 

to create AI models but also operationalize AI workloads, which means 

practicing AI effectively and efficiently and, more importantly, doing it 

in a way that instills confidence in the outcome. Therefore, it is crucial 

to establish a verifiable AI full lifecycle management system within the 

enterprise.

Let us dive into this topic by introducing the AI lifecycle.

© Eberhard Hechler, Maryela Weihrauch, Yan (Catherine) Wu 2023 
E. Hechler et al., Data Fabric and Data Mesh Approaches with AI,  
https://doi.org/10.1007/978-1-4842-9253-2_9

https://doi.org/10.1007/978-1-4842-9253-2_9


196

 Introduction to the AI Lifecycle
AI and software engineering have fundamental differences. Traditional 

software is rule-driven, where the programmer translates the solution to 

a problem into clear logical rules, while AI is more data-driven, which is 

based on training sets of data and a set of selected algorithms. Traditional 

software decomposes the problem into components, modules, and 

functions till the lines of code. It always has a deterministic output for 

each building block, and all building blocks orchestrate to produce 

deterministic outputs for the systems for the same input.

AI works in a very different way. Without explicit rules defined, the 

AI model is trained to find an approximation of the optimal solution 

to the problem. The efficiency of the solution depends on the quality 

of the data used for training, the effectiveness of selected features, and 

the sophistication of the algorithm. It implements using a stepwise 

approximation plus search strategy to find a set of parameters (models) to 

minimize the loss function.

Therefore, AI engineering is a whole new field. According to Gartner 

technology trend 2022,1 “AI engineering automates updates to data, 

models, and applications to streamline AI delivery. Combined with 

strong AI governance, AI engineering will operationalize the delivery of 

AI to ensure its ongoing business value.” In essence, AI engineering is 

a collection of methods, tools, and practices that expedite the entire AI 

lifecycle and ensures the efficient delivery of AI models that are robust, 

trustworthy, and interpretable and that continue to create value for the 

enterprise.

1 See Reference [1] for more information on the Gartner Top Strategic Technology 
Trends for 2022.

Chapter 9  Data FabriC anD Data Mesh For the ai LiFeCyCLe



197

Monitor AI models

Deploy AI models

Build AI models

Understand 
business problems

Collect data

Prepare data

AI Engineering

AI Governance

Figure 9-1. The Stages of the AI Lifecycle

Although there are multiple reference models2 of the AI lifecycle in 

the industry, most of them comprise the following common stages from 

conception to maintenance, as shown in Figure 9-1:

 1. Understand the business problem: Data scientists 

learn from domain experts to understand business 

problems, research the necessity and feasibility of 

AI, and define key metrics of the AI project – not 

only performance metrics of the model itself but 

also service-level metrics3:

 a. Service latency: The time it takes to load models and 

prepare required features

 b. Inference latency: The time the model takes to make 

a prediction for a given input

 2. Collect data: Data scientists request data access 

that is required for AI projects. This stage is often 

the most time-consuming and labor- intensive 

2 See References [2] and[3] for more information on reference models of the AI 
lifecycle.
3 See Reference [4] for more information on service-level requirements.
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if the enterprise has not established a trusted 

enterprise- level data foundation for analytics. Data 

scientists not knowing what kind of business data 

is available in what format may struggle to make 

specific data requests, so much so that the process 

may be repeated several times until the required 

data is finally obtained. Therefore, it’s not an 

overstatement that “74% of AI adopters say that data 

access is a challenge.” New industry regulations are 

making this even more challenging.

 3. Prepare data: When datasets are available, data 

scientists start to wrangle, explore, and cleanse 

datasets. The challenges in this stage for data 

scientists are the following:

 a. How to identify flaws in the data? Since datasets are 

from disparate data sources and often produced by 

different business applications, datasets have various 

types of quality issues, for example, missing values, 

duplicated records, inconsistent values, etc.

 b. How to visualize large datasets? Visualization 

helps data scientists identify outliers in the data, 

understand the statistics of datasets, and prepare for 

the feature engineering in the next stage.

 4. Build models: This stage requires the creativity 

of data scientists. First, data scientists extract 

features from datasets, and quite often data 

scientists derive new features from raw data by 

aggregation or transformation for better results of 

prediction. Second, data scientists build models 

by splitting datasets between training and testing, 
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training models including HPO (Hyperparameter 

Optimization), and evaluating models. This is an 

iterative process.

 5. Deploy models: This is where ML engineers take 

control from data scientists. It may involve the 

reimplementation of models in a scalable fashion 

because of service-level requirements defined in the 

first stage. There are several examples:

 a. Rewrite the Python model into Java/C++ for better 

performance.

 b. Rearchitect the model to run in a parallel way.

 c. Build a feature store for the features less likely to change.

 d. Deploy the models to the environment close to the data 

source (data gravity).

 6. Monitor models: After the model is deployed in a 

production environment, ML engineers continue 

to monitor the quality or accuracy of the model 

and drift, which is the drop in accuracy and in 

data consistency over time. The degradation of 

predictive performance triggers pullout of models 

from the production environment and retraining 

with recent datasets. In highly regulated industries, 

the monitoring stage comprises fairness and 

explainability.

 7. Govern models: This stage is to capture necessary 

information and calculate risk scores on an ongoing 

basis to ensure enterprises govern the creation 

and adoption of AI throughout the entire lifecycle. 
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For example, facts and lineage provide metadata 

tracking of underlying datasets and algorithms. This 

is very useful to become enterprise-ready for any 

regulatory requirement that may arise.

AI engineering is the operationalization of AI models to create a 

sustainable, repeatable, and measurable operationalization process. It 

involves data engineers, data administrators, data scientists, ML engineers, 

business analysts, and operations engineers. The goal is to empower every 

data-related role in the enterprise, regardless of their background and 

skills, to collaborate closely and smoothly to deliver the full value of AI 

investments and improve time-to-market.

 Key Aspects: DataOps, ModelOps, MLOps
When it comes to operationalizing AI, it is important to understand a 

few concepts, namely, DataOps, ModelOps, and MLOps. Like DevOps, 

systematic software development that aims to deliver software from 

code to production rapidly with high quality and on a continuous basis, 

DataOps follows the same principles and practices but applies them to 

data. It is designed to accelerate the collection, processing, and analysis 

to produce high-quality data for data citizens to fulfill their needs in a 

compliant way.
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Figure 9-2. DataOps, ModelOps, and DevOps

As shown in Figure 9-2, DataOps covers two stages in the AI lifecycle: 

Collect Data and Prepare Data. The implementation of DataOps 

streamlines the processes in these two stages by automating data tasks 

into data pipelines. A Data Fabric architecture and Data Mesh solution4 

is an ideal way to implement DataOps practices.5

ModelOps was coined at almost the same time as DataOps. It’s a 

combination of AI with analytical models and DevOps, designed to 

bring some of the proven capabilities of agile software engineering to 

AI and the analytics space. ModelOps is a DevOps-like framework and 

set of toolchains and processes that bring together data engineers, data 

scientists, developers, and operators to accelerate the delivery of models 

from data preparation to model production through an effective enterprise 

data and AI strategy while continuously monitoring the models and 

retraining the models when needed and instilling the trust throughout the 

entire process. It covers all stages in the AI lifecycle presented in Figure 9-1.

4 Please review Chapter 5.
5 See Reference [5] for more information on DataOps.
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MLOps is a subfield of ModelOps. The primary goal is to help data 

scientists with rapid prototyping for ML models and fast delivery of ML 

models to production systems. MLOps focuses on the automation of tasks 

specific to ML, as outlined in Figure 9-2: feature engineering, HPO, version 

control, model evaluation, and finally deployment of inference models 

at scale. It increasingly employs tools with interpretability, transparency, 

security, governance, and reproducibility of experiments to incorporate 

ethics and remove bias throughout the entire ML lifecycle.

ModelOps and MLOps are often used interchangeably. They are 

very similar in terms of capabilities. But ModelOps has a broader 

scope including not just ML models but also knowledge graphs, rules, 

optimization, and natural language techniques and agents, while MLOps 

focuses on ML model operationalization only, according to Gartner.6

As presented in Figure 9-2, the data preparation task in ModelOps 

triggers DataOps pipelines. The output of DataOps, which is high-quality 

governed data, goes into the next stage of ModelOps. So where does the 

output of ModelOps go? The answer is business application. Typically, 

there are several ways to integrate the predictions from ML models with 

business applications. The first option is offline inference, where the 

prediction results are stored in a database and the application gets them 

directly from the database. The second is batch prediction, which makes 

inference on a set of records on a regular basis, for example, weekly, 

monthly, or quarterly. This is commonly used for accumulated data and 

situations that don’t need immediate results. The third option is online 

inference, where the model is called via an API to make predictions. 

Usually, online inference is expected to have results instantly. Also, 

the prediction requests can queue up by the message broker and be 

processed later.

6 See Reference [6] for more information on the difference between ModelOps 
and MLOps.
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Either way, the model inference is consumed by business applications. 

Therefore, DevOps also comes into play. Both new deployments of models 

and anomalies detected during the monitoring phase trigger the DevOps 

pipelines and actions accordingly. DevOps practices are essential to 

ensure that AI models can be deployed and injected into the business 

workflow of the enterprise. The model repositories need to be built for 

AI model lifecycle management, champion testing, and system testing, 

and model rollout/rollback mechanisms need to be set up to ensure 

availability, backed by CI/CD (Continuous Integration/Continuous 

Deployment).

In summary, AI engineering consists of three pillars: data, model, 

and code. To achieve best practice in AI engineering, it is recommended 

to adopt a platform that can provide capabilities for DataOps, ModelOps, 

and DevOps or integrate seamlessly with external Ops frameworks without 

supporting all three.

The following are some motivational aspects to implement DataOps, 

MLOps, and ModelOps in the context of the AI lifecycle:

 1. Complexity of data domains: Data challenges 

that enterprises are faced with are not just the 

explosive growth of data but the complexity of the 

data domains and the heterogeneity of data sources 

from hybrid cloud and multi-regions. Data silos 

are becoming an increasingly serious problem. 

The advent of Data Fabric and Data Mesh concepts 

is aiming to resolve this issue by providing smart 

integration capabilities to help users decide to 

virtualize, replicate, or transform data depending on 

various factors, for example, policies, performance, 

latency, etc. Especially Data Mesh solutions with 

their organizational and federated approach are 

geared toward breaking data silos with data source 

and data ownerships.
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 2. AI governance: One critical aspect of implementing 

DataOps is to address the need for data and AI 

governance and privacy. Data Fabric and Data Mesh 

provide a knowledge-augmented central catalog 

that contains

 a. An inventory of data assets with enriched business 

semantics

 b. A set of governance artifacts including business 

glossaries, regulations, data privacy policies, data 

protection rules, and privacy data classifications

 3. Knowledge catalog: The Data Fabric architecture 

with its knowledge catalog capabilities 

automatically enriches data assets via data 

discovery and data integration and enforces quality 

and protection rules throughout all activities in the 

data preparation stage.

 4. Democratization of data and AI: Furthermore, 

one key benefit of DataOps is data and AI 

democratization. The intelligent catalog and 

semantic search enable everyone in the company 

to find the data they need to perform their job. In 

the context of the AI lifecycle, it greatly improves 

the collaboration and communication among data 

scientists, data engineers, and IT specialists and 

reduces the time for Collect Data.

 5. Data and AI orchestration: Last but not the least, 

the core of DataOps lies in orchestration, which 

is responsible for moving data and AI between 

different stages in the pipeline and instantiating 

the data tools that operate on it. It also monitors 
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progress and issues alerts for specific data problems. 

Data Fabric and Data Mesh provide a unified 

pipeline that composes an end-to-end workflow by 

reusable data pipelines, which is the core objective 

of DataOps orchestration.

To illustrate DataOps and ModelOps further, let us dive into a couple of 

case studies.

 Case Study 1: Consolidating Fragmented 
Data in a Hybrid Cloud Environment
The data needed to build models is scattered across multiple data sources 

and often across multiple clouds. According to IDC’s State of the CDO 

2021 study,7 data fragmentation and complexity is the number one barrier 

to digital transformation in 2022. Nearly 80% of organizations surveyed 

are storing more than half of their data in hybrid cloud infrastructures. 

Seventy-nine percent of organizations are using more than 100 data 

sources, and 30% are using more than 1,000 data sources. However, 75% of 

organizations do not yet have a complete architecture to manage a set of 

end-to-end data activities, including integration, access, governance, and 

protection.

One of the ultimate goals of a Data Fabric architecture and Data Mesh 

solution8 is to achieve a single source of truth, which asserts enterprise- 

wide data coverage across applications that is not limited by any single 

platform or tool.9 This creates both technical and process challenges for 

groups seeking to access and explore their data. The technical challenges 

arise from the logistics of extracting data from multiple sources or if 

7 See Reference [7] for more information on the CDO 2021 study.
8 See Chapter 8.
9 See Reference [8] for more information on Gartner’s vision for data and analytics.
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that data is stored in different formats. Making data usable requires a 

significant amount of time and effort from highly skilled data engineers. 

More complex are the organizational-level restrictions around who is 

accessing what data and for what purpose. This is particularly difficult in 

industries such as healthcare and finance, where sensitive data needs to 

be handled with care and often with strict regulatory requirements. At the 

same time, people struggle with analyzing data without replicating it. In 

the majority of analytics projects, multiple copies of the data are stored in 

different locations and formats, which creates additional issues such as 

cost, latency, untrustworthy data, security risks, and more.

Application ID Debt Credit Score Interest Rate Recommend Interest Rate

Mongo

PostgreSQL Warehouse
Mortgage 
application data

Mortgage Application

CloudOn-premise

Daily update

Update debt
per transaction

Interest rate

Applicants’
score

Figure 9-3. The Data Architecture for a Mortgage Application

As most organizations struggle with data fragmentation, there is 

a strong need for a unified enterprise data architecture. This section 

presents you with a case study to integrate data from multiple sources 

with the implementation of a Data Fabric architecture. Data and sample 

projects used in the case study can be found in IBM Cloud Pak for Data 

Gallery.10

10 See Reference [9] for more information on data and sample projects in IBM 
Cloud Pak for Data Gallery.
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In this case study, a bank in the United States wants to offer a smart 

mortgage service for California residents. The interest rate on the loan is 

based on a combination of the applicant’s personal credit score and the 

latest interest rate regulations. To implement this service, data engineers 

in this bank need to collect all key information about the applicant and 

recommended rates. The key information is spread in different database 

systems as depicted in Figure 9-3:

• The anonymized mortgage application data and 

mortgage applicants’ PII (Personally Identifiable 

Information) are stored on a cloud data warehouse.

• The mortgage applicants’ credit score data is stored on 

a PostgreSQL database.

• The interest rate is subject to market change and 

is scheduled to be refreshed daily, where the latest 

interest rate data can be retrieved from a MongoDB 

database.

Data engineers need to find mortgage applicants’ credit scores, filter 

the data by state (to only include records from California), calculate the 

total debt for each applicant, and then merge credit score ranges into a 

data asset to be consumed by the data science team.

As explained in the previous section, being able to collect and prepare 

data with good quality is critical to building a data pipeline. It is important 

to understand the metadata of the ingested data. Sample data previews 

can help us understand the values within the data, and statistics and 

visualizations can help us determine a strategy for connecting multiple 

datasets.

From the data preview, as depicted in Figure 9-4, it is found that the 

column ID can be used to connect application data with PII data. It’s 

also found that the column STATE_CODE can be used to filter the data 

instead of using the state name (which requires an additional step for data 
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transformation). It’s noticeable that the mortgage applicant’s credit score 

data uses a different code in the column ID, which cannot be used as a 

key for further connections. So the column EMAIL_ADDRESS is chosen 

instead.

Let’s see how to build data pipelines to consolidate fragmented data 

from disparate data sources, which is a goal of DataOps.

Figure 9-4. Preview Sample Data

First, adding the amounts of the loan and credit card debt gives the 

total debt of an applicant. Then query the interest rate table in MongoDB 

with the credit score to find the corresponding interest rate. Finally, 

generate recommended interest rate for mortgage applicants. The whole 

data pipeline looks like Figure 9-5.

However, interest rate data keeps changing. Loan and credit card 

debt amounts are updated monthly. Credit scores are calculated by other 

applications and pushed to the PostgreSQL database daily. Interest rates 

are updated daily. If the tasks of joining of data, the calculation of total 

debt, and querying of interest rates are separated and run independently, 
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there’s no guarantee the result keeps the expected level of accuracy. 

Therefore, the pipeline, as depicted in Figure 9-5, needs to be deployed 

as one job and is scheduled to run regularly. That ensures that the data 

request of interest rate is fulfilled with up-to-date data.

High-quality ML models require high-quality data. ML pioneer 

Andrew Ng believes that focusing on the data quality that powers AI 

systems will help unlock their full power.11 Business leaders like Gartner 

believe that low-quality data induces high cost and undermines business.12 

Data only delivers business value when it is correlated and can be 

accessed by any user or application in the organization. Organizations 

looking to improve data quality typically start with a data and analytics 

governance program that consolidates fragmented data from hybrid cloud 

environments. When implemented properly, Data Fabric and Data Mesh 

help ensure that this value is available throughout the organization in the 

most efficient and automated manner.

11 See Reference [10] for more information on why Andrew Ng advocates for  
data-centric AI.
12 See Reference [11] for more information on the impact of poor-quality data on 
business from Forbes.
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The ideal implementation of both concepts puts together self-service 

data tools into an intelligent fabric of a heterogeneous data landscape. It 

provides everyone in the organization with the ability to find, explore ,and 

interrogate all available data, whether on-premises or in a hybrid cloud 

landscape.

 Case Study 2: Operationalizing AI
Operationalizing AI refers to AI lifecycle management, which 

introduces integration between the data engineering team that builds 

the data pipeline, the data science team that builds the AI models, 

and the operation team that deploys and maintains the AI models. 

Operationalizing AI and AI engineering are often interchangeable. As 

explained in the previous section, AI engineering involves the core 

management competencies of ModelOps, DataOps, and DevOps to enable 

organizations to improve the performance, scalability, interpretability, and 

reliability of AI models while delivering the full value of AI investments.

In the mortgage business, change is constantly happening based 

on changing regulations, products, and processes. It is imperative that 

customers get up-to-date information and timely support to streamline 

their home-buying experience. The bank in our case study wants to 

have an expansion of its business by offering low-interest-rate mortgage 

renewals for online applications. The task for the data scientist team is to 

train a mortgage approval model to predict which applicants qualify for 

a mortgage and deploy the model for real-time evaluation based on the 

applicant’s requirements.

Chapter 9  Data FabriC anD Data Mesh For the ai LiFeCyCLe



212

Fi
gu

re
 9

-6
. 

E
xp

la
in

 H
ow

 P
re

di
ct

io
n

 Is
 B

ei
n

g 
M

ad
e 

in
 P

la
in

 E
n

gl
is

h

Chapter 9  Data FabriC anD Data Mesh For the ai LiFeCyCLe



213

There are a wealth of algorithms for training the model. Once it’s 

available, the data scientists save it to the project and use a holdout 

dataset to evaluate the model. Figure 9-6 explains in plain English why 

the model makes a prediction with a high degree of confidence. When the 

performance of the model is satisfactory, it can be taken to production.

Moreover, the status and production performance of the models can be 

monitored at any time from the model inventory, as shown in Figure 9-7.

There are a few challenges when operationalizing AI. The most 

common one is that deploying AI models into production is expensive and 

time-consuming. For many organizations, over 80% of the models have 

never been operationalized. While data science teams build many models, 

very few are actually deployed into production, which is where the real 

value comes from. For many organizations, the time it takes them to build, 

train, and deploy models is 6–12 months.

The issue of AI bias has attracted increasing attention in public. Drift 

occurs as data patterns change, which leads to a reduction in the accuracy 

of each model’s predictions. When this happens, line-of-business leaders 

are increasingly losing confidence that their models are producing 

actionable insights for their business. Fairness is also an area of concern. 

If the model has produced favorable predicting results for specific groups 

(gender, age, or nationality), then it can lead to AI ethics discussions and 

possibly even legal risks.
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Another AI trust issue that affects model deployment comes from the 

lack of model lineage analysis. This includes two aspects. One is how the 

model is built and which features have a decisive role in the final scoring 

results of the model. This is the area where the interpretability of the 

model comes into play. The other area is data lineage: where the data used 

to train the model comes from, whether it is accurate and secure, and 

whether there is a possibility of tampering.

The fact sheets shown in Figure 9-7 are an example to help business 

users understand and trust the model.

These challenges need to be considered when an organization chooses 

a Data Fabric and Data Mesh implementation. The goal of acquiring data 

is to use it for a particular business purpose. Therefore, the best solution 

is to have the capabilities to operationalize data and AI implemented 

within the Data Fabric architecture. It helps organizations reduce the skills 

required to build and manipulate AI models, speed up delivery time by 

minimizing mundane tasks and data preparation challenges, and, at the 

same time, optimize the quality and accuracy of AI models with real-time 

governance.

 Accelerate MLOps with AutoAI
There is a chasm between using Jupyter notebooks to develop models 

for experimentation and deploying them to production systems. While 

enterprise investment in AI has been increasing, the percentage of AI 

models that are delivered to production is still small. Enterprises are 

recognizing that crossing this chasm has become critical to realizing the 

value of AI. Due to the success of DevOps, many enterprises are looking 

to MLOps to solve this problem. As it is explained in the earlier section, 

MLOps is a set of practices that connect data preparation, model creation, 

deployment, and monitoring, with a focus on operating ML models 

effectively.
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The success criteria for MLOps are to establish a sustainable set of 

disciplines for enterprises to roll out experimental models to production 

smoothly. Listed in the following are challenges that need to be dealt with 

when implementing MLOps practices.

The first is data preparation. Since ML models are built on data, they 

are very sensitive to the quality of data, such as the semantics, quantity, 

and completeness of the data being used to train the model. However, data 

preprocessing can be very time-consuming, depending on the conditions 

of the data. As explained in Chapter 6, a sequence of data understanding 

and data preparation tasks need to be performed. Here are some of the 

most common examples:

• Feature selection: Discard features that are less 

important to prediction. First, exclude the features 

that have a constant value throughout the dataset. 

Second, if the data type is not time or date, ignore the 

columns that have a unique value, which very likely 

represents an ID.

• Missing or incorrect values: For the missing values or 

inaccurate values in the datasets, one option is to use a 

statistical approach to estimate – the mean, median, or 

average of adjacent records. Another option is to use an 

ML algorithm to predict the missing or inaccurate value.

• Feature encoding and scaling: There are many 

transformation methods based on data types. For 

example, you can encode categorical features as 

ordinal numbers and scale numerical features to see 

how they affect the performance of the model.

The next phase is model creation. Based on the characteristics of 

datasets and the nature of business problems, there are a wealth of ML 

algorithms to use. In reality, the choice of algorithms needs to balance 

between the accuracy and the time spent for training. Another thing to 
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consider is the metrics used to evaluate ML models, such as ROC and 

AUC for binary classification13; F1, precision, and recall for multi-class 

classification; mean squared error (MSE), root mean squared error 

(RMSE), and R2 for regression; etc.

Feature engineering also plays an important role in model creation. 

ML algorithms deal with tabular data, and if relationships exist between 

different features, using data transformation to derive new features and 

combine them will help reveal the insights hidden in the data.

While these previously described tasks are complex, the approach to 

when and what method is needed to solve a problem is clear. This lays a 

good foundation for automation. Many vendors offer AutoAI solutions to 

automate the preceding tasks.

AutoAI is a no-code/low-code platform that automates several 

aspects of the MLOps lifecycle. As shown in Figure 9-8, AutoAI provides 

an easy-to-follow wizard to help you define the model training settings 

and to choose the target (predicted) feature. AutoAI also provides HPO 

capabilities that help optimize the hyperparameters of the best-performing 

pipelines from the previous phases. It uses a model-based, derivative-free 

global search algorithm, called RBFOpt,14 which is tailored for the costly 

ML model training and scoring evaluations.

For each folding and algorithm type, AutoAI creates two pipelines 

optimizing the algorithm type using HPO: the first optimizes the algorithm 

type based on the preprocessed (imputed/encoded/scaled) dataset, and 

the second one optimizes the algorithm type based on optimized feature 

engineering of the preprocessed (imputed/encoded/scaled) dataset.

The final model can be selected from the set of candidate models. 

Once the model is built and exported to a Jupyter notebook, the data 

scientist can further customize the results, which is often required for more 

complex use cases.

13 Please, refer to chapter 6 for an explanation of ROC, AUC, etc.
14 RBFOpt is an open source library for black-box optimization with costly function 
evaluations.
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AutoAI automates the highly complex process of finding and 

optimizing the best ML models, features, and model hyperparameters for 

training.15 It allows people without deep data science expertise to create 

models of all types and even those with deep data science expertise to 

prototype and iterate from them more quickly. AutoAI reduces the effort 

of building models and increases productivity and accuracy. It provides 

significant productivity gains for enterprises implementing MLOps.

 Deployment Patterns for AI Engineering
When it comes to the training and deployment of AI models, IT often 

defines the requirements that data science practices must comply with. For 

example, if training data are stored in a public cloud, model training using 

that data very likely also must take place in the same cloud to minimize 

data export (outbound) costs or to comply with governance rules. There 

are many other factors around model training and deployment, including 

security, latency, performance, and data residency. Here are a few 

examples:

• Meet the service-level requirement, for example, 

response time, latency, and throughput:

• Co-locating with the data source for easy access to 

features

• Co-locating with the applications to reduce 

network overhead

• Easy scale-out to accommodate massive 

inference calls

15 See Reference [12] for more information about the benefits AutoAI could bring 
to MLOps and the AI lifecycle.
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• Optimize cost for deployment related to hardware, 

integration, and operation cost:

• Reuse existing computational resources.

• Reduce efforts of integrating with existing 

applications.

• Reduce operational costs by reusing existing 

operations infrastructure.

Depending on the importance of these factors, enterprises employ 

one or more of three common patterns when deciding on ML deployment 

architecture. The first pattern is to deploy the runtime environment of the 

ML model to the platform where the data originated.

Business-critical applications in large enterprises are currently 

deployed in highly reliable and regulated environments. For instance, 

two of three large financial institutions in the world are running their core 

banking systems on IBM zSystems. As a result, a large amount of training 

data for ML and the raw data needed for inference after the ML models 

go live are still generated and stored on-premises. Moving this data from 

a secure environment to the public cloud not only introduces latency but 

also increases the risk of data leakage and data tampering.

The deployment pattern in Figure 9-9 can be an option for 

organizations that do not want to take legal risks and potential financial 

losses, but still want to benefit from flexible, scalable, and cost-effective 

computing resources on the public cloud.

First, the data is masked according to the data protection regulations 

and migrated to the public cloud platform through intelligent integration 

technology as the dataset for model training. When the model training 

is completed, it is deployed to the on-premises system. To obtain better 
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scalability, it is recommended to use container-based deployment. 

In addition, multiple versions of the same model can be deployed for 

subsequent AB testing16 and gray release.

Public CloudOn-Premise

Machine Learning Training Platform

Loan Approval

Deploy to
target
environments

Retrieve raw
data for model
inference

Core
business

applications

Virtualize,
replicate or
transform for
training

Train Test

Hyperparameter
optimization

Invoke model
inference API

Get prediction
results

Model evaluation

API
gateway

Machine Learning Runtime
Container

Machine Learning Runtime
Container

Machine Learning Runtime
Container

Loan Approval v2 (ONNX)

Machine Learning Runtime
Container

Machine Learning Runtime
Container

Loan Approval v1 (PMML)

Machine Learning Runtime
Container

Loan Approval v1 (PMML)

Replica Replica

Machine Learning Runtime

Figure 9-9. Pattern 1: Co-locate ML Runtime with Data for Easy 
Access of Features

There are several ways in which models and applications can be 

integrated. To continuously monitor and easily update models, invoking 

inference APIs of models from applications is the most common way of 

integration. Considering the scale of the workloads in production systems, 

which may reach up to 10,000 per second, enterprises usually use an API 

gateway for load balancing.

In this pattern, the application directly obtains the raw data needed 

to invoke the model APIs and then sends the request for model inference 

through the API gateway, which forwards it to the runtime container of 

the corresponding model version based on the specific information of 

the request. If too many inference requests are received at the same time, 

the API gateway may create a new replica of the runtime with the specific 

model version to maintain the service level for the model.

16 A/B testing is a method of comparing two versions of a web page or app.
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The core idea behind this deployment pattern is to train models on 

public cloud with regulated data from on-premises but deploy models 

back to on-premises to easily access raw data, thereby improving the 

performance and quality of model inference. One potential drawback of 

this pattern is the massive amount of scoring requests that may have an 

impact on business-critical applications that reside in the same system. 

Another disadvantage is that skills and toolchains for operationalization 

are more complex due to cross-platform deployments.

In contrast with data gravity, the second deployment pattern is 

a cloud-native one. Assuming most data for training and scoring are 

generated on-premises and modernized applications are running on 

public cloud, enterprises can consider the deployment pattern presented 

in Figure 9-10.

Public
Cloud

Machine Learning Runtime

Virtualize,
replicate
transform
for training

Machine Learning Training Platform

Applications

Replicate in 
near-time 
for scoring

On-Premise

API
Gateway

Machine Learning Runtime
Container

Machine Learning Runtime
Container

Machine Learning Runtime
Container

Loan Approval v2 (ONNX)

Machine Learning Runtime
Container

Machine Learning Runtime
Container

Loan Approval v1 (PMML)

Machine Learning Runtime
Container

Loan Approval v1 (PMML)

Replica

Replica

Loan Approval Hyperparameter 
optimization

Model evaluation

Figure 9-10. Pattern 2: Co-locate ML Runtime with the Application 
on Cloud

Like the previous pattern, during the training phase, data is moved off 

from the on-premises system to the public cloud, and after the training is 

complete, it is deployed directly to the public cloud. Applications running 

on public cloud retrieve raw data either directly from the data source on- 

premises or though access to a near-real-time cache of the data source 
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on- premises. Once applications get the data needed for model inference 

APIs, they send requests to the API gateway, which dispatches the requests 

to a specific runtime for models as described in the first pattern.

There are two important consideration factors when deploying this 

pattern:

 1. Whether the latency of copying data or accessing 

data for model inference is acceptable. Depending 

on the data source and technology, the latency 

varies from hours to seconds.

 2. Whether the data movement complies with 

security and privacy regulations. For example, 

data generated by data centers in the countries in 

the European Union is not allowed for transit use 

by applications running on public cloud in the 

United States.

If the above-mentioned factors are not hindrances, then this 

deployment pattern has advantages. First, the environment in which the 

models run can easily scale out through a public cloud infrastructure. 

Second, the cost of operations and maintenance is relatively low due to the 

unified operations toolchain. Last but not the least, it has minimal impact 

on on-premises systems.

The third and final common deployment pattern is an edge 

deployment one. AI models for image recognition and video analysis are 

widely used in the manufacturing industry. One typical use case for image 

recognition is to spot the defects in the parts in the production line to 

reduce the manual efforts of quality inspection. Another use case is the use 

of video analytics to monitor whether workers are operating regulation- 

safe operations.
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Figure 9-11. Deploy an Inference Service on an Edge Device

In these two examples, very likely the production lines in the shop floor 

don’t have connections to the public cloud. Even if they have connections, 

the network overhead increases the delay in the return of model inference 

results, and the performance requirements of the application cannot be 

met. That’s why edge deployment has traction.

In this deployment pattern, as depicted in Figure 9-11, all data 

captured at edge devices (including images and videos) is sent to 

public cloud or on-premises for training. Since images and videos are 

unstructured data, manual annotation is usually required. When the 

model training is completed, the model is deployed to multiple edge 

devices. One difficulty with this deployment pattern is that the model may 

be rewritten in a language like C++ due to the resource constraints of the 

edge-side devices and the extremely high requirements for performance, 

which imposes additional difficulties for model upgrades and version 

management. It often requires an additional component to dispatch the 

models to edge devices and manage the lifecycle of models at the edge.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 9-1.

Chapter 9  Data FabriC anD Data Mesh For the ai LiFeCyCLe



225

Table 9-1. Key Takeaways

# Key Takeaway High-Level Description

1 ai and software 

engineering have 

fundamental 

differences.

traditional software is rule-driven, where the 

problem can be coded with clear logical rules and 

have deterministic output, while ai is more data- 

driven, which is based on training sets of data and 

algorithms for approximation of an optimal solution.

2 the ai lifecycle 

comprises of multiple 

stages.

the ai lifecycle comprises of business problem 

understanding, collecting data, preparing data, 

building the model, deploying the model, monitoring 

the model, and governing the model.

3 ai operationalization 

domains include 

Dataops, Modelops, 

and Devops.

ai operationalization consists of three pillars – data, 

model, and code. it is recommended to adopt a 

platform that can provide capabilities for Dataops, 

Modelops, and Devops.

4 Differences between 

Modelops and 

MLops.

MLops is a subfield of Modelops. Modelops 

contains the operationalization not just for machine 

learning but also for knowledge graphs, rules, 

optimization, natural Language processing, agents, 

etc.

5 the Data Fabric 

architecture and 

Data Mesh solution 

implements Dataops 

practices.

Data Fabric and Data Mesh provide a unified 

enterprise data architecture and solution for 

consolidating dispersed data from a hybrid cloud 

environment through automated data discovery, 

smart data integration, and intelligent cataloging.

(continued)
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Table 9-1. (continued)

# Key Takeaway High-Level Description

6 Majority of models 

never get into 

production.

over 80% of models are never operationalized 

because the efforts involved in deploying them are 

enormous and the models are deployed and found 

to produce drift or fairness issues that outweigh the 

benefits.

6 autoai accelerates 

MLops.

autoai is a no-code/low-code platform that 

automates several aspects of the MLops lifecycle. 

it allows citizen data scientists to create models 

of all types and even seasoned data scientists to 

prototype and iterate from them more quickly.

8 there are multiple 

deployment 

architecture patterns.

the choice of deployment architecture is 

determined by various factors, including but not 

limited to data locality, performance and latency 

requirements, and security requirement.
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CHAPTER 10

Data Fabric 
Architecture Patterns
A specific Data Fabric architecture is determined by its business and IT 

context and intent, meaning that not every implementation is identical. A 

Data Fabric could for instance serve different data consumption patterns, 

such as real-time transactional inference of AI-based insights, trustworthy 

AI scenarios, or AI governance purposes. A specific implementation of 

a Data Fabric also depends on concrete solution requirements, such as 

the ones associated with a Data Mesh solution (e.g., data-as-a-product) 

and whether the Data Fabric should serve certain technologies, such as 

IoT, edge computing, or 5G. Finally, intelligent information integration 

can be underpinned with different and complementary methods, such as 

data virtualization, replication, streaming, etc., which has an impact on 

the underlying Data Fabric architecture. Integration challenges within a 

hybrid cloud landscape1 leveraging public cloud services may differ from 

integration needs within a private cloud and on-premises landscape.

Even AI itself can be characterized by a broad spectrum of application 

areas prevalent in different industries,2 with the result that a Data Fabric 

architecture implementation may differ significantly case by case, 

depending on industry imperatives.

1 See Reference [1] for more information on Data Fabric in a hybrid cloud environment.
2 See Chapter 6 for some sample AI application areas in various industries.
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 Introduction
In this chapter we provide a high-level overview of the Data Fabric and 

Data Mesh evolution and elaborate on Data Fabric architecture patterns 

in terms of three related but distinct areas, which we have touched on 

previously.

First, we present data consumption patterns, where we examine 

how a Data Fabric that is usually associated with AI and analytics is 

entangled with transactional processing. We then introduce a Data Fabric 

architecture that serves as an underpinning for a Data Mesh solution, 

extending our treatment of this topic from Chapter 2. Finally, we examine 

some intelligent information integration styles, which are not necessarily 

mutually exclusive but could complement each other, depending on 

business and IT requirements and preferences.

 Data Fabric and Data Mesh Evolution
As we have seen in Chapters 1 and 2, the Data Fabric and Data Mesh 

concepts are still relatively nascent occurrences. Nevertheless, there are 

already evolutionary phases that are worthwhile to give adequate attention 

to, which is what we aim for in this section.
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Figure 10-1. Data Fabric and Data Mesh Evolution

The original scope of a Data Fabric3 seems to have presumably 

centered around hybrid multicloud data integration challenges, including 

corresponding security issues, data consistency needs, data governance, 

etc. But beyond this, nothing else has rated very highly in importance. For 

instance, an AI-infused Data Fabric generating active metadata, enabling 

intelligent cataloging, activating the digital exhaust, semantically enriching 

data, performing automated Data Fabric tasks, managing artefacts other 

than data itself, and addressing specific Data Fabric–based solutions, 

such as a Data Mesh solution, has not been within the original Data 

Fabric sphere.

Figure 10-1 illustrates these various influencing factors concerning the 

Data Fabric and Data Mesh evolution, where the starting point is lacking 

AI, both in terms of AI artefacts to be managed by both concepts and AI 

capabilities augmenting the Data Fabric and Data Mesh functionality.

3 Refer to Chapter 2, where we have introduced the origin of the Data Fabric term.
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The Data Fabric evolution is equally influenced by different 

technologies, such as IoT, edge computing, and 5G. Deploying AI/

ML in specific industries requires unique functional capabilities and 

integration points.

The following list briefly examines the various aspects, which have 

influenced and still continue to influence the evolution of both concepts. 

We have consciously avoided quantifying this evolutionary path as 

depicted in Figure 10-1 with concrete years or timing in scale, since most 

of these evolutionary aspects are overlapping and occurring mainly in 

parallel:

 1. From data to AI artefacts: As we have pointed 

out throughout this book, a Data Fabric and Data 

Mesh is not only about data in a traditional sense, 

specifically structured or relational data – it is about 

AI artefacts. Instead of using the term Data Fabric or 

Data Mesh, it would certainly be more appropriate 

to use the term Data and AI Fabric or Data and 

AI Mesh, to consider the variety of artefacts to 

be managed. This is illustrated by the left upper 

branches in Figure 10-1.

 2. AI-infused augmentation: Infusing AI into both 

concepts, which we may call an AI-infused Data 

Fabric or Data Mesh, constitutes the most essential 

innovation; it is inevitably the core of what this 

book is all about. Augmenting capabilities for both 

concepts by infusing AI enables us to do intelligent 

cataloging, generate active metadata, build 

semantic knowledge graphs, etc. and gain necessary 

and holistic insight to improve and optimize 

corresponding tasks, for example, building data 

products.
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 3. From insight to automated action: Gaining 

insight via AI/ML is a vital first step to provide 

automation. Moving toward a modern autonomous 

Data and AI Fabric or Mesh, the challenge is to 

turn insight into automated actions, meaning to, 

for instance, implement recommendations and 

proposed optimizations autonomously, limiting 

intervention by business users or operational staff 

to review and approval steps. Data Fabric and Data 

Mesh tasks should be adjusted and corrected in an 

automated fashion, based on the insight derived 

from active metadata or by activating the digital 

exhaust. Furthermore, resource allocations (e.g., 

compute power, I/O, memory, etc.) regarding data 

consumption tasks need to be learned as far as 

possible and autonomously adjustable by the Data 

Fabric and Data Mesh.

 4. Technology scope and industry needs: Hybrid 

multicloud adoption by the Data Fabric is only a 

first step. The concept of a Data Fabric becomes 

increasingly interrelated with other deployment 

options, technologies, and specific industry needs. 

For instance, a Data Fabric must power industrial 

IoT, mobile devices, edge computing, and 5G4 as 

well, which means for the Data Fabric to become 

more dispersed and move geographically closer not 

only to business users but also to end customers. In 

this context, data needs to be continuously streamed 

4 See References [2] and [3] for more information on the relationship between the 
Data Fabric, IoT, and edge computing.
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between the core system or applications and their 

edge devices, a pattern that needs to be embraced 

by a Data Fabric architecture. Furthermore, AI/ML 

is increasingly deployed at the intersection between 

the analytical and transactional domains,5 enabling 

inference of AI model outcomes within transactions 

at mobile and edge devices. To stress these specific 

aspects, we may even refer to an Edge Data and 

AI Fabric architecture pattern that can be viewed 

as an extension to a conventional Data Fabric 

architecture.

 5. Data Mesh solution: As we have seen in Chapter 2, 

the Data Fabric concept is closely interrelated to a 

Data Mesh solution with its key characteristics, such 

as enabling departmental ownership and building of 

data products in self-service fashion, which creates 

specific imperatives for a Data Fabric architecture.6

Now we move on to explore some data consumption patterns.

 Data Consumption Patterns
Thinking about today’s data consumption patterns leads us unavoidably 

to move above and beyond just considering analytical data as relevant 

for Data Fabric or Data Mesh scenarios. Instead, we need to embrace 

the intersection of transactional and analytical data domains as well. For 

instance, AI models – once they are developed and trained – must be 

5 We explore this aspect in the following section, “Data Consumption Patterns.”
6 We introduce a Data Fabric architecture for a Data Mesh solution later in this 
chapter.
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deployed and operationalized, which involves near-real-time inference 

and scoring of those AI models within the transactional landscape,7 for 

instance, via REST API calls. In addition, trustworthy AI requirements 

require us to implement MLOps, bridging the development and 

operationalization domains,8 meaning that the Data Fabric needs to 

orchestrate data access and data integration within the transactional 

landscape as well. IoT and edge computing require inferencing and 

analytics at edge and mobile devices, integrated into the application 

and transactional landscape. This imposes fundamentally different 

requirements for a Data Fabric architecture compared with traditional 

DWH or data lakehouse implementations, which are primarily geared 

toward analytical purposes, for example, developing AI models, 

dashboards, or traditional BI reports.

We therefore differentiate between the following two related but 

nevertheless distinct data consumption patterns:

Pattern A, analytical patterns, which are primarily 

concerned about analytical data and developing AI 

models, dashboards, BI reports, etc.

Pattern B, transaction patterns, which are 

primarily concerned about integration of data and 

AI artefacts within the transactional landscape

7 See Chapter 9.
8 See the section “Trustworthy AI” in Chapter 5.
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To further explore data consumption patterns, we need to understand 

the user landscape of a Data Fabric and Data Mesh. Data and AI artefacts 

can obviously be consumed by different users, addressing different 

objectives. For simplicity purposes, we differentiate between the following 

five groups of users:

 1. Business users: These are primarily executives, 

managers, and LoB users, who are either 

responsible for or preparing input for business 

decisions. These users consume data and artefacts 

for business purposes, including data-as-a-product 

as part of a Data Mesh solution.

 2. Developers: These are primarily application 

developers, data scientists, and data engineers, who 

are developing applications, AI models, pipelines, 

ETL stages, etc., which includes required data 

exploration and preparation tasks.

 3. End customers: These are the end customers of 

an enterprise, who are accessing applications and 

consuming, for instance, AI artefacts transparently 

at their edge, mobile and online devices or via 

other channels, for example, branch offices, ATMs, 

telephone, etc.

 4. Governance staff: These are data curators, data 

stewards, data quality engineers, etc., who are 

concerned about data and AI governance aspects.

 5. IT staff: In the context of a Data Fabric or Data 

Mesh, these are IT operational staff, who are, for 

instance, concerned about the AI deployment and 

operationalization aspects, enabling inferencing, 

scoring, etc.
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Both concepts need to address the variety of data consumption needs 

that are imposed by these users. There exists obviously a much more fine- 

grained list of users and their corresponding roles and responsibilities. 

However, we would like to keep it relatively simple and targeted toward our 

Data Fabric and Data Mesh–related purposes.

Table 10-1 is a list of some key data consumption patterns, which are 

categorized as either transactional, analytical, or hybrid and furthermore 

linked to the various user groups.9

Table 10-1. Data Consumption Patterns

# Category Pattern User Description

1 analytical bi business traditional bi business 

reporting, planning 

scenarios, and real-

time dashboarding 

based on DWh 

systems

2 analytical ai businessDeveloper ai model development, 

including training, 

validation, and testing

3 analytical exploration Developer Data exploration and 

preparation for ai and 

bi use cases

4 analytical transformation Developer Data transformation 

and etL for ai and bi 

use cases

(continued)

9 See Reference [4] for more information on data consumption patterns.
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Table 10-1. (continued)

# Category Pattern User Description

5 transactional trustworthy ai businessit 

staffGovernance

ensuring trustworthy 

ai after deployment 

and during 

operationalization 

of ai models into 

the transactional 

landscape

6 transactional MDM10 business enabling a single 

version of the truth 

for core information 

(master data, 

reference data) and 

360-degree customer 

insight

7 transactional inferencing it staff inferencing and 

scoring of ai 

models within 

the transactional 

landscape, often in 

real time

(continued)

10 MDM stands for Master Data Management.
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# Category Pattern User Description

8 transactional iot, edge, 3G end customers inferencing and 

analytics at edge 

and mobile devices, 

integrated into 

the application 

and transactional 

landscape

9 hybrid Data Mesh business establishing a 

self-service data 

marketplace, enabling 

access to data-as-a- 

product

10 hybrid Governance Governance access to data and ai 

artefacts for governance 

purposes, for example, 

data curation, data 

quality, etc.

Table 10-1. (continued)

Categorizing these patterns strictly as either transactional or analytical 

is not always possible, especially for the Data Mesh and governance 

patterns. For instance, the Data Mesh solution pattern (#9 in Table 10-1) 

should enable business users to deal with data-as-a-product, which 

includes search, discovery, and exploration of data. However, it may 

also include the usage of data and AI artefacts within an application and 

transactional context. You therefore see the term Hybrid as a category for 

some patterns listed in Table 10-1.
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The AI pattern (#2 in Table 10-1) is primarily concerned about 

developers. However, business users create the business framework and 

communicate the business requirements. You therefore see both users 

listed. The trustworthy AI pattern (#5 in Table 10-1) may engage a variety 

of different users: Business users obviously have an interest in trustworthy 

AI. However, IT staff and AI governance personnel need to be engaged 

as well to enable trustworthy AI. The Data Fabric needs to support these 

various users with their corresponding roles and responsibilities.

The MDM pattern (#6 in Table 10-1) is concerned about delivering 

a single version of the truth for core information (master data) within 

a transactional and application landscape in real time, which includes 

providing 360-degree customer insight. In today’s enterprises, data 

emanates at various points of customer interaction.
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Figure 10-2. Data Consumption Patterns

The Data Fabric architecture needs to guarantee this single version 

of the truth within the application and transactional landscape, which – 

depending on the deployment option of an MDM solution – could 

also mean to assemble this single version of the truth based on core 

information that is dispersed and maintained in various data stores.11

11 See Reference [5] for more information on MDM solutions and deployment 
options.
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Figure 10-2 summarizes our discussion as a conceptual illustration. 

The key message of this subsection is to understand the broader 

application scope of a Data Fabric architecture, reaching far beyond the 

pure analytical data and application domains.

 Data Fabric for a Data Mesh Solution
The interrelationship between both concepts has already been discussed 

in Chapter 2. This subsection examines further Data Mesh solution 

functions and how they are intertwined with the Data Fabric capabilities. 

Since a Data Mesh enables line of business and product owners to build 

and deliver data-as-a-product in a self-service fashion, we intend to focus 

on this self-service layer as one of the key integration points between a 

Data Fabric architecture (or framework) and a Data Mesh solution.

In addition, we introduce a high-level architecture overview diagram, 

depicting a Data Mesh intertwined with the Data Fabric framework.

 Data Mesh Self-Service Capabilities
Both Data Fabric and Data Mesh concepts include self-service capabilities; 

however, the Data Mesh solution requires additional self-service 

capabilities that are imposed by the Data Mesh solution imperatives.

Data Fabric self-service capabilities are technology-centric; they 

are enabled by semantic search and discovery and information in the 

knowledge catalog, such as active metadata, information regarding access 

methods, etc.

Data Mesh self-service capabilities are business- and domain-centric; 

they are primarily geared toward building, delivering, and managing data 

products in a concrete business, domain, or industry context, enabling the 

shopping-for-data experience.

Chapter 10  Data FabriC arChiteCture patterns



244

Figure 10-3 illustrates this interconnectedness of Data Mesh and 

Data Fabric self-service capabilities. The boundaries we have drawn in 

Figure 10-3 may be perceived as arbitrary and, in some way, even artificial. 

Some readers may even ask themselves what makes the Data Mesh self- 

service capabilities12 unique and different in comparison with the ones 

that are already present in a Data Fabric architecture.

To clarify this, let us examine the specific Data Mesh self-service 

capabilities in detail.

3

Data Mesh self-service capabilities (in addition to the Data Fabric ones)

Knowledge catalog

Data Fabric self-service capabilities (leveraged by the Data Mesh solution)

Knowledge graph

Smart integration

Metadata insightTrustworthy AI

Rules and policies

3

Unified lifecycle AI governance

Business 
definition/scoping

Semantic search Active metadata

Domain-specific 
specifications

Data product 
Build and delivery

Data product 
management

Business glossary 
integration

Ontology/taxonomy 
integration

Semantic business 
enrichment

Business 
knowledge graphs

… …

Figure 10-3. Data Mesh Self-Service Capabilities

12 See Reference [6] for more details on self-service data platforms.
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The following is a list of self-service capabilities that are specifically 

related to building a Data Mesh solution:

• Semantic business enrichment: Semantic 

enrichment, which is undoubtedly strongly linked to 

the Data Mesh characteristics, has been prominently 

discussed in Chapter 7. In the context of a Data Fabric, 

semantic enrichment simplifies data discovery, access, 

and consumption. In the context of a Data Mesh, 

however, semantic enrichment needs to embrace a 

specific business, domain, or industry context. Data 

and AI artefacts must be interpretable and enriched 

above and beyond the pure technical aspects; they 

need to be understood and consumable in a specific 

business context, which is what we refer to as semantic 

business enrichment.

• Ontology/taxonomy integration: Again, in  

Chapter 7 we have seen domain-specific ontologies to 

serve as input to the semantic enrichment engine of 

a Data Fabric. The ontology/taxonomy integration for 

a Data Mesh solution needs to serve the data product 

build and delivery service and needs to support the 

domain- specific specifications and business definition 

and scoping needs.

• Business glossary integration: The business glossary 

is part of the Data Fabric knowledge catalog; however, 

it needs to be integrated into the data product build 

and delivery processes. Thus, the Data Mesh solution 

leverages an existing business glossary, may add new 

terms, and will link relevant business terms to the data 

products or services.
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• Business knowledge graph: In Chapter 5, we have 

introduced the semantic knowledge graph as an AI/

ML-enriched knowledge graph. If you revisit our 

discussion from Chapter 5, the semantic knowledge 

graph within the Data Fabric framework is indeed 

focusing primarily on technical and organizational 

relationships. Further enriching this graph with 

business-, domain-, or industry-specific knowledge 

and relationships with corresponding data products is 

called a business knowledge graph, which represents 

and enriches data products for Data Mesh solutions.

• Data product build and delivery: One of the key 

objectives of a Data Mesh solution is to build and 

deliver data products in self-service fashion. This 

requires a GUI-based Data Mesh application module 

that supports data owners, business users, etc. to 

perform these tasks, where existing Data Fabric self- 

service and other capabilities are utilized. Data product 

delivery needs to include the provisioning to other 

data owners or business domains as well to enable 

interoperability across business domains.

• Domain-specific specifications: Data products may 

have to be defined and delivered within a domain- 

specific context or event, which requires data and 

AI artefacts to be understood holistically and in 

relationship to domain-specific events or processes. A 

Data Mesh solution needs to facilitate this specification 

of domain-specific events or processes to the 

underlying data and AI artefacts, which serves as input 

to the data product build process.
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• Business definition/scoping: Like domain-specific 

specifications, a Data Mesh solution requires self- 

service capabilities regarding the definition of business 

events and scoping of the business context, which 

must be configurable and mappable to relevant data 

and AI artefacts or objects. The business glossary, the 

integration of the ontology and taxonomy, and the 

business knowledge graph may be leveraged by the 

business definition and scoping services.

• Data product management: Once data products have 

been built and made available to the data consumers, 

business users, or AI governance staff, they need to be 

managed (for instance, addressing updates, product 

versions, ownership, access rights, etc.) as additional 

artefacts in the Data Fabric knowledge catalog.

Like any data and AI artefact, data products are likewise stored in the 

Data Fabric knowledge catalog, which we may then consider as a Data 

Mesh knowledge catalog. The preceding list of Data Mesh self-service 

capabilities makes it inevitably clear that specific Data Mesh tools and 

services are required that leverage the Data Fabric capabilities to build a 

Data Mesh solution. These tools and services need to include REST APIs 

and data exchange protocols or standards (e.g., JSON,13 Apache Avro14) and 

must be easy to use by data owners, data consumers, or business users.

13 JSON stands for JavaScript Object Notation and is a lightweight data interchange 
format. See https://www.json.org for more details.
14 Apache Avro is a data serialization framework. See https://avro.apache.org 
for more details.
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 Data Mesh Architecture Overview Diagram
In addition to the self-service interconnectedness, we introduce a high- 

level architecture overview diagram of a Data Mesh solution, implemented 

via key Data Fabric capabilities – as depicted in Figure 10-4.

As you can see in the lower part of Figure 10-4, there are several 

data domain owners, who are responsible for their corresponding 

data products. As an example, data domain owner A manages the 

corresponding data in a Google cloud, whereas data domain owner B has 

the corresponding data stored on-premises, which could be an x86 Intel 

cluster or an IBM mainframe system. Building and delivering these data 

products is based on Data Fabric capabilities, such as data preparation and 

data integration tasks, exploiting active metadata stored in the knowledge 

catalog, and defining new or using existing data policies and rules – to just 

mention a few. Data Fabric and Data Mesh self-service capabilities – as 

discussed in the previous subsection – are used to build, manage, and 

deliver data products.

It is essential to realize that the Data Fabric architecture enables the 

Data Mesh solution via its rich knowledge catalog, semantic search and 

discovery, smart integration capabilities, and semantic knowledge graphs. 

Trustworthy AI, for instance, is enabled via the Data Fabric as well.

Thus, the Data Mesh solution establishes a data marketplace with 

shopping-for-data characteristics (data-as-a-product). This is depicted 

in the upper half of Figure 10-4, where you see several data consumers, 

who could be business users as well as end customers, depending on the 

data consumption pattern. As an example, data_consumer_1 is using BI 

services of MS Azure, data_consumer_2 is using an on-prem data science 

platform, data_consumer_3 is using BI services of a private cloud, and 

data_consumer_4 is using data science services of IBM Cloud.
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Figure 10-4. Data Mesh Architecture Overview Diagram

All data consumers may access and use data products from the various 

data domain owners and consume those data products for their particular 

purpose, for example, traditional BI reporting, data exploration and feature 

engineering, AI model development, etc. This is depicted via the arrows 

between the various data consumers and the data products. Thus, data 

products that are owned by one data domain owner may be accessible and 

consumable by several data consumers. Access rights, rules, and policies 

regarding the consumption of these data products are captured and 

managed via the Data Mesh knowledge catalog.

 Intelligent Information Integration Styles
A discussion about Data Fabric architecture patterns remains incomplete 

without touching on intelligent information integration styles. Since 

much has been published about information integration,15 we limit 

15 See Reference [7] for more on information integration and [8] for a recent magic 
quadrant from Gartner on data integration tools.
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our examination to a well-known list of information integration styles, 

providing recommendations on when to use a certain pattern or style and 

when not.

In Chapter 5, we have introduced the term intelligent information 

integration as an AI-infused information integration layer, which 

constitutes a vital capability of a modern Data Fabric architecture and Data 

Mesh solution.

Table 10-2 inherently prerequisites this AI-infused Data Fabric view of 

intelligent information integration styles.

Table 10-2. Intelligent Information Integration Styles

Style Description When to Use and When Not

etL, eLt, etc. traditional DWh- style 

etL, eLt, etc.

required for complex data 

aggregation and transformation 

jobs to prepare data for specific 

consumption purposes, like 

traditional bi/DWh scenarios. 

etL vs. eLt depends primarily 

on data size and complexity of 

transformation requirements.

CDC16 CDC-based enterprise 

replication

allows near-real-time movement 

of mainly relational data via log-

based CDC, has limited impact 

on source systems, enables 

additional sQL statements to 

be executed on an identical Db 

schema without impact on the 

source systems.

(continued)

16 CDC stands for change data capture.
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Table 10-2. (continued)

Style Description When to Use and When Not

Federation/Virtualization Data federation and 

virtualization with 

pushdown function

simplifies access to 

heterogeneous and distributed 

data sources by generating 

one virtual data view, leverages 

pushdown functions, leaves data 

in place, only access to data that 

is needed.

rest api api conforming to the 

rest architecture 

style

Compared with sQL, rest 

apis provide more flexibility in 

accessing data, which can be 

stored in DbMs or in resources 

addressable by urLs, use JsOn, 

and can be used to easily connect 

applications or microservices.

Microservices Distributed, loosely 

coupled architecture 

framework for 

building apps

Microservices are smaller, usually 

container-based services that can 

be “stitched” together via rest 

apis to function as an integrated 

application.

streaming transmitting a 

continuous flow of 

data

Mainly for real-time data 

consumption and real-time 

analytics on continuously 

streamed data, for example, 

video, social media feeds, traffic 

monitoring, real-time stock trades, 

real-time cybersecurity, etc.

(continued)
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Style Description When to Use and When Not

Messaging Messaging describing 

events, requests, 

replies, etc.

especially useful for feeds 

of business- related events, 

requests, replies, etc., advantage 

above raw data streaming due to 

business-relevant messaging.

JDbC/ODbC sQL-based api to 

access DbMs

used for native sQL-based 

access to a wide variety of 

rDbMs, consumes resources of 

the source systems. bi/analytics 

workload may interfere with 

transactional workload.

Table 10-2. (continued)

As we have outlined in Chapter 5, intelligent information integration 

is an AI-infused information integration layer that comprises AI-based 

capabilities, which should shield the various users from the complexity of 

these information integration styles; AI capabilities should automate and 

learn information integration – meaning to automatically choose, adjust, 

optimize, and improve the information integration pattern over time, 

further reducing human intervention.

Providing AI-infused intelligence and automation to the information 

integration layer is one of the most demanding areas to implement a Data 

Fabric architecture and Data Mesh solution.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 10-3.
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Table 10-3. Key Takeaways

# Key Takeaway High-Level Description

1 ai should be infused into  

the Data Fabric.

an ai-infused Data Fabric constitutes the 

most essential recent innovation.

2 a Data Fabric needs to  

turn insight into  

automated action.

Moving toward a modern autonomous 

Data and ai Fabric requires turning insight 

into automated actions, for example, to 

implement recommendations and proposed 

optimizations autonomously.

3 there are analytical 

and transactional data 

consumption patterns.

a Data Fabric needs to serve analytical and 

transactional data consumption patterns to, 

for instance, address MLOps, trustworthy ai, 

MDM, inferencing, iot, edge, and 5G.

4 new technologies, for 

example, iot, edge, etc., 

have a profound impact on 

a Data Fabric.

Data Fabric must power industrial iot, 

mobile devices, edge computing, and 5G, 

which means for the Data Fabric to become 

more dispersed and move geographically 

closer to end customers.

5 Data Mesh–specific  

self- service capabilities  

are needed.

Data Mesh self-service capabilities are 

business- and domain-centric; they are 

geared toward building, delivering, and 

managing data products in a concrete 

business, domain, or industry context.

6 Data product build, delivery, 

and management are key.

to build, deliver, and manage data products 

is one of the key capabilities that the Data 

Mesh has to implement in self-service 

fashion.

(continued)
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Table 10-3. (continued)

# Key Takeaway High-Level Description

7 Data product specifications 

are also stored in the 

knowledge catalog.

We call a Data Fabric knowledge catalog 

that also captures information about data 

products a Data Mesh knowledge catalog.

8 a Data Fabric architecture 

enables a Data Mesh 

solution.

a Data Fabric architecture enables the 

Data Mesh solution via its rich knowledge 

catalog, semantic search and discovery, 

smart integration capabilities, semantic 

knowledge graphs, etc.

9 several intelligent 

information integration 

styles are needed.

a Data Fabric needs to support multiple 

intelligent information integration styles, 

such as federation and virtualization, 

microservices with rest apis, streaming, 

messaging, etc.
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CHAPTER 11

Data Fabric Within 
an Enterprise 
Architecture
Any data architecture, and therefore also our Data Fabric architecture, 

needs to be looked at in conjunction with the implemented application 

architecture in an existing enterprise landscape. Many organizations 

are in the process to modernize and digitalize their application and data 

landscape. Applications have different requirements with respect to data 

characteristics, which may recommend a particular data architecture 

implementation over another, for example, characterized by data access 

based on data virtualization or data replication and transformation.

In this chapter, we briefly revisit the key imperatives of an enterprise 

and application architecture before we elaborate on key aspects of a 

Data Fabric within an enterprise architecture, which includes challenges 

and benefits. Using a conceptual architecture model as a representation 

of a Data Fabric, we illustrate how the most essential components of a 

Data Fabric play in concert with imperatives that are derived from the 

application and business domains.

The integration of a Data Fabric architecture within a given enterprise 

and application architecture provides a basis to build a Data Mesh 

solution.
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 Introduction
In Chapter 1 we saw that a Data Fabric architecture is an evolution from 

previous data architectures influenced by new business-driven data 

requirements exploiting new technologies. From a pure IT perspective, 

almost everything seems to be possible today. Especially in larger 

organizations, well-defined architectures with IT implementation 

recommendations based on functional and non-functional requirements 

are necessary to avoid an unreliable, unmanageable, and overly expensive 

IT landscape. An architecture is a clear representation of a conceptual 

framework of components and their relationship at a specific point in time.

It is an acknowledgment that organizations make better IT 

implementation decisions when they take a broader view and describe the 

need for data architecture capabilities as part of an enterprise architecture 

with emphasis on business needs. Looking at data architectures in 

organizations over time, you can observe a shift from data architecture 

determining application architecture to the other way around, application 

architecture determining or at least strongly influencing the underlying 

data architecture, driving significantly different software and hardware 

delivery systems.

In this chapter we briefly review the levels of an enterprise 

architecture, followed by a discussion of the current three major 

approaches for an application architecture and its implications on the 

underlying data architecture. We revisit the main data architecture 

decision criteria and share a methodology on how to evaluate them based 

on specific business requirements. This methodology helps choose the 

most applicable implementation based on technical characteristics and 

not individual opinions and preferences.
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Furthermore, we introduce the conceptual model and resulting 

components of a Data Fabric architecture, including its relevance for 

implementing a Data Mesh solution.1

 What Is Enterprise Architecture?
The enterprise architecture framework was first developed as a reference 

model by the National Institute of Standards and Technology (NIST) in the 

late 1980s.2

It took until the late 1990s before its relevance was widely recognized 

and enterprises used it as directions for their operations. Today, no 

organization can implement an efficient IT ecosystem without a well- 

defined enterprise architecture that is specific to its needs. The enterprise 

architecture consists of five layers as shown in Figure 11-1.

1 Please, recall Chapter 3, where we have listed the relevance of those components 
for specific use cases.
2 See Reference [1] for more details on the enterprise architecture framework 
from NIST.
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Figure 11-1. Enterprise Architecture Framework

Each level includes components that define enterprise standards 

and requirements. The feedback loop back to the business architecture is 

critical for the adoption of new industry trends and technologies, making 

the enterprise architecture3 a living document:

 1. Business architecture level: Describes the entire 

business landscape of the enterprise or a specific 

line of business, which is in contact with external 

organizations, including business partners, and 

end customers. It includes the business practices of 

functional areas and resulting external and internal 

corporate reporting requirements. It unambiguously 

drives the information architecture level.

3 See Reference [2] for more information on enterprise architecture management.
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 2. Information architecture level: Specifies the 

contents, presentation forms, and formats of 

information required for the entire enterprise or a 

line of business, for example, industry standards 

for business-to- business (B2B) data exchange 

such as SEPA4 or HIPAA.5 Compliance and security 

regulations as well as the business glossary are also 

defined on this level. It prescribes the information 

systems and application architecture level.

 3. Application architecture level: Specifies the 

applications with their main components and 

functions, application integration, and software 

development standards, including application 

interfaces and programming languages. Later in 

this chapter, we will discuss three major approaches 

that are currently popular for the core system 

transformation. The application architecture 

strongly determines the main characteristics of the 

data architecture.

 4. Data architecture level: Specifies the framework 

for access and use of data, its maintenance, as well 

as the communication between data. It includes 

data models and their elements and structures 

and defines standards for naming conventions 

and representations, typically including the data 

dictionary. Both application and data architectures 

are implemented and supported by the delivery 

system architecture.

4 SEPA stands for Single Euro Payments Area.
5 HIPAA stands for Health Insurance Portability and Accountability Act.
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 5. Delivery system architecture level: Represents 

the technical implementation details regarding 

software, hardware, and network and 

communication in support of the application and 

data architectures. It includes hardware platforms, 

operating systems, utilities and tools, and storage 

media. Cloud deployment standards (public or 

private cloud) belong in this level.6

An absolute most common mistake that architects make is to neglect the 

separation of application and data architectures from the delivery system 

architecture. Guided by the architecture decision criteria, multiple options 

for the technical implementation of a data or application architecture 

should be defined in the delivery system architecture and not in the 

preceding architectural layers. In addition, implementation options should 

be complemented with pros and cons to derive well-balanced decisions.

These guidelines are most relevant for implementing a Data Fabric 

architecture, especially since there is no single architectural approach that 

is applicable and advantageous for all use cases.

 What Is Application Architecture?
An application architecture describes the behavior of applications, how 

they interact with each other and with users, and how data is produced 

and consumed. For a long time, the application development focus was 

on providing new functionality for a specific line of business. The internal 

application structure was monolithic, very interconnected, making any 

change to the user interface complex and expensive, as well as causing the 

level of code reusability to significantly decrease.

6 See Reference [3] for more information on weaving in a Data Fabric into a 
multicloud environment.
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To support many more user communication channels such as B2B, 

online, and mobile and to react to changed industry trends quickly, 

current application architectures include three major approaches. Each 

organization’s environment, end state requirements, risk tolerance, 

financial justification, etc. define the business impact of each of those 

approaches – clearly suggesting hybrid approaches and variants as 

desirable approaches.

The following are the three major application architecture approaches:

• API enablement: Seems to be the simplest approach 

to transform existing applications, where application 

functionalities are wrapped in REST-based application 

programming interfaces (APIs) to make them easily 

consumable for other applications and user channels, 

hiding all platform and implementation details. A 

single API can have multiple implementations for 

different sets of users, for example, low-value consumer 

implementations may prefer commodity platforms vs. 

high-value consumer implementations may choose 

highly reliable and scalable configurations.

• Containerization: Is the systematic movement of 

application logic into a container, which is a pre-built 

stack of operating system, middleware, and application 

code. Containers have several advantages, that is, 

through open source and standardization efforts, 

containers are portable across platforms and can 

be deployed anywhere, including on-premises and 

in a cloud environment. Containers, once built, are 

unchangeable and signed, making them more secure 

from unintended or malicious changes. It typically 

preserves data and operational processes while quickly 

scaling its consumption.
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• Microservices segmentation: Is the total restructuring 

of existing applications into cloud-native applications. 

While this approach is attractive for new applications, 

it can be extremely risky for transforming existing 

applications. Microservices7 segmentation has 

profound consequences on the underlying data 

architecture, which typically results in a highly 

partitioned data model.

Figure 11-2 illustrates the business impact vs. feasibility of the 

three application architecture approaches when transforming existing 

applications. API enablement of existing functionality delivers good 

business value for relatively low investment and is a widely adopted 

approach. It is followed by application containerization and incremental 

rearchitecture of applications adopting microservices.

Feasibility

Bu
si
ne

ss
Im
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ct

Figure 11-2. Application Transformation Approaches

7 See Reference [4] for more information on microservices architectural patterns.
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Microservices have a potential of a big business impact but also come 

with new data architecture considerations.

The application modularity and data partitioning will drive data 

architecture decisions and has key implications on application logic:

• Data access vs. data replication: The first fundamental 

decision concerns data access of the original data 

vs. replicating the data for consumption, creating 

one or multiple copies. There are several advantages 

that favor data access, especially with availability of 

advanced data virtualization technologies. While it is 

straightforward to replicate data once, maintaining 

data replication pipelines over an extended period is 

expensive and time-consuming. It also typically creates 

data quality and data latency challenges for consuming 

applications. Accessing data in place accelerates the 

application transformation while preserving existing 

data management and recovery processes, therefore 

delivering value to the business faster.

• Data consistency vs. eventual consistency: Data 

consistency considerations are introduced with data 

segmentation. Microservices by architecture are 

stateless. There is no transactional boundary across 

multiple microservices implementing a consistent 

change across multiple data sources. Subsequently, 

microservices are eventually consistent,8 meaning that 

data consistency is reached when all microservices 

relevant for a particular use case execution succeed. 

If a microservice fails, previously executed logic may 

need to be undone, which may increase the amount of 

8 See Reference [5] for more information on the CAP (consistency, availability, 
partition tolerance) and eventual consistency.
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compensation logic and/or business processes needed 

for systems that are out of sync. The main benefit is 

that eventual consistency enables applications to be 

developed independently of each other. However, it 

can result in data quality issues. Therefore, the majority 

of microservices implementations so far focus on use 

cases that consume data but do not update data.

In a Data Fabric, based on intelligent metadata, data consumers 

should get recommendations on intelligent information integration 

technology that is most appropriate for a specific use case.

 Data Fabric as a Data Architecture
A data architecture defines data standards in an organization, including 

how data is accessed and consumed. It furthermore describes the data 

structures used by the business units. Data integration also depends on 

the defined data architecture standards since data integration requires 

interaction between data.

Besides new technologies, there are various other constraints and 

influences that will impact the data architecture design, also called data 

architecture decision criteria. Those can be grouped in three categories:

• Capabilities or functional requirements: This 

includes a description and prioritization of functional 

characteristics such as data consistency, data latency, 

quality and granularity of data, and data access and 

consumption requirements.

• Resilience or non-functional requirements: 

It includes a description and prioritization of 

characteristics such as availability, maintenance, 

performance, simplicity, scalability, and security and 

data governance.
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• Financial or business requirements: It includes 

description and prioritization of characteristics such as 

cost of infrastructure (cost of acquisition), service-level 

agreements, operational cost, time to value, and risk to 

the business.

The whole organization or a specific business unit defines 

requirements for particular use cases that lead to the relative prioritization 

of the data architecture decision criteria. Different implementations 

of the delivery system architecture, of course, satisfy those criteria to a 

varying degree.

For example, accessing the original data via data virtualization 

provides more current and accurate data for targeted marketing campaigns 

in comparison with accessing ETL-transformed data in an EDW that may 

be a couple of days old. In addition, data virtualization guarantees data 

currency to any consumer. In turn, ETL-transformed data may better 

deliver on the data granularity needs for specific reporting needs, such as 

sales trending or reporting applications. However, ETL-transformed data 

may lag behind in data currency.
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Figure 11-3. Data Fabric Architecture Layers

The strength of the Data Fabric architecture lies in utilizing AI for 

reasoning and optimization,9 active metadata, knowledge graphs, and 

semantic enrichment, combining intelligent information integration and 

transformation technologies to support data consumers.

Figure 11-3 shows key capabilities grouped into distinct Data Fabric 

architectural layers:

 1. Governance, knowledge, and semantics layer: 

The foundational layer includes the knowledge 

catalog as an inventory of data structures. Data 

discovery and classification provides functionality to 

discover, classify, and label data in the data sources. 

Additionally, active metadata and data profiling 

increase the value of metadata by analyzing and 

reviewing the data, augmented with human 

knowledge and processed with ML. For example, 

it can assess accuracy, completeness, consistency, 

9 See Reference [6] for more information on AI for integrated learning, reasoning, 
and optimization.
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timeliness, and accessibility of metadata also in 

relation to other data sources. Semantic enrichment 

further extends metadata by tagging, indexing, and 

cataloging the data. Besides rich active metadata, 

data lineage functionality and impact analysis is 

critical; it visualizes data pipelines from the original 

data source to the data consumer over time. Model 

management applies similar intelligent metadata 

management to ML models as they go through their 

lifecycle of data preparation, model development, 

model training, and model deployment. 

Governance policies and rules definitions, 

enforcement, and workflows ensure that available 

data is only consumed by authorized consumers 

in an authorized way. The overall goal of the layer 

is to get a unified view of data and metadata with 

actionable insights and unified enforcement of data 

governance policies.

 2. Integration and transformation layer: 

Provides all capabilities needed for data pipeline 

implementations. Data replication, streaming, 

and synchronization as well as event handling 

move changed data from the original data source 

through defined data pipelines to keep consuming 

applications aware of those changes for further 

processing and consumption. Alternatively, bulk 

ingestion creates copies of entire data sources. Data 

validation, data enrichment, data cleansing, and 

complex transformation implement complex ETL 

pipelines. Besides copying data from the original 

data sources with the preceding functionalities, 
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data virtualization as technology to access original 

data becomes more important as part of a data 

pipeline implementation, especially if data 

virtualization includes computational mesh and 

intelligent pushdown capabilities.10 For example, 

data virtualization techniques can be used to 

read data from multiple data sources as input to 

data preparation, where complex transformation 

can be applied through SQL logic and executed 

while accessing the data sources, eliminating data 

movement. This integration and transformation 

layer provides a range of policy- driven integration 

styles with intelligent automation.

 3. Self-service layer: Provides functionality to the data 

consumer for virtualized access to data sources or 

for data preparation as well as social collaboration 

and search and find functionality besides custom 

data service APIs. The self-service layer makes the 

trusted and governed marketplace available for the 

data consumers to easily search, find, understand, 

collaborate, and gain access to data assets and data 

products. For example, a global search for customer 

data could simply type the word customer and find 

related data assets that they have access to. Self-

service shopping-for-data represents huge time 

savings for business users and data consumers in 

general. This is the overarching goal of a Data Fabric 

architecture and Data Mesh solution.

10 See Reference [7] for more on data virtualization and computational mesh in 
IBM Cloud Pak for Data.
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 4. Orchestration and lifecycle layer: Provides 

change management capabilities such as APIs for 

CI/CD integration and workflow orchestration as 

well as connectors to the different supported data 

sources and DataOps and MLOps capabilities. The 

orchestration and lifecycle layer provides the end-

to-end lifecycle to build, test, deploy, and manage 

all data and AI assets in a Data Fabric, equally for 

data structures and data pipelines as well as AI 

model assets.

 Sample of a Data Fabric Within 
an Enterprise Architecture
Many vendors develop and offer products in support of a Data Fabric 

architecture in an organization. As an example, Figure 11-4 shows IBM 

Cloud Pak for Data11 as an architectural foundation for a Data Fabric in an 

enterprise architecture.12

11 See Reference [8] for more information on IBM Cloud Pak for Data.
12 See Reference [9] for more information on using cloud deployments for 
analytical insight.
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Figure 11-4. Sample of a Data Fabric with IBM Cloud Pak for Data 
(CP4D) Within an Enterprise Architecture

At the bottom all variations of the delivery system architecture, public 

cloud, private cloud, edge computing, and on-premises computing 

environments are supported. Having data stored in multiple computing 

environments is called hybrid cloud, which we will discuss in more detail 

in Chapter 12. As part of the data architecture, supported data structure 

types need to be listed such as structured data (e.g., systems of records), 

semi- and unstructured data, and cloud data stores. IBM Cloud Pak for 

Data Foundation and Watson Studio pipelines provide the orchestration 

and lifecycle functions as well as integrated security and compliance 

capabilities. At the core is the augmented knowledge with IBM Watson 

Knowledge Catalog (WKC), MDM, and IBM Match 360 with Watson 

services for comprehensive view of customers and other parties.

The smart integration is provided through Kafka/Event Store, data 

replication, IBM DataStage for ETL pipelines, and data virtualization. IBM 

Watson Query is the virtualization service, which makes queries across 

data sources faster and easier without moving the data. IBM Watson Studio 
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is the collaboration tool for users to build and train AI and ML models 

and prepare and analyze data. Applications, APIs, and data consumer 

interfaces become part of the application architecture of the organization.

Figure 11-4 is an illustration of the Data Fabric architecture within a 

larger enterprise architecture.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 11-1.

Table 11-1. Key Takeaways

# Key Takeaway High-Level Description

1 Data Fabric is part of an 

enterprise architecture.

Data Fabric architecture needs to be looked at 

in conjunction with the implemented application 

architecture in an enterprise.

2 application architecture 

determines the data 

architecture.

the current application architecture pattern 

such as microservices, containerization, and api 

enablement determines underlying data architecture 

characteristics.

3 Data Fabric as a data 

architecture needs to be 

defined in the enterprise 

architecture.

a Data Fabric architecture as a data architecture 

needs to be defined in the enterprise architecture for 

an organization.

4 Data Fabric combines 

data integration 

technologies.

Data Fabric architecture utilizes active metadata, 

knowledge graphs, and semantic enrichment, 

combining intelligent information integration and 

transformation technologies to intelligently support 

data consumers, for example, business users.

(continued)
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# Key Takeaway High-Level Description

5 Microservices are 

eventually consistent.

text microservices are eventually consistent, 

meaning that data consistency is reached when 

all microservices relevant for a particular use case 

execution succeed.

6 Data product 

build, delivery, and 

management are key.

to build, deliver, and manage data products is one of 

the key capabilities that the Data Fabric architecture 

and Data Mesh solution has to implement in self- 

service fashion.

Table 11-1. (continued)
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CHAPTER 12

Data Fabric and Data 
Mesh in a Hybrid 
Cloud Landscape
In this chapter, we investigate additional facets of both concepts that 

arise specifically from hybrid cloud deployments. We briefly review the 

term hybrid cloud and how it relates to on-premises. Although cloud 

services are rated very highly in importance, they nevertheless create new 

challenges regarding access, integration, and consumption of data and 

AI assets across the organization. What does Data Fabric architecture and 

Data Mesh solution mean in the context of a hybrid cloud landscape, and 

what are the key challenges, for instance, related to addressing data and AI 

governance and trustworthy AI?

Even more important though, what are the benefits of having a Data 

Fabric and Data Mesh for a hybrid cloud environment, and how does this 

differ from an approach that is targeted for a traditional on-premises IT 

and application landscape?

This chapter gives adequate attention to the specifics of building 

a Data Mesh solution in a hybrid cloud, highlighting the building and 

consumption of data-as-a-product in a data marketplace that is delivered 

via a hybrid cloud.
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 Introduction
In this chapter, we look at the intersection of two initiatives of the digital 

business transformation, (a) implementing a Data Fabric architecture and 

Data Mesh solution to address today’s inability to extract business insight 

from the huge amount of data that is available in each organization and (b) 

adopting hybrid cloud computing. Chapter 3 introduced the unified view 

of data across a hybrid cloud as one of four entry use cases.

The requirement to view, analyze, and process data across a hybrid 

cloud architecture is becoming a high priority as organizations have projects 

ongoing to adopt and use cloud-native applications and to modernize 

existing applications exploiting public or private cloud environments next to 

running applications in their traditional processing environments.

In this chapter we revisit what is a hybrid cloud and what are the key 

challenges for data and AI capabilities in an organization. We intend 

to demonstrate how both concepts can address data and AI needs in a 

distributed, hybrid cloud environment across transactional and analytical 

data operations.

 What Is Hybrid Cloud?
Hybrid cloud integrates public cloud services, private cloud services, and 

on-premises infrastructure and provides orchestration, management, and 

application portability across all three.1 The vision is an agile, distributed 

compute environment where an organization can optimize its existing 

workload and adopt new workloads quickly:

• Public cloud services: Provide on-demand IT resources 

over the Internet with a consumption- based pricing 

model. Instead of buying and installing hardware 

1 See Reference [1] for more information on hybrid cloud.
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and software for a specific solution, which may take 

many months in bigger organizations, services such 

as compute power, storage, databases, analytics tools, 

etc. can be used on an as-needed basis without the 

up-front cost and installation time. A major benefit 

of a cloud deployment option is agility in adopting 

new technologies. Public cloud providers offer a wide 

range of services such as AI and ML, data lakes, and 

analytics. It promises the freedom to test new ideas 

and verify business value quickly. Another benefit is 

elasticity. Especially in x86 processing environments, 

overprovisioning of compute power is very common, 

which leads to increased cost of hardware and software 

licenses as well as sustainability concerns in respect 

to floor space and power consumption. Public cloud 

service providers are responsible for owning and 

administering the data centers where user workloads 

run and implementing orchestration and virtualization 

software to scale service resources up and down 

based on demand. The IT consumption model can be 

compared to a utility model for consuming electricity.

• Private cloud services: Use similar cloud infrastructure 

exclusively for one company. Typically, it is operated 

behind an organization’s firewall but can also be hosted 

on dedicated third-party infrastructure. In a private 

cloud, the organization’s IT team is responsible for 

installation and maintenance of the IT infrastructure 

and can control resources, data security, and regulatory 

compliance as well as look into potential performance 

optimization. The application development teams 

and business units are the consumers of the private 
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cloud services and expect similar agility and elasticity 

as advertised by public cloud service providers. A big 

advantage of a private cloud compared with the public 

cloud deployment model is the ability to customize 

applications and infrastructure leading to substantial 

cost savings beyond initial test and adoption phases.2

• Traditional on-premises IT infrastructure: Consists 

of hardware and software products and is developed 

over a longer period of time to fit the organization's 

needs and goals. The organization’s IT team operates 

the data centers, networking, and applications and 

develops custom tools and procedures for system 

and application deployment and operation as well as 

charge-back models. A well-managed IT infrastructure 

and application portfolio implements the enterprise 

architecture; is highly optimized, reliable, and secure; 

and therefore can be used as a competitive advantage. 

In some organizations, the rigorous processes created 

to ensure the scalable, efficient, reliable, and secure IT 

infrastructure slowed down the adoption of new IT and 

led to the perception that on-premises IT infrastructure 

is less agile and scalable compared with the cloud 

deployment model.

Today’s hybrid clouds are architected by focusing on building 

applications through loosely coupled services across one or many of public 

cloud, private cloud, and on-promises IT infrastructure.

2 See Reference [2] for more information on the cloud lifecycle cost.
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 Key Challenges for Data Architecture
Review data challenges as discussed in Chapter 1, now with added 

complexity of data stored and accessed using a different format and 

flexibility for data sources to be portable across IT environments. The 

agility of a hybrid cloud architecture allows for new locations where data 

can proliferate. Data silos make moves between cloud service providers 

unattractive. The public cloud service provider fee structure makes it very 

attractive to move data into the cloud and assume data stays in there. 

However, taking data out of a public cloud can be prohibitively expensive. 

Therefore, traditional data architectures such as directly connecting 

multiple data sources as done with traditional ETL pipelines to maintain 

EDW or consolidate data onto a single platform as done in most data 

lake environments create technical and cost challenges in a hybrid cloud 

environment. The concept of loosely coupled services of a hybrid cloud 

application architecture is critical throughout a Data Fabric architecture 

and Data Mesh solution as well. Data or analytics is also exposed as a 

service or data product with an access URL.

The heterogeneity of data access and data formats increase the 

pain point of finding relevant and consumable data and AI assets faster 

with consistent data and AI governance. It becomes even harder to 

understand data characteristics such as data currency, data quality, and 

trustworthiness of AI and manage data and AI governance rules and 

processes as required by the SLA of a data consumer use case.

Let us now explore what it means to deploy a Data Fabric architecture 

and Data Mesh solution in a hybrid cloud landscape.

 Data Fabric and Data Mesh in Hybrid Cloud
Applying a Data Fabric architecture and implementing a Data Mesh 

solution in a hybrid cloud environment requires similar capabilities as 
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we have discussed throughout this book, namely, intelligent cataloging, 

active metadata, semantic knowledge graphs, self-service capabilities, etc. 

While costs may be reduced by leveraging cloud services, the complexity, 

however, can increase significantly introducing imperatives for both 

concepts to bridge additional boundaries and ensuring integration across 

disparate systems and public cloud providers.

In this section we examine these imperatives, both for a Data 

Fabric architecture and a Data Mesh solution deployed in hybrid cloud 

landscapes.

 Data Fabric Architecture in Hybrid Cloud
We introduced the Data Fabric architecture in Chapter 11 as a data 

architecture that defines data standards in an organization. Let us look 

how it provides the mechanism to manage the added data complexity in a 

heterogeneous hybrid cloud environment.

Please, review the right side of Figure 3-7 in Chapter 3, which illustrates 

a sample configuration for data stores in a hybrid cloud environment. It is 

key to establish a horizontal data management layer across all data stores 

that need to be woven together. This horizontal layer can be materialized 

based on an enterprise-wide knowledge catalog that includes active 

metadata from data and AI assets collectively from all systems (including 

on-premises and private cloud systems) and public cloud providers.

Alternatively, it may also follow a distributed paradigm of services- 

based knowledge cataloging considering individual knowledge catalogs for 

data and AI assets stored, managed, and governed per individual system or 

cloud service provider, as depicted in Figure 12-1.

Both Data Fabric architecture deployment options (distributed and 

centralized) require integration capabilities to bridge boundaries between 

systems and public cloud service providers. The distributed deployment 

option (left side of Figure 12-1) requires orchestration and metadata 
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exchange capabilities across all catalogs (Catalog_A, Catalog_B, and 

Catalog_C) as illustrated by the dashed arrows between the catalogs, to 

enable consumption of data and AI assets and services across systems and 

public cloud providers.

This can, for instance, be achieved via an Egeria cohort3 

implementation, as described in the “Data Product” section of Chapter 2. 

The centralized deployment option (right side of Figure 12-1) may appear 

as a more straightforward and simple solution; however, maintaining and 

leveraging a central knowledge catalog requires connections across all 

systems and public cloud service providers. Especially performing the rich 

set of knowledge catalog functions, such as discovery and data profiling, 

quality assessments, and metadata enrichments, as well as using a central 

knowledge catalog for DataOps and ModelOps purposes addressing the 

entire lifecycle of data and AI assets, makes a centralized deployment 

option challenging as well.

3 See Reference [3] for more information on Egeria.
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Figure 12-1. Central and Distributed Cataloging in Hybrid Cloud
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Figure 12-1 is focusing on the cataloging aspects only. However, 

additional aspects have to be taken into consideration when discussing 

a Data Fabric architecture in a hybrid cloud environment, such as data 

access and consumption by data engineers, data scientists, business 

users, etc., data and AI governance including trustworthy AI, DataOps and 

ModelOps, and so forth.4

Let us continue the discussion focusing on the deployment of Data 

Mesh solutions in hybrid cloud environments.

 Data Mesh Solution in Hybrid Cloud
Examining the implementation of a Data Mesh within a hybrid cloud 

environment, and understanding how these two concepts are interrelated, 

requires us to describe how data products are produced and consumed. 

Furthermore, we need to detail out the role of the distributed knowledge 

catalogs in the context of various data sources, their corresponding 

metadata, and the specifications for the various data products. In addition, 

the data marketplace – we may rather use the term data and data product 

marketplace – needs to be depicted in this hybrid cloud environment. This 

discussion assumes familiarity with the concepts as we have described 

them in Chapter 2 and the section “Data Fabric for a Data Mesh Solution” 

in Chapter 10.

We are assuming a distributed, organizational, and federated 

approach, where each LoB or organization is pursuing their Data Mesh 

initiative, building data products based on their corresponding business 

imperatives and use case scenarios. As you can imagine, a knowledge 

catalog enables each LoB to build data products, as well as making the data 

products discoverable for consumption by business users.

4 See Reference [4] for more information on Data Fabric in a hybrid cloud 
environment.
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As you can see in Figure 12-2, we are assuming dedicated knowledge 

catalogs (Catalog_A, Catalog_B, Catalog_C, and Catalog_D), which are 

dedicated to the four LoB organizations using on-premises infrastructure 

and services from three public cloud providers (IBM Cloud, AWS, and 

MS Azure). For simplification purposes, we are furthermore assuming a 

relationship between data domain owners and LoBs who are tasked with 

building their corresponding data products. Each catalog is capturing 

the metadata, which is related to various data sources, owned by 

corresponding data domain owners.

For instance, Data_domain_owner_1 owns Data_Source_1, which 

serves as a base to automatically generate the Data_source_1 metadata. 

In addition to this metadata, the data product developers (including data 

engineers) in conjunction with data product owners are generating data 

product specifications that are equally stored in the catalog.

These data product specifications are generated during the product 

build process and stored in the catalog using, for instance, XML, JSON, or 

any other data exchange standard.

Once data products are registered in the data product marketplace, 

they can be discovered through access methods, locations (i.e., URI 

endpoints), SLAs, etc. Generating the data product specification requires 

access to the metadata of the corresponding data sources, as well as to the 

data sources themselves. The data products themselves are not stored in 

the data product marketplace; they are rather registered there using XML, 

JSON, etc. and can therefore be searched for, discovered, and consumed.5

There are two particular aspects regarding Data Mesh solutions 

in hybrid cloud environments that are related to cross-LoB scenarios. 

The first scenario relates to data products that are derived from data 

sources that belong to different data domain owners, whereas the second 

scenario relates to data products that are derived from data sources from 

5 See Reference [5] for more information on Data Mesh deployments in hybrid 
cloud environments.
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their corresponding data domain as well as other data products that are 

produced by a different LoB. Let us examine these two scenarios in detail, 

as they have been depicted in Figure 12-2 as well:

• Scenario 1 – data products that are derived from data 

sources that belong to different data domain owners: 

As depicted in Figure 12-2, Data_product_B is based on 

Data_Source_2 belonging to Data_domain_owner_2, 

as well as Data_Source_1 belonging to Data_domain_

owner_1. Thus, in order to build Data_product_B, 

complementary access to the metadata generated 

from Data_Source_1 (dashed arrow 1) as well as to 

Data_source_1 itself (dashed arrow 2) is required. The 

Data_product_B specification stored in Catalog B is 

thus derived from artefacts that are owned by Data_

domain_owner_1 and Data_domain_owner_2.

• Scenario 2 – data products that are derived from data 

sources from their corresponding data domain as well 

as other data products: As illustrated by Figure 12-2, 

Data_product_D is based on Data_Source_4 

belonging to Data_domain_owner_4, as well as Data_

product_C. Thus, in order to build Data_product_D, 

complimentary access to Data_product_C (dashed 

arrow 3), as well as to the Data_product_C specification 

(dashed arrow 4) and Data_Source_3 (dashed arrow 5), 

is required. The Data_product_D specification stored in 

Catalog D is thus derived from artefacts that are owned 

by Data_domain_owner_3, Data_domain_owner_4, 

and the owner of Data_product_C.
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Figure 12-2. Data Mesh in a Hybrid Cloud Environment

The challenges of these cross-Lob Data Mesh scenarios are 

presumably derived from the need to integrate cataloging including 

metadata exchange and consumption and even data product build and 

consumption across different on-premises infrastructure and public cloud 

service providers.6 This requires data authorization and security measures 

and data exchange standards to be in place, implemented via hybrid 

cloud–wide data and AI governance, risk, and control. Furthermore, 

to adhere to Data Mesh self-service capabilities, DataOps, ModelOps, 

AIOps, trustworthy AI, etc. need to be implemented across on-premises 

and public cloud service providers addressing the end-to-end lifecycle 

requirements of data products, imposing additional challenges for an 

already difficult endeavor.

In the following section, we describe just a few benefits of Data Fabric 

and Data Mesh for a hybrid cloud environment.

6 See Reference [6] for more KPMG’s vie on Data Mesh for hybrid cloud.
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 Benefits of Data Fabric and Data Mesh 
for Hybrid Cloud
Although it may be challenging to implement a Data Fabric architecture 

and Data Mesh solution for a hybrid cloud environment, key benefits can 

doubtless be materialized. With the inevitable trend moving data and AI to 

the cloud and leveraging public cloud services, a Data Fabric architecture 

and Data Mesh solution augments the cloud value by enabling cross- 

organizational and cross-domain data and AI governance and enables data 

consumers and business users to build data products for a data product 

marketplace with data and AI assets regardless of where they reside and 

whom they are owned by.

Entangling a Data Mesh with hybrid cloud provides agility and 

flexibility regarding deployments and consumption of data products across 

public cloud service providers; data products may be deployed in one 

public cloud (i.e., IBM Cloud) and used as input to produce another data 

product that is deployed in a different public cloud (i.e., MS Azure). For 

instance, data may be stored in one public cloud, leveraged for training, 

validation, and testing of an AI model on a second public cloud, and 

eventually deployed and operationalized as a data product on-premises, 

where it is used for inferencing within a transactional application.

Building a Data Mesh solution for hybrid cloud provides flexibility 

in using technology and products from different public cloud service 

providers, mapping their services and capabilities to the development- 

and deployment-related requirements of a particular data product. 

For instance, data products may be associated with different business 

domains and purposes, for example, AI models, BI reports, ETL processes, 

360-degree customer data, etc. These different domains require 

different services and data product development and operationalization 

environments. A hybrid cloud landscape is particularly well suited to 

address these specific needs.
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A Data Fabric architecture enables such a distributed Data Mesh solution 

for a hybrid cloud environment. Implementing intelligent information 

integration, generating and leveraging active metadata, deploying federated 

cataloging with metadata exchange, and establishing self-service capabilities 

for data and AI asset consumption are essential capabilities to underpin such 

a Data Mesh solution in a hybrid cloud landscape.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 12-1.

Table 12-1. Key Takeaways

# Key Takeaway High-level Description

1 hybrid cloud is an agile, 

distributed compute 

environment.

hybrid cloud integrates public cloud services, 

private cloud services, and on-premises 

infrastructure to provide an agile and flexible 

distributed compute environment.

2 hybrid cloud increases 

data access complexity.

heterogeneity of data access and data formats 

in a hybrid cloud increase the pain point of 

finding relevant and consumable data faster 

with consistent data governance.

3 Data Fabric adds a data 

management layer.

Data Fabric architecture provides the 

mechanism to manage the added data and ai 

complexity in a hybrid cloud landscape.

4 there are two Data Fabric 

deployment options.

two Data Fabric architecture deployment 

options (distributed and centralized) can be 

chosen, depending on preferences and use case 

requirements.

(continued)
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# Key Takeaway High-level Description

5 there are two Data Mesh 

scenarios in hybrid cloud.

the two Data Mesh scenarios enable cross-lob 

and cross-organizational data source and data 

product deployments.

6 hybrid cloud and Data 

Mesh combined represent 

additional value.

Data Mesh with hybrid cloud provides agility 

and flexibility regarding deployments and 

consumption of data products across public 

cloud service providers.

7 a Data Fabric is required 

to enable a Data Mesh.

a Data Fabric architecture enables and 

underpins a distributed Data Mesh solution for a 

hybrid cloud environment.

Table 12-1. (continued)
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CHAPTER 13

Intelligent Cataloging 
and Metadata 
Management
Suppose you are a business analyst and you need to find the customer 

purchase records of a certain market in the last quarter from 1.3 million 

tables and billions of records to make a predictive analysis of the 

consumption trend in this region for the next quarter. How are you going to 

do it? This task is like looking for a needle in a haystack. What is even more 

frustrating is that when you finally find the relevant data after spending 

weeks on source data exploration, it is out of date, and new essential 

data is available. This example illustrates that it is not sufficient for 

companies to make data accessible; they also need to make it discoverable, 

understandable, and consumable in near real time to gain timely and 

relevant insights from the data.

 Introduction to Metadata Management
In the digital era, enterprises need to know all aspects of data:

• What data they have, where it is, how much is there, 

and what data needs to be protected
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• What are the business values of data, what is the quality 

of data, and when does the data need to be archived

• Where does the data come from, who owns the 

data, who uses the data, for what business purposes, 

and so on

To address the preceding questions effectively, enterprises need to put 

metadata management into place. As we have described before, metadata1 

is the data used to describe the data. Let’s look at a real-life example. On 

many occasions, we need to do self-introductions. When we introduce 

ourselves, we usually introduce name, position, the company we’re 

working for, the school we graduated from, etc. We may also introduce 

family, hobbies, etc. Name, occupation, working experience, education, 

family background – all this can be seen as metadata used to define our 

identity, which enables others to know who we are and how they connect 

with us in social life, as depicted in Figure 13-1. In short, metadata helps 

users comprehend and communicate meaning associated with data.

1 See Reference [1] for more details on the metadata definition.
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Demographic
info

ProfessionEducation

Skills Family

PERSONAL
PROFILE

Figure 13-1. Metadata for Personal Profile

Metadata can be broadly classified into three categories: business 

metadata, technical metadata, and operational metadata.2 Business 

metadata describes the meaning of the business that the data represents 

in the real world. For example, this nine-digit string 111-22-3344 can 

represent a person's Social Security number (SSN), an account number, or 

an application confirmation number. The validation rules and protection 

rules vary depending on the business context. For example, an SSN belongs 

to Personal Confidential Information (PCI), which is classified as personal 

sensitive data and requires the application of high-level security and privacy 

protection. In summary, business metadata facilitates the understanding of 

data; it furthermore links data with corresponding business rules.

2 Please review Chapter 5, where we have introduced metadata in the context of 
generating active metadata.
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In contrast, technical metadata describes the access information of 

data in an IT environment, for example, where data is stored, in which 

format, and how to access it. For example, an SSN is stored in a column 

named ID of a table in a Db2 database. The column name, table name, 

database name, and database connections are all technical metadata, 

which can serve data engineers to get access to data. In addition, data 

types, constraints, and dependencies are technical metadata too.

Operational metadata is concerned about the creation and 

transformation of data and AI assets. Table 13-1 lists some examples of 

metadata.

Table 13-1. Business Metadata, Technical Metadata, and 

Operational Metadata

Metadata Purpose Examples

Business 

metadata

Business meaning 

in the real-world for 

understanding data

Business definitions, the explanations of 

business terms; KpIs, calculated KpIs, and 

derived KpIs; business identification rules, 

quality rules, protection rules, security and 

privacy level, etc.

technical

metadata

technical information 

of It platforms for 

retrieving data

physical database table names, column 

names, field lengths, field types, constraint 

information, data dependencies, SQl script 

information, etl conversion, data update 

frequency, etc.

operational 

metadata

data concerning 

transformation of data 

and aI assets

etl stages, I/U/d logs, pipelines, job 

execution logs including runtime parameters, 

SQl query execution logs (for instance, 

access path information), aI asset usage logs, 

etc.
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Let us go back to metadata management.3 An effective metadata 

management platform should have the following capabilities:

• Hierarchy: Establish a complete hierarchy and system 

of business metadata, technical metadata, operational 

metadata, policies and rules, and ultimately active 

metadata.

• Quality: Create a continuous quality inspection 

framework to understand and improve data integrity 

and accuracy through metadata information.

• Insight: Enable users to clearly understand and 

visualize details of the entire data flow across 

enterprises to improve data traceability, addressing the 

entire lifecycle of data and AI assets.

Metadata management is not a one-time job; metadata needs to be 

administered and maintained reiteratively. Therefore, from a technical 

point of view, the metadata management platforms usually include 

components such as metamodel management, metadata audit, metadata 

maintenance, metadata change management, and metadata version 

management. There are many mature commercial products available 

in the market, such as IBM Watson Knowledge Catalog, Informatica, 

Alation, etc.

 Key Aspects of Intelligent Cataloging
The enterprise knowledge catalog is a system for organizing and storing 

data according to well-established metadata systems. Usually, the library 

catalog is used to explain the concept. Suppose you go to the library 

and want to find a book. You can find the shelf number by genre: fiction, 

3 See Reference [2] for more details on metadata management.
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nonfiction, textbooks, and so on. Or you can find it by author and the 

year of publication. The title, the author, and the year of publication are 

all considered metadata. The place that stores this information and the 

location of the book is the library catalog. The process of cataloging is a 

nontrivial endeavor. When a new batch of books comes in, the first task 

librarians need to tackle is to enter the information of the books into the 

knowledge or library catalog, according to the metadata framework.

Now imagine if the incoming data is stored in tens of thousands of 

tables with billions of records. It would be a time-consuming and labor- 

intensive task to catalog these data records with accurate metadata. That’s 

where AI comes into play. Intelligent cataloging4 is to use ML models that 

automate the cataloging process to the maximum extent.

It generally has the following capabilities:

• Automated data discovery and enrichment: 

Responding to the complex and diverse data 

environment of enterprises, the intelligent knowledge 

catalog automatically discovers data and enriches data 

assets with business definitions based on AI-infused 

technologies, including profiling data, assigning 

business terms, classifying data, analyzing the data 

quality, correlating data assets, and enforcing the privacy 

and security rules for data. The data discovery process is 

the foundation of intelligent cataloging; it quickly creates 

a knowledge catalog and then makes data ready for use.

• Semantic search and recommendation: To help 

business users quickly identify and locate data, 

intelligent cataloging provides powerful semantic 

search capabilities. The difference between semantic 

search and full-text search is that instead of just 

4 See Reference [3] for more information on intelligent data catalog tools.
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matching for textual similarity, semantic search aims 

to understand the intent and contextual meaning of 

your search and thereby to provide for more relevant 

content. In addition, the intelligent knowledge catalog 

will also make recommendations of similar data assets 

based on the user's search results, which can also 

greatly improve the efficiency of finding data.

• Data lineage and provenance: Data lineage is the end- 

to- end flow of data across the enterprise, and as part of 

the data asset catalog, it provides tracking and tracing 

throughout the data lifecycle to understand where 

the data came from, how it was transformed, and who 

is using it for which purpose. Typically, data lineage 

diagrams visualize the relationships between tables, 

views, fields, etc. using a directed acyclic graph model. 

It shows whether data comes from a trusted source and 

if there are any malicious attempts on the data. Data 

provenance sheds light on the origin of data or any AI 

asset, for example, who owns the data or AI asset, who 

has created it, etc.

 Build an Intelligent Catalog by Automating 
Data Discovery and Enrichment
The intelligent data catalog first connects to various data sources in the 

enterprise and extracts metadata from them. The process is known as data 

discovery. Typically, users specify the connection to the data source, and 

data discovery scans the catalog tables of data sources with connection 

information to retrieve various technical metadata, for example, field 

name, data format, etc. On the other hand, data enrichment refers to the 
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process where intelligent cataloging assigns business terms, analyzes the 

quality, and adds relationships between data assets based on metadata.

For instance, the format of a column may indicate the data is an 

SSN. In this case, the column will be assigned the business term ID, which 

elevates the privacy level to PII information. The name of the field may 

also indicate that it is related to an address. In this case, the field will be 

linked to other fields, and it is tagged as contact information.

The volume of data in the enterprise has proliferated, and performing 

data discovery and enrichment tasks manually seems to be impossible. 

Automated discovery and enrichment tasks do not require human 

invention; they are – to a maximum extent – performed by ML algorithms.

To better illustrate this process, let's go back to the library example, 

as illustrated in Figure 13-2. Suppose there are several books that need to 

serve as input to the library catalog. The location of these books can then 

be seen as the connection information of data sources, while the book is 

regarded as the data record. With automated data discovery, the scattered 

books are then automatically identified and organized in the catalog.

Emotional health
leadership

self improvement

Computer science
entrepreneurship

Strategic business 
planning

(start a business)

Artificial Intelligence
computer science

Automate Data 
Discovery

Figure 13-2. Illustration of the Data Discovery Process
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In addition to the basic information as author, ISBN, and publisher, the 

topics of the books are also recognized by analyzing book review abstracts 

and comments in websites by NLP technology.5 Judging from the title of 

the book, it is easy to categorize Rising Strong to the area of emotional 

intelligence. But it’s not straightforward just by reading the name Start 

with Why that this is the title of a computer book.

That is where sophisticated ML algorithms can help. The higher the 

level of AI applied to the knowledge catalog is, the more comprehensive the 

derived knowledge graph behind the catalog will be. AI can support a lot of 

the heavy lifting work, but nonetheless it cannot ultimately replace subject 

matter experts to deal with complex situations. After all, the accuracy of 

AI models depends on historical training of models and corresponding AI 

algorithms. Indeed, it may not always yield the correct results.

In this case, AI models can provide a suggestion, which subject 

matter experts need to confirm for acceptance or rejection, as illustrated 

in Figure 13-3, where Transaction is a table in a Db2 for z/OS database. 

After discovering and enriching the Transaction table via a Db2 for z/

OS connection by intelligent cataloging, the column Transaction_TS 

is suggested as the business term Transaction_ID with an 82% 

confidence level.

5 Please, see Chapter 6 for more details on NLP.

Chapter 13  IntellIgent CatalogIng and Metadata ManageMent



302

Figure 13-3. Enrichment of Data with Business Terms

The data curator could review the suggested business term and 

decide whether it should be assigned to this column or not. Once the 

Transaction_ID is assigned, the policies and rules that are defined with 

Transaction_ID will be enforced on the data of the column Transaction_

TS. For example, the data protection rule or data locality rule will mask the 

data in Transaction_TS.

 Find Data Assets with Semantic Search 
and Recommendation
In real-world situations, very likely business analysts and data scientists 

are struggling to discover and access relevant data sources and to 

fully understand the structure and content of a particular data source. 

Subsequently, they need an effective way to search for it and to perform 

data exploration tasks. However, using keyword searches requires a solid 

understanding regarding the most relevant keywords. If the keywords are 

not chosen correctly, users often cannot find the relevant data.
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This is where semantic search comes into play. Semantic query6 

attempts to capture the users’ thoughts and relevant context, also referring 

to the relationship between search entities and providing more accurate 

and more comprehensive query results. For example, if you are browsing 

the menu of a restaurant website, you may search for soap. The semantic 

search will guess that you are looking for soup and may then return today’s 

options. Assuming that you are using a supermarket app searching for 

soap, the semantic search will likely return products related to detergents 

and stain removers. Semantic search queries return the most suitable 

results based on a specific context, for example, what are you currently 

doing and why are you doing it, trying to understand your most likely 

intent, as illustrated in Figure 13-4.

Search knowledge base

Results

Search "pizza"

What is the context, 
location, and preference?

What is the intent: order 
a pizza or make a pizza? 

Figure 13-4. Illustration of Semantic Search

Figure 13-5 shows another example of a semantic search, where users 

intend to find data assets that have contact information.

6 See Reference [4] for more use cases about semantic search.
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Figure 13-5. Example of Semantic Search Results for Contact 
Information

Users input Contact in the global search field, and multiple records are 

returned as search results including Telephone Number, Customer Phone 

Call, Customer Communication, etc. The search result does not contain a 

column that is labeled exactly as Contact. If using keyword search, these 

data records are least likely to be returned, but they are actual contact 

information that users are looking for. When zooming into Telephone 

Number, it is marked as having a relationship with Communication 

Content, as illustrated in Figure 13-6.
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Figure 13-6. Semantic Search and Business Terms

Recommendation is another powerful feature for intelligent cataloging 

in conjunction with semantic search. Recommendation may depend on 

usage metrics, historical searches, and peer insights. Metrics-based means 

that asset recommendations are based on usage data, such as popularity, 

top rated and quality scores, etc. Historical search leverages previous 

searches to infer what assets would be of interest. Peer insights are based 

on the usage history of others.

This is like our online shopping experience. In ecommerce, there are 

often targeted recommendations that are specifically customized for you 

that are based on other customers’ purchase behavior, often linking one 

product to a set of others. This concept can be easily applied to searching 

for data, thus improving the overall shopping-for-data experience. This 

greatly improves the efficiency of business analysts and data scientists to 

find relevant and useful data, for instance, influencing targeted marketing 

campaigns that are geared toward efficient cross-selling and upselling 

initiatives.

Let us move on to data insight and provenance
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 Provide Data Insight and Provenance 
as Data Flows Across the Enterprise
One of the top data challenges customers are facing today is gaining trust 

in data and AI (trustworthy AI). How can I prove to data consumers that 

the data is trustworthy? How can I provide transparency in terms of data 

provenance and whether the data was changed inadvertently?

This is not surprising; with the explosion of information, there is a 

reason to question the credibility of data, as incomplete and outdated 

information does not benefit decision-making. Instead, it may lead to 

wrong decisions with significant business ramifications. Data lineage 

addresses this concern by documenting, tracking, and visualizing the 

data processing and transformation across disparate tools and sources, as 

illustrated in Figure 13-7 for the workflow of data lineage.

Metadata

Operation Operation Report

Metadata Metadata

Figure 13-7. Illustration of Data Lineage

Data lineage and provenance7 are often used interchangeably. Both 

terms refer to the entire lifecycle of the data, including the five Ws: (a) 

where the data originates, (b) where the data has been and where is the 

destination, (c) who made changes to the data, (d) when the data was 

created or updated, and (e) where the data is stored and used. Knowing 

answers to these questions is critical to data consumers to trust analytics 

outcomes derived from data.

7 See Reference [5] for more details on data lineage and provenance.
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Figure 13-8 shows an example of data lineage. There are three types 

of nodes: a data node, operation node, and report node. The data asset 

borrow comes from multiple data sources, books, audiobooks, and person, 

via the operations borrow_book and borrow_audiobook.

Figure 13-8. Example of Data Lineage

The lineage diagram can easily become very complex. Therefore, it 

is important to have zoom-in and zoom-out and expand and collapse 

capabilities to navigate through the diagram allowing users to focus on the 

specific part of the diagram and to advance step by step.

Let’s drill down to the next level of detail, referring to Figure 13-9. 

The table students is constructed by an insert statement with data fields: 

student_name, student_surname, student_birthdate, and student_gender.

university_library

student_gender
student_birthdate
student_surname
student_name

public
university_library
public

university_library
public

create_student create_student
create_student_BODY
<11,1>INSERT students

Figure 13-9. Lineage Details
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Thus, users not just know where the data came from and what 

transformation processes were applied to it. With data lineage, enterprises 

can track the data as it flows through the organization and trace data 

quality issues back to specific processes or systems.

What is even more important, with impact analysis, organizations can 

assess the impact of data changes in one system on the entire enterprise.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 13-2.

Table 13-2. Key Takeaways

# Key Takeaway High-Level Description

1 Metadata is the data 

used to describe data.

Metadata can be broadly classified into three 

categories: business metadata, which describes the 

meaning of the business that the data represents 

in the real world, and technical metadata, which 

describes the access information of data in the It 

platforms, and operational metadata which describe 

the creation and transformation of data.

2 Intelligent cataloging 

contains three key 

capabilities.

Intelligent cataloging uses aI to automate the data 

discovery and enrichment process to improve 

efficiency, and provide semantic search and 

recommendation for easy consumption, and provide 

data lineage to improve trust in data.

3 data discovery and 

enrichment are critical to 

building the catalog.

the intelligent data catalog connects to all 

enterprise data sources, extracts metadata from 

the data source, uses Ml algorithms to assigns 

business terms, analyzes the quality, and adds 

relationships between data assets.

(continued)
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# Key Takeaway High-Level Description

4 Semantic search yields 

better results that fit 

your purpose.

Semantic search aims to understand the intent and 

contextual meaning of your search and thereby 

provide for more relevant content.

5 data lineage is the 

process of tracking 

how data is moved, 

transformed, and 

consumed across 

disparate sources.

data lineage addresses five Ws: where the data 

originates, where the data has been and where is 

the destination, who made changes to the data, 

when the data was created/updated, and where the 

data is stored and used. Knowing answers to these 

questions is critical for people to trust analytics 

outcomes from data.

Table 13-2. (continued)
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CHAPTER 14

Automated Data 
Fabric and Data Mesh 
Aspects
The vigilant reader of this book has certainly noticed the distinguished 

focus that we have put on applying AI with automation and intelligent 

augmentation and optimization to nearly all aspects of a Data Fabric 

architecture and Data Mesh solution. There are indeed numerous areas 

of both concepts, which are increasingly optimized with AI-infused 

automation, such as automated workload performance prediction and 

runtime adjustment, automated capacity planning and resource demand 

estimation (e.g., CPU capacity, network bandwidth, memory sizes, 

etc.), automated query generation, intelligent information integration, 

automated data curation, and automated creation of data products.

Especially automated capacity planning and forecasting has been a 

well-established topic for vendors1 and in academia2 as well. Applying AI 

and automation clearly amounts to a paradigm shift. In fact, we would not 

use the terms Data Fabric and Data Mesh in the context we do without the 

inherent assumption of applying AI, intelligent knowledge, and automation.

1 See Reference [1] for an example from IBM about performance and capacity planning.
2 See Reference [2] for more information on capacity planning for enterprise Data 
Fabrics.
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The desire to create an organization- or enterprise-wide description 

of data and AI artefacts is not at all a new concept. It was already painfully 

considered a failure about two decades ago. This chapter describes 

the usage of intelligent automation to collect metadata information 

from different data sources and catalog them, automatically checking 

data quality and augmenting the metadata as well as automating data 

governance services as a foundation for both essential Data Fabric and 

Data Mesh concepts.

In this chapter, we thus concentrate on two distinct but nevertheless 

related areas: (a) intelligent automation of metadata and (b) automated 

data quality assessment.

Automated data and AI governance services will be addressed in the 

next chapter.

 Introduction
Applying AI to metadata management and intelligent cataloging, data 

quality assessments, and especially data and AI governance seems to have 

lagged far behind the rest of data-related areas. In Chapters 5 and 7, we 

have already elaborated on the vital role of AI/ML to reimagine a modern 

approach, that is, to generate active metadata, to activate the digital exhaust, 

to build semantic knowledge graphs, and likewise for semantic enrichment 

and semantic search, entity matching, self-service capabilities, and 

automated data quality assessments and adjustments – well underpinned 

and empowered by must-have knowledge catalog capabilities.

In Chapter 13, you have seen how indispensable the knowledge catalog 

is for intelligent cataloging and enriching metadata and to enable, for 

instance, data lineage and provenance. As we have mentioned previously, 

the core content of this chapter is clearly on intelligent automation of 

metadata and automated data quality assessments.

Let us begin with intelligent automation of metadata.
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 Intelligent Automation of Metadata
We use the term intelligent automated metadata to portray the inclusion 

of AI/ML into the entire lifecycle of metadata management, including 

generation, enrichment, and consumption of metadata.

As mentioned, the knowledge catalog is the core component to enable 

intelligent automation of metadata. Figure 14-1 is a sample knowledge 

catalog,3 where four recently added data assets are visualized, including 

the owner, the date when the asset was added, and the type of asset. As you 

can see, three of these assets are relational database tables, and the fourth 

asset is a database connection based on data virtualization (right side of 

Figure 14-1).

Recently added data assets

Owner Asset type

Figure 14-1. Sample Knowledge Catalog

3 All samples in this chapter are derived from the IBM Watson Knowledge Catalog.
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Additional information can be displayed by clicking the various 

assets. The power of the knowledge catalog with its corresponding 

function – above and beyond visualization – is based on a set of intelligent 

automation capabilities.

These intelligent automation capabilities are described in the 

following list:

 1. Automated metadata generation: Data and 

AI assets, which may span across a multitude 

of sources or formats, need to be automatically 

discovered; corresponding metadata must be 

auto-generated and moved into the knowledge 

catalog, which applies to changes of the source 

data and AI assets as well. This comprises the 

first step of the end-to-end lifecycle of intelligent 

metadata management, which we may call 

automated cataloging of data and AI assets or 

automated metadata generation. This phase may be 

complemented with automated quality assessments 

of all data and AI assets. Quality assessments and 

improvements must be performed repetitively; we 

are dealing with this topic in a separate section 

further in the following.

 2. Automated metadata enrichment: Once metadata 

has been auto- generated, it needs to be enriched, 

meaning that the metadata needs to be analyzed 

and profiled using AI/ML methods to gain 

additional insight to be added to the metadata. 

Furthermore, the metadata needs to be tagged and 

annotated and further optimized and prepared for 

consumption by data product owners or business 

users, for instance, by building and adding semantic 
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knowledge graphs, leveraging industry- or domain-

specific ontologies, etc. This phase of metadata 

enrichment represents by far the most complex 

stage in the end-to-end metadata lifecycle and 

may also include transformation and adherence to 

metadata standards.4 This metadata enrichment 

process may have to be performed repetitively.

 3. Automated metadata extraction and exploitation: 

Once metadata has been generated, captured 

in the knowledge catalog, and further enriched, 

it is ready to be extracted for consumption and 

exploitation by business users. This may sound like 

a simple undertaking; nevertheless, it requires a 

rich and easy-to-use GUI-based knowledge catalog, 

which lists the available data and AI assets in 

context, meaning type and format of the assets (i.e., 

relational database tables, JSON or XML documents, 

Parquet and Avro files, CSV files, connection 

methods, AI models, pipelines, ETL stages, etc.), 

ownership, correlation with other assets (i.e., via 

semantic knowledge graphs), and access rights and 

access methods (i.e., SQL, NoSQL, REST API).

Figure 14-2 is an illustration of intelligent automated metadata 

management5 with the three phases discussed previously.

4 See Reference [3] for a comprehensive list of metadata standards and Reference 
[4] for Egeria, an open metadata standard from the Linux Foundation.
5 See Reference [5] for mor information on automated metadata management.
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Automated metadata 
generation

Auto-detecting
sensitive asset

Automated metadata 
enrichment

Automated metadata 
extraction

� Auto discovery of data and AI 
assets

� Auto generation of metadata and 
storage in the knowledge catalog 
(auto-cataloging)

� Auto-quality assessment and 
improvement

� Auto-analysis and profiling of 
data and AI assets

� Auto-tagging and annotation of 
metadata

� Auto-optimization of metadata
� Adherence to metadata 

standards

� Metadata access, retrieval and 
consumption

� GUI-based catalog with list of 
assets in context
• Type and format
• Ownership
• Correlation
• Access rights and methods
• Rules and policies

Figure 14-2. Intelligent Automation of Metadata

Intelligent automation of metadata must also address the needs of data 

engineers and data product developers.

The following two subsections provide a glance on automated analysis 

and profiling of data and automated tagging and annotation of data. By 

addressing these issues, we provide some basic examples.

Let us begin with automated analysis and profiling of data.

 Automated Analysis and Profiling of Data
Data analysis and profiling has been around for decades. What made 

this notably different in a modern Data Fabric architecture and Data 

Mesh solution, however, is the infusion of AI/ML and the introduction 

of automated processes. Let us explore further what this AI/ML infusion 

really means.

As we have pointed out in Chapter 7, data profiling is the process of 

examining, analyzing, and checking the content of all data attributes of 

relevant data sources to get a first path of statistical insight and an initial 

understanding regarding data quality.6 This data analysis and profiling 

process can broadly be categorized into the following three areas – (a) 

6 See Reference [6] for more information on profiling data assets.
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structure discovery, (b) content discovery, and (c) relationship discovery – 

where each area generates metadata and statistics about its content, which 

is automatically captured in the knowledge catalog.

Figure 14-3 is an example visualizing statistics of some columns in a 

database table, called CREDITUSERS. We have included four columns – 

USER_ID, PERSON, CURRENT_AGE, and RETIREMENT_AGE – including 

the corresponding quality score and value frequency distribution for each 

column. Figure 14-3 also contains some basic statistics for each column, 

such as number of unique values, minimum and maximum values, mean 

value, standard deviation, etc. It is essential to realize that these values are 

calculated directly from real database table data, not statistical data that 

may be included in the database catalog.

Figure 14-3. Statistics of Each Column in a Database Table
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In Chapter 7, we have also mentioned that ML can be used to 

accelerate and automate data profiling tasks; even DL techniques can 

be deployed to calculate quality measures, for instance, of text data. Yet 

we still need to detail out the crucial factors of how and for what specific 

purpose to use ML and DL.

Before moving on to discuss the usage of ML and DL, we include 

another example of user counts of each US state in the CREDITUSERS 

table, as depicted in Figure 14-4, with the US states of New York (NY), 

California (CA), Florida (FL), and Texas (TX) among the highest counts 

and the US states of Wyoming (WY), Arkansas (AK), and the Federal 

District of Columbia (DC) among the lowest counts. Of course, this is a 

rather traditional depiction; a more sophisticated depiction would, for 

instance, be based on ML-based clustering, meaning to identify and 

visualize various clusters of US states to, for instance, discover and depict 

demographic similarities of US states.

CA

TX

NY FL

WY
DC

AK

Figure 14-4. User Counts of Each US State on the 
CREDITUSERS Table
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This leads us to the endeavor of detailing out the role of AI in 

performing data analysis and profiling tasks.7

The following list includes key capabilities of data analysis and 

profiling, which are applied via ML and DL:

• Determining representative sample datasets: 

ML algorithms and techniques should be used to 

determine a representative subset of records in a 

database table that consists, for instance, of only 10–

15% of the original data records. Statistical measures 

should be determined on these representative subsets, 

which have the potential to reduce time and compute 

resources by factors. Depending on the values of the 

underlying dataset, a larger representative dataset may 

yield more accurate predictive results for the entire 

dataset.

• Extrapolating statistics: Once key statistical measures 

have been determined based on those representative 

subsets, ML methods should be applied to extrapolate 

(predict) corresponding statistical values for the 

entire dataset. This applies to all statistical values that 

are depicted in Figure 14-3, for example, frequency 

distribution, quality score, mean value, standard 

deviation, etc.

• Understanding structure of data and AI assets: 

ML and DL methods are particularly well suited to 

discover the structure of data and AI assets, including 

non-structured data, pipelines, text, images, etc. 

Discovering structure includes determination of data 

7 See Reference [7] for more information on applying ML to profiling.
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types (e.g., XML, JSON, etc.), ML/DL model types (e.g., 

ONNX, Scikit-learn, PMML, XGBoost, TensorFlow, 

etc.), number of levels in random forest ML models, 

number of hidden layers in ANN models, identification 

of queues or ETL stages, etc.

• Clustering of data: A much deeper and more relevant 

profiling is done with clustering of data (as we have 

suggested previously when discussing Figure 14-4), 

particularly values of key columns in database tables, 

for example, salary income, credit card spending, 

purchasing volume, types or categories of goods 

purchased, etc. This enables data engineers and data 

consumers to gain additional insight that is not so 

obvious and easily visible by just looking at statistical 

distribution values. It specifically supports the 

transformation from pure customer data to gaining 

more insight regarding customer behavior.

• Relationship discovery: Data and AI assets need to 

be visualized in context and in relationship to each 

other, which requires ML-based discovery methods 

and visualization and access methods for ease of 

consumption. For instance, AI models need to be 

presented in regard to associated data pipelines and 

applications for scoring and inferencing.

The preceding analysis and profiling tasks must be performed 

autonomously and repetitively, depending on availability of new assets 

or updates to existing data and AI assets. Results of these analysis and 

profiling tasks should be pushed to the knowledge catalog autonomously 

as well.
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Before we move on to automated tagging, annotation, and labeling 

of data and metadata, we would like to point out the difference between 

data profiling and data mining. With data profiling, we essentially limit 

our analysis to structure discovery, content discovery, and relationship 

discovery, whereas data mining is geared toward finding golden nuggets 

in data primarily via exploration, pattern discovery, etc. Although there 

may be an overlap between data mining and profiling, data mining is done 

for a particular business purpose, that is, targeted marketing campaign or 

customer care, whereas data profiling has a more general purpose.8

 Automated Tagging, Annotation, and Labeling
Before diving into automated tagging, annotation, and labeling of 

metadata, let us look at another example9 depicted in Figure 14-5, where 

several columns of the CREDITUSERS table are listed on the left side. For 

the column ADDRESS, three business terms are automatically suggested, 

including a probability measure for a match: Work Address (79%), Email 

Address (77%), and Postal Address (76%).

8 See Reference [8] for a comparison of data profiling and data mining.
9 Please, refer to the example in Chapter 13, depicted in Figure 13-3.
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Work Address

Email Address

Postal Address

ADDRESS column

Figure 14-5. Business Term Assignment

These business terms are automatically taken from the business 

glossary and assigned to the column ADDRESS, giving the data steward 

a choice to select one of these terms as the most suitable one. In this 

example, the data steward has the option to either choose one of the 

proposed terms or even reject all three, depending on their own judgment.

Let us now clarify the terms tagging, annotation, and labeling, which 

are often wrongly used interchangeably. Comparing these terms, we limit 

the discussion to the Data Fabric and AI scope. Quite a few terms exist to 

further enrich data, such as labels, annotations, tags, comments, attributes, 

explanations, etc.

In general, tagging means to add additional keywords, phrases, or 

terms to an asset to further explain what the asset is all about and to 

support searches, for example, a column of a database table may be tagged 

as PII, meaning it contains sensitive information. Some readers may refer 

to this as comments or explanations. An attribute is a characteristic of an 

asset, for example, an AI model may have the following characteristics 
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assigned to it: trained, validated, or deployed. Like tags, annotations refer 

to additional information about assets that may comprise figures and text, 

for example, explanatory text as comments added to a Java program.

In the context of AI with ML and DL though, annotation refers 

primarily to text, image, or video annotation, meaning to capture an object 

of interest, for instance, vehicles, bicycles, and pedestrians, in videos to 

support learning and training of an ANN model for autonomous driving.

Likewise, labeling refers to adding additional information to all records 

of a dataset to support training of AI models, for example, adding TRUE 

or FALSE to each passed banking transaction to train an ML model to 

predict whether a future transaction is fraudulent or not. Thus, annotation 

and labeling in AI10 are similar concepts to create datasets for AI model 

training. They differ by style and method: annotations are capturing or 

marking objects of interest (primarily in a text, image, or video), whereas 

labeling adds data to individual records.

The crucial factor here is to apply AI/ML methods to add meaningful 

and relevant tags or annotations to data and metadata autonomously 

or to provide actionable recommendations for the data steward or data 

consumers. This facilitates a closer interlock and linkage of data and AI assets 

to business domains and thus supports self-service Data Mesh initiatives. 

Autonomous annotations and labeling in an AI context are essential tasks 

to address trustworthy AI as well in which, for instance, retraining and 

revalidation of AI models need to be performed autonomously, in case bias, 

drift, or worsening quality metrics have been detected for some AI models.

We would like to point out that autonomous tagging, annotation, and 

labeling needs to be done on data and AI assets as well as on metadata 

itself. Tags, annotations, and labels added to data and AI assets represent 

metadata, whereas tags, labels, and annotations to metadata yield active 

metadata, further enriching the existing set of metadata.

10 See Reference [9] for more information on labeling and Reference [10] for more 
information on tagging for autonomous driving.

Chapter 14  automated data FabriC and data mesh aspeCts



324

Some examples of the latter are the autonomous assignment of a 

business term to a database column; the relationship of a pipeline to 

an AI model; determining the impact on the business by, for instance, 

removing a supposedly unused dataset; or simply adding a descriptive 

label or a quality score to a database column that is already captured in the 

knowledge catalog.

Let us now move on to automated data quality assessments.

 Automated Data Quality Assessment
Understanding and solving data quality issues is still the most common 

challenge for any data owner and data consumer; it goes far beyond 

just profiling data where some basic statistics for each column, such 

as frequency distribution, number of unique values, minimum and 

maximum values, mean value, standard deviation, etc., are calculated as 

depicted in Figure 14-3. A comprehensive data quality assessment requires 

a deeper look at data to understand, for instance, the number of data class 

violations, data type violations, missing values, format violations, values 

out of range, etc.

The outcome of a comprehensive data quality assessment is a detailed 

summary of findings that is represented as a data quality score for each 

data asset as illustrated in Figure 14-6.

Data quality scoreData assets

Figure 14-6. Data Quality Assessment

Chapter 14  automated data FabriC and data mesh aspeCts



325

Figure 14-6 lists three tables – CREDITCARDS, CREDITTRANS, and 

CREDITUSERS – with their corresponding quality scores, which are 99%, 

98%, and 99%, respectively. These quality scores are derived by calculating 

data quality dimensions for each individual column of a database table.

The overall quality score for a data asset is then derived from the 

quality scores of each column from each of the tables. Thus, a set of 

well-defined data quality dimensions are used to calculate a quality 

score for each chosen column, where the set of quality scores for each 

chosen column are used to calculate the overall quality score of the whole 

data asset.

Let us briefly discuss the data quality dimensions11:

 1. Data class violations: Is counting the violations 

of data classes defined in the knowledge catalog 

(e.g., Passport Number, New York State Driver’s 

License, Organization Name, VISA Card, etc.) for 

each column.

 2. Data type violations: Is counting violations of data 

types (e.g., SMALLINT, REAL, DATE, TIMESTAMP, 

etc.) of each chosen column as it has been 

determined during the prior data profiling phase.

 3. Inconsistent capitalization: Is looking for patterns 

regarding usage of upper- and lowercase in strings 

and is counting the number of violations taking 

the identified usage pattern as a base – assuming a 

pattern has been identified for the majority of values 

in a column.

11 See Reference [11] for more information on data quality assessments and data 
quality dimensions.
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 4. Values out of range: Is looking for violations of a 

minimum and/or maximum constraint, which has 

been defined for values of a column.

 5. Rule violations: Is looking for violations of any data 

or quality rule for a row in a database table that has 

been defined by the data steward.

 6. Suspect values: Is looking for mismatches of values 

and format and properties of values, compared with 

the identified most likely pattern of a column.

 7. Suspect values in correlated columns: Similar 

to the suspect values dimension, this data quality 

dimension detects mismatches of likely patterns or 

correlations of values across columns within a table.

 8. Missing values: Is looking for non-expected NULL 

or empty values in columns.

 9. Inconsistent representation of missing values: Is 

looking for NULL, empty, or values containing only 

spaces in a column.

 10. Format violations: The data steward may have 

declared certain values of a column as invalid; the 

number of these invalid values for each column is 

counted by this dimension.

 11. Duplicated values: This dimension may already 

be captured via the data profiling phase, where 

the number of duplicate values is calculated for 

columns that should contain unique values, that is, 

primary or unique keys.
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Figure 14-7 shows a subset of the data quality dimensions for the 

table BANK_CUSTOMERS and the overall data quality score for this table, 

which is 96%. It also depicts the quality score for some of its columns, like 

CUSTOMER_ID, NAME, ADDRESS, ZIP, CREDIT_RATING, and AGE. As 

you can see, the quality score for most of the columns is either 100% or very 

close to 100%, whereas the ZIP column is only 66%, which is a key reason 

for the overall data quality score of the table BANK_CUSTOMERS to be 96%.

Data quality score: 96%

Data quality dimensions

Figure 14-7. Data Quality Dimensions

This example is presumably derived from rather traditional data 

quality assessment methods of database tables. With the exception of 

suspect values and suspect values in correlated columns, which require 

AI techniques (i.e., pattern discovery), all other data quality dimensions 

are primarily calculated via conventional methods. Future methods are 

inevitably affected by broadening the scope to include AI assets, meaning 

to assess quality of AI models, ETL stages, pipelines, etc. For instance, 

measuring the quality of an AI model is related to what we have discussed 

in Chapter 5 in the section on trustworthy AI, namely, to measure quality 

metrics, for example, the areas under the ROC or PR curves while models 

are in production.
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Even today’s data with its unprecedented diversity in terms of 

text, images, and videos is calling for innovative methods to measure 

the quality of these data in the context of a certain usage purpose. For 

instance, what are the quality imperatives and measurement methods for 

medical texts to be declared as suitable to serve as reliable input for DL 

model development to predict medical treatment, promising recovery 

with high confidence? What are the methods to measure the quality and 

completeness of annotated video sequences to serve as input for training 

DL models used for autonomous driving?

The treatment of this topic cannot end without discussing the need 

for automated actions to correct quality issues. Similar to what we have 

seen with metadata enrichment where business terms are suggested 

to be assigned to a column, data quality assessments can only be seen 

as the beginning of a journey where corrections need to autonomously 

performed, using AI/ML: quality assessments in the context of a modern 

Data Fabric and Data Mesh need to be developed into intelligent 

automated quality management, where corrections must be implemented 

autonomously or suggested to the data steward.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 14-1.
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Table 14-1. Key Takeaways

# Key Takeaway High-Level Description

1 intelligent automated 

metadata is key to a 

data Fabric and data 

mesh.

the term intelligent automated metadata does 

portray the inclusion of ai/mL into the entire lifecycle 

of metadata management, including generation, 

enrichment, and consumption of data.

2 a knowledge catalog 

is based on intelligent 

auto-capabilities.

a knowledge catalog for a data Fabric architecture 

and data mesh solution needs to manage automated 

metadata generation, automated metadata enrichment, 

and automated metadata extraction and exploitation of 

the underlying data and ai assets.

3 data profiling is the 

first step to gain 

insight into data 

assets.

data profiling is the first process of examining, 

analyzing, and checking the content of data attributes 

of data assets to get a first path of statistical insight 

and an initial understanding regarding data quality.

4 ai/mL can augment 

data profiling.

ai/mL can determine representative sample datasets, 

extrapolate statistics for the entire dataset, understand 

structure of data and ai assets, and perform clustering 

and relationship discovery.

5 tagging, annotation, 

and labeling.

ai/mL should be applied to tagging, annotation, and 

labeling, which can be seen as vital methods for 

metadata enrichment.

6 automated data 

quality assessments 

are based on data 

quality dimensions.

a number of data quality dimensions are used, such as 

data class violations, data type violations, inconsistent 

capitalization, values out of range, rule violations, 

suspect values, etc., to perform automated data quality 

assessments.

(continued)
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CHAPTER 15

Data Governance 
in the Context of Data 
Fabric and Data Mesh
Companies generate and manage large amounts of sensitive information 

about their employees, customers, and business during their operational 

and analytical activities. This information gives companies a competitive 

advantage and at the same time brings great risks. The exposure of 

sensitive information can lead to serious consequences, such as lawsuits. 

Therefore, companies need to implement a purposeful and well-planned 

data governance platform.

As we have seen throughout this book, a Data Fabric architecture and 

Data Mesh solution are emerging data and AI concepts enabling flexible, 

reusable, proactive, and enhanced platforms to operationalize data and 

AI. As you recall from Chapter 2, data governance and privacy is one of 

the four entry points for a Data Fabric and Data Mesh journey. While 

accelerating the enterprise's data management efforts, a Data Fabric 

architecture also provides a Data Mesh solution to optimize enterprise 

data and AI governance implemented in an organizational federated 

fashion.

This chapter will first discuss why data management and data and 

AI governance are critical to a data-driven strategy and then further 
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explore how capabilities of both concepts can help build a solid data and 

AI governance foundation for organizations and ultimately the entire 

enterprise. Using the term data governance is inherently referring to data 

and AI assets.

 Introduction
Data is constantly generated while we live and work. This data can have 

incredible value, which makes it a target for theft and misuse. Companies 

have obligations to respect both the privacy of personal information 

and the confidentiality of business information. The protection needs 

to be throughout the entire data management and AI lifecycle. Data 

management and data and AI governance are like two strands of DNA 

that are inextricably interdependent. First and foremost, let us distinguish 

two important concepts, namely, data management and data and AI 

governance.

According to DAMA-DMBOK2,1 data management is the process of 

developing, implementing, and monitoring plans, systems, procedures, 

and practices to deliver, control, protect, and enhance the value of data 

and assets throughout their lifecycle, while data and AI governance is 

defined as the exercise of authority and control during the management 

of data and AI assets. Subsequently, data management focuses more 

on execution issues; data and AI governance, on the other hand, has its 

focus more on the oversight perspective, ensuring that specific data and 

AI–related management tasks are under control and are carried out in an 

orderly, effective, and sustainable manner.

Often, when considering data management and data and AI 

governance, we tend to overemphasize the importance of technology 

and tools. For example, we may ask which DBMS should be chosen, 

1 See Reference [1] for more information on DAMA-DMBOK2.
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whether to use ETL or ELT to integrate data, and what tools to use for 

data quality profiling and monitoring. Of course, these are vital topics to 

discuss; however, we should also recognize the importance of people and 

processes in addition to technology and tools.

Companies also need to answer whether they have established a 

culture that recognizes the value of data-as-a-product. Furthermore, have 

processes and business rules for established data and AI governance goals 

been defined? Are standards and policies established to ensure effective 

compliance with regulations and laws?

As you can see in Figure 15-1, there are a number of questions to 

consider in the context of data and AI governance.

Data and AI 
Governance

Establish a culture 
recognizing the value of data  

as an enterprise asset

Build governance 
infrastructure, technology to 

support organizational 
structure

Define processes and 
business rules for ongoing 

governance

Develop common and 
standard domain definitions

Ensure effective compliance and 
regulatory support

Connect operational activities 
with corporate business 

performance

Establish processes for 
measuring, monitoring and 

managing data quality

Develop architecture 
practices and standards

Figure 15-1. Data Governance Aspects

 Importance of Data and AI Governance
Why should enterprises take data and AI governance seriously? Let’s see 

some survey results and predictions from Forrester and Gartner. Nearly 

one-third of analysts spend more than 40% of their time vetting and 

validating their analytical data before it can be used for strategic  decision- 

making.2 By 2024, 30% of organizations will invest in data and analytics 

2 See Reference [2] for more information on Forrester’s report.
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governance platforms, thus increasing the business impact of trusted 

insights and new efficiencies. By 2025, 80% of organizations seeking to 

scale their digital business will fail because they do not pursue a modern 

approach to data and analytics governance. By 2024, organizations that 

utilize active metadata to enrich and deliver a dynamic Data Fabric and 

Data Mesh will reduce time to integrate data delivery by 50% and improve 

the productivity of data teams by 20%.3

Therefore, the most intuitive reason to establish data and AI 

governance policies is to accelerate decision-making while ensuring that 

the insights derived from data are credible and of high quality. Another 

reason to establish data and AI governance is that it helps break down data 

silos, which are not only caused by data being stored on different physical 

storage devices or databases but may also be caused by inconsistent 

data standards and definitions across different organizations or different 

requirements for data sharing.

A unified knowledge catalog may help solve this problem technically; 

however, breaking down business silos between various user roles and 

responsibilities and organizations still requires trust and a high-level 

governance based on guidelines and policies.

Regulatory compliance is another key driver for conducting data 

and AI governance. Although 70% of organizations plan to spend at least 

$1 million per year on compliance, this may not completely prevent 

data security and compliance issues from occurring. Good data and AI 

governance best practices and systems need to be put in place to reduce 

the likelihood of risks and mitigate those risks in accordance with laws and 

regulations.

3 See Reference [3] for more information on Gartner’s report.
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 Key Aspects of Data and AI Governance
As data governance must ensure that data management and AI-related 

tasks are well under control, you may want to know what specific 

management tasks are involved. Based on the DAMA-DMBOK2 knowledge 

area wheel, as depicted in Figure 15-2, there are 11 key knowledge areas. 

Although the scope of the DAMA-DMBOK2 knowledge area wheel is on 

data, we suggest to broaden the scope to data and AI by taking well into 

account emerging regulations and laws that are specifically geared toward 

AI.4 Addressing these data and AI governance knowledge areas requires 

the implementation of a modern Data Fabric architecture.

Figure 15-2. DAMA-DMBOK2 Knowledge Area Wheel

4 Please, review the section on trustworthy AI in Chapter 5.
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The following list explores a few areas that are most relevant to both 

concepts:

• Data and AI governance: First and foremost, data and 

AI governance sits at the center of data management, 

responsible for planning, oversight, and control over 

the management of data and AI and the use of data and 

data-related resources.

• Data architecture: As the name implies, data 

architecture5 defines the blueprint to meet the data needs 

of the enterprise; it is an integral part of the enterprise 

architecture. It guides the integration between data 

sources and aligns data investments with the overall IT 

and business strategy. The design of the data architecture 

needs to adhere to regulations as well as corporate policies.

• Data storage and operations: Storage is the foundation 

for data residency. The storage infrastructure must 

support the data architecture and data model. If an 

enterprise chooses a hybrid cloud as their architecture, 

they will use cloud storage to supplement their on- 

premises storage. Enterprises can also house their data 

or move their data to the storage of different data access 

speed, based on requirements regarding the frequency 

of data usage. Typical operations include replication, 

archiving, and disaster recovery to prevent data loss.

• Data and AI security and privacy: Data privacy is 

concerned about whether an organization protects 

sensitive data and provides appropriate authentication, 

authorization, access, and auditing to ensure 

5 See Chapter 11 for more information on data architecture.
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compliance. The main consideration is to reduce the 

risk of data leakage and unauthorized use. Data and 

AI governance establishes a hierarchy of sensitive data 

and AI asset classification, as well as a set of data and 

AI protection and access rules (Create, Read, Update, 

and Delete), resulting in a permission matrix for 

enterprises to protect data and AI assets and meet audit 

requirements. Differing from data privacy, data security 

protects data from compromise by external hackers 

and malicious insiders. It's a vital aspect of enterprise 

security. Due to the specialized nature of this field, 

it will not be elaborated in this book. Please refer to 

books on data security if you are interested.

• Data and AI integration and interoperability: Defines 

how data is acquired, extracted, transformed, moved, 

replicated, and virtualized for access. The integration 

needs to follow the business rules, government 

regulations, and industry standards defined by the 

governance platform. For example, PII protection laws 

do not allow personal information to leave the country. 

Therefore, integration will not be allowed for this type 

of information.

• Data quality: Considers whether an organization 

can consistently define and measure data quality 

and mitigate quality issues. Each enterprise may 

define different dimensions to measure data quality. 

Some may focus more on the timeliness of the data, 

and others might emphasize the completeness and 

consistency of the data. No matter what dimensions 
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are considered, an end-to-end workflow to periodically 

detect data quality issues and provide mitigation 

solutions is always required.

Metadata6 and master data7 are part of data governance.8 Reference 

data should also be mentioned in this context, which is a set of data for 

complex hierarchies or classifications. For example, the country code US 

represents the United States, and CN represents China. Databases store 

country codes to ensure better quality through standardized definition.

To use an analogy, let us assume that the data is the community's 

public facilities, such as parking lots, mailboxes, swimming pools, gyms, 

and other facilities. Each tenant has their own parking space and mailbox 

and needs the appropriate keys to unlock them. At the same time, all 

tenants have access to the pool, the gym, as well as the gate into the 

community parks. The property management is defining these rules 

and documenting these rules for all tenants. In this example, the data 

architecture, model, and storage refer to how many of these facilities need 

to be added to the community and where they should be located for the 

convenience of tenants. Metadata, reference data, and documents refer 

to the maps of these facilities and the instructions of using the facilities, 

that is, referencing opening hours for the pool and reservation required 

or first come first serve for tennis courts. Data security means that the 

tenants’ assets are well protected and cannot be accessed by others. The 

property management team is the governance team that ensures all the 

tenants are familiar with and follow the rules. They should take action for 

any violations of the rules, that is, if a car stays overnight in a community 

premise without a permit, it will be towed away, and violators will have to 

pay a fine.

6 See Reference [4] for more information about metadata.
7 See Reference [5] for more information about master data.
8 Chapter 8 and Chapter 13 explain these concepts in more detail.
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 Establishing a Data Governance Foundation 
with a Data Fabric Architecture
Enterprises are increasingly recognizing the importance of data and AI 

governance, and many of them start to build a data and AI governance 

platform. However, at present, data governance activities in enterprises are 

still at department level, and the lack of top-level design of enterprise data 

and AI governance and the coordination of data and AI resources can lead 

to the delay or even failure of data and AI governance projects.

The Data Fabric architecture can help enterprises address the 

challenges of data and AI governance effectively, including the 

orchestration and exchange of metadata across organizational 

implementations. First, Data Fabric pulls data from disparate data sources 

and orchestrates metadata exchange across organizational systems, thus 

providing a holistic view of data and AI at the enterprise level, which lays 

a solid technology foundation for a consistent and unified enterprise-level 

data and AI governance. Likewise, a Data Fabric architecture serves as a 

foundation for a Data Mesh solution, which is supporting organizational or 

departmental data and AI governance initiatives.

Second, the advanced automation and AI technologies employed 

by a Data Fabric architecture can greatly simplify the implementation of 

data and AI governance at the enterprise or organizational level, enabling 

organizational federated Data Mesh initiatives, where orchestration and 

exchange of metadata across organizations need to be implemented 

as well.

The following are some key aspects derived from advanced automation 

capabilities of a Data Fabric architecture:

 1. Automating the import of industry regulations and 

company policies, converting them into global or 

local data protection rules by business rule type, 

thus creating a system of governance regulations
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 2. Automating rules and policy enforcement to 

data assets, such as data masking or obfuscation, 

which ensures that data assets are accessible by 

certain users

 3. Periodically scanning and analyzing data quality, 

reporting the data assets that do not meet 

quality requirements, and triggering a quality 

improvement process

 Establishing Automated Regulation 
with a Data Fabric Architecture
Since the introduction of the GDPR9 in the EU in 2018, other countries 

around the world have enacted or proposed post-modern privacy and 

data protection legislation. Brazil, for instance, introduced the Lei 

Geral de Proteção de Dados (or LGPD), while the US state of California 

introduced the California Consumer Privacy Act (CCPA). More than ten 

countries in Asia-Pacific including China, Korea, and New Zealand have 

proposed, adopted, or enforced new privacy laws. By 2023, more than 

80% of companies worldwide will face at least one privacy-focused data 

protection regulation.

This resurgence of data privacy regulations puts companies in a 

challenging position to interpret and implement data privacy strategies 

to comply with these complex regulatory requirements in order to protect 

organizational and individual claims to their data privacy.

Companies are recognizing that the implementation of regulations 

is a complex endeavor that requires not just strong subject matter expert 

support but also a corresponding technical infrastructure. How to digitize 

9 See Reference [6] for more details on GDPR in the EU.

Chapter 15  Data GovernanCe in the Context of Data fabriC anD Data Mesh



343

regulations and get business units to comply with these regulations is 

the top concern for companies. The good news is that advancement of AI 

technology, especially NLP technology, can largely solve this problem. 

A Data Fabric architecture should employ NLP10 to automate regulatory 

compliance.

Please see Figure 15-3 for an example, which is based on IBM’s Data 

Fabric approach, where the regulation accelerator makes GDPR policies 

and regulations ready for use in minutes.

Figure 15-3. GDPR

Figure 15-4 is another illustration of GDPR-related governance 

artifacts, such as consent, personal data inventory, data protection by 

design, etc., which can be displayed and selected (left side of Figure 15-4). 

One of the governance artifacts depicted in Figure 15-4 is processing 

children’s data (dashed line in Figure 15-4).

10 See more details about NLP in Chapter 6.
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Figure 15-4. Governance Artifacts

This children’s data can further be displayed (e.g., with its effective 

dates) and adjusted (e.g., defining an end date), as seen in Figure 15-5.

Figure 15-5. Governance Rules

 Automatic Enforcement of Data Regulations 
in Data Fabric
The privacy laws and regulations create obligations for organizations 

processing their personal and confidential data, which impose severe 

penalties for noncompliance. Sometimes personal data and confidential 
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data are seen as identical. However, personal data is referred to as PII 

including name, date of birth, mobile number, etc. Confidential data is 

the information regarding the organization, for example, trading price, 

intellectual property, and customer information.

Establishing and enforcing regulations to corresponding data assets 

are equally important. To fulfill these responsibilities, the data governance 

platform needs to classify and assign data to corresponding categories. 

Whether data belong to personal information or even sensitive personal 

information or confidential information determines the level of protection. 

For example, processing PII is explicitly prohibited under the GDPR unless 

it has been consented to or is otherwise lawful.

How does technology enable the enforcement of data protection rules? 

In a Data Fabric platform, the data protections rules can be defined by 

the characteristics of corresponding data and AI assets. As depicted in 

Figure 15-6, address is PII information and needs to be protected via the 

protect address rule.

Figure 15-6. Data Protection Rules – Protect Address Rule

If a business term containing any address tags is recognized at the 

discovery stage, the data will be masked, and the data protection rule will 

be applied. When business users access these data assets, the data on the 

address column are redacted, as depicted in Figure 15-7.
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Figure 15-7. Enforce Data Masking Rules – CREDITUSERS

 Automate Quality Analysis with Data Fabric
The establishment of regulations and the enforcement of regulatory rules 

ensure that only authorized users have access to the data. There is another 

aspect that should also be taken into consideration, and that is ensuring  

access to trusted data, which relates to complete, high-quality, and 

consistent data. If the quality of data does not meet defined standards, the 

use of this data may even generate potentially wrong results with negative 

business impact, loss of customers, degrading reputation, etc.

Therefore, analyzing and evaluating data quality, as depicted in 

Figure 15-8, is a prerequisite for subsequent usage. How does a company 

define the metrics of data quality?
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Figure 15-8. Quality Analysis – CREDITTRANS

Usually there are six dimensions11 of data quality:

• Accuracy: Data must reflect the true business content. 

Accuracy could be a problem due to mistakes in entry 

or errors in data conversion. For example, let's say the 

cost should be $1000. Due to a staff error, it is $100 in 

the system, an error that, if not caught, would result in 

wrong decisions.

• Consistency: The type and meaning of the data 

elements must be consistent. For example, the 

organization code in a system may be completely 

different from the organization code in another system, 

which creates significant difficulties in performing 

analytical tasks.

• Timeliness: The data should be updated in a timely 

manner based on the user's currency requirements, 

especially if replicated multiple times. Some data 

transformation processes may take several days, which 

is unacceptable for some real-time applications.

11 See Reference [7] for more information about quality dimension.
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• Uniqueness: There should be no duplicate data values 

for the same entity. Duplicate data12 needs to be 

removed or merged, which is typically addressed by 

MDM systems.

• Completeness: Completeness of data should be 

measured. For epidemiological surveys, for instance, 

the disease origin is required; if missing, the degree of 

data completeness is relatively low, which may prevent 

data scientists from including this data in their project.

• Validity: The value of data must meet requirements of 

the data or business definition, such as the format of 

certain telephone or mailbox numbers. Otherwise, it 

will give a low validity score.

Figure 15-9 is an example of quality dimensions and quality score, 

where the column MERCHANT_CITY is recognized as data class City. 

Any data in this data class needs to be in the reference dataset Cities.cls, 

as illustrated in Figure 15-10. However, 6% of the data is not there.13 Either 

users accept this and make an informed decision to use it, or users need to 

go to the reference dataset and compare the disparity of this dataset with 

the reference dataset.

12 See more information about duplicate record removal in Chapter 8.
13 Please, review the section “Automated Data Quality Assessment” in the previous 
chapter.
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Figure 15-9. Data Quality Dimensions for MERCHANT_CITY

Figure 15-10. Data Class

In addition to these standard dimensions, companies can customize 

the dimensions or adjust the weights of these standard dimensions. The 

goal is to set data quality scores that accurately reflect the extent to which 
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that data can be used for business analytics. Also, companies need to set 

up a data quality monitoring framework that must trigger processes to fix 

quality issues should they occur.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 15-1.

Table 15-1. Key Takeaways

# Key Takeaway High-Level Description

1 Data management and 

data and ai governance are 

like two strands of Dna.

Data management is the process of developing, 

implementing, and monitoring systems, 

procedures, and practices to deliver and enhance 

the value of data and assets throughout their 

lifecycle, while data and ai governance is defined 

as the exercise of authority and control during the 

management of data and assets.

2 Companies often lack 

a top- level design of 

enterprise data governance 

that leads to the delay 

or failure of data and ai 

governance projects.

the Data fabric architecture can help enterprises 

address data and ai governance challenges 

effectively by two key levers, (a) pulling data 

from disparate data sources to create a holistic 

view and (b) using ai technology to simplify the 

implementation of data and ai governance.

3 by 2023, more than 80% 

of companies worldwide 

will be faced by at least 

one privacy-focused data 

protection regulation.

Digitizing the regulation and getting the business 

units to comply with regulations and laws is 

a matter of urgency. Use nLp technology with 

a Data fabric architecture to accelerate the 

establishment of regulations.

(continued)
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Table 15-1. (continued)

# Key Takeaway High-Level Description

4 policy and rule 

enforcement contains two 

key elements.

first, the platform needs to recognize or classify 

data to the correct categories, that is, pii or 

confidential data; second, the corresponding 

protection rules need to be applied to the data 

according to the outcome of the first step when 

data gets accessed.

5 Data quality ensures that 

only authorized users have 

access to the data.

Data quality is measured by six dimensions: 

completeness, accuracy, timeliness, validity, 

uniqueness, and consistency. businesses need 

to constantly monitor the data quality. once the 

quality is below a defined bar, corrective actions 

need to be taken.
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CHAPTER 16

Sample Vendor 
Offerings
As we have mentioned in Chapter 2, Gartner named Data Fabric as 

one of the top ten technology trends in data and analytics for 2019 and 

2021 and tipped it as one of the top ten emerging technology trends for 

2022. Meanwhile, Forrester said that of the 25,000 reports the company 

published last year, reports on Data Fabric ranked in the top ten 

downloads for 2020.

As emerging technology trends, Data Fabric and Data Mesh have been 

in the spotlight since their inception. IBM, Amazon, and Microsoft, the 

world's largest information technology companies; Denodo, the leader in 

data virtualization; Informatica, the established leader in data integration; 

and many other global top vendors like Snowflake, NetApp, and Talend 

have responded to Data Fabric and Data Mesh requirements and provided 

enterprise-ready solutions.

Let us look at some sample offerings from the major vendors, as well as 

their strengths and limitations.
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 Introduction
The goal of Data Fabric1 is to provide a flexible, seamless, and automated 

approach to data access, enabling self-service consumption of data 

at any time, and to keep data and AI trustworthy through proactive, 

intelligent, and sustainable data and AI governance. How does Data Fabric 

differentiate from other architectures as the best solution to deal with the 

diversity, complexity, and heterogeneity of data? It’s primarily due to three 

key features of the architecture design2:

• Connecting data, not centralizing it: One of the key 

principles of a Data Fabric architecture is the flexibility 

of data integration approaches, that is, the solution 

automatically chooses the best integration strategy, 

by either virtualizing, transforming, replicating, or 

providing direct access for users based on workload 

requirements and the policies of the enterprise, 

eliminating the need for users to manually build data 

pipelines and selecting compute storage solutions. 

What kind of data sources and data types are 

supported and in what way they are connected are all 

important decision factors in examining Data Fabric 

implementations.

• Self-service, not expert service: A Data Fabric 

architecture and especially a Data Mesh solution are 

democratizing data and AI, allowing business users to 

easily discover and consume data and AI assets and 

1 See Reference [1] on Gartner’s view on the role of Data Fabric modernizing data 
management and integration.
2 Please, review Chapter 2, where we introduced Data Fabric and Data Mesh 
concepts.
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enabling agile delivery of data products. In the existing 

centralized data provisioning model, data engineering 

teams have become the biggest bottleneck affecting the 

efficiency of data-driven decisions. Self-service data 

and AI consumption increases productivity of analysts 

and business users to meet exuberant data-driven 

requests. Self-service could be done through searching 

from the enterprise knowledge catalog to obtain 

connectivity information for data and AI assets, using 

it in conjunction with other tools, or directly accessing 

data assets using SQL, REST, etc.

• Intelligent governance, not manual operation: 

Traditional data governance initiatives are driven by 

top-down governance mandates and often start after 

problems have occurred, which is an unsustainable 

and inappropriate approach to cope with the rapidly 

expanding data volume and domain complexity. 

Data Fabric and Data Mesh approaches, on the other 

hand, suggest that data and AI governance should be 

considered from the beginning and be infused with 

intelligence, building governance capabilities through 

an augmented knowledge base and integrating them 

into every stage of the data and AI lifecycle.

In summary, both concepts emphasize distributed data management 

with its core idea to deliver trusted data from all relevant data sources to 

all relevant data consumers in a flexible way by optimizing the discovery 

and access of heterogeneous data allowing data consumers to achieve 

agile data product delivery in self-service fashion. At the same time, 

infusing AI in all aspects enables semantic exploration, analysis, and usage 

recommendation of data and AI to make both approaches as automated as 

possible.
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In addition to these core capabilities that are connecting data, self- 

service, and intelligent data and AI governance, the deployment option and 

the ability to integrate with external services are also criteria for selecting 

vendor offerings.

 IBM Cloud Pak for Data
IBM is recognized as a leader of enterprise Data Fabric3 by the Forrester 

Wave Q2 2022. IBM Cloud Pak for Data is IBM’s implementation for a 

Data Fabric architecture, implementing Data Mesh solutions. It simplifies 

the whole information supply chain from collecting and organizing to 

analyzing and infusing data and AI by dynamically and intelligently 

orchestrating governed data and AI across a distributed landscape to 

provide a common data foundation for data consumers. Let us take a 

closer look at how IBM Cloud Pak for Data delivers on the Data Fabric and 

Data Mesh promise.

With regard to connecting data, IBM Cloud Pak for Data provides a 

wealth of integration options. IBM Watson Query, a service available on 

IBM Cloud Pak for Data, uses a single distributed query engine across 

clouds, databases, data lakes, data warehouses, and streaming data 

without copying or moving data. In addition, IBM Db2 for z/OS Data Gate 

allows users to access current Db2 for z/OS data without accessing and 

consuming Db2 for z/OS resources.

Furthermore, IBM DataStage is an industry-leading ETL tool that helps 

users design and transform data. The choice of integration technology 

depends on policy, latency, and performance requirements. For example, 

data location regulations do not allow data generated in a particular 

country or region to be transferred abroad. Therefore, the available options 

include data virtualization or replication to data stores residing in the same 

3 See Reference [2] for more details on IBM Cloud Pak for Data.
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country or region. IBM Cloud Pak for Data also supports extensive data 

sources4 such as AWS S3, Cloud Object Storage, Db2, Snowflake, generic 

JDBC, and many more.

The data sources supported by each service may vary slightly, and new 

data sources are added with each new release, so please refer to IBM's 

website for the latest list of support.

IBM Cloud Pak for Data provides the capabilities of self-service and 

intelligent governance through IBM Watson Knowledge Catalog, which is 

the knowledge core of Cloud Pak for Data. It has provided its full breadth of 

self-service discovery of data, data cataloging, data profiling, data quality 

management, and semantic search capabilities. Data stewards use IBM 

Watson Knowledge Catalog to curate metadata, define data policies for 

privacy, capture data lineage, and perform other tasks related to security 

and compliance. Once data assets are published in the knowledge catalog, 

business analysts and data scientists with corresponding authorization can 

find and consume these assets in self-service fashion.

Please see Figure 16-1 for details. Moreover, their activities will also be 

tracked per data asset in preparation for future audits.

Figure 16-1. Self-Service Capabilities with Cloud Pak for Data

4 See Reference [3] for more details on data sources supported by each service on 
IBM Cloud Pak for Data.
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Powered by the superior capabilities of the IBM Watson Knowledge 

Catalog, IBM Cloud Pak for Data automatically applies industry-specific 

regulations and rules to data assets to secure data access across the entire 

enterprise, as depicted in Figure 16-2.

IBM Cloud – Cloud Pak for Data as a Service
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Figure 16-2. Watson Knowledge Catalog

It instills intelligence in all aspects of data and AI governance. First, 

it automatically classifies, profiles, and analyzes the quality of data assets 

and assigns or recommends business terms and data categories with built- 

in semantic models. Second, when business analysts and data scientists 

access data assets, protection rules and policies are autonomously 

enforced to ensure the compliance with data privacy regulations and laws.

IBM Cloud Pak for Data has an on-premises software version that is 

built on the Red Hat OpenShift container platform and a fully managed 

version built on IBM Cloud. It offers a wide selection of IBM and third- 

party services spanning the entire data lifecycle, for example, EDB 

Postgres Enterprise with IBM and MongoDB Enterprise Advanced in data 

management and Palantir for infusing AI into decision-making.

Both the on-premises and public cloud versions are suitable for 

large enterprises to implement either an enterprise-wide Data Fabric 

architecture or organizational Data Mesh solutions that may be federated 
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across organizations. It achieves full return on investment as more 

business units onboard the platform enabling the value of data and AI to 

be further realized.

 Amazon Web Services
Amazon Web Services (AWS) offers a wide variety of data services, which 

are like Lego building blocks that can be assembled to implement a Data 

Fabric architecture. Of all the services, AWS Glue is the heart of data 

integration, including data discovery, data catalog, data enrichment and 

ETL, etc., as depicted in Figure 16-3.

Figure 16-3. AWS Glue

Connecting data is being implemented by AWS Glue crawlers. They 

scan data from different data sources; retrieve metadata for structured 

data and unstructured data, such as instance schema, location, etc.; and 

store this information in a centralized repository called AWS Glue Data 
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Catalog. The supported sources5 include data lakes in S3, data warehouses 

in Amazon Redshift, and other databases that are part of the Amazon 

Relational Database Service . Crawlers not only connect to data but run 

classifiers to infer the schema, format, and data types of your data. Once 

the data is cataloged, it is immediately available for search and query. AWS 

doesn’t have a virtualization solution, but Glue Elastic Views (in preview) 

uses SQL to provide a materialized view across many databases and 

data stores. It supports Amazon DynamoDB, Amazon Redshift, Amazon 

S3, and Amazon OpenSearch Service. In addition, AWS Data Migration 

Service allows customers to handle data capture for ongoing replication or 

changes.

AWS provides not just self-service by searching in AWS Glue Data 

Catalog, but direct SQL service via AWS Athena,6 which is an interactive 

query interface for data analysts to run analytics queries on various data 

sources. The query engine behind is Presto,7 which is an open source 

distributed query engine optimized for low-latency analysis over big 

data. A special feature worth mentioning is that Athena allows running 

federated queries to access multiple data types in multiple data sources 

without moving data. The supported data types by Athena include CSV, 

JSON, Apache Parquet, etc. Moreover, Athena and Glue have seamless 

integration of all data sources that Glue crawlers support and other JDBC- 

compatible databases.

AWS Lake Formation is yet another service that can be used to 

compose a Data Fabric. It implements a very important aspect – 

governance. With AWS Lake Formation, users can define fine-grained 

permissions at database, table, and column levels for a data lake. Lake 

Formation centrally manages security policies and enforces them across 

analysis services, eliminating the need for individual configuration 

5 See Reference [4] for more details on supported data sources.
6 See Reference [5] for more details on Athena.
7 See Reference [6] for more details on Presto.
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of access controls for each service. It automatically filters data and 

displays only the data allowed by the defined policy to authorized users, 

without replicating it. Lake Formation has built-in ML models for entity 

resolutions8 to link records from disparate data sources or remove 

duplicates from the same data source, increasing overall data quality.

Many AWS services are serverless services that can be easily scaled out. 

They are also optimized for S3 but not integrated with other third-party 

databases or S3. This section only covers a few selected AWS core services 

in the Data Fabric context. AWS offers flexibility but also requires users 

to have advanced technical skills on AWS. A steep learning curve is to be 

expected. Finally, AWS does not have an on-premises version. All services 

are only available on AWS. If you already have built your application with 

AWS and data in S3, AWS is a great choice for building a Data Fabric.

 Microsoft Azure
Microsoft provides a unified experience and seamless integration across 

multiple services on Microsoft Azure, where customers can easily 

purchase new services as needed and get an integrated and consistent user 

experience. Microsoft has also developed several services for building a 

Data Fabric. Let us have a deeper look at these services.

For connecting data, Microsoft Purview is a unified data governance 

service that helps manage and govern users’ on-premises, multicloud, 

and SaaS data. Most Azure data sources9 are supported through Microsoft 

Purview Data Map, including databases such as Amazon RDS, Db2, 

Oracle, MongoDB, Amazon S3, etc. In addition to that, Microsoft provides 

integration services via the Microsoft Azure Data Factory. It provides a no- 

code platform to construct ETL and orchestrate pipelines.

8 See Chapter 8 for more details on entity resolution.
9 See Reference [7] for more on data sources supported by Purview.
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Microsoft also provides a data virtualization preview for Azure SQL 

Managed Instance, which currently only supports querying external files 

stored in Azure Data Lake Storage or Azure Blob Storage. Regarding a 

replicate data solution, Azure relies on the change data capture solution on 

the source, for example, based on Microsoft Azure SQL databases and SAP.

Coming to self-service, Microsoft Azure Synapse Analytics provides 

SQL service as well. Synapse Analytics, as depicted in Figure 16-4, is 

powered by the Data Factory10 and supports a variety of data lakes, 

repositories, NoSQL, files, common protocols, and other services. It also 

has a common ODBC connector to extend the support for even more 

databases. With Microsoft Azure Synapse Analytics, users gain insights 

across DWH and big data platforms with a unified user experience. 

It transparently brings together the best technologies from multiple 

domains, such as the best SQL technologies for enterprise data warehouse, 

Spark technologies for big data, data explorer for logging and time series 

analysis, and pipelines for data integration and ETL/ELT. It also has 

deep integration with other Microsoft Azure services such as Power BI, 

CosmosDB, and AzureML.

Figure 16-4. Azure Synapse

10 See Reference [8] for more on data sources supported by Synapse Analytics.
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The core service of Microsoft’s Data Fabric approach is Purview, as 

depicted in Figure 16-5. It orchestrates with a few Microsoft Azure services 

to provide Data Fabric capabilities.

Figure 16-5. Microsoft Purview

First, Data Map automatical1ly keeps the data catalog up to date 

with built-in automated scanning and classification systems. Second, 

Purview Data Catalog enables business and technical users to quickly 

and easily find relevant data using multiple dimensions, such as glossary 

terms, classifications, sensitivity labels, and more. Third, Microsoft 

Purview Data Sharing enables organizations to securely share data both 

within the organization or across organizations with business partners 

and customers. Lastly, Microsoft Purview Data Lifecycle Management 

(formerly Microsoft Information Governance) provides users tools to 

retain the content they need to keep and archive or remove the content 

that is obsolete. Regarding governance, Data Policy (currently in preview) 

can enforce policies through Microsoft Purview to the data sources that 

have registered for the policies. When the new policy is published, it will 

enforce the underlying data sources asynchronously.

A key differentiator of Microsoft Azure is its Microsoft Purview Data 

Estate Insights, which provides a C-suite, a complete view of their data 

estate with actionable insights to bridge the gaps discovered by the 
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governance process. Microsoft Purview and Azure Synapse are services 

on Microsoft Azure. As of today, Microsoft doesn’t have an on-premises 

version. In terms of functionality, Microsoft just gets started in some 

areas, like virtualization, but the user experience and integration are 

phenomenal. Even across so many services, Microsoft still manages to 

deliver a consistent and quality user experience.

 Denodo
Denodo is a niche vendor specialized in data virtualization, offering rich 

capabilities to build a logical Data Fabric focusing on data virtualization. It 

comprises a common semantic layer for provisioning data more quickly to 

the business, a dynamic data catalog for enterprise-wide data governance, 

and an industry-leading query engine powered by ML.

For connecting data, Denodo supports a variety of data sources,11 

including most databases on the market, data lakes with SQL interfaces, 

or allowing connections with generic JDBC. It also supports direct 

connections to Db2 for z/OS. Moreover, it runs queries directly on 

Salesforce with Salesforce wrappers and JSON data sources via connection 

services like ServiceNow and on CSV, Avro, Map files, sequence files stored 

in HDFS, and AWS S3 with Distributed File System Custom Wrapper. 

Denodo is specialized for virtualizing data, so it doesn’t provide solutions 

for replication and transformation.

The Denodo platform provides comprehensive metadata and data 

discovery capabilities, including data governance, data lineage, change 

impact analysis, etc. The virtualization technology enables organizations 

to create unified data access and centralized governance policies across 

heterogeneous systems of structured and unstructured data sources.

11 See Reference [9] for more details on data sources by Denodo.
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Denodo has a self-service business glossary and information catalog 

that allow users to add their own business terms and find assets on users’ 

needs. In addition, Denodo’s data catalog uses AI/ML technology and 

provides interactive discovery features, collaboration capabilities, and 

personalized recommendations. Denodo also provides security and 

governance capabilities, including advanced data masking and attribute- 

based access control (ABAC), available for all data assets in the catalog, via 

a single point of control and administration.

Notably, Denodo's core technology is its data virtualization, as 

depicted in the middle of Figure 16-6, and built-in query acceleration 

features, such as aggregation awareness, flexible caching options, 

and query optimization. It has superior support for active metadata, 

which is captured from the source of static connections and dynamic 

data processing, such as statistics of data access and queries, latency 

of requests, etc. These metadata can be further used to optimize the 

Data Fabric.
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Figure 16-6. Denodo

Denodo has both an on-premises version and cloud services available 

on AWS, Microsoft Azure, and Google Cloud. It has more than 150 data 

adapters, supporting a broad spectrum of data sources. Denodo does not 

have a BI/AI solution, and customers need to integrate with other third- 

party solutions.

 Informatica
Informatica is one of the leading providers in the Data Fabric market, 

ranking as the leader in data integration, data quality, and MDM in 

Gartner’s Magic Quadrant. Please, see Figure 16-7 for Informatica's 

architecture.
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Figure 16-7. Informatica

In terms of connecting data, Informatica Data Ingestion and Data 

Integration products and services support replication, ELT, and change 

data capture for many data sources12 to enable customers to build a data 

lake or DWH solution across different cloud providers. It supports not 

only most relational databases, data lakes, and file storage solutions but 

also messaging and social media. It currently supports HBase for NoSQL 

databases.

Both data integration and data quality products by Informatica provide 

low-code or no-code experience for citizen data teams. Data engineers 

can easily drag and drop on the canvas to define data integration and 

data analysis jobs. Data curators can perform various types of operations 

through the GUI such as cleaning data, creating dictionaries, parsing, and 

labeling data, creating rule specifications and verifiers. It also supports 

automatic dictionary generation from data analysis results. The newly 

generated dictionary can be used in later parsers, taggers, rules, or verifiers.

12 See Reference [10] for more details on data sources supported by Informatica.
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Informatica supports the use of AI/ML technologies to automatically 

capture and enhance metadata from disparate data sources and create 

a knowledge graph to establish connections between technical and 

business contexts. Its catalog provides a browsable and hierarchical view 

for users to easily find data assets with extended knowledge, such as data 

lineage, profiling results, tribal knowledge, etc. Informatica also provides 

powerful governance features. The augmented knowledge graph, which 

is established by linking technical data and business terms, enables the 

enforcement of business-relevant policies. Users can easily find which 

policies are related to a particular data asset.

Informatica supports both on-premises and cloud deployments 

partnering with AWS, Google Cloud, Microsoft Azure, Oracle, and 

Snowflake. The on-premises version remains a standalone installation- 

based product, and it does not offer data warehouse, data lakes, and BI 

or AI solutions, so users still need to integrate other vendor offerings 

providing these capabilities.

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 16-1.
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Table 16-1. Key Takeaways

# Key Takeaway High-Level Description

1 iBm Cloud pak 

for data

•  a wealth of integration options: direct access, 

transformation, virtualization, and replication.

•  Comprehensive self-service and governance 

capabilities: data discovery, intelligent cataloging,  

data profiling, data quality, and semantic search  

and recommendation.

•  Supports both on-prem deployment on a red hat 

openShift cluster and SaaS on iBm Cloud.

•  Can be used for data fabric architecture and data 

mesh solutions.

2 aWS •  optimized for rdS and S3, requiring customization  

for other third-party data sources.

•  Crawlers scan data and retrieve metadata from 

different data sources.

•  no on-premises version.

• lego style, assembly required, steep learning curve.

3 microsoft •  Unified user experience across multiple products,  

easy for self-serve.

•  provides a completed view of their data estate and 

actionable insights to C-suites.

• gets started in virtualization areas.

• no on-premises version.

4 denodo • logic data fabric limited to data virtualization.

•  Specialized on virtualizing data, not moving or 

replicating data.

• Supports both on-premises and SaaS.

(continued)
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CHAPTER 17

Data Fabric and Data 
Mesh Research Areas
Imagine a hyper-automated Data Fabric or Data Mesh that is self-acting, 

self-improving, and self-optimizing, meaning that it can operationalize 

intelligence and AI insight in real time without human intervention or 

significantly reducing human-driven data and AI management tasks. 

Such a modern Data Fabric architecture or Data Mesh solution is not only 

infused with AI to gain more relevant insight, discover assets, or activate 

the digital exhaust; it is action-oriented and capable to auto-tune and 

auto-correct operations of both concepts. Applying this to AI governance, 

imagine a new international law or regulation, which affects your company 

in terms of establishing new or adjusting existing data-related processes, 

for example, guaranteeing bias-free AI models. A modern Data Fabric or 

Data Mesh should be able to apply ontology-based semantic searches 

to identify relevant data and AI assets that are affected by the law or 

regulation and autonomously infuse these assets to be processed by the 

trustworthy AI component1 of your Data Fabric architecture.

In this chapter we examine trends and directions and research areas, 

which are based on many concepts that we have elaborated on in this 

book, such as active metadata, semantic knowledge graphs, activating the 

digital exhaust, intelligent information integration, etc.

1 Review Chapter 5.

© Eberhard Hechler, Maryela Weihrauch, Yan (Catherine) Wu 2023 
E. Hechler et al., Data Fabric and Data Mesh Approaches with AI,  
https://doi.org/10.1007/978-1-4842-9253-2_17
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 Introduction
It must have become obvious in this book that there is no unified Data 

Fabric architecture, which serves all purposes, use cases, and business 

scenarios. There is, for instance, a Data Fabric architecture that is 

specifically geared toward building a Data Mesh solution. However, there 

is also a Data and AI Fabric,2 which addresses a broader set of assets than 

just data. Furthermore, a Communication Fabric may specifically address 

the needs of an omni-channel digital experience in the financial service 

sector, or an Edge Fabric is geared toward the needs for mobile- and 

5G-based scenarios. Each of these Data Fabric architectures may require 

specific functions and features.

However, in this chapter, we take a holistic view and introduce trends 

and directions to augment a generic Data Fabric architecture by further 

infusing mainly AI techniques, for example, ontology-based semantic search, 

semantic knowledge graphs, etc. In addition, we elaborate on an AI-infused 

automated AI governance scenario, taking trustworthy AI as an example.

Finally, we introduce the concept of a hyper-automated Data and 

AI Fabric or Mesh that autonomously improves processes itself, limiting 

human intervention to approve, adjust, or also reject proposed actions.

 AI-Based Augmented Insight
As we have seen throughout this book, the modern Data Fabric or Data 

Mesh DNA is distinctly driven by AI, which constitutes indeed a paradigm 

shift in how metadata management, entity matching, information 

integration, information governance, semantic search, semantic 

knowledge graphs, etc. are seen today. In this section, we present a few 

research areas that are highly relevant for both approaches.

2 Review Chapter 10.
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Generating a semantic knowledge graph is already a challenge by itself, 

especially if the graph is interspersed with business data and ontologies. 

However, exploiting and interpreting a semantic knowledge graph and 

transforming its inherent knowledge into automated recommendations 

and actionable insight represents another challenge. Both areas are dealt 

with in the research.3 For instance, trustworthy and explainable AI is 

addressed by applying ML and related interpretation algorithms, as we 

have seen in Chapter 5. Applying semantically enriched knowledge graphs 

improves the insight and explainability of AI.4 ML-based trustworthy AI 

approaches are limited by explaining and interpreting the influence of 

features for the predictive outcome or calculating the confusion matrix, 

which by itself limits the type of ML models that can be evaluated.

The attentive reader has certainly noticed that model fairness, drift 

detection, and the quality metrics discussed in the “Trustworthy AI” 

section of Chapter 5 were limited to multiclass classification and regression 

problems. However, exploiting semantic knowledge graphs can support 

interpretability and explainability of nearly all AI model types by discovering 

and depicting semantic and non-obvious relationships or depicting an ML 

or DL model in a simplified and more readable, explainable way.

Let us add a short note regarding terminology: we refer to the term 

interpretation algorithms in the context of model fairness, drift detection, 

etc. as dealt with in Chapter 5, whereas interpretability is geared toward 

the explainability of the model itself and its inferred outcome, for example, 

its predictive outcome.

A particularly hard problem to tackle is the trustworthiness and 

explainability of DL models, which relates to the semantics of the input, 

output, and middle layers of the Artificial Neural Network (ANN) or Deep 

Neural Network (DNN), the entanglement of the ANN or DNN nodes and 

3 See Reference [1] for more information on recent trends in knowledge graphs.
4 See Reference [2] for more information on the role of knowledge graphs in 
explainable AI.
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their weights in the middle layer(s), and the continuous adjustments and 

learning that the ANN or DNN is subject to, which contributes to the black- 

box perception of DL models. Developing interpretation algorithms or self- 

interpretable models, where trustworthiness is an intrinsic capability of 

the model itself, is a subject in the research.5 Semantic knowledge graphs6 

are particularly well suited to improve understanding, interpretability, and 

explainability of the DL model outcome and decision-making process. 

Current Data Fabric or Data Mesh approaches have not yet embraced 

these aspects. Applying ontology-based semantic knowledge graphs to AI 

tasks in general – going above and beyond trustworthy and explainable 

AI – is a key area in the research.7

In Chapter 7, we have discussed semantic enrichment and a few 

enhancements that are broadening the scope of standard SQL, such as 

AutoSQL, confidence-based query matching, and semantic SQL, which 

are all key Data Fabric and Data Mesh capabilities. We have furthermore 

suggested domain- or industry-specific taxonomies or ontologies to serve 

as input to the semantic enrichment engine. This leads us to the topic of 

ontology-based semantic search, which is another key Data Mesh–related 

topic that is dealt with in the research. SPARQL (Simple Protocol and 

RDF Query Language) is a well-established RDF (Resource Description 

Framework) semantic query language for databases, able to retrieve and 

manipulate data stored in the RDF format. RDF is a method to represent 

information as triples, where a set of triples defines a knowledge graph.8 

OWL (Ontology Web Language) is a knowledge representation and 

ontology language that can be used to describe RDF data. The RDF, OWL, 

5 See Reference [3] for more information on trustworthiness and interpretability of 
DL models.
6 See Reference [4] for November 2021 conference proceedings on semantic 
knowledge graphs.
7 See Reference [5] for more information on ontology-based, large-scale 
knowledge graphs of AI tasks.
8 Please, review the section “Semantic Knowledge Graphs” in Chapter 5.
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and SPARQL9 standards have already a long history in ontology-based 

semantic search.

In the context of a Data Fabric and Data Mesh, however, a key 

challenge in applying ontology-based semantic search is the heterogeneity 

of the data format and structure used in the knowledge catalog, 

particularly as it relates to the digital exhaust metadata and the varied AI 

artefacts (e.g., AI models, pipelines, ETL stages, etc.), which may not be 

represented in RDF format. Furthermore, using OWL to represent existing 

industry-specific ontologies and making them searchable for semantic 

enrichment via SPARQL may still be a relatively straightforward process. 

Nevertheless, domain-specific ontologies that relate to specific processes, 

for example, intelligent information integration and activating the digital 

exhaust, may first have to be developed using OWL. In addition, the 

relevant metadata, digital exhaust, and other input data for the Data Mesh 

semantic enrichment engine need to be transformed into the RDF format 

to make them accessible via SPARQL. Specific interfaces and tooling need 

to be developed to guide users through this process as well. Alternative 

approaches, partly based on open source initiatives, are currently 

investigated,10 for example, Apache Jena,11 an open source Java framework 

for building semantic web and linked data applications.

Most of the current research in semantic knowledge graphs and 

ontology-based semantic search applies to the semantic enrichment tasks, 

such as generating active metadata, activating the digital exhaust, and 

searching for relevant data and AI assets in a self-service fashion within the 

context of a specific business or industry domain.

9 See Reference [6] for more information on SPARQL, RDF, and OWL.
10 See Reference [7] for more information on an ontology-based semantic search 
framework for disparate datasets.
11 See Reference [8] for more information on Apache Jena.
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 AI-Infused Automated AI Governance
As we have seen in Chapter 15, AI governance and ethics12 have become 

a reality that enterprises need to embrace. Indeed, existing regulations 

published by the European Commission and the US Department of State13 

have already addressed trustworthy AI.

However, implementing AI governance with its many facets, like 

trustworthy and explainable AI and ethics, and addressing the AI lifecycle 

end to end – specifically as it relates to AIDevOps – still represents quite 

a challenge, especially with the claim to automate the implementation of 

AI governance as far as possible, for instance, by infusing AI into relevant 

processes.

The ever-increasing need of understanding these regulations and 

above all transforming and implementing the imperatives into the existing 

Data Fabric architecture or Data Mesh solution to guarantee compliance is 

often nontrivial.

AI-infused automated AI governance capabilities, as depicted 

in Figure 17-1, should support interpretation, transformation, and 

implementation of these regulations – at least as far as possible. With all 

the Data Fabric vendor offerings and their functions and features as we 

have discussed in Chapter 16, this sophisticated automated AI governance 

scope, however, is not a reality yet and subject to R&D.

12 See Reference [9] for more information on AI governance.
13 Please, review Chapter 5.
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Automated AI governance
insight component

Ontology mapping
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Linguistic analysis
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ontologies

Metadata
(Knowledge catalog)

Input:
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� Data
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� Internet sources
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AI/ML capabilities

Business & IT
glossaries
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Asset infusion

Data Fabric integration

Process adjustment

Automated Data Fabric
execution component

Figure 17-1. AI-Infused Automated AI Governance

Looking at Figure 17-1, let us discuss the various components 

and their functions. To illustrate the required functionality of an AI- 

infused automated AI governance platform, we are using trustworthy AI 

regulations from either the European Union or the US Department of State 

as an example.14

The AI-infused automated AI governance platform comprises the 

following two main components:

 1. Automated AI governance insight component: 

This component is essentially generating actionable 

insight based on regulation-specific input data 

(e.g., regulations, documents, Internet sources, 

legal assets, etc.), regulation-specific ontologies 

and knowledge graphs, business and IT glossaries, 

and relevant active metadata from the knowledge 

14 See References [10] and [11] for details on guidelines of the European 
Commission and the US Department of State regarding trustworthy AI.
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catalog. This input data is analyzed via AI/ML 

capabilities to generate actionable insight, which 

can (or rather should) be autonomously processed 

by the automated Data Fabric execution component.

 2. Automated Data Fabric execution component: 

This component processes the insight generated 

from the automated AI governance insight 

component to build additional or adjust existing 

Data Fabric processes to comply with regulations. 

New processes may have to be integrated into the 

Data Fabric, and existing ones must be customized 

or updated accordingly.

Let us first take a closer look at the automated AI governance insight 

component, detailing out specifically the relevant AI/ML and other 

capabilities. Most of these capabilities are subject to R&D. Needless to 

mention that additional capabilities may be required, such as easy-to-use 

GUIs and transformation modules, for example, to prepare input datasets 

and to generate JSON or Avro output datasets for dataset exchange 

purposes and so on:

• Knowledge graph inclusion: Existing regulation- 

specific knowledge graphs must be factored in; if 

none is available, they may have to be built first prior 

to inclusion. Semantic knowledge graphs may have 

to be generated, as outlined in Chapter 5, to leverage 

augmented insight related to non-obvious relationships 

or correlations, that is, of regulations to legal cases or 

aspects.

• Ontology mapping: Regulation-specific ontologies 

must be leveraged and mapped to relevant AI assets 

and Data Fabric processes. In our example, this means 
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mapping to ML models, pipelines, and Data Fabric 

processes that are relevant to guarantee trustworthy 

AI. This could, for instance, require a mapping to the 

relevant IBM Watson Studio trusted AI functionality, 

which our examples for trustworthy AI in Chapter 5 are 

based on.

• Glossary matching: Relevant business and IT 

glossaries available via the knowledge catalog must 

be matched to the regulation-specific key terms; new 

terms should be discovered and added to the existing 

glossaries.

• Metadata analysis: Existing active metadata should 

be analyzed to gain further insight; new metadata may 

have to be discovered and added to the knowledge 

catalog. Furthermore, active metadata will be used 

as input for some other modules, for example, asset 

identification and asset correlation.

• Asset identification: A key task is the identification 

of assets that are relevant for the trustworthy AI 

regulation, for example, existing ML or DL models, 

corresponding pipelines, Jupyter notebooks, etc. This 

requires discovery of AI assets stored in the knowledge 

catalog (active metadata) and may require input from 

the linguistic analysis and text analysis modules.

• Asset correlation: AI assets do not exist in isolation; 

they are correlated, which is either already captured 

in the knowledge catalog, or the correlation still needs 

to be discovered, that is, via the semantic enrichment 

engine of the Data Fabric architecture. In addition, the 

correlation goes above and beyond just the IT domain; 
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it should also include, for instance, correlation to 

the business domain and semantics of the AI model, 

including its business outcome and meaning.

• Text analysis: The regulation-specific documents and 

text need to be analyzed by applying ML techniques 

to automatically classify and extract valuable insights 

from unstructured text data. This may require 

correlating the analysis step with the relevant 

ontologies and active metadata.

• Linguistic analysis: The relevant documents and text 

may have to be linguistically analyzed as well, especially 

if sophisticated and legally relevant, for instance, to 

better understand the semantics (meaning) of the 

regularity text and impact in case of noncompliance.

Let us continue by deep-diving into the automated Data Fabric 

execution component, detailing out the capabilities it is composed of. This 

is indeed an area where most R&D is required to augment a Data Fabric 

architecture to automatically adjust and integrate required changes. 

Whereas the automated AI governance insight component generates 

actionable insights, this component automatically transforms the 

insight into actionable insight and autonomously executes the identified 

steps to implement trustworthy AI to guarantee compliance with the 

corresponding regulation:

• Module identification: Corresponding Data Fabric 

components, modules, products, etc. need to be 

identified to understand where adjustments need to 

be implemented. This can refer to an existing tool or 

component that delivers trustworthy AI for other ML 

models already to, for instance, improve explainability in 

addition to its currently implemented functional scope.
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• Asset infusion: Identified AI assets need to be 

infused and made available to corresponding Data 

Fabric processes, which may require new integration 

methods, leveraging asset exchange standards to 

be used. For instance, operationalized ML models 

and pipelines must be integrated into the existing 

trustworthy AI product or ecosystem.

• Process adjustment: Relevant Data Fabric processes 

themselves or parts of the process flow need to be 

adjusted, which could relate to customizing pipelines, 

Jupyter notebooks, or ETL transformation stages. This 

could include automatically discovering, accessing, 

transforming, cleansing, and integrating new data 

records that are stored in data stores or generated in 

transactional systems that have not been accessed 

before. This must be done while corresponding ML 

models are deployed and in operation.

• Data Fabric integration: Overall integration of 

required changes, new modules, assets, or even ML 

algorithms must be taken into consideration by the 

Data Fabric. Adopting trustworthy AI in the context 

of new regulations may, for instance, require new 

ML algorithms from vendors for their corresponding 

products to be integrated autonomously to calculate 

required measures related to AI interpretation or 

interpretability. This obviously relates to an established 

AIDevOps infrastructure to be in place.

In Chapter 14, we have seen several existing capabilities, such as to 

auto-discover and classify data, to auto-detect sensitive data, to auto- 

analyze quality data, and to auto-assign business terms. Nevertheless, 

the scope and aspiration of an AI-infused automated AI governance as 
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outlined previously remains subject to R&D. Some vendors are already 

referring to an automated Data Fabric.15 However, this relates to a subset of 

tasks and processes, for example, automated data lineage, automated data 

discovery, etc.

A Software as a Service (SaaS) cloud deployment model may impose 

additional requirements that consider a services-based Data Fabric or 

Data Mesh implementation.

 Hyper-automated Data and AI Fabric
As we have seen previously, vendors are already referring to an automated 

Data Fabric, meaning that certain tasks are performed automatically. 

Indeed, the Data Fabric journey is certainly moving toward identifying and 

automating as many business and IT processes as possible to eliminate or 

at least to reduce human intervention.

We refer to the term hyper-automation16 to automate adjustments and 

optimization of Data and AI Fabric or Mesh processes, meaning to auto- 

tune, to self-correct, and to auto-implement improvements or changes to 

these processes – mainly implemented via infusion of AI/ML, which also 

includes auto-adjustments to already defined data products.

Figure 17-2 introduces a few examples of how this might look like once 

vendor R&D organizations have delivered corresponding capabilities in 

their product suite.

15 See References [12] and [13] for examples on automated Data Fabric mentions.
16 See Reference [14] for more on hyper-automation.
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Hyper automated Data and AI Fabric
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Figure 17-2. Hyper-automated Data and AI Fabric Examples

Needless to mention that AI/ML plays a pivotal role in delivering 

these hyper-automated Data and AI Fabric or Mesh capabilities. However, 

additional capabilities are required to address the integration into 

corresponding Data Fabric architectural components:

• AI model adjustments: Once bias or drift or worsening 

accuracy or precision of operationalized AI models has 

been detected, this should be automatically corrected, 

by, for instance, taking new data for retraining, 

validation, and test of AI models. Revised AI models 

should be auto-deployed and operationalized.

• Data quality issue corrections: Analytical or 

master data changes over time, which may cause 

new data quality issues to surface. Discovery and 

resolution of these quality issues should be performed 

autonomously and according to rules, policies, and 

business constraints, which could mean corrections 

to be auto-implemented in real time, delivering 

sustainable data quality.
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• Batch process flow optimization: The elapsed 

time or resource consumption of batch processes 

themselves and the flow they are embedded in should 

be optimized and adjusted in an automated fashion, 

resulting in revised batch processes and flows.

• DWH/BI report adjustments: New data from new or 

even existing source systems that may be relevant for 

existing DWH/BI reports should be auto-discovered, 

resulting in automated updates of corresponding ETL 

stages and DWH/BI reports.

• Data refresh adjustments: Existing CDC-based data 

replication methods may result in large data volumes to 

be moved with high I/O or CPU cost. Introducing data 

load for some tables or table partitions may optimize 

the data refresh process by complementing the existing 

CDC-based replication.

The preceding examples illustrate the wide scope of Data Fabric–

related processes; data quality (including data consistency, completeness, 

monitoring, preventing errors, etc.) as a particular Data Fabric area enjoys 

great popularity in the research and academia community.17 The same is 

true for hyper-automation with the caveat that the core research is focused 

on IoT, Robotic Process Automation (RPA),18 and specific industries.

However, specific research related to hyper-automation challenges 

seems to be left overall to vendor R&D organizations.

17 See References [15] and [16] for more information on data quality issues.
18 See Reference [17] for more information on hyper-automation.

Chapter 17  Data FabriC anD Data Mesh researCh areas



389

 Key Takeaways
We conclude this chapter with a few key takeaways as summarized in 

Table 17-1.

Table 17-1. Key Takeaways

# Key Takeaway High-Level Description

1 exploiting semantic 

knowledge graphs.

interpreting semantic knowledge graphs and 

transforming their inherent knowledge into automated 

and actionable insight to improve the Data Fabric or Data 

Mesh still represents a challenge.

2 explainability of ai 

models above and 

beyond multiclass 

classification 

problems.

exploiting semantic knowledge graphs can support 

interpretability and explainability of nearly all ai model 

types (including DL models) by discovering and depicting 

semantic and non-obvious relationships or depicting an ML 

model in a simplified and more readable, explainable way.

3 Developing domain- 

specific ontologies.

Domain-specific ontologies that relate to specific Data 

Fabric processes, for example, intelligent information 

integration and activating the digital exhaust, may have 

to be developed using OWL.

4 building an ai- 

infused automated ai 

governance.

the need of understanding regulations and implementing 

the imperatives into the existing Data Fabric or Data 

Mesh to guarantee compliance is nontrivial; capabilities 

and specific Data Fabric architectural components are 

required to automatically generate actionable insight and 

auto-execute identified steps.

5 hyper-automated Data 

and ai Fabric is largely 

subject to r&D.

the term hyper-automation refers to automating 

adjustments and optimization of Data and ai Fabric or 

Mesh processes: auto-tune, self-correct, auto-implement 

improvements or changes to these processes – mainly 

via infusion of ai/ML.
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CHAPTER 18

In Summary 
and Onward
Reaching the end of the book, it must have become obvious that both a 

Data Fabric architecture and Data Mesh solution are inevitably associated 

with applying AI, intelligent knowledge, and automation. Indeed, 

infusing AI is required to enable intelligent cataloging, to generate active 

metadata, to build semantic knowledge graphs, and to gain necessary and 

holistic insight to improve, optimize, and automate tasks and to enable 

self-service generation of data products that are ready for consumption. 

These capabilities are enabled via a knowledge catalog that stores active 

metadata and data product specifications as well.

While a Data Fabric is an architecture that facilitates the end-to- 

end integration of various data and AI pipelines across hybrid cloud 

environments through the use of intelligent and automated systems and 

applications, a Data Mesh should be seen as a solution, which is geared 

toward delivering data-as-a-product in an organizational federated 

approach. To understand the entanglement of these two concepts, we have 

presented the Data Mesh as a solution, which is underpinned and enabled 

by an AI-infused Data Fabric architecture.

A data product is based on semantically related raw data that is 

transformed into a meaningful business context and easily consumable 

by business users; it comes with data product ownership, defined 

SLAs, access methods, and policies and rules and is registered in the 
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knowledge catalog using, for instance, a JSON format. Once data product 

specifications are stored in the knowledge catalog, the data products are 

searchable, discoverable, and ready for consumption by business users.

 Data Fabric and Data Mesh Summarized
There are four distinct but nevertheless related entry points or use case 

scenarios, which could support a consumable and manageable Data 

Fabric journey. These entry points could be pursued individually or even 

in parallel, depending on business objectives and priorities:

 1. Data and AI governance: Automatically applies 

industry-specific regulatory policies and rules to 

your data and AI assets, to quickly establish an 

environment for highly automated and consistent AI 

governance and to automatically secure data across 

the enterprise.

 2. Hybrid cloud data integration: Creates a unified 

view of all enterprise data and AI assets, enabling 

consistency between operational applications. 

It furthermore consolidates and simplifies IT 

infrastructures to be deployed anywhere (on-

premises or any cloud) and automates data 

operations to deliver trusted data to business 

users. It can also prevent delays and disruptions of 

mission-critical data through data resilience and 

easy data access, enabling data and AI assets to be 

easily consumable as data products.

 3. Customer 360-degree insight: Provides a 

comprehensive view of customers by integrating 

data across heterogeneous domains by spending 
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more time on applying AI and analytics to business 

challenges vs. wasting time on hunting quality 

data that is not well understood. It breaks down 

data silos with an integrated view of data and 

supports relevant business outcomes at pace with 

competitive needs.

 4. Trustworthy AI and MLOps: Unlocks trustworthy, 

explainable AI starting with governed data access 

for data scientists. It furthermore enables automated 

MLOps infused with trust throughout the entire 

AI lifecycle and AI governance by introducing 

transparency and monitoring for each stage of the 

AI lifecycle.

The following list is a summary of the most essential Data Fabric and 

Data Mesh characteristics, which are all enabled through data and AI 

assets that are stored in the knowledge catalog. All of these characteristics 

have been elaborated on in this book. Some of these characteristics are 

interrelated with each other and subsequently treated in various chapters 

in this book; they have been discussed from different perspectives 

investigating different facets. This is especially true for metadata and data 

quality aspects:

• Automated metadata enrichment: Means infusing AI 

into the metadata enrichment process to discover non- 

obvious relationships, perform automatic data class 

assignments, generate semantic knowledge graphs, 

conduct data profiling and auto-correction of asset 

quality, etc.

• Self-service information integration: Data engineers 

and even business users need to perform information 

integration tasks, including data discovery, metadata 
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enrichment, data exploration, preparation, and 

transformation, in a self-service manner and regardless 

of the complexity of source systems. We have also 

addressed this intelligent information integration.

• Automated workload distribution: AI-enabled 

automated workload distribution needs to be enabled 

and supported, considering underlying system 

capabilities, resource consumption and constraints, 

SLAs, and performance needs, such as related to data 

throughput and latency, query elapsed time, etc.

• Data product (data-as-a-product, data marketplace): 

Clear ownership of data and AI assets, understanding 

semantically connected data, including discovery and 

access of data and AI assets, self-service consumption 

of data products without IT (or at least limited IT) 

involvement, SLAs, and enabling monetization of data 

and AI assets are key characteristics when producing 

and consuming data products.

• Trustworthy and explainable AI: Addressing emerging 

trustworthy AI regulations needs to be supported by 

automated detection and correction of model fairness 

(bias) and drift, explainability of AI models for business 

users, and measurement of key quality metrics.

• Active metadata exploitation: Business users 

should transparently leverage active metadata to 

gain pervasive and actionable insight regarding 

underlying data and AI assets, which includes search 

and discovery of assets, available access methods, asset 

ownership, enforced policies and rules, semantically 

connected assets, etc.
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• Leveraging the digital exhaust: Information 

integration, workload distribution, data product 

build processes, and resource assignment should 

be improved over time by automatically activating 

the digital exhaust, that is, by optimizing resource 

allocation and data access methods for end-of-month 

integration tasks. Leveraging the digital exhaust means 

learning information integration and other tasks over 

time to improve, optimize, and simplify these tasks 

autonomously over time.

• AI governance: Distributed, federated, and 

organizational data and AI governance should 

address the entire scope of data and AI assets. AI- 

infused governance should support auto-mapping to 

regulations, limiting human intervention, and thus 

accelerating and simplifying adherence to regulatory 

compliance. This is obviously related to trustworthy 

and explainable AI.

 Where to Go from Here
Looking at the dispersed systems and heterogeneous data landscape today 

on the one hand and the ever-increasing need for business agility and 

digitalization on the other results without a doubt in reimagining how to 

intelligently integrate and gain actionable insight from data. To build an 

intelligent fabric of data and AI enabling a mesh of data products that can 

easily be searched for and consumed by business users is the challenge 

enterprises are confronted with today.

In Chapter 17, we have examined a few Data Fabric and Data Mesh 

trends that are prevalent in the research and academia community. 

Today’s focus may be on gaining more relevant and actionable insight 
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by enriching metadata (generating active metadata), activating the 

digital exhaust, or discovering non-obvious and semantic relationships 

across data assets; tomorrow’s focus, however, will doubtless be to 

autonomously enhance Data Fabric and Data Mesh processes, which 

includes to auto-tune and auto-optimize and to auto-correct and auto- 

improve tasks, further reducing human intervention and thus improving 

business agility and time to value. This clearly affects how we need to 

look at DataOps, MLOps, ModelOps, and AIOps to intelligently entangle 

the operationalization of data and AI with addressing new business 

imperatives and circumstances.

Looking ahead, we should envision the Data Fabric architecture 

and Data Mesh solution to become more intelligent and autonomous 

over time, enabling business users and IT professionals to interact at 

an augmented level with increased efficiency and agility. As we further 

develop our passion for reinventing and improving capabilities, our hope 

is that this book may have given you useful ideas to get you started on your 

Data Fabric and Data Mesh journey.

 Key Takeaways
We conclude this chapter with a few key takeaways that are collectively 

derived from all previous chapters, summarized in Table 18-1.
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Table 18-1. Key Takeaways

# Key Takeaway High-Level Description

1 data Fabric and data 

mesh are inevitably 

associated with applying 

aI, intelligent knowledge, 

and automation.

augmenting data Fabric and data mesh capabilities 

by infusing aI enables us to do intelligent cataloging, 

generate active metadata, build semantic knowledge 

graphs, and gain necessary and holistic insight to 

improve, optimize, and – most importantly –

automate data Fabric and data mesh tasks.

2 a data mesh solution is 

underpinned by a data 

Fabric architecture.

a data mesh should be seen as a solution, which 

is geared toward delivering data-as-a-product 

(data marketplace) in an organizational federated 

approach; it is underpinned and enabled by an aI- 

infused data Fabric architecture.

3 a data product is a 

semantically related set 

of datasets and ready for 

business consumption.

a data product is based on semantically related raw 

data that is transformed into a meaningful business 

context and easily consumable by business users; 

it comes with data product ownership, defined 

SLas, access methods, and policies and rules and is 

registered in the knowledge catalog.

4 there are four key data 

Fabric entry points.

the four key data Fabric entry points are (a) data and 

aI governance, (b) hybrid cloud, (c) trustworthy aI and 

mLOps, and (d) 360-degree customer view.

5 there are distinct drivers 

to implement a data 

Fabric architecture and 

data mesh solution.

the key drivers for a data Fabric architecture and 

data mesh solution are the need to locate data faster, 

to simplify access and consumption of data, to apply 

consistent data and aI governance, and to move the 

data engineer from being the perceived owner of the 

data to being the enabler for the data source owners.

(continued)
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Table 18-1. (continued)

# Key Takeaway High-Level Description

6 trustworthy aI is an 

essential aspect of a 

data Fabric.

trustworthy aI means to detect aI model bias, to 

measure and ensure aI model fairness, to detect 

drift, to provide explainability, and to calculate model 

metrics that serve as input to enable trustworthy 

aI throughout the entire aI lifecycle, including aI 

operationalization.

7 mL-infused entity 

matching is a key aspect 

of a data Fabric.

entity matching is a classification problem for labeled 

data and a clustering problem for unlabeled data. 

many problems in the entity matching process can 

be solved by mL methods, where SVm, K-means, and 

decision trees are common algorithms.

8 data Fabric architecture 

implements dataOps, 

mLOps, modelOps, and 

aIOps practices.

data Fabric implements dataOps, mLOps, modelOps, 

and aIOps  practices via a unified enterprise data 

and aI architecture for consolidating dispersed data 

from a hybrid cloud environment through automated 

data discovery, intelligent information integration, and 

intelligent cataloging.

9 Several intelligent 

information integration 

styles are needed.

depending on use case requirements, data Fabric 

needs to support multiple intelligent information 

integration styles, such as data federation and 

virtualization or microservices with reSt apIs, SQL 

and noSQL, streaming, messaging, etc.

10 aI/mL needs to be 

leveraged to enable 

automated quality 

assessments.

Quality assessments in the context of a modern data 

Fabric need to be infused with aI/mL and developed 

into intelligent automated quality management 

processes, including auto-correction of data quality 

issues.

(continued)
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Table 18-1. (continued)

# Key Takeaway High-Level Description

11 hyper-automated data 

and aI Fabric is largely 

subject to r&d.

the term hyper-automation refers to automating 

adjustments and optimization of data and aI Fabric 

processes: auto-tune, self-correct, auto-implement 

improvements or changes to these processes – 

mainly via infusion of aI/mL.
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AI Artificial Intelligence

ABAC Attribute-Based Access Control

ACC Accuracy

ACID Atomicity, Consistency, Isolation, Durability

ANN Artificial Neural Network

AOD Architecture Overview Diagram

API Application Programming Interface

AUC Area Under the Curve

AWS Amazon Web Services

B2B Business-to-Business

BI Business Intelligence

CAMS Common Assets Managed Services

CCPA California Consumer Privacy Act

CDC Change Data Capture

CDO Chief Data Officer

CI/CD Continuous Delivery/Continuous Deployment

CICS Customer Information Control System

CIO Chief Information Officer

CNTK Cognitive Toolkit

CP4D Cloud Pak for Data
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CPU Central Processing Unit

CRM Customer Relationship Management

CSV Comma-Separated Values

CTO Chief Technology Officer

DaaS Data as a Service

DL Deep Learning

DNN Deep Neural Network

DV Data Virtualization

DVM Data Virtualization Manager

DWH Data Warehouse

EDW Enterprise Data Warehouse

ELT Extract-Load-Transform

ETL Extract-Transform-Load

FN False Negatives

FNR False Negative Rate

FP False Positives

FPR False Positive Rate

GDB Graph Database

GDPR General Data Protection Regulation

GNN Graph Neural Network

GPU Graphical Processing Unit

GRU Gated Recurrent Unit

GUI Graphical User Interface

HDFS Hadoop Distributed File System

HIPAA Health Insurance Portability and Accountability Act
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HPO Hyperparameter Optimization

IBV Institute for Business Value

ICA Independent Component Analysis

IIS InfoSphere Information Server

I/O Input/Output

IoT Internet of Things

I/U/D Insert/Update/Delete

JDBC Java Database Connectivity

JSON JavaScript Object Notation

KPI Key Performance Indicator

LDA Linear Discriminant Analysis

LGPD Lei Geral de Proteção de Dados

LoB Line of Business

LSTM Long Short-Term Memory

MAE Mean Absolute Error

MDM Master Data Management

ML Machine Learning

MSE Mean Squared Error

NLG Natural Language Generation

NIST National Institute of Standards and Technology

NLP Natural Language Processing

NLU Natural Language Understanding

ODBC Open Database Connectivity

ODOi Open Data Platform initiative

OMAG Open Metadata and Governance

ABBREVIATIONS
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OMRS Open Metadata Repository Services

ONNX Open Neural Network eXchange

OWL Ontology Web Language

P Precision

PCA Principal Component Analysis

PCI Personal Confidential Information

PFA Portable Format for Analytics

PII Personally Identifiable Information

PMML Predictive Model Markup Language

PR Precision/Recall

R Recall

RDBMS Relational Database Management Systems

RDF Resource Description Framework

REST Representational State Transfer

RMSE Root Mean Squared Error

RNN Recurrent Neural Network

ROC Receiver Operating Characteristic

SaaS Software as a Service

SDI SQL Data Insights

SDK Software Development Kit

SEPA Single Euro Payments Area

SHAP SHapley Additive exPlanations

SLA Service-Level Agreement

SME Subject Matter Expert

SOM Self-Organizing Map

ABBREVIATIONS
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SPARQL Simple Protocol and RDF Query Language

SQL Structured Query Language

SSN Social Security Number

SVM Support Vector Machine

TN True Negatives

TNR True Negative Rate

TP True Positives

TPR True Positive Rate

URL Uniform Resource Locator

VSAM Virtual Storage Access Method

wFPR weighted False Positive Rate

WKC Watson Knowledge Catalog

wTPR weighted True Positive Rate

YARN Yet Another Resource Negotiator

XGBoost eXtreme Gradient Boosting

XML Extensible Markup Language

x86 Server with Intel Processors

ABBREVIATIONS
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Index

A
Acquire-transform-manage data 

pipeline, 75
Action problem, 129
Active learning, 187
AI algorithms, 195
AI and ML

AI-infused data, 151
business organizations, 147
data access, 150
data discovery, 149
data Mesh solution, 164
data profiling, 150
data-rich enterprises, 147
data steward, 156
digital exhaust, 154
governance, 152
implications, 148
knowledge/governance 

catalog, 149
semantic enrichment, 152
state-of-the-art entity, 164
usage, 148

AI artefacts, 22
AI-based augmented 

insight, 376–379
AI-based generation, 156

AI-based intelligent search, 160
AI-based knowledge catalog, 24
AI-based pattern, 157
AI-based semantic enrichment, 25
AI engineering, 196, 200, 203, 211
AI-generated digital exhaust 

metadata, 25
AI governance, 24, 48, 204
AI-infused automated AI 

governance
capabilities, 380, 381, 385
components, 381, 382
Data Fabric vendor offerings, 380
data set exchange, 382–384
trustworthy AI, 384, 385
trustworthy and 

explainable AI, 380
AI-infused capabilities, 89
AI-infused Data Fabric, 23–25
AI-infused entity matching, 25
AI-infused topics, 154
AI lifecycle

build models, 198
business problems, 197
data collection, 197
data preparation, 198
deploy models, 199
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goal, 200
govern models, 199
inference latency, 197
monitor models, 199
optimal solution, 196
service latency, 197
stages, 197, 225

AI/ML algorithms, 136
AI/ML-based automated 

generation, 22
AI/ML-based  

capabilities, 166
AI/ML-based matching engine, 

165, 167
AI/ML methods, 167, 323
AI/ML technology, 367
AI model adjustments, 387
AI models

drift detection, 104, 108
business reality, 109
data consistency, 109, 110

explainability, 104
model explainability, 111

LIME, 111
ML model, 112
SHAP, 112

model fairness, 104–106
bias, 106, 107
evaluations, 108
fairness score, 107
favorable outcomes, 106
ML model, 108
perfect equality, 106

quality metrics, 105
ACC, 113
confusion matrix, 115
FNR, 113
FPR, 113
harmonic mean, 114
logarithmic loss, 114
PR curve, 114
precision, 113
ROC curve, 114
TNR, 113
TPR, 113

Amazon Redshift, 362
Amazon Relational Database 

Service, 362
Amazon Web Services (AWS)

data connection, 361
data services, 361
direct SQL service, AWS 

Athena, 362
Glue Elastic Views, 362
Lake Formation, 362
serverless services, 363
supported sources, 362

Analytics projects, 206
Annotation, 321–324
Anomaly detection, 129
Apache Jena, 379
Application architecture, 262

API enablement, 263, 264
approaches, 263, 264
business impact vs. 

feasibility, 264
containerization, 263, 264

AI lifecycle (cont.)

INDEX



411

data access vs. data 
replication, 265

data consistency vs. eventual 
consistency, 265

determination, 258
internal application structure, 262
microservices, 264, 265
patterns, 273
user communication 

channels, 263
Application programming interface 

(API), 4, 263
Architecture, 258
Architecture overview diagram 

(AOD), 53
Artificial intelligence (AI), 4, 123
Artificial neural network (ANN), 

320, 323, 377, 378
Asset correlation, 381, 383
Asset identification, 383
Asset infusion, 385
Assets

AI-Infused Understanding, 159
AutoSQL, 163
ETL stages and ML models, 158
metadata, 159
ML/DL techniques, 160
quality assessments, 161
quality scores, 161
and relationship needs, 160
semantic query, 163
SQL query performance, 162
standard SQL, 163

Athena data types, 362

Attribute, 322
Attribute-based access control 

(ABAC), 367
Attribute-level threshold, 184
Auto-assignment, 157
Auto-correct task, 398
Auto-detecting sensitive data, 157
Auto-improve task, 398
Auto-mapping, 190
Automated AI governance insight 

component, 381, 382, 384
Automated Data Fabric, 386
Automated Data Fabric execution 

component, 382, 384
Automated data quality assessment

AI/ML, 328
challenge, 324
data asset, 325
database tables, 327
data class violations, 325
data quality dimensions, 327
data type violations, 325
duplicated values, 326
format violations, 326
inconsistent capitalization, 325
inconsistent representation, 

missing values, 326
innovative methods, 328
missing values, 326
outcome, 324
rule violations, 326
suspect values, correlated 

columns, 326
values out of range, 326

INDEX



412

Automated enrichment, 100
Automated tagging, 321–324
Automotive manufacturing 

industry, 131
AutoSQL, 378
AWS core services, 363
AWS Glue, 361
AWS Glue crawlers, 361
AWS Glue Data Catalog, 362
AWS Glue Elastic Views, 362
AWS Lake Formation, 362
Azure Data Lake Storage, 364
Azure SQL Managed Instance, 364

B
Batch process flow 

optimization, 388
Bias-free AI models, 375
Big data, 3, 9, 11
Binary classification model,  

98, 105, 113
Blocking, 186
Blocking algorithms, 183
Build models, 198
Business analysts, 293, 302
Business applications, 202
Business-critical applications, 220
Business domain, 47
Business-driven data 

requirements, 258
Business drivers, 73

current and consistent data, 74
data and AI asset, 73

data pipeline, 75
data quality, 74
impact of change, 74
knowledge catalog, 73
multiple locations, 73

Business leaders, 209
Business metadata, 91
Business Term Assignment, 322
Business-to-business (B2B), 261
Business users, 25, 26, 28, 31, 

33, 52, 238

C
California Consumer Privacy Act 

(CCPA), 342
Cataloging process, 155, 298
Centralized data provisioning, 357
Change data capture (CDC), 250
Chief data officer (CDO), 43
Classification problem, 128
Cloud Pak for Data (CP4D), 272
Cloud providers, 55
Cloud services, 72, 277

private, 279
public, 278, 279

Cloud-style provisioning, 56
Clustering problem, 129
Common Assets Managed Services 

(CAMS) repositories, 38
Communication Fabric, 376
Composite attributes, 178
Computational complexity, 183
Computer vision, 130
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Confidence-based query 
matching, 378

Containers, 263
Continuous Integration/Continuous 

Deployment (CI/CD), 203
Credit scores, 208
Cross-LoB scenarios, 285
Customers, 306
Customized model, 190, 191

D
DAMA-DMBOK2 knowledge area 

wheel, 337
Data, 334
Data analysis and profiling

AI role, 319
categorization, 316
data clustering, 320
data mining, 321
DL, 318
extrapolation statistics, 319
ML, 318
relationship discovery, 320
representative sample 

datasets, 319
structure, data and AI 

assets, 319
user counts, US State, 

CREDITUSERS Table, 318
Data and AI democratization, 204
Data and AI governance, 312, 338

AI-related tasks, 337
analogy, 340

analytical data, 335
companies, 335
DAMA-DMBOK2 knowledge 

area wheel, 337
data and AI–related 

management tasks, 334
data architecture, 338
Data Fabric architecture, 

341, 342
data management, 337
data quality, 339
data silos, 336
DBMS, 334
definition, 334
DNA, 334
enterprises, 335
integration and 

interoperability, 339
master data, 340
metadata, 340
organizations, 335
property management 

team, 340
reference data, 340
regulatory compliance, 336
security and privacy, 338
storage and operations, 338

Data architecture, 338
big data, 9
capabilities, 258
categories, 266, 267
challenges, 281
data access, 267
data lake implementations, 10
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data lakehouse, 12
data standards, 266
data virtualization, 267
decision criteria, 258
delivery system 

architecture, 267
EDW architecture, 6–9
ETL-transformed data, 267
organizations, 258
requirements, 267
technologies, 266
values and challenges, 5, 6

Data-as-a-product, 18, 21, 26, 29, 
31, 37, 39, 103

Data as a service (DaaS), 48, 59
Data assessment, 58
Data cataloging, 18
Data characteristics, 281
Data cleansing, 132
Data consumer, 45
Data consumption patterns, 242

AI models, 236
AI pattern, 242
analytical data, 236
categories, 239–241
data domains, 236
Data Mesh solution pattern, 241
differentiation, 237
MDM pattern, 242
orchestration, 237
requirements, 237
transactional landscape, 

237, 242

user landscape, 238
users, 238

Data credibility, 306
Data curation, 95
Data domains, 203
Data-driven business, 43
Data-driven decisions, 357
Data engineering team, 211
Data engineers, 207
Data exchange, 261
Data exploration, 131
Data Fabric, 3–5, 13, 14, 17

active metadata, 396
AI governance, 394, 397
AI-infused, 233, 234, 253
AI-infused Data Fabric, 23–25
AI-infused system, 17
AI/ML-based augmentation, 20
aspects, 234
automated action, 253
automated metadata 

enrichment, 395
automated workload, 396
automate quality 

analysis, 346–350
automatic enforcement, data 

regulations, 344, 345
characteristics, 19
cloud data integration, 394
customer 360-degree 

insight, 394
data architecture evolution, 20
and Data Mesh evolution, 

232, 233

Data architecture (cont.)
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and Data Mesh 
relationship, 30–32

Data Mesh solution, 236
data product, 32, 396
data to AI artefacts, 234
definitions, 19
digital exhaust, 397
explainable AI, 396
framework, 21
implementation, 231
industry needs, 235, 236
insight to automated action, 235
intelligent information 

integration styles, 254
knowledge catalog, 247, 254
MLOps, 395
NetApp description, 18
patterns, 231, 253
scope, 233
self-service, 243, 395
solutions, 233
tasks, 233
tasks and capabilities, 21, 22
technologies, 231, 234, 253
technology scope, 235, 236

Data Fabric architecture, 151, 154, 
254, 273

AI techniques, 376
automated regulation, 342, 343
AWS, 361
Azure, 363
data and AI governance, 341, 342
data products, 274
DataOps, 225

Denodo, 366–370
deployment options, 289
determination, 231
goal, 205, 356
governance/knowledge/

semantics layer, 268, 269
IBM Cloud Pak for 

Data, 358–361
integration, 231
integration/transformation 

layer, 269, 270
key features, 356
knowledge catalog, 204
layers, 268
mechanism, 289
orchestration/lifecycle layer, 271
scope, 243
self-service layer, 270
strength, 268
technologies, 273

Data Fabric/Data Mesh
AI and MLOps, 45
AI capabilities

bias, 66
drift, 66
explainability, 67
quality metrics, 67

customer, 45, 60, 360
data and AI identification, 51
data assessment, 52
data communication, 52
data governance and privacy, 

44, 50, 51
data movement, 49
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deploy AI models, 49, 50
hybrid cloud data 

integration, 44
MLOps, 65, 66
rules and policies, 51
task automation, 49

Data Fabric integration, 385
Data federation, 251
Data fragmentation

credit card loans, 208
credit data pipelines, 209, 210
credit score, 208
data pipelines, 208
data preview, 207, 208
data quality, 207
implementation, 211
industries, 206
interest rate, 208
issues, 206
ML models, 209
mortgage application, 206, 207
organizations, 205, 206, 209, 211
restrictions, 206
technical challenges, 205

Data governance, 50
Data gravity, 222
Data identification, 58
Data integration, 5, 48, 266, 356
Data/knowledge catalog

additional insight, 48
AI governance, 48
data lineage, 47, 48
store metadata, 47

Data lake architecture, 57
Data lakehouse, 4, 12, 13
Data lakes, 4, 10–12, 14
Data landscape, 45
Data latency, 8, 9, 14
Data lineage, 47

concern, 306
data lifecycle, 306
definition, 309
details, 307
diagram, 307
enterprises, 308
five Ws, 309
nodes, 307
users, 308
workflow, 306

Data management, 334, 350
Data management  

functions, 19
Data management policies, 58
Data Map, 365
Data Mesh, 3–5, 13, 17

AI artefacts, 28
business-focused data 

products, 18
business requirements, 31
and Data Fabric 

relationship, 30–32
definitions, 26
phrases, 18

Data Mesh approaches, 357
Data Mesh areas, 153
Data Mesh semantic enrichment 

engine, 379

Data Fabric/Data Mesh (cont.)
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Data Mesh solution, 26–28, 168, 
356, 375, 376

architecture overview diagram, 
248, 249

data consumers, 248, 249
data consumption 

pattern, 248
data domain owners, 248
Data Fabric capabilities, 248
data products, 249

Data Fabric capabilities, 243
data marketplace, 248
DataOps, 225
data products, 253
enabling, 248
goals, 205
scenarios, 290
self-service capabilities, 

243–245, 253
business definition/

scoping, 247
business glossary 

integration, 245
business knowledge 

graph, 246
data product 

management, 247
data products, 246, 247
domain-specific, 246
ontology/taxonomy 

integration, 245
semantic enrichment, 245

tools/services, 247
Data mining, 321

DataOps
aspects, 203, 204
design, 200
implementation, 201
orchestration, 204
output, 202
stages, 201

Data preprocessing, 182, 185
Data privacy, 338
Data product, 31, 393

access methods, 35
characteristics, 34
consumption in data 

marketplace, 34
consumption-ready, 36
data-as-a-product, 37
data domain owner and 

product owner, 32
data domain owner 

responsibilities, 32
data product owner 

responsibilities, 33
defined format, 35
description, 34
high-level depiction, 32
knowledge catalog, 36
marketing/customer care 

organization, 31
metadata exchange, 37, 38
policies and rules, 35
SLAs, 35

Data product owner, 31–34
Data provenance, 92, 155, 306
Data quality assessment, 324
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Data quality dimensions, 327, 351
accuracy, 347
completeness, 348
consistency, 347
data class, 348, 349
timeliness, 347
uniqueness, 348
validity, 348

Data quality issue corrections, 387
Data refresh adjustments, 388
Data replication, 5
Data science team, 207, 211, 213
Data scientists, 112, 195, 197–199, 

202, 213, 226, 302
Data security, 339, 340
Datasets, 198
Data transformation, 132
Data virtualization, 58, 251
Deep learning (DL), 128, 378
Deep Neural Network (DNN), 377
Denodo

active metadata supports, 367
cloud services, 368
comprehensive metadata, 366
data catalog, 367
data discovery capabilities, 366
data sources supports, 366
data virtualization, 366–368
definition, 366
direct connection supports, 366
on-premises version, 368
self-service business glossary, 367
semantic layer, 366
virtualization technology, 366

Deployment architecture, 226
Deployment patterns

cloud-native, 222
advantages, 223
applications, 222
consideration factors, 223
data, 222
training phase, 222

edge deployment, 223, 224
factors, 219, 220
runtime environment, 220, 221

application, 221
core idea, 222
drawback, 222
inference requests, 221
integration, 221
masking, data, 220
model versions, 221

training data, 219, 220
Deploy models, 199
Developers, 238
DevOps

model inference, 203
practices, 203
stages, 201
systematic software 

development, 200
Digital business 

transformation, 278
Digital exhaust, 169, 170
Digital footprint, 168
Digitalization, 397
Distributed data  

management, 357
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Distributed File System Custom 
Wrapper, 366

DWH/BI report adjustments, 388

E
Edge computing, 4
Edge fabric, 376
End customers, 238
Enterprise architecture

application architecture 
level, 261

business architecture level, 260
CP4D, 271
data architecture level, 261
Data Fabric architecture, 

272, 273
data structure types, 272
decision criteria, 262
delivery system architecture 

level, 262
development, 259
feedback loop, 260
hybrid cloud, 272
IBM Cloud Pak, 272
information architecture 

level, 261
integration, 272
IT ecosystem, 259
layers, 259
levels, 260
mistake, 262
variations, 272
Watson Studio pipelines, 272

Enterprise Data Warehouse (EDW) 
architecture, 7–10
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catalog, 297

Enterprise master data
cross-selling, 178
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suppliers, 178
upselling, 178

Enterprises, 195, 199, 203, 215, 216, 
219–222, 293, 338, 341

Enterprise-wide Data Fabric 
architecture, 360
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AI-based, 187–189
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ML method, 185
reference model, 182
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F
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Foundational technology, 181

INDEX



420

G
General Data Protection 

Regulation (GDPR), 47, 
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H
Hadoop Distributed File System 
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